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Preface

The usage of mobile devices steadily grows causing an enormous rise in the mobile
data traffic over the Internet. Data is produced by handheld, pervasive and wearable
devices, which are configured for collecting and delivering data to related servers
that host online and mobile social networks. Notwithstanding, the enormous
amount, multi-source collection of data motivates the need to investigate novel
access methods, mobile big data collecting techniques, methods to improve the
integration of resources’ availability through the 3As (‘Anywhere, Anything,
Anytime’) paradigm, distributed big data storing methodologies, and intra- or
inter-big data processing mechanisms.

The main target of this book is to give an overview of the great emerging
advances and challenges in mobile technologies for collecting, storing and pro-
cessing mobile big data from an engineering perspective, discussing a wide range of
applications and scenarios where mobile big data can be applied. Future directions
on theories, practices, standards and strategies that are related to this research
domain are discussed. This timely volume includes thirteen rigorously refereed
chapters from prominent international researchers and serves as a source of new
schemes in the mobile big data field for students, researchers, scientists and prac-
titioners. It may be used in undergraduate and graduate courses on the design and
development of mobile big data-driven systems and applications. Researchers and
scientists will find the book useful as it provides a current state-of-the-art guide and
future trends in mobile big data analytics and management. Finally, practitioners
will broaden their expertise on particular topics and methodologies, such as the
transition of mobile big data to the Cloud, context-awareness in the mobile big data
paradigm and the processing of real-time streaming events on-the-move considering
the need for high-velocity processing and low latency response.

Nicosia, Cyprus Georgios Skourletopoulos
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Bucharest, Romania Ciprian Dobre
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Big Data Analytics: Applications,
Prospects and Challenges

Konstantinos Vassakis, Emmanuel Petrakis and Ioannis Kopanakis

Abstract In the era of the fourth industrial revolution (Industry 4.0), big data has
major impact on businesses, since the revolution of networks, platforms, people and
digital technology have changed the determinants of firms’ innovation and com-
petitiveness. An ongoing huge hype for big data has been gained from academics
and professionals, since big data analytics leads to valuable knowledge and pro-
motion of innovative activity of enterprises and organizations, transforming
economies in local, national and international level. In that context, data science is
defined as the collection of fundamental principles that promote information and
knowledge gaining from data. The techniques and applications that are used help to
analyze critical data to support organizations in understanding their environment
and in taking better decisions on time. Nowadays, the tremendous increase of data
through the Internet of Things (continuous increase of connected devices, sensors
and smartphones) has contributed to the rise of a “data-driven” era, where big data
analytics are used in every sector (agriculture, health, energy and infrastructure,
economics and insurance, sports, food and transportation) and every world econ-
omy. The growing expansion of available data is a recognized trend worldwide,
while valuable knowledge arising from the information come from data analysis
processes. In that context, the bulk of organizations are collecting, storing and
analyzing data for strategic business decisions leading to valuable knowledge. The
ability to manage, analyze and act on data (“data-driven decision systems”) is very
important to organizations and is characterized as a significant asset. The prospects
of big data analytics are important and the benefits for data-driven organizations are
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significant determinants for competitiveness and innovation performance. However,
there are considerable obstacles to adopt data-driven approach and get valuable
knowledge through big data.

Keywords Big data ⋅ Big data analytics ⋅ Performance ⋅ Enterprises
Knowledge management ⋅ Internet of things (IoT)

1 Introduction

Data is characterized as the lifeblood of decision-making and the raw material for
accountability. Without high-quality data providing the right information on the
right things at the right time, designing, monitoring and evaluating effective poli-
cies becomes almost impossible [1]. In that context, an ongoing attention to data
and data-driven approaches from academics and professionals exists, since the
knowledge arising from data analysis processes leads to the promotion of inno-
vative activity, transforming organizations, enterprises and national economies.

Nowadays, in the 4th Industrial revolution era, organizations and governments
focus on the development of capabilities that provide knowledge extracted from
large and complex data sets, commonly known as “big data”. Big data is a buz-
zword in the last years in the business and economics fields, since it plays an
essential role in economic activity and has strengthened its role in creating eco-
nomic value by enabling new ways to spur innovation and productivity growth.
Hence, the ability of management, analysis and acting is significant under the
context of knowledge-based capital (KBC) that is associated with digital infor-
mation, innovative capacity and economic aspects [2].

In that era, many enterprises independent size, from start-ups to large organi-
zations, attempt to obtain data-driven culture struggling for competitive advantage
against rivals. Enterprises aim to leverage data generated within organizations
through their operations to gain valuable insights for better, faster and more
accurate decisions in crucial business issues.

The advent of the Web 2.0 allows users interacting with each other on social
media platforms, enabled companies getting access to big amounts of data easier and
cheaper. In addition, the appearance of Web 3.0 provides considerably increased
opportunities for external data collection. Mobile devices (smart phones and tablets)
that facilitate companies to measure even more precisely, since those devices, both
Internet and mobile-enabled, have the capability to promote e.g. highly mobile,
location-aware and person-centered processes and transactions. This capability will
continue offering unique research challenges and opportunities through the years [3].

Digital enterprises like Google, Amazon and Facebook highlight the significance
of big data, indicating the various ways that can be used from supply chain to
customer satisfaction highlighting the benefits of enterprises. Many enterprises
started to benefit from those opportunities offered by the immense development of
big data technologies. Today, enterprises in every industry sector and not limited to
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ICT sector, are focused on data exploitation to gain a competitive advantage, while
managerial decisions rely on data-based analytics and less on the leader’s experi-
ence [4]. Nonetheless, exploitation of big data needs people with skills and
expertise who will able to capture value from data insights providing significant
knowledge to managers and decision-makers.

1.1 Defining Big Data

The tremendous generation of data, expected to reach 180 ZB in 2025, give data a
leading role in change and growth of the 21st-century shaping a new “digital
universe” with the transformation of markets and businesses [5]. Digital informa-
tion from complex and heterogeneous data coming from anywhere and at any time
introducing a new era, the era of “Big Data” [6].

Big data refers to large datasets that are not able to be captured, stored, managed
and analyzed by typical software tools [7]. These data sets that are huge -not only in
size- but also in heterogeneity and complexity (structured, semi-structured and
unstructured data) including operational, transactional, sales, marketing and other
data. In addition, big data includes data that comes in several formats including
text, sound, video, image and more. This unstructured data is growing faster than
structured and have captured the 90% of all the data [8]. Therefore, new forms of
processing capabilities are required for getting data insights that lead to better
decision making.

On the data life cycle the challenges can be divided into three categories: data,
process and management challenges (Fig. 1) [6]. Data challenges refer to charac-
teristics of big data including volume, velocity, variety and veracity. Process
challenges are related with the techniques needed for big data acquisition, inte-
gration, transformation and analysis in order to gain insights from the big data. The
data management challenges include challenges regarding data security, privacy,
governance and cost/operational expenditures.

Big data can be characterized by the seven Vs: volume, variety, veracity,
velocity, variability, visualization and value.

Volume refers to the large size of the datasets. It is fact that Internet of Things
(IoT) through the development and increase of connected smartphones, sensors and
other devices, in combination with the rapidly developing Information and Com-
munication Technologies (ICTs) including Artificial Intelligence (AI) have con-
tributed to the tremendous generation of data (counting records, transactions,
tables, files etc.). The speed of data is surpassing Moore’s law and the volume of
data generation introduced new measures for data storage i.e. exabytes, zettabytes
and yottabytes.

Variety represents the increasing diversity of data generation sources and data
formats. Web 3.0 leads to growth of web and social media networks leading to the
generation of different types of data. From messages, updates, photos and videos
that are posted in social media networks like Facebook or Twitter, SMS, GPS

Big Data Analytics: Applications, Prospects and Challenges 5



signals from smartphones, customers transactions in banking, e-business and retail,
voice data in call centers etc. Many of the crucial sources of big data are com-
paratively novel, including mobile devices that supply huge streams of data that are
connected with human behavior through their activities and locations; or web
sources supplying data through comprising logs, click-streams and social media
actions. Additionally, big data also differs in data types that are generated, thus big
data consists on structured data (tables, records), unstructured data (text and voice),
semi-structured data (XML, RSS feeds) and other data that is difficult to classify
like data deriving from audio, video and other appliances.

Variability is often confused with variety, but variability is related with rapid
change of meaning. For instance, words in a text can have a different meaning
according to context of a text, thus for an accurate sentiment analysis, algorithms
need to find out the meaning (sentiment) of a word taking into account the whole
context.

Velocity. Big data is characterized by the high speed of data generation. Data
generated by connected devices and web arriving in enterprises in real-time. This
speed is extremely significant for enterprises in taking various actions that enable
them to be more agile, gaining competitive advantage against competitors. Despite
the fact that some enterprises have already exploited big data (click-streams data) to
offer their customers purchase recommendations, nowadays enterprises though big
data analytics have the ability to analyze and understand data taking actions in
real-time.

Fig. 1 Challenges in data lifecycle
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Veracity of data refers to data reliability and accuracy. The data collection has data
that are not clean and accurate, thus data veracity refers to the data uncertainty and
the level of reliability correlated with some type of data.

Visualization. Data visualization is the science of visual representation of data and
information. It presents quantitative and qualitative information in some schematic
form, indicating patterns, trends, anomalies, constancy, variation, in ways that
cannot be presented in other forms like text and tables [9].

The leverage of big data can provide valuable knowledge and thus the value
offered by the data analysis process can benefit enterprises, organizations, com-
munities and consumers.

Enterprises that overcome challenges and exploit big data efficiently have more
precise information and are able to create new knowledge by which they can
improve their strategy and business operations regarding well-defined targets like
productivity, financial performance and market value [10], while big data plays a
major role in digital transformation of enterprises introducing innovations. There-
fore, an increasing interest in exploitation of big data among enterprises and
organizations exists (Fig. 2).

The economic benefits of big data in UK private and public-sector businesses
will increase from £25.1 billion in 2011 to £216 billion in 2017 [11]. Big data can
provide more value in enterprises in various ways and is able to enhance produc-
tivity and competitiveness of enterprises. Big data is referred to the continuous
growth of data and technologies that are necessary for collection, storage, man-
agement and analysis of data. The way of thinking about businesses has changed
with big data, since it changes major elements of organizations and not only
management. Big data can be a key resource for enterprises obtaining new
knowledge, added value and fostering new products, processes and markets, thus
data is characterized as an asset from enterprises’ executives indicating the sig-
nificance of data-driven approach within enterprises [12]. Enterprises gathered data
for ages, however, nowadays more and more enterprises are actually analyzing the
data instead of just keeping them. Hence, data-driven enterprises perform better in
financial and operational terms, 5% more productive and 6% more profitable than
no data-driven, gaining significant competitive precedence against their competitors
[13].

Fig. 2 Big data trend https://trends.google.com/trends/explore?date=all&q=%2Fm%2F0bs2j8q
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1.2 Big Data Analytics

The analysis of large data-sets in enterprises, the term of big data analytics is
associated with data science, business intelligence and business analytics. Data
science is defined as a collection of fundamental principles that promotes taking
information and knowledge from data [4]. Over the last years, data-driven
approaches like Business Intelligence (BI) and Business Analytics are characterized
indispensable to operating enterprises. BI is defined as the methodologies, systems
and applications for collecting, preparing and analyzing data to provide information
helping decision makers. In other words, BI systems are data-driven decision
making systems [14], while Business Analytics are the techniques, technologies,
systems and applications that are used to analyze critical business data for sup-
porting them to understand their business environment and take business decisions
on time. The power of Business Analytics is to streamline vast amounts of data to
enhance its value, while BI mainly concentrates historical data in graphs and data
table reports as a way to provide answers to queries without streamlining data and
enhancing its value.

Business Analytics was commenced to outline the principal analytical element in
BI in the late 2000s. Afterwards, the terms of big data and big data analytics have
been utilised to describe analytical techniques for data- sets that are so large and
complex, needing advanced data storage, management, analysis and visualization
technologies. In that rapidly growing environment, the velocity of data makes the
conversion of data into valuable knowledge quickly a necessity. The differences
between conventional analytics and fast analytics with Big data are in analytics
characteristics (type, objective and method), data characteristics (type, age/flow,
volume) and primary objective (Table 1) [15, 16].

The development of the Internet and later on the connectivity coming from the
web has contributed in the increase of the volume and speed of data. Since the early
2000s, Internet and Web technologies have been offering unique data collection and

Table 1 Conventional and big data analytics

Conventional analytics Big data analytics

Analytics
type

Descriptive, Predictive Predictive, Prescriptive

Analysis
methods

Hypothesis-based Machine learning

Primary
objective

Internal decision support and
performance management

Business processes driver and
data-driven Products

Data type Structured and defined (formatted in
rows & columns)

Unstructured and undefined
(unstructured formats)

Data
age/flow

>24 h Static pool of data <Min Constant flow of data

Data
volume

Tens of terabytes or less 100 terabytes to petabytes

8 K. Vassakis et al.



analysis for enterprises. Web 1.0 systems enable enterprises to establish a web
presence and offer their products/services online interacting with their customers.
Web 2.0 systems, including the introduction of social media networks like Face-
book, provide enterprises more data with information about enterprises, products
and customers. The ongoing increase of mobile devices against the number of
computers introduced a new era of business analytics, including the analysis of
user-generated content by social media channels. Mobile devices have the capa-
bility to promote e.g. highly mobile, location-aware and person-centered processes
and transactions. Therefore, Data-driven decision making is on data coming from
all the sources of enterprises, while predictions and machine learning are based on
traditional data and new innovative sources like IoT and AI.

Data analysis is the process of inspecting, cleaning, transforming and modeling
data gaining useful information for suggestions and support in decision-making. It
has multiple facets and approaches, encompassing diverse techniques under a
variety of names, in different business, science and social science schemes, while
“Big Data Analytics” refers to advanced analytic techniques, considering large and
various types of datasets to examine and extract knowledge from big data, con-
stituting a sub-process in gaining insights from big data process. Using advanced
technologies, Big Data Analytics (BDA) includes data management, open-source
programming like Hadoop, statistical analysis like sentiment and time-series anal-
ysis, visualization tools that help structure and connect data to uncover hidden
patterns, undiscovered correlations and other actionable insights.

The process of BDA is a resource for strategic decisions leading to significant
improvements in operations performance, new revenue streams and competitive-
ness against rivals. In that context, the process of getting insights from big data can
be divided into two phases: data management and data analysis. Data management
is related with the processes and technologies for data generation, storage, mining
and preparation for analysis, while data analysis refers to the methods and tech-
niques for analysis and interpretation of the insights coming from big data [17]
(Fig. 3).

Analytics can be divided into four categories, ranging from descriptive and
diagnostic analytics to the more advanced predictive and prescriptive analytics.

Fig. 3 Process of leveraging big data
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Descriptive analytics, based on historical and current data, is a significant
source of insights about what happened in the past and the correlations between
various determinants identifying patterns using statistical measures like mean, range
and standard deviation. Descriptive analytics using techniques like online analytical
processing (OLAP) exploits knowledge from the past experience to provide
answers in what’s happening in the organizations. Common examples of descrip-
tive analytics include data visualization, dashboards, reports, charts and graphs
presenting key metrics of enterprises including sales, orders, customers, financial
performance etc.

Diagnostic analytics based also in historical data provide insights about the
root-cause of some outcomes of the past. Thus, organizations can take better
decisions avoiding errors and negative results of the past.

Predictive analytics is about forecasting and providing an estimation for the
probability of a future result, defining opportunities or risks in the future. Using
various techniques including data mining, data modeling and machine learning, the
implementation of predictive analytics is significant for any organization’s segment.
One of the most known applications of that type of analytics is the prediction of
customer behavior, determining operations, marketing and preventing risk. Using
historical and other available data, predictive analytics are able to uncover patterns
and identify relationships in data that can be used for forecasting [17]. Predictive
analytics in the digital era is a significant weapon for organizations in the com-
petitive race. Therefore, organizations exploiting predictive analytics can identify
future trends and patterns, presenting innovative products/services and innovations
in their business models.

Prescriptive analytics provide a forecasting of the impact of future actions
before they are taken, answering “what might happen” as outcome of the organi-
zation’s actions. Therefore, the decision-making is improved taking under con-
sideration the prediction of future outcomes. Prescriptive analytics using high level
modeling tools is able to contribute remarkably to the performance and efficiency of
organizations, through smarter and faster decision with lower cost and risk and
identifying optimal solutions for resource allocation [18].

The advanced predictive and prescriptive analytics can play crucial role in
efficient strategic decision making dealing with significant problems of organiza-
tions like design and development of products/services, supply chain formation etc.
[19].

1.2.1 Big Data Analytics Applications

Nowadays, as the growing generation of available data is a recognized trend across
enterprises, countries and market segments, the majority of enterprises regardless
industry is collecting, storing and analyzing data in order to capture value. Digital
economy through the tremendous use of internet and digital services has trans-
formed almost all the industry sectors, including agriculture and manufacturing, to
more service-centered [20]. There are many and different sectors, like e-commerce,
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politics, science & technology, health, government services etc., where big data
analytics are applied. Data-driven companies from various industries clarify the
power of big data, making more accurate predictions leading on better decisions.

The large streams of data generated everyday need better infrastructures in order
to be captured, stored and analyzed. A market with a wide supply of new products
and tools designed to cover all the needs of big data has been created and it is
developing rapidly [21]. There is a wide variety of analytic tools that can be used to
perform BDA, among others on the basis of SQL queries, statistical analysis, data
mining, fast clustering, natural language processing, text analytics, data visualiza-
tion and artificial intelligence (AI). These techniques and tools provide easily and
rapidly exploitation of big data.

The knowledge derived from exploitation of big data provides enterprises added
value through new ways of productivity, growth, innovation and consumer surplus
[7], thus big data becomes a major determinant of competitiveness and enterprises
are in need of data analysis capacity to exploit the full potential of data.

Enterprises that learn to capitalize big data utilizing real-time information
coming from various sources like sensors, connected devices etc. can understand in
more detail their environment and define new trends, create new and innovative
products/services, respond quickly in changes and optimize their marketing actions.
The leverage of big data is able to contribute to the efficient resources’ allocation
and supervision, waste reduction, facilitation of new insights and higher level of
transparency in different sections of enterprises from production to sales.

Therefore, BDA applications in almost every business sector exist. Applications
also in politics and e-government, science and technology, security and safety,
smart health and well-being exist [3]. In addition, there are plenty and various types
of big data applications among enterprises and industry sectors. BDA can be
employed in e-commerce and marketing applications like online advertising and
cross-selling, while it helps enterprises to analyze customer behavior in shaping
360-degree customer profile for implementation of targeted and optimized mar-
keting actions to impact customer acquisition and satisfaction. It offers better
understanding of customers’ behavior and preferences and thus improve customer
service.

Some examples of the ways BDA are exploited showing the significance of
analytics in various themes [22]:

Marketing Market
basket
analysis

Recommendation
systems

Customer
Intelligence

Retention
modeling

Customer
churn
prediction

Processes Supply
chain
analytics

Demand and
supply forecasting

Business
Processes
analytics

HR
analytics

Government Fraud
detection

Terrorism
Detection

Tax
avoidance

Cost
reduction

Social
security
(continued)
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(continued)

Risk
Management

Credit
risk
modeling

Market risk
modeling

Fraud
detection

Web and
Social media

Web
analytics

Social media
analytics

Multivariate
testing

Enterprises and organizations collect large amounts of security-relevant data
such as software application events, network events, people’s action events. The
generation of data coming from these actions are increasing rapidly per day as
organizations enable logging in more sources, running more software programs,
have more working employees and move to cloud solutions. Unfortunately, the
volume and variety of security data quickly become overwhelming and existing
analytical techniques cannot work efficiently and trustworthily. BDA applications
become part of security management and monitoring, since it contributes to
cleaning, preparation and analysis of various complex and heterogeneous datasets
efficiently [23]. One of the most common uses of BDA is fraud detection, thus
financial institutions, governments and phone companies use big data technologies
to eliminate risk and enhance their efficacy.

In addition, BDA is widely applied in supply chain and logistics operations
playing a significant role in developing supply chain strategies and supply chain
operations management. BDA can support decision making through the under-
standing of changes of marketing conditions, identification of supply chain risks
and exploiting supply chain capabilities to model innovative supply chain strate-
gies, thereby improving the flexibility and profitability of supply chain. BDA
contributes also in decision making at operational level, since it measures and
analyses supply chain performance taking into account demand planning, supplies,
production, inventory and logistics. It thus improves efficiency of operations,
measures supply chain performance, reduces process alterability and contributes to
the implementation of the best supply chain strategies at operational level [24].

Talking about digital and data-driven enterprises, the firsts coming in mind are
Google, Amazon, Apple and Facebook. Amazon that was born digital, exploited
big data achieving to disrupt traditional book market and became the leader in
digital shopping. Another example of a famous born-digital firm is Google that
harness data from engine search to digital marketing in order to provide and per-
sonalize search to its users, while Google and Facebook collect data providing
opportunities for personalized and customized marketing.

Nevertheless, traditional non-technological enterprises are also attempting to
gain data-driven benefits. General Electric (GE) has developed a cloud-based
platform for Industrial Internet application named “Predix” that provides real-time
insights for engineers to schedule maintenance checks, improves machine efficiency
and reduces downtime. GE this way provided new service value propositions in the
conservative market of the oil and gas industry, while it faces its most pressing
challenges: improving assets and operations productivity and eliminating the cost of
tacit knowledge from aging workforce [25].
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Walmart and other major retailers using BDA in the entire business process,
from supply-chain management to marketing, gained benefits from data. Applica-
tions of BDA are everywhere and not only in digital sectors, but also in no
web-based sectors including manufacturing, agriculture, health care, energy, trav-
eling and others. In healthcare sectors, various applications of BDA exist, from
quality of treatment services and cost efficiency of hospitals to improvement and
predictions of patient health condition. In traveling and retail, BDA applications are
able to provide customer intelligence through web and social media analytics, thus
enterprises can offer personalized products/services. Additionally, in energy man-
agement the majority of the enterprises use data analytics to track and control
devices achieving a more efficient energy management without services deviation.

1.2.2 Big Data Analytics Prospects

Analytics in decision making procedure is not something new, since business
analytics appeared as early as in the mid1950s—Analytics 1.0 era—with the advent
of tools that were able to generate and capture larger amounts of data in enterprises
data warehouses and discover patterns more quickly than human minds with
business intelligence tools. In that first era, managers gained a data-based com-
prehension going beyond intuition in decision making. Until mid-2000s, the rapid
growth of data generation and the arrival of big data have signaled a new era—
Analytics 2.0—where enterprises have the opportunity to leverage that data with
new more powerful tools. The need of new innovative technologies appeared and
enterprises moved quickly to acquire the necessary capabilities and knowledge for
gaining insights from big data, with the major difference between eras being in
skills required for data analysis [26]. In the next era, analytics is an integral part of
enterprises supporting decision making and enterprises move to creation of
analytics-based products/services. Moving ahead, the next era—Analytics 3.0 or
“data economy”—is characterized by the tremendous increase of data generation
coming from the growth of Internet of Things (IoT) with 8.4 billions connected
devices in 2017 globally and 20.4 billion by 2020 [27].

The most recent era—Analytics 4.0—includes cognitive technologies including
machine learning, where actions and decision making are shifted to augmentation
with dynamic machine automation. The main characteristics of all these eras are
appeared in Fig. 4 [28].

In the current era of analytics, the emerging new technologies will increase the
generation of data, thus enterprises and organizations have to face up technical
challenges in order to have access to more and better data. The worldwide revenues
of big data and business analytics (BDA) will be more than $203 billion in 2020
and banking, manufacturing, government and professional services will be the top
industries in BDA investments according to International Data Corporation
(IDC) [29].

Therefore, enterprises should focus on capturing value from data using analytical
techniques and tools. BDA can help enterprises to examine trends and discover new
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ones for gaining competitive advantage, introducing new and improved products.
Among others, data visualization and process simulation, text and voice analytics,
social media analysis, predictive and prescriptive techniques can provide valuable
knowledge to enterprises, while they are able to make insights more transparent and
impact any enterprise’s section.

Data science and big data technologies—techniques promote data-driven deci-
sion making and thus contribute in better enterprise’s performance, since the ulti-
mate goal of data science is the improvement of decision making. Therefore,
whether organizations couldn’t capture value from applying data-driven decision
making as their strategy, they have failed [4]. There is evidence that data-driven
decision making contributes significantly and positively to enterprise’s performance
in terms of productivity and profitability [30]. Data-driven approach can provide
great opportunities for gaining competitive advantage, as measuring and managing
more precisely business analytics can enable organizations to make better predic-
tions and smarter decisions also to target more-effective interventions [13].

Moving to a whole new era in data analytics, organizations and enterprises are
exploring new innovative strategies and techniques to remain competitive in their
market. Using BDA help them to introduce new and/or improved products/services,
manage more efficiently their supply chains and processes, eliminate risk through
fraud detection and security improvement and exploit customer intelligence.

Fig. 4 The evolution of analytics eras
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Applications of BDA can provide several advantages in organizations and
enterprises that have an efficient data-driven approach. Big data analysis is able to
provide in-depth knowledge about the different departments of an organization and
thus using big data analytics for prediction making will contribute to increased
performance and higher returns on investments with lower cost and risk, while more
transparency is achieved.

Some of the prospects of big data analytics are:
Gaining insights from big data analytics of all the departments of an organization to
develop a comprehensive business strategy, or the entire organization. This strategy
will be able to contribute to higher level of productivity and efficiency, within the
departments, but also in the whole organization with cost reduction and elimination
of processes.

Organizations will exploit more artificial intelligence (AI) technologies that are
able to reinvent organizations in various ways. However, organizations should
develop automations and structured analytics, before they move on the adoption of
advanced AI. The integration of structured and unstructured data analytics with AI
systems makes it possible to examine, explain and predict customer preferences and
behavior [31].

Data-driven innovation (DDI) relying on the knowledge-based capital, refers to
innovations arising from data-driven decision processes [2] that lead to the dis-
covery of new and disruptive business models, the enhancement of customer
intelligence [32] and the introduction of new/improved products or services. The
potential of data-driven innovation big data in UK private and public sector busi-
nesses will lead to £24.1 billion contribution to UK economy during
2012–2017 [11].

Real- time analytics is a big trend that enterprises need to pay attention at in the
near future. Despite the challenges and issues that are addressed, it is proven that
analytics-driven management has significant implications on enterprises, whether
they are looking for growth, efficiency or competitive differentiation. Therefore, Big
data analytics have seemingly unlimited potential to help an enterprise to grow and
reveal its data potential.

The rapid growth of the demand for data analytics in combination with the lack
of talent lead on collaborations and initiatives between academia and industry in
order to bridge the talent gap. In that context, many universities are preparing and
starting academic courses related with data science. In addition, companies real-
izing the potential of big data, provide training to their employees. Recently
AirBnB started its own internal university called “Data University” to democratize
data science and help to drive data-informed decision making.

There are different expectations from enterprises regarding big data analytics.
Organizational leaders want to exploit analytics to be smarter and innovative like
never before, while senior executives want to use data-driven decision making for
their efficient operations [33]. Managers using a data-driven decision system (DSS),
have access to historical and new data supporting them to gain insights for orga-
nization processes and resources’ performance. DDS are significant not only for
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global organizations but also for small and medium organizations that can exploit
them to their benefit [10].

1.2.3 Big Data Analytics Challenges and Barriers

The major challenges in adopting big data analytics from enterprises are more
managerial and cultural than associated with data and technology, while the main
barriers are the lack of comprehension of how to utilize big data analytics to
enhance the business and the lack of management spectrum from competing pri-
orities [33]. Studies among different industry sectors indicate that organizations use
less than half of their structured data in decision making process, while less than 1%
of their unstructured data is analyzed or exploited, 70% of employees have access to
data they should not and 80% of analysts’ time is to discover and prepare data [34].

Leadership. According to management challenges, enterprises that achieve to be
successful in the data-driven era have leadership teams that determine aims,
modulate achievements and ask the right questions to be answered by data insights.
Despite its technological approach, the power of big data cannot be exploited
without vision or human insight. Therefore, leaders of enterprises with vision and
ability of revealing the future trends and opportunities, will have the ability to act
innovative, motivate their teams work efficiently to achieve their targets.

Talent management. Enterprises in order to leverage data through big data ana-
lytics need human capital with high level of technical skills to use and exploit these
systems in order to achieve exploitable knowledge for end users, mainly C-suite.
People’s specific skills include statistics, big data mining, master visualization tools,
business oriented mindset and machine learning. These are required to get valuable
insights from big data contributing in decision making procedure [13]. However,
these people (data scientists, data analysts etc.) are extremely difficult to be found
and thus demand for them is high. There is a challenge in finding data scientists
with skills both in analytics and in domain knowledge. In general, there are existing
fewer data scientists than needed [35].

Decision making procedure. In efficient enterprises, decision makers and
knowledge derived from data exploitation are in the same place. Nonetheless, it is
difficult for decision makers to handle huge amounts of data. Therefore, there is
need of decision-makers having problem-solving skills and the ability to provide
answers to problems with the right data or cooperation of different people in
problem solving through leveraging big data [13].

Decision making Quality. The quality of decision making adopting a data-driven
approach is a significant factor for taking advantage of the possibilities that big data
analytics are offering. In that context, ensuring decision making quality is correlated
with factors like data quality of big data sources, big data analytics capabilities, staff
and decision-maker quality [36]. The accuracy of big data sources is significant in
providing high value in decision making eliminating wrong actions, while big data
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analytics capabilities are related with the utilization of the right techniques and tools
from specialists with knowledge of big data analytics.

Data-driven culture. Another significant challenge for adopting data-driven
approach is enterprise culture. The basis in obtaining data-driven culture is the
capabilities to quickly condense, analyze and distribute crucial business information
to decision makers. That basis is extremely significant for enhancement of business
performance, while development and improvement of that capabilities empower
enterprises leading to improvements in all business segments and higher returns on
investments. In that context, enterprises have to adopt data-driven decision making
in all issues and stop acting solely on hunches and instinct. Therefore, management
must fully understand the significance of getting insights from data exploitation. In
addition, for a data-driven enterprise, people who are involved in the process of
data-driven decision making need to meet some requirements. Managers should be
able to manage efficient data-analytics teams and projects, while marketers should
be able to understand metrics and analytics in order to manage efficiently marketing
activities.

New technology utilization. Many enterprises conceiving the power of data, have
developed technology skills in business intelligence and/or data warehousing, but
technologies of big data analytics are different and new. Therefore, enterprises have
to utilize techniques and technologies that are available in order to capture value
from big data. As these technologies are evolving rapidly, IT departments should be
able to develop their capacity and be up to dated to that ongoing innovation. For
instance, problems will emerge when database software does not support big data
analytics options.

Data privacy. The collection of data is considered to be deeply suspicious by many
people. For them, big data is an invasion of their privacy. Marketers are struggling
with consumers’ perception of data, as the 71% of them believe that brands with
access to their personal data are using it unethically, while the 58% of them have not
used any digital service due to privacy concerns that lead to decision-making about
the applications they download, the email addresses they share and the social media
sites to use in order to connect to other websites [37]. Therefore, enterprises need to
use safeguards in order to ensure that data are not used to violate the customers’
personal privacy [7]. In that direction, data policies including privacy, security,
intellectual property and liability issues, should be addressed in order to exploit big
data value.

2 Conclusions

The growth of Internet with the beginning of Web 2.0 era enabled companies
getting access to big amounts of data easier and cheaper, while the opportunities for
external data collection have even increased with the appearance of the Web 3.0.
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Enterprises and organizations from all sectors began to focus on data exploitation
for gaining competitive advantage.

Nowadays, the big data era has quietly settled down on almost every company,
because they realized that data-driven decisions tend to be better and more accurate
decisions. However, that many companies in several industries are applying busi-
ness analytics including big data analytics, it doesn’t mean that they all take benefit
from it by getting valuable insights and real business value from the available data.

Becoming a data-driven company is more than using analytical techniques and
tools. The companies need to hire people equipped with systematic thinking to
promote the success in data-driven decision making. Success in the data-oriented
business environment today includes being able to think data-analytically. Since the
amount of data is continuously growing, domain knowledge and analysis can’t be
considered as separate areas. Both academic and applied professionals of the
companies are expected to have the analytical skills and to understand business
processes.

Employees, who don’t have the basic understanding of data-analytic thinking, do
not really know how the business of an organization is working. If they are able to
understand the process and its steps, it will be easier for them to find suitable
solutions for the weaknesses of the concerning process step. But to be able to
perform data-driven, organizations have to face some challenges, both managerial
and technical.

Big data is not just about data volume, but also about variety and velocity. Big
data analytics have the ability to help enterprises understanding their business
environments, their customers’ behavior and needs and their competitors’ activities.
Thanks to big data analytics enterprises are able to form their products and actions
in order to fulfill customers’ needs and innovate against rivals through better pre-
dictions and smarter decisions on basis of evidence instead of intuition. Organi-
zations that achieve to manage the challenges and adopt a data-driven culture, they
can expect good prospects. There is strong evidence that business performance can
be improved via data-driven decision making, big data technologies analytical tools
and techniques on big data. As more companies learn the essential skills of using
big data and how to engage with current technologies, which are continuously
developing, may soon stand out from their competitors and have a decisive com-
petitive advantage.
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Levering Mobile Cloud Computing
for Mobile Big Data Analytics

Yongxin Liu and Houbing Song

Abstract Mobile devices are becoming an indispensable tool for daily life and a

considerable number of services are delivered via mobile devices. However, the

capacity of mobile devices is constrained for complex interactive and computation-

ally intensive applications (such as Siri on iOS), and therefore, cloud computing

is needed to improve user experience. This results in mobile cloud computing. In

this chapter, we first review the architectures of popular cloud computing platforms

used in enterprise level application scenarios, then we present the requirements and

challenges of cloud computing enabled service oriented intelligent mobile applica-

tions. After analyzing those challenges on both client side and cloud architecture, we

propose the cloud computing architecture for mobile big data analytics and present

several application cases.

1 Introduction

In this chapter, we will address several closely related concepts, i.e., cloud comput-

ing, mobile cloud computing, and mobile big data. The relationship among these

three concepts is given in Fig. 1. As shown in Fig. 1, mobile cloud computing and

general cloud computing, are closely related, since both mobile cloud computing

and cloud computing are solutions of mobile big data collection, processing, and

customized service delivery. Big data provide users with the ability to get insights

and discover knowledge from the ocean of data while cloud computing provides the

necessary engine.
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Fig. 1 Relationship among three concepts in this chapter

Mobile big data mining and harvesting is an application paradigm for mobile

cloud computing. However, the mobile cloud computing must be specially enhanced

from architectures to services for delivering services over resource-constrained

mobile devices. With the help of mobile cloud computing, the functionalities of our

mobile devices have been significantly enhanced.

The objective of this chapter is to present the opportunities and challenges of

applying mobile cloud computing in mobile big data analytics. This chapter is orga-

nized as follows: we first provide an overview of general cloud computing applica-

tion paradigm and its service models along with a logical architecture in Sect. 2. The

key technologies of cloud computing, i.e., virtualization and middleware, are pre-

sented in Sect. 2.1 and Sect. 2.2, respectively. In Sect. 3, we introduce the challenges

(Sect. 3.1) and feasible solutions (Sect. 3.2) for using cloud computing platform to

provide service and enhance functionality for mobile devices. The application frame-

work of mobile big data analytics is presented in Sect. 4.

2 An Overview of General Cloud Computing

Cloud computing is an emerging field in information technology that moves comput-

ing and data away from desktop and portable PCs into large data centers. Pervasive

cloud computing is the antecedent of mobile cloud computing. The word cloud is a

metaphor for describing the Web as a space where operating systems [26], applica-

tions, storage, data, and processing capacity all have been preinstalled and exist as a

service, ready to be shared among users.

The main objective of cloud computing is to make better use of online resources

and solve large-scale computation problems [10] (e.g. big data mining). An example
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Fig. 2 An overview of cloud computing service

for cloud computing application is illustrated in Fig. 2. Cloud computing enhances

the capacity of distributed computers to solve large scale computation problems [26],

likewise, resources in the cloud provide transparent resource accessibility to a large

number of users who do not need to know their exact locations and specifications

[14]. In this scheme, on one hand, cloud applications and data are accessible to

authenticated users from anywhere at any time. On the other hand, cloud computing

providers offer their “services” in various forms.

According to the National Institute of Standards and Technology (NIST), three

standard models are defined, i.e., Platform as a Service (PaaS), Infrastructure as

a Service (IaaS) and Software as a Service (SaaS) [11, 20, 22]. These cloud ser-

vice models are explained as follows (their hierarchical relationship is illustrated in

Fig. 3).

∙ Infrastructure as a Service (IaaS). Examples include Flexiscale and Amazon’s

EC2. The service is usually provided in the form of virtualized PC (also called

node) where the consumer is able to deploy and run arbitrary software, which can
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Fig. 3 Architecture of general cloud computing service

include operating systems and applications. Consumers do not manage or control

the underlying cloud infrastructure but have full control over the virtualized oper-

ating systems, networking components (e.g., host firewalls), storage, and their own

applications.

∙ Platform as a service (PaaS). Examples include Google’s Apps Engine, Sales-

force.com, Force platform, and Microsoft Azure. In this mode cloud providers

deliver a computing platform, which typically includes operating system,

programming-language execution environment, database, and web server for end

users. In such environments, users develop, run, and manage applications without

the complexity of building and maintaining the infrastructure typically associated

with hardware and low level operation system APIs.

∙ Software as a Service (SaaS). Examples include Google Docs, Gmail, Sales-

force.com, and Online Payroll. This mode enables users to access providers’ appli-

cations running on a cloud infrastructure. The applications are accessible from

various client devices through either web browser (e.g., web-based email), or a

program interface (e.g., navigation service). The consumer does not manage or

control the underlying cloud infrastructure including network, servers, operating

systems, storage, or even individual application capabilities, but sends requests

and receives responses from the cloud.

In Fig. 3 we can find that there are two supporting layers in cloud computing archi-

tecture, i.e., virtualization and application middleware, respectively. A principle of

IaaS is that virtualization layer allows one physical server to run several individual

computing environments [8]. In practice, it resembles multiple servers for each phys-

ical server user. In other words, cloud providers have large data centers which consist

of servers to power their cloud offerings, but they cannot devote a single server to
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each customer [10, 37]. Likewise, application middleware encapsulates the details

of virtual nodes and provides higher level developers a unified interface for deploy-

ing elastic services. These two supporting layers are discussed in the following two

sections.

2.1 Virtualization Framework

An overview of virtualization architecture for cloud computing is illustrated in Fig. 4.

This architecture can be divided into three layers.

∙ Computing and networking infrastructures. In this layer, physical servers are

connected with high speed network, at the same time hypervisor operating system

(e.g. ESX by VMWare or XenSever by Citrix) is installed to manipulate the hard-

ware and network interface on each physical server node. The specialized oper-

ation system runs on “bare metal” with its own kernel and provides components

for virtualization [8].

∙ Resource pooling and management. In this layer, resource pooling server aggre-

gates resources from individual physical servers and provides unified management

interfaces (e.g. XenCenter by Citrix or vCenter by VMWare) for clients to allocate

resources and install operation system for virtual PCs [9]. On the other hand, this

resource pooling server collaborates with physical severs to achieve the function-

ality of individual PCs. In some circumstances, where there is only one physical

server, resource pooling sever and management client are combined.

∙ Virtual nodes and network. This layer consist of virtual machines simulated

by resource pooling server and virtual networks connecting them. Those virtual

machines are real objects providing specific services. It’s notable that, network

virtualization has played an important role in facilitating the flexibility in topol-

ogy of these virtual nodes [13]. Thus, cloud providers can provide users with a

cluster of nodes along with desired networking structure.

The virtualization of physical infrastructure stimulates and provides a consolidated

foundation for IaaS, where users interact with the seamlessly simulated virtual nodes

rather than the low level hypervisory systems [24].

For certain purposes, specialized hardware, such as Graphical Processing Unit

(GPU) can be installed in physical servers from which they can be specially allocated

to virtual nodes enabling the parallel computing capacity.

2.2 Middlewares

In cloud computating, middleware refers to the software framework that connects

service resource to the application. In many cases, middleware is a major concept of
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PaaS that provides users with an encapsulated environment with unified program-

ming interfaces.

Although cloud service providers and subscribers have developed various service

oriented middlewares for their applications, traditional middlewares for data manip-

Fig. 4 Architecture of virtualization in cloud computing
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Fig. 5 An overview of

mechanism of HDFS

ulation are inadequate for the era of mobile big data. For big data processing, spe-

cially for manipulating unstructured data from mobile devices and Internet of Things

(IoT), advanced and versatile middlewares are needed to efficiently organize virtu-

alized and even distributed resources (IaaS) to provide subscribers with unified API

development and management interfaces. In this manner, the role of middleware for

big data processing in cloud resembles a combination of API libraries and resource

scheduling engines. In the following subsection, two state-of-art middlewares for

cloud based big data storage, management and processing, i.e., Hadoop and Spark,

are introduced respectively.

2.2.1 Hadoop

The Apache Hadoop software library is a framework that allows for the distributed

processing of large data sets across clusters of computers using simple programming

models [2]. The core of Apache Hadoop consists of two major abstractions: a storage

part, known as Hadoop Distributed File System (HDFS), and a processing part called

MapReduce programming model.

HDFS: The Hadoop Distributed File System (HDFS) is a distributed file system

designed to run on commodity hardware [3]. It is similar to existing distributed file

systems. However, the differences from other distributed file systems are significant.

HDFS is highly fault-tolerant and is designed to be deployed on low-cost hardware.

HDFS provides high throughput access to application data and is suitable for appli-

cations that have large data sets.
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Fig. 6 Logical architecture

of MapReduce along with

HDFS

A brief architecture of HDFS is given in Fig. 5. HDFS consists of two types

of nodes, namely, a NameNode called master and several DataNoes called slaves.

HDFS can also include secondary NameNodes. The NameNode manages the hier-

archy of file systems and directory namespace (i.e., metadata). File systems are pre-

sented in the form of NameNode that registers attributes, such as access time, modi-

fication, permission, and disk space quotas. The file content is split into large blocks

(in the figure, the client’s file is split into 3 blocks), and each block of the file is inde-

pendently replicated across DataNoes for redundancy. This approach takes advan-

tage of data locality, where nodes, in most of the processing period, manipulate the

data within their vicinity. The feature of data locality reduces the dependence on

high speed network for information exchange as in conventional parallel computing

architectures.

MapReduce: MapReduce is a programming model and an associated implementa-

tion for processing and generating big data sets with a parallel, distributed algorithm

on a cluster (a group of computers) [6]. Processing can occur on data stored either

in a filesystem (unstructured) or in a database (structured). MapReduce can take

advantage of the locality of data, processing it near the place it is stored in order to

minimize communication overhead.

The logical architecture of MapReduce along with HDFS is given in Fig. 6.

MapReduce engine relies on the HDFS, which consists of one JobTracker, to which

client applications submit MapReduce jobs. The JobTracker pushes work to avail-

able TaskTracker nodes in the cluster, striving to keep the work as close to the data

as possible. With a rack-aware file system, the JobTracker knows which node con-

tains the data, and which other machines are nearby. If the work cannot be hosted on

the actual node where the data resides, priority is given to nodes in the same rack.

This reduces network traffic on the main backbone network. If a TaskTracker fails

or times out, that part of the job is rescheduled.

In most cases, using MapReduce, programmers are required to specify two func-

tions only: the map function (mapper) and the reduce function (reducer), respectively
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[17]. To illustrate the mechanism of MapReduce, we suppose an application scenario

where we want to calculate the occurrence frequency of each word within one mil-

lion articles. In this scenario, these articles have been merged into text blocks and

stored in DataNodes. The MapReduce based application then works in the following

manner:

1. Map: Each slave node counts the occurence frequency of words within the text

block in its memory and generates an intermediate word count table. The master

node ensures that only one copy of redundant text blocks is processed.

2. Shuffle: Reschedule the work load for merging the intermediate word count table

generated by each node, e.g. words starting with letter a to e may be assigned to

node 1, likewise, words starting with f to h can be assigned to node 2.

3. Reduce: Corresponding proportion of intermediate word count table is transmit-

ted and processed to generate the overall statistic of word count. In this scenario,

the overall count of words starting with letter a to e are derived by node 1 whilst

node 2 provides the overall count of words starting with letter f to h. Finally, the

master node collects the output results of each slave node and merges into our

overall word count table.

Although HDFS and MapReduce are most critical components of Hadoop, several

other current open-source Apache projects are related to the Hadoop ecosystem.

These components can greatly boost the users to implement certain SaaS applica-

tions. It’s also notable that all the modules in Hadoop are designed with a funda-

mental assumption that hardware failures are common occurrences and should be

automatically handled by the framework [33, 40].

2.2.2 Spark

Compared with Hadoop, Spark is regarded as a more accessible, powerful and capa-

ble big data tool for tackling various big data challenges, because Spark enables

applications in Hadoop clusters to run up to 10 times faster either in memory and on

disk [27, 31]. Spark runs on top of existing HDFS to provide enhanced and additional

functionalities, and therefore it is considered as a powerful complement to Hadoop.

The architecture of Apache Spark is based on two main abstractions: Resilient Dis-

tributed Datasets (RDD) and Directed Acyclic Graph (DAG).

RDD: Resilient Distributed Datasets (RDDs) are collection of data blocks that are

split into read-only partitions and can be stored in-memory on workers nodes (similar

to the slave nodes in Hadoop cluster) of the spark cluster. In terms of datasets, apache

spark supports two types of RDDs: Hadoop Datasets which are created from the

files stored on HDFS and parallelized collections which are based on existing Scala

collections. Spark RDDs support two different types of operations: Transformations

and Actions. Transformations don’t return a single value, since RDDs are immutable.

The transformation functions just reads in an RDD and return a new RDD. An Action

operation evaluates and returns a new value. When an Action function is called on a
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RDD object, all the data processing queries are computed at that time and the result

value is returned [36].

DAG: Directed Acyclic Graph (DAG) is a sequence of computations performed on

data represented as graph, in which each node is an RDD partition and edge is a

transformation on top of data. The DAG abstraction helps eliminate the Hadoop

MapReduce multi-stage execution model and provides performance enhancements.

In conventional hadoop platforms, when dealing with complicated tasks, developers

have to connect together a series of MapReduce jobs and execute them in sequence.

Each of those jobs is of high-latency. The job output data between each step has to

be stored in the HDFS before other procedures can begin. The feature of DAG as

well as the RDD, on one hand, replace the disk IO with in-memory operations and

supports in-memory data sharing across DAGs, so that different jobs can work with

the same data enabling complex work flows [15].

Spark is highly compatible with the Hadoop cluster. However, the logical defini-

tions of nodes are slightly different although both Hadoop and Spark cluster follow a

master-slaver hierarchy. An overview of Spark architecture over HDFS is illustrated

in Fig. 7. In Fig. 7, the architecture consists of three type of nodes: master, slave, and

resource manager. In small clusters, resource manager and master are combined.

HDFS is deployed in the cluster, and the Spark’s master node within this cluster

can be the NameNode of Hadoop. When a task is submitted to the master node, the

following steps are executed:

1. When task driver submits a task, it sends the request to the resource manager.

2. Resource manager checks data locality and finds the best available slave nodes

for task scheduling.

Fig. 7 Logical architecture of spark over HDFS
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3. The task is split into different stages based on data locality and resources. Detailed

information of the task is sent to slave nodes by the task driver in master node.

4. Task driver keeps track of currently executing task and updates the job monitoring

status on master node.

5. Once the task is completed, all the nodes share the aggregated results to the master

node.

Nowadays in big data processing applications, specially for mobile big data ana-

lytics [1], the fusion of Hadoop and Spark is regarded as an optimal solution.

3 Challenges and Solutions of Mobile Cloud Computing

Mobile devices have become an indispensable tool of daily life. Delivering services

and gathering information through mobile devices have also become an inevitable

trend in the era of mobile Internet. However, the capacity of mobile devices is

constrained where rich media and computationally intensive applications can not

be carried out by mobile terminals directly. Hence, as shown in Fig. 1, the cloud

computing services with full capacity is considered as a powerful complement to

resource-constrained mobile devices to alleviate their burden from heavy load tasks

and deliver optimum experience [16, 34]. This scheme has led to the emergence of

a Mobile Cloud Computing (MCC). MCC is the combination of cloud computing,

mobile computing and wireless networks. The ultimate goal of MCC is to enable the

execution of rich mobile applications on capacity limited mobile devices [12].

In this section, we first present the challenges of mobile cloud computing. Then,

we introduce solutions for tackling such challenges using enhanced cloud computing

infrastructure.

3.1 Challenges

Smartphones have been improved in various aspects such as capability of processor,

storage, wireless connectivity and sensory integration. There are still apparent bot-

tlenecks for developing and deploying complicated applications on mobile devices.

For instance, 3D and Argumented Reality games may require intense GPU assisted

computation which may quickly exhaust the power of batteries. Although MCC is

a feasible solution for such resource intensive applications, several challenges exist,

resulting in the application development and deployment on mobile devices more

complicated than on the desktop cloud clients.

∙ Elasticity: With the increase in the number of mobile users, cloud providers may

encounter the phenomenon that in peak period, the amount of service requests

may exceed the capacity of their computation resource while in valley period,
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their resources are far beyond abundance. This scenario may require automatic

scheduling of virtual machines (VMs) to achieve the elasticity of services [28].

∙ Wireless connectivity: Wireless networks are supposed to be bandwidth-saving,

less-reliable compared with the wired networks. Establishing and maintaining

seamless connectivity between mobile MCC users and clouds in a wireless chan-

nel with various ISP and protocols are difficult [19]. For instance, mobile terminals

have to re-establish their connections due to their roaming, resulting in disconnec-

tions of sessions. Hence, the quality of cloud computing services can be signifi-

cantly degraded. On the other hand, the over crowded wireless channel or signal

interference may even disable the access for cloud computing services.

∙ Network latency: Latency impacts the energy efficiency and user experience of

cloud-mobile applications by causing delays. Especially in cellular networks, the

capacity of cellular base stations, shadowing effect of buildings, and channel infer-

ence can all become possible causes of the latency of MCC connections [18]. On

the other hand, there will be bottlenecks if mobile applications have to establish

long distance connections to the remote cloud servers through the Wide Area Net-

works (WAN) where latency is an ineligible aspect. To reduce interaction latency,

solutions such as Cloudlet have been proposed.

∙ Battery duration: The purpose of cloud computing is to enable resource-

constrained mobile devices to deliver computational density services, however, the

frequent service requests from wireless networks and inquiries for response from

cloud may in contrast become a major source of power consumption, specially

for communication network with low QoS. Therefore, it’s important to eliminate

the abuse of cloud services, in other words, the mobile devices and cloud should

collaborate to provide users with better services.

∙ Privacy: Mobile devices are closely related to users’ daily life. Information secu-

rity and user privacy must be addressed when user related information is processed

and transmitted through wireless networks. For instance, from a users’ location

itineraries, data scientists can easily mine their home and work location or other

sensitive information [21, 38].

To wrap up, the major challenges for introducing cloud computing to enhance

the functionality of mobile devices are: (a) the latency caused by communication

networks or resource inadequacy of cloud providers; (b) Extra power consumption

of mobile devices caused either by communication latency or response latency.

3.2 Solutions

In this section, we present the solutions to address the challenges of mobile cloud

computing identified in the last subsection and provide an overview of the state-of-

art architectures for mobile cloud computing.

∙ CloudLet: In conventional scenarios, mobile devices obtain services from a

remote cloud infrastructure. In such process, mobile devices usually access the
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wide area network via WiFi access points (APs) or cellular networks where, as

discussed in previous subsection, issues such as latency, connectivity may occur,

degrading users experience. To mitigate this problem, a series of dedicated high

speed networks connected cloud servers are distributed in the vicinity of poten-

tial users [30], and therefore, low latency can easily be achieved because there are

less packet forwarding in congested backbone networks. However, the deployment

of Cloudlet is not so straightforward. Service providers need to balance the cost

of subscribing spatially separated server infrastructure, the expense of data traffic

between remote servers and the profit they can obtain from mobile users. A possi-

ble solution is to use data driven approaches to derive mobile users’ locations and

preference so as to optimize the distribution of either CloudLet infrastructures and

distribution of contents iteratively [5].

∙ 5G Networks: In the paradigm of 5G networks, the users’ handover is the key

component, where users’ mobility is provisioned and traffic flow is moved to the

next point of attachment [23], i.e. the next base station, with no handover request

from the mobile devices. This may boost the development of mobile cloud com-

puting with better connectivity.

∙ Dynamic partitioning: Partitioning technology is introduced to automatically

decompose applications to mobile devices and cloud servers so that they can be

processed optimally. In the current stage, most partitioning strategies try to dis-

tribute applications either to mobile devices and cloud servers without an applica-

tion controller or a user interface [35, 39]. In this paradigm, the capacity of cloud

services is considered to be limited, and therefore, applications may automatically

coordinate with remote cloud servers and assess the quality of user experience and

decide whether to execute tasks remotely or locally. By using dynamic partition-

ing, we may reduce the burden of mobile cloud servers by collaborating mobile

devices with redundant capacities.

∙ Access authorization: Customized services along with precision decision making

rely on highly sensitive data, such as location, contact list or physiological sensory

data. This type of data could bring unpredictable harms to mobile users if it is used

inappropriately [7]. Therefore, it’s necessary for mobile operating systems to block

unauthorized access for sensitive data in any case. On the other hand, users should

be aware of either data security or misappropriation usage.

Based on these solutions, the architecture of mobile cloud computing is depicted

in Fig. 8. The MCC uses Cloudlet to send requests and deliver services to mobile

users while the center cloud service is responsible for resource management and

service deployment. It’s notable that Cloudlets and center cloud infrastructure are

connected by dedicated network (e.g. VPN). The architecture of single Cloudlet or

center cloud are similar to ordinary cloud computing platforms.
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4 Application Framework of Mobile Big Data Analytics

As illustrated in the concept diagram (Fig. 1) of this chapter, mobile big data analyt-

ics is an important application scenario of cloud computing. A general framework

for big data and mobile big data analytics is illustrated in Fig. 9. By using Internet

infrastructure in interconnection layer, mobile big data and other sources of data are

sent to the data management layer, where the cloud infrastructure (e.g. HDFS, high

capacity servers) are deployed. In this layer, data is divided in two types: the struc-

tured data (e.g. data tables) and unstructured data (e.g. sounds, videos). The above

layer is the cloud computation layer, where data are analyzed using a series of meth-

ods as depicted. Finally, knowledge and patterns from data mining are applied for

service support and future strategy optimization.

In the following subsection, several application cases for mobile big data analytics

are introduced.

4.1 Case Study: Smart Recommendation

Accurate recommendation is difficult in many aspects due to the lack of preference

information of their customers. Recommendation systems can benefit from the inte-

gration of mobile big data and context-aware data mining techniques. An example

is provided by Sun et al. in [29]. They proposed a case study of IoT and big data

analytics for smart tourism and sustainable cultural heritage in the city of Trento,

Italy. Their system, called TreSight, integrated wearable sensors, open data, and par-

ticipatory sensing enhances the services in the area of tourism and cultural heritage

with a context-aware recommendation system.

The target users are cities that want to offer innovative services for citizens and

visitors in a cost effective way such as cultural heritage, tourism-related companies

Fig. 8 Logical architecture for mobile cloud computing
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that want to promote themselves (hotels, museums, bars, restaurants, etc.) adding

their advertisements, promotion codes, coupons etc. in the mobile app that will be

offered to the users for the recommendation system.

Their solution first designed a wearable bracelet for each visitor, which is a crowd-

sensing device, interacting with the mobile phone, and the Points of Interest, in order

to provide the recommendation system the required data to make it context-aware.

The solution requires the deployment of a hotspot for each relevant place that

want to be considered a Point of Interest. The hotspot is required to: (a) Gather the

data about how many tourists have attended. (b) Update the data repository for a

tourist indicating that he/she has visited this place. (c) Collect the sensed data about

surrounding humidity, temperature, noise; (d) Provide additional information and

content such as the real-time availability, reservations of a restaurant to the visi-

tors through Bluetooth. (e) Finally, a mobile app will be used by visitors to interact

with the bracelet, obtain the recommendations, get promotions (discounts, offers,

and coupons from the promoted places and sponsors), and obtain more details about

the points of interest (pictures, comments, statistics, open hours, current status infor-

mation such as availability etc.).

Integration of mobile big data strengthen their approach from these aspects: (a)

Better understanding the underlying preference from mobile big data. (b) From the

cloud level, their approach manipulates nearly every piece of useful information, this

Fig. 9 General framework

for pervasive big data

analytics
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is an essential quality of a good recommender. (c) Successful interaction with visitors

via wearable devices provides real-time recommendation and useful information.

4.2 Case Study: Intelligent Healthcare

Mobile devices are integrating more sensors than ever before and continuous infor-

mation about its owner is collected as time goes by. By leveraging such data, ser-

vice providers can get a thorough understanding of the user from various aspects [4]

which may potentially stimulate better healthcare services. On the other hand, by

leveraging the cloud, medical service providers, the potential patients or companies

can be connected together. In this way, we may monitor users’ health conditions. An

example application is provided by Wan et al. in [32] with a framework for a per-

vasive healthcare system with MCC capability to provide three types of scenarios

(home, hospital, or outdoor environment) for ambulatory monitoring, and support a

point of care to patients, the elderly, and infants in different environments.

Their system is composed of four main components: WBANs (Wireless Body

Area Networks), wired/wireless transmission, cloud services, and users. WBANs

collect various vital signals such as body temperature or heart rate information from

wearables or implantable sensors. The collected monitoring data are processed in

the cloud and then selectively transmitted to the users. The medical video stream

from cameras are transmitted to the adjacent routing equipment via wired or wire-

less transmission, and then to the cloud server via the Internet. Cloud servers pos-

sess powerful VM resources such as CPU, memory, and network bandwidth in order

to provide all kinds of cloud services such as automatic diagnosis and alarm, geo-

graphical information system (GIS) services, location-based services, and medical

decision making (MDM). Different users such as hospitals, clinics, researchers, and

even patients ubiquitously acquire multiple cloud services by a variety of interfaces

such as personal computers, TVs, and mobile phones. This enables the sharing of

monitoring data to authorized social networks or medical communities to search for

personalized trends and group patterns, offering insights into disease evolution, the

rehabilitation process, and the effects of drug therapy.

In their system, patients’ profile and medical history data are maintained by the

management center of the local private cloud. According to a user’s service pri-

ority and/or doctor’s availability, the doctor may access the user’s information as

needed. At the same time, automated notifications can be issued to his/her rela-

tives based on this data via various telecommunication means. Besides these basic

services, the cloud services also provide GIS deployment, medical data storage,

MDM, virtual resource optimization management, and so on. With cloud support,

the mobile devices of medical staff will easily exhibit richer mobile video streaming

from remote cameras.
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4.3 Case Study: Urban Analytics

The ubiquity of mobile big data for urban analytics can be categorized in two ways:

first, in microscopic level, mobile trajectory collection on client side provides indi-

viduals’ coordinates as well as related timestamps, as the gradual accumulation of

data, all types of information including individuals’ frequency pattern becomes avail-

able. From the frequency pattern set, users’ mobility pattern can be derived and their

behavior in a short range of future time can be predicted; second, in macroscopic

level, the aggregation of mobile trajectories from different groups of users results

in a dynamic and insightful image of the flow of crowds, from which we are able

to assess the occupancy or quality of service of transportation infrastructure while

this kind of work in traditional transportation engineering is undertaken with tiny

amount of samples from manual survey.

Qiao et al. in [25] introduced a mobility analytical framework for mobile big data,

based on real data traffic collected from second-, third- and fourth-generation net-

works, which covered nearly 7 million people. To construct a user’s historical tra-

jectories, they applied different rules to extract users’ locations from different data

sources and reduce the noise in their data.

They further explore human movement behavior in densely populated areas. They

employ a parameter-free method to identify city hotspots from the view of popula-

tion, apply a modified version of the Apriori algorithm to mine maximal sequential

pattern, discover similar users based on their historical trajectories, and predict users’

future movements from both temporal and spatial perspectives. These functionali-

ties are of significance for improving the user experience of location-based service

(LBS), for optimizing network resources, and for advising city planning.

5 Closing Remarks

Mobile big data analytics has the potential to benefit our society by enabling the

move from data to knowledge to action. In this move, mobile cloud computing, which

combines cloud computing, mobile computing, and wireless networks, to bring rich

computational resources to mobile users, network operators, as well as cloud com-

puting providers, plays an important role. This chapter presents the opportunities and

challenges of leveraging mobile cloud computing for mobile big data analytics. We

expect that the mobile big data analytics enabled by mobile cloud computing coudl

reduce data transfer times, remove potential performance bottlenecks, and increase

data security and enhance privacy while enabling advanced applications.
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Abstract The constant technological innovations in wireless communications and
network technologies as well as the increasing number of smart mobile devices
generate an enormous volume of data stemming from a set of user equipments
(UEs). Since an exponential growth of data and analytics is witnessed, new tech-
nical and application challenges emerge associated with underlying models that
exploit cloud computing technologies, such as the Big Data-as-a-Service (BDaaS)
or Analytics-as-a-Service (AaaS). In this context, this survey chapter summarizes
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and establishes to what extend existing research studies have progressed towards
applying game theoretic approaches in mobile cloud computing systems for big
data applications. We identify and critically evaluate the findings of relevant works
addressing this research problem by shedding light on contradictions and gaps in
the literature. We therefore propose a cost-benefit model formulation in mobile
cloud computing environments and a new game theoretic conceptualization, which
accounts for the dynamic storage allocation in cloud systems formulated as a benefit
optimization problem. Diverse experimental scenarios are adopted to verify and
evaluate the optimality and effectiveness of the developed theory in real-world
scenarios.

Keywords Game theory ⋅ Cloud computing ⋅ Mobile computing
Big data ⋅ Data analytics ⋅ Risk analysis

1 Introduction

The rapid advancements in wireless communications, embedded systems and big
data [1, 2] enabled the development of the Internet of Things (IoT) and Internet of
Everything (IoE) paradigms [3] as the intersection to connect and interact between
the cyber and the physical world [4]. Objects and devices are linked within the
physical space and, therefore, location data is a critical component of mobile big
data, which can be harnessed to optimize and personalize mobile services [5].
Localization is also divided into outdoor or indoor with respect to the application’s
use case scenario. Data is gathered from a range of different sources, such as digital
sensors, communications, streaming and multimedia applications [6] or even com-
putations [7]. A huge number of user equipments (UEs) and devices produce vast
amounts of data in different locations daily related to traffic and flight information,
social media or multimedia content, including digital pictures and videos [8]. Hence,
the efficient transmission, processing and analysis of big data are essential to extract
useful knowledge [9]. In this context, big data analytics constitute a solution concept
to offer meaningful information by analyzing big data that can benefit in decision
making and problem solving for application domains such as science, engineering or
commerce. Big data mining and analytics are considered emerging, interdisciplinary
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research areas with various applications, such as the intrusion detection or outlier
detection in massive data sets, which can prevent from credit card fraud or can be
exploited in the medical care and image processing research fields [10]. In addition,
data processing systems require more computing power and storage to capture, store
and analyze huge and complex data sets [11]. Cloud computing technology mini-
mizes these restrictions providing network-accessible storage priced by the
gigabyte-month and computing cycles priced by the CPU-hour [12].

On the other hand, game theory has been extensively used to analyze diverse
problems in computer science, having many applications in cloud [13] and mobile
computing [14, 15]. Mobile cloud computing (MCC) systems are cloud-based
systems that can be accessed by end-users through their own mobile devices. Since
non-cooperative game theory focuses on predicting each player’s actions and
payoffs along with analyzing Nash equilibria, this study investigates an optimal
strategy for managing costs and benefits in cloud-centric systems and environments
by effectively reducing the monetary units to achieve higher payoffs. The proposed
approach coupled with a game theoretic perspective strengthens our argument that
the modelling can be used to resolve resource allocation problems in real-world
applications. Following this introductory section, this tutorial article is a compre-
hensive, critical review of existing research works in the literature, which investi-
gate game theoretic approaches in cloud and mobile cloud computing systems for
big data applications presented in Sect. 2. Section 3 elaborates on a cost-benefit
model formulation in mobile cloud computing environments and an original game
theoretic analysis of the dynamic storage allocation problem in cloud systems. In
Sect. 4, we adopt experimental case scenarios towards the verification and vali-
dation of our scheme. Section 5 indicates challenges and issues in this domain and
Sect. 6 concludes this survey paper.

2 Exploitation of Mobile Cloud Computing for Big Data
Applications: Game Theoretic Perspectives

The proliferation of mass market applications and smart devices drives the explo-
sive growth of wireless sensor data traffic in recent years [16]. Cloud computing and
virtualization technologies [17] provide the opportunity for mobile devices to off-
load computation and execute code remotely in public clouds in order to achieve
optimal battery energy saving conditions [18]. Public clouds might use either
hypervisors or containers [19]; container technology was introduced within the
cloud computing context as a paradigm for cloud-based execution and can achieve
near native speeds in processing, memory and network throughput compared to
traditional Virtual Machines (VMs), establishing more effective resource manage-
ment frameworks [20]. In addition, the level of computing capacity introduced
between users and the data center-based clouds, the combination of distributed
capacity, and the range and complexity of cloud-supported applications run on
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end-user devices (coupled with mobility) require new resource allocation, man-
agement and scheduling methodologies [21]. In this context, we present previous
related research contributions and existing works that study the cloud [22], mobile
[23, 24] and mobile cloud technologies coupled with the big data paradigm [25, 26]
based on game theory. The goal of this literature review is to discover how the
cloud- and mobile-related technologies benefit and improve the use and perfor-
mance of big data applications and how the application of game theoretic frame-
works contributes towards this direction.

In the Big Data era, the users take up the opportunities to act and interact on the
internet as their online activities include, among others, web browsing, chatting,
online gaming, downloading, uploading or video watching [27]. On the other hand,
cloud computing is a highly scalable and cost-effective infrastructure for running
high-performance computing, enterprise and web or mobile applications [28].
Cloud-centric big data analytic applications reduce application cost by elastically
provisioning resources based on user requirements; efficient scheduling of cloud
resources is a key element to guarantee quality of service requirements of budget
according to the data analytic requests [29]. Since the cloud-based services become
dynamic, the challenges in the resource provisioning domain are crucial in order to
ensure that the performance of mobile cloud computing applications is not affected
by the time-varying nature of the availability of resources [30]. The survey in [25]
points out the strengths that the mobile cloud paradigm brings to the big data field
in terms of network partitioning, while scaling out remains still a field for further
contribution. Since mobile cloud computing is gaining ground as the ideal envi-
ronment to run computationally intensive and ubiquitous mobile applications, the
resource management issue in cloud computing environments has been attempted to
be resolved as a Bayesian Nash equilibrium allocation algorithm in [31], consid-
ering different conditions such as heterogeneous distribution of resources, exchange
of behavior between the end-users in the cloud or partial dynamic successive
allocation. The novelty of this work compared to the literature is that the experi-
mental tests show that the users are able to receive Nash equilibrium allocation
solutions by gambling stage by stage even though the player’s information is
uncertain. From a cloud storage service selection point of view, an automated
technique that best matches each dataset of a given application is presented in [32],
which is based on a machine-readable description of the capabilities of each storage
system along with the user’s requirements. Authors in [13] attempt to resolve the
uncertainty problem on cloud storage service selection level exploiting fuzzy logic,
theory of evidence and game theory. More specifically, the use of fuzzy sets theory
for service selection is elaborated in order to express vagueness in subjective
preferences, supported by the fuzzy inference and Dempster-Shafer theory of evi-
dence approaches. Another approach in [33] deals with the computation offloading
issue in mobile cloud environments using game theory. The problem is formulated
as decentralized computation offloading game and a relevant mechanism is pro-
posed to quantify the efficiency ratio over the centralized optimal solution.

The mapping between devices and heterogeneous servers is another critical issue
when it comes to energy sustainability challenges [34]. Towards the development
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of effective energy optimization mechanisms in mobile cloud computing systems, a
congestion game is proposed in [35], which achieves to reduce the overall energy
consumption of the mobile systems and the cloud infrastructure. To strengthen this
argument, the authors prove that the minimization of the cloud energy consumption
will also reduce the cost of mobile cloud users. Furthermore, a nested two-phase
game in a mobile cloud computing interaction system is examined in [36]; initially,
each mobile device determines the portion of the service requests for remote pro-
cessing in the cloud in order to minimize the power consumption and the service
request response time. In the second phase, a cloud computing controller allocates a
portion of the total resources for the service request processing, aiming to maximize
the benefits. Another work in [37] elaborates on a coalition game model within a
mobile cloud environment where the service providers create a common resource
pool to support mobile applications. Additionally, a game model is presented
towards a more effective short-term capacity expansion of the resource pool such
that the profits of the providers are maximized [38]. Another research work in [39]
attempts to resolve the resource provisioning problem across cloud-based networks
exploiting game theory. To further elaborate, the authors examine the sophisticated
parallel computing problem by requesting the usage of resources and the cost of
each computational service. The proposed evolutionary mechanism considers
optimization and fairness when investigating the multiplexed strategies of the initial
optimal solutions of different participants. Finally, similar research effort is made in
[40] where the authors propose a coalition-oriented, uncertainty-focused resource
allocation mechanism on cloud service level, comparing the obtained results with
existing schemes in the literature and achieving better resource utilization.

3 A Game Theoretic Analysis for Managing Costs
and Benefits in Cloud Computing Environments

The cost-effective management of cloud resources motivates the need for advanced
allocation strategies with minimum wastage [41]. Cloud computing and data centers
provide computing and data storage services and capabilities at large scale ubiq-
uitously, enabling vendors to own data centers for cloud-hosting purposes [42].
However, these solutions are associated with high costs [43, 44], technical debt [45,
46] and environmental impact due to the high-energy consumption at various levels
of the computational and data storage processes [47]. Energy consumption is a key
issue for the normal operation and maintenance of cloud computing platforms and
data centers [48] and, thus, research trends, such as the mobile cloud computing
paradigm [2], aim to minimize energy consumption and costs towards greener
cloud computing environments [49].

Limited research efforts have been devoted investigating the storage allocation
issue in cloud-oriented systems from a cost-benefit viewpoint [50]. Most research
works deal with decision procedures for data storage [51], storage allocation
challenges in mobile social networks [52] or energy-aware resource allocation for
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efficient management of data centers [53]. Since the exploitation of a Nash equi-
librium game [54] to resolve the problem is challenging, this section introduces a
cost-benefit model to enable the evaluation of different cloud-centric mobile ser-
vices and a game theoretic conceptualization of the storage and resource allocation
issue in cloud-oriented systems from a profit optimization viewpoint. We particu-
larly describe an original scheme for resource allocation in cloud systems based on
game theory and we formulate the problem as a cost-benefit game where each
player selects the strategy under the necessity of additional resources on storage and
computing capacity level. Game theory helps to analyze such systems in real-world
scenarios in terms of minimizing the risk for storage upgradation in the long run,
avoiding service-level agreement violations and optimizing the predicted payoffs.

3.1 A Cost-Benefit Model Formulation in Mobile Cloud
Computing

Since the selection criteria of cloud-centric mobile services might introduce accu-
mulated costs, we initially elaborate on a novel cost-benefit model that predicts
benefits and costs on mobile cloud-based service level towards the increase of the
return on investment. The mathematical formula is developed to evaluate different
cloud-centric mobile services taking into consideration the cost that stems from the

Table 1 Abbreviations and variable/parameter descriptions

Abbreviations Variable/parameter descriptions

λ The prediction period of time that is examined
i The index of the year
Umax The maximum number of end-users
Ucurr The initial number of end-users
β% The annual increase in the demand
ppm The monthly subscription price
Δ% The average increase in the monthly subscription price over the period of λ-

years
Cu ̸m The monthly service cost for a cloud-supported end-user in the mobile cloud

system
α% The average increase in the document storage cost per month over the period

of λ-years
γ% The increase in the data storage cost per month over the period of λ-years
μ% The average increase in the maintenance cost per month over the period of λ-

years
σ% The increase in the monthly network bandwidth cost over the period of λ-

years
η% The average increase in the server cost per month over the period of λ-years

CBA The cost-benefit measurement result
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unused capacity and a linear growth in the number of end-users, which might result
in the overutilization of a service and possible service-level agreement violations.
We assume that the cloud-supported mobile services are subscription-oriented and
there are also charges for servicing the end-users in a mobile cloud system. Since the
decrease of the monetary units is of significant importance, two possible types of
estimates are encountered: (a) positive results, revealing the underutilization of a
cloud-centric mobile service, and (b) negative results, demonstrating the overuti-
lization of a service and possible service-level agreement violations. In this context,
the modelling for predicting benefits and costs in mobile cloud computing systems
takes the following form [55] (the variables of the formula are explained in Table 1):

CBAi = 12 * 1+
Δ%
λ

� �i− 1

* ppm * Umax − 1+ β%ð Þi− 1 *Ucurr

h i(

− 1+
α%
λ

+
γ%
λ

+
μ%
λ

+
σ%
λ

+
η%
λ

� �i− 1

* Cu ̸m

* Umax − 1+ β%ð Þi− 1 *Ucurr

h io
=12 * Umax − 1+ β%ð Þi− 1 *Ucurr

h i

* 1+
Δ%
λ

� �i− 1

* ppm− 1+
α%+ γ%+ μ%+ σ%+ η%

λ

� �i− 1
"

* Cu ̸m�, with i = 1, 2, . . . λ

ð1Þ

3.2 A Game Theoretic Formulation of the Dynamic Storage
Allocation Problem in Cloud Systems

The creation of advanced, automated mechanisms for assigning datasets to storage
systems gives the opportunity to meet performance requirements and estimates cost,
while customers-companies express their storage needs using high-level concepts.
In this context, we propose the cost-benefit modelling perspective in cloud-oriented
environments from a big data-as-a-service point of view, considering a set of
companies N = 1, 2, . . . ,Nf g. The cost (CA) is measured from the data warehouse
appliance viewpoint as [56]

CAi =12 * Cs ̸m * Smaxð Þ, 0 < i≤ l and Scurr ≤ Smax ð2Þ

where, Cs ̸m is the monthly cost for leasing storage, Smax refers to the maximum
storage capacity and Scurr is the storage currently used. In data warehouse appli-
ances where there are no actual profits (B=0), incremental capacity is added to the
storage systems in case of an unpredicted increase in the demand for storage and
computing capacity resulting in overhead and downtime. In this direction, two
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possible types of benefit calculations are encountered: (a) positive, and (b) negative
results. In addition, the cost-benefit modelling from the cloud storage service per-
spective has been introduced from both non-linear [56] and linear [57] point of
views. From a non-linear viewpoint, the cost (CA) and benefits (B) are calculated in
year 1 (i.e., Eqs. (3) and (5)) and from year 2 and onwards (i.e., Eqs. (4) and (6)) as
[56]

CA1 = 12 * Cs ̸m * Scurrð Þ ð3Þ

CAi =12 * Δi− 2 *Ki− 2ð Þ, i≥ 2 ð4Þ

B1 = 12 * Cs ̸m * Smax − Scurrð Þ½ � ð5Þ

Bi =12 * Δi− 2 * Smax −Ki− 2ð Þ½ �, i≥ 2 ð6Þ

with,

Cs ̸m =Cs ̸m currð Þ

Δ0 = 1+ δ1%ð Þ*Cs ̸m

Δi = 1+ δi+1%ð Þ*Δi− 1, i≥ 1

δi%= ai%+ γi%+ ηi%+ θi%+ κi%+ λi%+ μi%+ σi%, i≥ 1

K0 = 1+ β1%ð Þ*Scurr
Ki = 1+ βi+1%ð Þ*Ki− 1, i≥ 1

where, Δ0 is the formation of the cost for leasing cloud storage in year 2, Δi refers
to the formation of the cost for leasing storage from year 3 and onwards, δi% is the
total variation in the cost for leasing cloud storage, K0 indicates the storage used in
year 2, Ki is related to the storage used from year 3 and onwards, and βi% the
variation in the demand per year for storage and computing capacity.

We then introduce the cost and benefit measurement models from a linear point
of view (i.e., Eqs. (7) and (8)) given as [57]

CAi =12 * 1+
Δ%
l

� �i− 1

* Cs ̸m * 1+ β%ð Þi− 1 * Scurr

" #
ð7Þ

Bi =12 * 1+
Δ%
l

� �i− 1

* Cs ̸m * Smax − 1+ β%ð Þi− 1 * Scurr
h i( )

ð8Þ

with 0< i≤ l, Δ% is the variation in the cost for leasing cloud storage, and β%
reveals the increase in the demand per year for storage and computing capacity.

In the sequel, we elaborate on a new game theoretic conceptualization towards
the benefits optimization in cloud systems by introducing a throttling-oriented
storage allocation control mechanism. The proposed scheme enables to allocate
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additional resource allocation requests on storage and computing capacity level into
a mutually satisfactory condition with respect to the benefit numerical results
derived by a storage system. The scheme intends to maximize the profits and
guarantees that storage upgradation will not occur either short- or long-term. The
charges in cloud-service level are also restructured according to the additional
storage capacity and overall resources to be leased off. In this direction, the storage
allocation problem is investigated within a benefit prediction period of time and we
consider a− n = a1, . . . , an− 1, an+1, . . . , aNð Þ be the storage allocation selection
decisions by all other companies-players except new company n. Given the other
company’s decisions a− n, company n selects a decision an ∈ 0, 1f g towards the
benefit optimization, i.e.,

min
an ∈ f0, 1g

Bnðan, a− nÞ, ∀ n∈ N

Since the benefit results differ between the storage systems due to the different
pool of companies that each one is able to accommodate, the benefit optimization
problem is not resolved in the same manner for all storage systems. According to
(5), (6) and (8), the benefits function takes the following form with respect to the
company n, i.e.,

Bn an, a− nð Þ= B1, if an =0
B2, if an =1

�
ð9Þ

where, B1 the benefit formula for system 1 once company n is allocated, and B2 the
benefit formula for system 2.

The storage allocation selection problem is now defined as a cost-benefit game
G= N, Anf gn∈N , Bnf gn∈N

� �
, where N the set of companies-players, An≜ 0, 1f g the

set of strategies for the company n and Bn an, a− nð Þ the cost-centric benefit function
of each new customer-player n. In the sequel, the concept of Nash equilibrium is
introduced [54].

Definition 1 A strategy profile a* = a*1, . . . , a*N
� �

is a Nash equilibrium of the
cost-benefit game if at the equilibrium a*‚ no new player can be allocated to a
storage system to further achieve benefit optimization by unilaterally changing its
strategy, i.e.,

Bn a*n, a
*
− n

� �
≤Bn an, a*− n

� �
, ∀ an ∈ An, n ∈ N ð10Þ

The Nash equilibrium organizes the increasing cloud storage and computing
capacity requests and enables the lease optimization of resources. The game
property analyzes the existence of Nash equilibrium in the game, motivating the
concept of best response [54].

Definition 2 Given the strategies a− n of the other players, company n’s strategy
a*n ∈An is a best response if
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Bn a*n, a− n
� �

≤Bn an, a− nð Þ, ∀ an ∈An ð11Þ

As per (10) and (11), all companies-players play the best response strategies
towards each other at the Nash equilibrium, concluding to the following lemma.

Lemma 1 Given the strategies a− n of the other players in the cost-benefit game,
the best response of a new company n is given as the benefit status strategy, i.e.,

a*n =
1, if Bi >0
0, if Bi ≤ 0

�

In this context, Lemma 1 elaborates on the case when the benefit results are
greater than zero, which reveals that a storage system has cloud storage and
computing capacity left and the company n can be added to the pool of current
companies-players. The profits are further maximized and the risk of entering in a
storage upgradation status in the long run does not occur. However, in case that we
get benefit results less than or equal to zero, there is no remaining storage and
computing capacity in that storage system and, thus, the additional storage requests
will not be satisfied. In this direction, our resource scheduling control mechanism
achieves to avoid accumulated costs by allocating the new request to another
storage system in the data center where the benefits will be further maximized.

4 Verification and Validation of Theorem

Since the power of sensing devices is drained due to multiple data requests, an
effective and secure data access control framework for mobile cloud computing
systems is imperative in terms of computation, communication and storage [58]. In
this section, we elaborate on a benefit optimization mechanism, which achieves to
avoid service-level agreement violations and the risk of entering in a storage
upgradation status. Throughout the experimental testing, we prove that the game
always admits a pure strategy Nash equilibrium. The results demonstrate the
effectiveness of the proposed model and game theoretic approach in real-world
operations as the scheme manages to allocate the new requests for resources on
cloud storage and computing capacity level in a cost-optimal manner.

Concerning the simulation environment, a quantification tool has been devel-
oped as a proof of concept, which quantifies and manages the costs and benefits in
cloud systems. The simulation tool achieves to allocate the new requests for
additional resources in different storage systems aiming to optimize the benefits and
avoid service-level agreement violations. From the technical viewpoint, the web
application is targeted to be deployed in the Google Cloud Platform supported by
the Google App Engine and it was implemented using the Java programming
language.
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4.1 Evaluation Analysis of Cost-Benefit Methodology
for Cloud-Centric Mobile Services

Towards the evaluation of the proposed model in Sect. 3.1, the experimental results
enable to do a risk analysis on whether the linear growth in the number of
cloud-supported users will risk the overutilization of a service and the incurrence of
accumulated costs in the long run. An indicative usage scenario emphasizes on the
need to lease a cloud-centric mobile service and three different services are
investigated during a 5-year cost-benefit prediction period. The case scenario
examines the cost-benefit flow for these services based on a fifty per cent (50%)
annual growth in the number of end-users (see Fig. 1), while Table 2 presents the
values that work as inputs to the formula.

Towards the interpretation of the numerical results about this use case scenario,
the corporate and premium services are underutilized over the 5-year period and an
increase in the return on investment is witnessed due to the constant decrease in the
number of monetary units. Despite the fact that the basic service is also underuti-
lized the first four years, the cost-benefit calculations become negative until the end
of the prediction period, indicating that this service is overutilized. In this context,
service-level agreement violations will occur and the need for abandoning the
existing cloud-centric mobile service will be faced in the long run; on this occasion,
new accumulated cost will occur hard to be managed. To conclude, the lease of the
premium service would be the most cost-effective option for that case scenario,
because the numerical results are closer to the minimum positive values and the
optimal condition, not to mention that the problem of overutilization does not lurk.

Fig. 1 Case scenario: the cost-benefit flow
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4.2 Experimental Analysis of Game Theoretic
Conceptualization for Dynamic Storage Allocation
in Cloud-Oriented Systems

Towards the validation of our game theoretic conceptualization in Sect. 3.2, we
examine two storage systems in the cloud environment, where non-linear demand
for cloud storage and computing capacity is predicted in a 4-year benefit prediction
period (see Table 3). The efficient provisioning of cloud resources is a challenging
task especially when fluctuations in the resource requirements occur. A storage
allocation-inspired throttling controller is targeted to be embedded to regulate and
balance the rates at which resource consumption is conducted, either statically or
dynamically. We provide improved experimental results compared to our work in
[59]. We prove that the proposed game and control mechanism achieves profits and
resource management optimization, avoiding the risk for storage upgradation in the
long run. Given the Eqs. (5) and (6), we investigate whether a storage upgradation
status will occur in either system 1 or 2 for the given period. In this direction, we
observe that service-level agreement violations will not occur as far as it concerns
system 1 due to the positive calculations, while the profits are also increased (inputs
to formulas (5) and (6) are presented in Tables 4 and 5).

Table 2 Inputs to formula (1)

Variable descriptions Corporate Premium Basic

Period of λ-years λ=5 λ=5 λ=5
Maximum number of active end-users Umax =12000 Umax =9000 Umax =6000
Initial number of end-users Ucurr =1500 Ucurr =1500 Ucurr =1500
Monthly subscription price ppm=10 ppm=7 ppm=5
Increase in the monthly subscription price Δ%=2% Δ%=2% Δ%=2%
Monthly service cost for a cloud-supported
user in the mobile cloud system

Cu ̸m =4 Cu ̸m =2 Cu ̸m =1

Increase in the monthly document storage
cost

α%=1.5% α%=2% α%=2%

Increase in the monthly data storage cost γ%=0.5% γ%=1% γ%=1.5%
Increase in the monthly maintenance cost μ%=1% μ%=2% μ%=3%
Increase in the monthly network bandwidth
cost

σ%=1% σ%=1.5% σ%=2.5%

Increase in the monthly server cost η%=1% η%=1.5% η%=3%

Table 3 Case scenario Terms Variations in the demand

Year 1 to 2 β1%= 5%
Year 2 to 3 β2%= 25%
Year 3 to 4 β3%= 30%
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As far as it concerns system 2, the need for storage upgradation will be faced in
the long run, since the increase in the demand in year 4 should have been 26.9%,
i.e.,

5− 1+ xð Þ * 3.9375 = 0⇒ x = 0.26984 ≈ 26.9% ≈ 1.06 terabytes

In this context, the cost-effective, resource scheduling control mechanism
achieves to allocate the remaining terabytes in system 1, contributing towards the
benefit optimization for this system. Once the mechanism is initiated, the storage
and computing capacity currently used for system 1 is approximately

Table 4 System characteristics

Variable definitions Storage
system 1

Storage
system 2

Maximum storage capacity Smax =8 Smax =5
Storage currently used Scurr =4 Scurr =3
Monthly cost for leasing cloud storage and computing
capacity

Cs ̸m =420 Cs ̸m =400

Table 5 Variations in the cost for leasing resources

Variable definitions Storage
system 1

Storage
system 2

Cost variation for leasing additional cloud storage and
computing capacity

δ1%=2%
δ2%=8%
δ3%=9%

δ1%=3%
δ2%=10%
δ3%=12%

Fig. 2 Case scenario: the benefits flow
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6.825+ 0.12= 6.945 TB in year 4 and the increase in the demand is approximately
32.3%, i.e.,

1 + yð Þ * 5.25 = 6.945⇒ y = 0.32286 ≈ 32.3%

The variation in the total cost for leasing additional resources for system 1 is
now 9.1% and the benefit calculation will be approximately 6,385.91 monetary
units in year 4. Likewise, the variation in the total cost for the system 2 is 11% and
the benefit result is approximately 0.03 monetary units in year 4 (see Fig. 2 and
Table 6).

5 Research Challenges and Issues

The problem of cloud storage service selection within a cloud platform or a fed-
eration of heterogeneous clouds has become an issue of great importance over
recent years [32, 60] as these services are characterized by different features, lim-
itations and prices to meet the customer’s requirements in terms of quality of
service, quality of experience and costs. Most of the existing works available in the
literature do not manage to deal with uncertainty in the sense of subjective pref-
erences from the stakeholders and might result in falsified service selection with
respect to the cloud providers, revealing untrustworthy indications concerning the
quality of service and pricing [13]. A research gap is also observed when dealing
with the complexity of service selection processes for scalability reasons due to
multi-objective nature [22].

On the contrary, the features and characteristics that big data era brings coupled
with cloud computing, has led to further complexities and challenges associated
with the available infrastructures in both hardware and software [61]. Novel soft-
ware engineering methodologies for developing big data applications are imperative
as most related works deal with the effective management, storage, extraction,
transformation, processing and analysis issues of large-scale data [62] or the
delivery of cloud-based big data analytics solutions [63]. Therefore, it is critical to
elaborate on the types of applications, requirements and limitations that big
data-oriented software engineering brings, considering both real-time analysis and
delay-tolerance, and develop effective models and frameworks for the design of
these solutions along with the infrastructure and software architectures that best
satisfy these restrictions [64]. Finally, some of the key constraints in the big data

Table 6 Benefit results, once
the throttling-oriented storage
allocation and resource
mechanism is motivated

Year 1 Year 2 Year 3 Year 4

Storage
system 1

20,160 19,535.04 15,268.18 6,385.91

Storage
system 2

9,600 9,146.4 5,778.3 0.03
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field that attracted the attention of both the research community and the industry are
outlined below [28]:

• Scalability: NoSQL remains the dominant technology for the deployment of
large-scale applications in the cloud due to the lack of cloud computing features
to support Relational Database Management Systems (RDBMS) related to
enterprise solutions [65].

• Data Availability and Integrity: Since mobile end-users require vast amounts
of data within short intervals, it is critical for cloud service providers to meet
these demands even in case of a security breach. In addition, the correctness of
user data remains an issue for cloud-centric applications that require personal-
ized data storage and management [66].

• Data Quality and Heterogeneity: The sources and types of data may vary
making the data quality quite poor and questionable. The data formats can be
inconsistent and not appropriately represented to extract value as a consequence
of these heterogeneous sources [67].

• Data Privacy: Although there is related work in data privacy [68], there are still
limitations about the security and privacy of the data on cloud storage level. The
development of new big data analytics solutions requires personalized,
location-based information towards more targeted results, which can be poten-
tially exposed to scrutiny, misuse or loss. In this direction, most effective
encryption methodologies should be developed [69].

6 Conclusions and Future Work

This tutorial article constitutes a critical review and assessment of the existing
research works in the area of game theory applied to cloud and mobile computing
from a big data application point of view. Besides our findings in the literature, we
also highlight gaps and challenges in this domain. In this direction, we initially
elaborate on a cost-benefit model formulation for measuring costs and benefits on
mobile cloud-based service level. This viewpoint enables the evaluation of
cloud-centric mobile services examining the probability of overutilization. We
additionally provide a game theoretic analysis intending to achieve resource allo-
cation optimization in cloud systems by formulating the benefit optimization
problem as a cost-benefit game towards the minimization of the risk for storage
upgradation either short- or long-term. Our study considers one customer at a time
assigning one storage system to satisfy the customer requests. The experimental
testing proves the effectiveness of the theorem in real-world operations, achieving
to dynamically allocate the new requests for cloud storage and computing capacity
in order to obtain higher payoffs. In the future, more complex scenarios with
various fluctuations in the demand for resources on storage and computing capacity
level or interactions between the players for different systems will be further
investigated. A coalition of storage services assigned to new customers will be also
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researched along with the selection process when multiple customer service needs
have to be taken into account to realize a multi-tenant storage provisioning
framework.
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Evidence-Aware Mobile Cloud Architectures

Huber Flores, Vassilis Kostakos, Sasu Tarkoma, Pan Hui and Yong Li

Abstract The potential of mobile offloading has contributed towards the flurry of

recent research activity known as mobile cloud computing. By instrumenting the mo-

bile applications with offloading mechanisms, a mobile device can save its energy

and increase its performance. However, existing offloading mechanisms lack from

efficient decision models for augmenting the mobile device with cloud resources on

the fly. This problem is caused by the large amount of system’s parameters and their

scattered values that need to be considered and characterized merely by the device

depending on its contextual needs. Thus, the offloading process still suffers from

deficiencies that do not allow a device to maximize the advantages of going cloud-

aware. In this chapter, we explore the challenges and opportunities of a new kind of

mobile architecture, namely evidence-aware mobile cloud architecture, which relies

on crowdsensing to diagnose the optimal configuration for migrating mobile func-

tionality to cloud. The key insight is that by using the massive parallel infrastructure

of the cloud to process big data, it is possible to collect offloading evidence from

large amount of devices that is later analyzed in conjunction to infer an efficient

configuration to execute a smartphone app for a particular device.
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1 Introduction

Mobile and cloud computing are two of the biggest forces in computer science [1].

Nowadays, a user relies either on the mobile or the cloud to perform most of the soft-

ware aid activities, e.g., e-mail, video streaming, image editing, document editing,

web browsing, payment, messaging, games, among many others. While the cloud

provides to the user the ubiquitous computational and storage platform to process

any complex task, the smartphone grants to the user the mobility features to process

simple tasks, anytime and anywhere. Therefore, it is logical that the convergence

of these two domains into Mobile Cloud Computing (MCC) will lead to the next

generation of mobile applications [2, 3].

Generally, mobile devices are able to consume cloud services through specialized

Web APIs in a service-oriented manner [4, 5], e.g., REST. A back-end server located

in the cloud is a common component of a mobile application, e.g., push notification,

Web service, etc. In fact, since the cloud grants dynamic features to the back-end

of a mobile architecture, e.g., scalability on the fly, new paradigms such as MBaaS

(Mobile Back-end as a Service) are on the rise [1, 6]. Thus, a logical question to

answer is how the cloud can assist the smartphone in creating the post-pc era?
Since the mobility of the smartphones imposes many limitations in the mobile re-

sources, e.g., processing, storage and energy, among others, several work proposes

to offload opportunistically computational tasks from the mobile device to the cloud

[7–17]. Offloading is a technique that allows a low power device, e.g., smartphones,

to outsource the processing of a task, e.g., code, service, job, etc., to a higher ca-

pabilities machine [17–19], e.g., cloud. The potential of the approach for improving

the performance and extending the batterylife is widely accepted and proven feasible

with latest mobile technologies. However, the technique still suffers from deficien-

cies caused from the large amount of parameters that need to be configured correctly

to optimize the binding between mobile and cloud resources [20], for instance, since

last generation smartphones are as powerful as some cloud servers, it is reasonable to

bind those devices with even higher capabilities machines, such that the performance

is increased instead of decreased. While the offloading gains are improved even fur-

ther when optimizing the configuration in which a mobile device migrates the tasks

to the cloud, it is not a trivial task to find the optimal configuration to offload, mainly

because the large amount of possibilities available.

To counter the deficiencies in the offloading process, we explore a new kind of

mobile architecture that relies on crowdsensing in order to diagnose the optimal

configuration to migrate tasks for a particular device. The key insight is that traces

(aka evidence) from the offloading process are collected from the huge amount of

devices that outsource tasks to the cloud (community). By using the massive par-

allel infrastructure to process big data [22–24], the cloud analyzes the evidence to

infer the optimal configuration and injects it into each device. Naturally, since the ap-

proach relies on data, the improvements are incremental and adaptive based on the

amount of data collected. Thus, this type of architecture is defined as an Evidence-
aware Mobile Cloud Architecture (EMCA).
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In this chapter, we start by providing a literature review about how the cloud can

assist the smartphone to overcome the limitations imposed by mobility. We then

make a comparison of existing solutions and we highlight the differences with our

proposed EMCA. Next, we explore the challenges, technical problems and oppor-

tunities of an EMCA. Lastly, we discuss about the benefits and drawbacks of the

architecture along with our future directions.

2 Mobile Cloud Offloading

Mobile cloud offloading (aka computational offloading, cyber-foraging) has been

re-discovered as a technique to empower the computational capabilities of mobile

devices with elastic cloud resources. Computational offloading refers to a technique,

in which a computational operation is extracted from a local execution workflow,

later, that operation is transported to a remote surrogate for being processed exter-

nally, and lastly, the result of that processing is synchronized back into the local

workflow [17]. Computational offloading has evolved considerably from cloudlets

to code offloading.

2.1 Cloudlets

Cloudlets [25] is one of the initial work that propose the augmentation of mobile

computational resources with nearby servers in proximity, e.g. hot spots. Cloudlets

overcome the problem of connecting to high latency remote servers by bridging the

cloud infrastructure closer to the mobile user. The motivation of reducing the la-

tency between mobile device and cloud is to enrich the functionality of the mobile

applications without degrading its perception and interaction in environments where

network communication changes abruptly. Figure 1 shows a basic cloudlet architec-

ture. The architecture consists of two parts, a client and a server located in proximity,

which means that there is no network hopping between the device and the server. A

nearby server is managed by a service provider using virtual machines. A virtual

machine is migrated from the cloud of the service provider to the nearby server, so

that cloud service provisioning (create, launch or delete) for the mobile can occur

from the nearby server. Alternatively, the service provider also can migrate a service

to other types of infrastructure, e.g., base stations, in order to reduce the communi-

cation latency with the device [18].

While a cloudlet overcomes the problems that arise from high communication

latency, the deployment of a cloudlet is a complex task, as involves to introduce spe-

cialized components or modify existent ones at low level of granularity, e.g., hard-

ware. Thus, its adaptation is neither flexible nor scalable. As a result, many other

solutions have been proposed [19]. The goal of these solutions is to optimize the

delegation of computational tasks by relying on higher manipulation of the source
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Fig. 1 Components and

functionality of a cloudlet

system

code of the applications. In this process, computational tasks are delegated to power-

ful machines at code level as explained in subsection 2.2. Notice that a cloudlet also

can be equipped with strategies to offload code [18]. However, the only advantage of

using code offloading techniques in a cloudlet model is that the processing of a task

can be splitted to multiple devices in a fine-grained fashion, e.g., Method.

2.2 Mobile Code Offloading

Code offloading leverages the small amount of data transferred and the opportunistic

high speed connectivity to cloud infrastructure for augmenting the capabilities of

the mobile devices [3]. The potential of technique lies in the ability for making the

battery life of the smartphones last longer and shortening the response time of mobile

applications. Mobile applications are instrumented with code offloading mechanisms

for moving a computational task at code level from one place to another. The decision

whether to move or not the task from the device for harnessing dedicated external

infrastructure is done in the device by analyzing the multiple parameters that can

influence the decision to be beneficial or not for the device [10]. The evaluation of

the code requires to consider different aspects, for instance, what code to offload, e.g.,

method name; when to offload, e.g., RTT (Round Trip Times) thresholds; where to
offload, e.g. type of cloud server; how to offload, e.g. split code into n processes,

etc.
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Fig. 2 A code offloading architecture: components and functionalities

Most of the proposals in the field do not cover all these aspects, and thus we

describe a basic offloading architecture, which is shown in Fig. 2. The architecture

consists of two parts: a client and a server. The client is composed of a code profiler,

system profilers and a decision engine. The server contains the surrogate platform to

invoke and execute code. Each component is described in detail as follows:

1. Code profiler is in charge of determining what to offload. The profiler character-

izes the effort required for the device to execute a portion (C) of code—Method,
Thread or Class. This includes the time of execution and amount of energy re-

quired. Based on this characterization, the profiler identifies the code (OC) that

is candidate to offload. Code can be profiled at different development stages of

a mobile application. Thus, we define two types of profilers, manual and auto-

mated. Manual profilers are the developers, who select explicitly the portions

of code that can be offloaded, e.g., with a code annotation (application is not

installed in the device). Automated profilers are runtime processes that analyze

the code during runtime using different approaches, e.g., static analysis, history

data, etc., and determine the portions of code that are intensive or not for the

device (application is already installed in the device).

2. System profilers are responsible for monitoring, sampling and characterizing

multiple parameters of the smartphone during runtime, such as available band-

width, data size to transmit, energy required to execute the code, surrogate com-

putational capabilities, etc. These parameters are utilized to quantify whether
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offloading or not OC introduces energy or performance gains for the mobile

device.

3. Decision engine is a reasoner that infers when to offload to cloud. The engine

retrieves the characterized data obtained by the profilers, and applies certain

logic over them, e.g. linear programming, fuzzy logic, markov chains, etc., so

that the engine can measure whether the handset obtains or not a concrete benefit

from offloading to cloud. The amount of parameters considered in the decision

process define the opportunistic context in which a mobile task is offloaded. This

suggests that based on the combination of multiple parameters, it is possible to

obtain different gains in performance and energy [20]. Proof of this is the way

in which existing frameworks characterize with different amount of parameters,

the opportunistic moments in which a device offloads to cloud.

4. Surrogate platform is the computational service located in the proximity of the

device or in the cloud, which contains the environment to execute the interme-

diate code sent by the mobile, e.g. Android-x86, .Net, etc. The computational

capabilities of the server are important in an offloading architecture as deter-

mine the level in which the task is accelerated [21]. This information is critical

to adjust the response time of applications based on the type of device. Ideally,

a mobile application must accelerate its execution when offloading rather than

slowing down performance.

3 Mobile Offloading Frameworks

In this section, we provide a literature review of frameworks to offload to cloud.

Table 1 describes most relevant proposals in code offloading. The table compares

the key features of the offloading architectures, namely the main goal, how code is

profiled, the adaptation context, the characterization of the offloading process, and

how code offloading is exploited from mobile and cloud perspectives. From the table,

the main goal defines what is the actual benefit for using the associated framework.

The mechanism used to profile code provides information about the flexibility and

integrability of the system. The adaptation context specifies the considerations taken

by the system to offload. The characterization means whether the offloading system

has a priori knowledge or not about the effects of code offloading for the components

of the system. Finally, the exploitation highlights the mobile benefits obtained from

going cloud-aware, and the features of the cloud that are leveraged to achieve those

benefits. Moreover, we can also observe that currently, most of the effort has been

focused on providing the device with an offloading logic based on its local context.

MAUI [11] proposes a strategy based on code annotations to determine which

methods from a Class must be offloaded. An annotation is a form of metadata that can

be agregated into the source code, e.g. classes, methods, etc. An annotation allows

the compiler to apply extra functionality to the code before its called, e.g. override

annotations. MAUI uses annotations to identify methods that are resource-intensive

for the device. Annotations are introduced within the source code by relying on the
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expertise of the software developer. Once the code is annotated, MAUI transforms

all the annotated methods into an offloadable format. This format equips the methods

with RMI capabilities. Since MAUI targets Windows Phones, it is developed using

.NET framework. Thus, RMI happens by using the WFC (Windows Communication

Framework). During application runtime, the MAUI profiler collects contextual in-

formation, e.g. energy, RTT, etc., if the MAUI profiler detects a suitable context to

offload code, then the execution of the code is delegated to a remote server instead

of being performed by the device. While MAUI is successful in saving energy and

shortening the response time of the mobile applications, it suffers from many draw-

backs. Since MAUI uses code annotations, it is unable to adapt the execution of code

in different devices. Thus, the developer is forced to adapt an application to a spe-

cific device, which is considered a brute-force approach. Moreover, MAUI suffers

from scalability, which means that each mobile that implements MAUI requires to

be attached to one specific server acting as a surrogate.

Similarly, CloneCloud [12] encourages a dynamic approach at OS level, where

a code profiler extrapolates pieces of bytecode of a given mobile component to a

remote server. Unlike MAUI, CloneCloud offloads code at thread level. CloneCloud

uses static analysis to partition code, which is an improvement over the annotation

strategy proposed by MAUI. By using a static analyzer, code can be annotated dy-

namically. Thus, code to offload is adapted based on the type of device without mod-

ifying or changing any implementation of the application. However, code profiling

is complicate as its execution is non-determistic. Thus, it is difficult to verify the run-

time properties of the code, which can cause unnecessary code offloading or even

offloading overhead. Moreover, many other parameters also influence when choos-

ing a portion to code to offload, e.g. the serialization size, latency in the network,

etc.

COMET [15] is another framework for code offloading, which follows a similar

approach as CloneCloud. COMET strategy puts emphasis on how to offload rather

than what and when. COMET’s runtime system allows unmodified multi-threaded

applications to use multiple machines. The system allows threads to migrate freely

between machines depending on the workload. COMET is a realization built on top

of the Dalvik Virtual Machine and leverages the underlying memory model of the

runtime to implement distributed shared memory (DSM) with as few interactions

between machines as possible. COMET makes use of VM-synchronization primi-

tives. Multi-thread offloading accelerates even further the execution of applications

in which code can be parallelized.

ThinkAir [13] framework is one which is targeted at increasing the power of

smartphones using cloud computing. ThinkAir tries to address MAUI’s lack of scal-

ability by creating virtual machines (VMs) of a complete smartphone system on the

cloud. Moreover, ThinkAir provides an efficient way to perform on-demand resource

allocation, and exploits parallelism by dynamically creating, resuming, and destroy-

ing VMs in the cloud when needed. However, since the development of mobile appli-

cation uses annotations, the developer must follow a brute-forced approach to adapt

his/her application to a specific device. Moreover, resource allocation in the cloud

seems to be static from the handset as the device must be aware of the infrastructure
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with anticipation. Thus, the approach is neither flexible nor fault tolerant. The scala-

bility claimed by ThinkAir is not multi-tenancy, the system creates multiple virtual

machines based on Android-x86 within the same server for code parallelization.

Odessa [26] is a framework that focuses on improving the perception of aug-

mented reality applications, in terms of accuracy and responsiveness. The frame-

work relies on automatic parallel partitioning at data-flow level to improve the per-

formance of the applications, so that multiple activities can be executed simulta-

neously. However, the framework does not consider dynamic allocation nor cloud

provisioning on demand, which is a key point in a cloud environment.

History-based approaches are also proposed to determine what code to offload

[27]. However, the weak point of history-based approaches is the large amount of

time required to collect data, which is needed to produce accurate results. Moreover,

these strategies are sensitive to changes, which means that when the device suffers

drastic changes, e.g. more applications are installed, the history mechanisms need

to gather new data to calibrate again. The size of the data collected in the mobile

can also be counterproductive for the device as it steals storage space and processing

power [32].

COSMOS [16] is a framework that provides code offloading as a service at

method level using Android-x86. The framework introduces an extra layer in a tradi-

tional offloading architecture to solve the mismatch between how individual mobile

devices demand computing resources and how cloud providers offer them. How-

ever, it is not clear how the offloading process is encapsulated as SOA. Moreover,

the framework is compared with CloneCloud, which is an unfair comparison as

CloneCloud mechanisms offload code at thread level. Other frameworks for compu-

tational offloading also are proposed [3], but they do not differ significantly from ba-

sic implementation or concept [2, 3, 8]. Other frameworks focus on different issues,

such as stability [30] and D2D (Device-to-Device) cooperation [28] among others.

We claim that the instrumentation of apps alone is insufficient to adopt computa-

tional offloading in the design of mobile architectures that relies on cloud. Computa-

tional offloading on the wild is shown mostly to introduce more computational effort

to the mobile rather than reduce processing load [29]. In this context, CDroid [29] is a

framework that attempts to improve offloading in real scenarios. However, the frame-

work focuses more on data offloading than computational offloading. As a result, we

propose EMCA, which attempts to overcome the issues of computational offloading

in practice. EMCA automates the process of infering the right matching between

mobile and cloud considering multiple levels of granularity using big data [14, 31].

4 Towards an Evidence-Aware Mobile Cloud Architecture

While the need to offload or not for mobile applications is debatable [19], the ef-

fectiveness of code offloading implementation in practice shows to be mostly un-

favorable for the device outside controlled environments. In fact, the utilization of

code offloading in real scenarios shows to be mostly negative [20], which means



Evidence-Aware Mobile Cloud Architectures 75

Fig. 3 Evidence-aware

Mobile Cloud Architecture.

a Characterization process of

each component. b
Diagnosis for each device

posteriori to the

characterization

that the device spends more energy on the offloading process compared to the actual

energy that is saved. Consequently, the technique is far away from being adopted

in the design of future mobile architectures. In section, we present our EMCA so-

lution. EMCA relies on the smartphones to connect to cloud to characterize all the

components of the architecture (Fig. 3a), e.g., network communication, cloud-based

servers and type of devices, among others at different granularity levels, e.g., code,

location, hardware specifications, etc. Once enough data is collected, then it is char-

acterized in the cloud, such that the characterization can be used to create custom

configurations for each particular device (Fig. 3b).
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Fig. 4 Characterization of

the offloading process that

considers the smartphones

diversity and the vast cloud

ecosystem

4.1 Challenges and Technical Problems

Our goal is to highlight the challenges and technical obstacles of developing an

EMCA. The issues are described as follows:

∙ Code partitioning approaches—Code profiling is one of the most challenging

problems in an offloading system, as the code has a non-deterministic behavior

during runtime, which means that it is difficult to estimate the running cost of

a piece of code considered for offloading. A portion of code becomes intensive

based on multiple factors [20], such as user input that triggers the code, type of

the device, execution environment, available memory and CPU, etc. Moreover,

once code is selected as OC, it is also influenced by many other parameters of

the system that come from multiple levels of fine-granularity, e.g. communica-

tion latency, data size transferred, etc. As a result, code offloading suffers from a

sensitive tradeoff that is difficult to evaluate, and thus, code offloading can be pro-

ductive or counterproductive for the device [33]. Most of the proposals in the field

are unable to capture runtime properties of code, which makes them ineffective in

real scenarios.

∙ Instrumentation complexity in the mobile applications—The adaptation of code

offloading mechanisms within the mobile development lifecycle depends on how

easily the mechanisms are instrumented within the applications and how effective

is the approach in releasing the device from intensive processing. However, imple-

mentation complexity does not necessarily correlate with effective runtime usage.



Evidence-Aware Mobile Cloud Architectures 77

In fact, some of the drawbacks that make code offloading to fail are introduced

at development stages, for example, in the case of manual code partitioning that

relies on the expertise of the software developer, portions of code are annotated

statically, which may cause unnecessary code offloading that drains energy [34].

Moreover, annotations can cause poor flexibility to execute the app in different

mobile devices. Similarly, automated strategies are shown to be ineffective and

require major low-level modifications in the core system of the mobile platform,

which may lead to privacy and security issues.

∙ Dynamic configuration of the system—Next generation mobile devices and the

vast computational choices in the cloud ecosystem makes the offloading process

a complex task as depicted in Fig. 4. Although the savings in energy that can be

achieved by releasing the device from intensive processing, a computational of-

floading request requires to meet the requirements of user’s satisfaction and expe-

rience, which is measured in terms of responsiveness of the app. Consequently, in

the offloading decision, a smartphone has to consider not just potential savings in

energy, but also it has to ensure that the acceleration in the response time of the

request will not decrease. This is an evident issue as the computational capabil-

ities of the latest smartphones are comparable with some servers running in the

cloud, for instance, consider two devices, Samsung Galaxy S (i9000) and Sam-

sung Galaxy S3 (i9300), and two Amazon instances, m1.xlarge and c3.2xlarge.

In terms of mobile application performance, offloading intensive code from i9000

to m1.xlarge increases the responsiveness of a mobile application at comparable

rates to an i9300. However, offloading from i9300 to m1.xlarge does not provide

same benefit. Thus, to increase responsiveness is necessary to offload from i9300

to c3.2xlarge. It is important to note, however, that constantly increasing the ca-

pabilities of the back-end do not always speed up the execution of code exponen-

tially, as in some cases, the execution of code depends on how the code is written,

for instance, code is parallelizable for execution into multiple CPU cores (parallel

offloading) or distribution into large scale GPUs (GPU offloading).

∙ Offloading as a service—Typically, in a code offloading system, the code of a

smartphone app must be located in both, the mobile and server as in a remote

invocation, a mobile sends to the server not the intermediate code, but the data

to reconstruct that intermediate representation so that it can be executed. As a

result, an offloading system requires the surrogate to have similar execution envi-

ronment as the mobile. To counter this problem, most of the offloading systems

proposed to rely on the virtualization of the entire mobile platform in a server, e.g.

Android-x86, .Net framework, etc., which tends to constrain the CPU resources

and slows down performance. The reason is that a mobile platform is not devel-

oped for large-scale service provisioning. As a result, offloading architectures are

designed to support one user at the time, in other words, one server for each mo-

bile [13, 16, 39]. This restrains the features of the cloud for multi-tenancy and

utility computing. Moreover while a cloud vendor provides the mechanisms to

scale Service-Oriented Architectures (SOA) [4, 35, 40] on demand, e.g. Amazon

autoscale, it does not provide the means to adapt such strategies to a computational

offloading system as the requirements to support code offloading are different. The
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requirements of a code offloading system are based on the perception that the user

has towards the response time of the app [36]. The main insight is that a request

should increase or maintain certain quality of responsiveness when the system

handles heavy loads of computational requests. Thus, a code offloading request

cannot be treated indifferently. The remote invocation of a method has to be mon-

itored under different system’s throughput to determine the limits of the system to

not exceed the maximum number of invocations that can be handled simultane-

ously without losing quality of service. Furthermore, from a cloud point of view,

allocation of resources cannot occur indiscriminately based on processing capa-

bilities of the server as the use of computational resources are associated with a

cost. Consequently, the need of policies for code offloading systems are necessary

considering both, the mobile and the cloud.

∙ Utility model for code offloading—A code offloaded task is accelerated differ-

ently based on the different underlying computational resources that can be ac-

quired in the cloud [21]. While the cost of a server is charged by the cloud vendor

based on time usage, e.g., an hour, it is unfeasible to create a bill for computational

offloading following the same standard utility model. Since a task can have dif-

ferent levels of resource intensiveness, e.g., Chess, it requires different servers to

deal with its specific processing requirements. As a result, a cloud deployment for

code offloading comprises not one, but many servers that provisioning their com-

putational resources to a mobile device. In this context, since a particular mobile

application can use different cloud servers as surrogates in a single app session,

then each offloading task that is offloaded needs to be charged based on the type

of server that processed it. Naturally, this implies to change the current utility

model of servers to one based on request-type, which introduces an extra level of

complexity as it requires the execution of code to be segregated based on runtime

properties, e.g., amount of acceleration required.

∙ Evidence usage within the mobile applications—Since the characterization process

is incremental based on data collected from the community of devices, evidence

about the optimal configuration that is required to execute a mobile application

needs to be transferred from the cloud periodically. Consequently, mechanisms to

deliver and aggregate evidence need to be developed. Ideally, evidence should be

delivered to the mobile device without introducing extra energetic overhead that

harms its daily usage. Thus, evidence should be delivered by piggybacking data

retrieval from other applications and services.

5 Discussion

In this section, we discuss about the opportunities and drawbacks of exploiting an

EMCA.
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1. Energy-aware offloading as a service for IoT (Internet of Things):—
It is well known that the main goal of MCC is to augment the processing ca-

pabilities and energetic resources of low-power devices, e.g., smartphones. To

achieve this, applications installed in the devices are instrumented with offload-

ing mechanisms, e.g., code offloading. However, despite of this instrumentation,

applications are not aware about the productive or counterproductive effect that

can be influenced in the mobile resources by outsourcing a task. For instance,

how much the code should be accelerated?, how much energy can be saved? etc.

In this chapter, we explore how to overcome the problem of determining the

context required to offload a task by analysis in the cloud the runtime history of

code execution from a community of devices. By relying on the massive compu-

tational resources of the cloud to process big data, we aim to exploit the knowl-

edge of the crowd. However, many other sources of information collected from a

community of devices can provide insight about how to configure the offloading

process, e.g., sensor information, user’s interaction, etc. To illustrate this, let’s

consider the following cases:

Case 1: a smartphone that calculates and transmits its GPS coordinates every

time the user uses an application. If the frequency of app usage is high, then the

device will run out of energy quickly, e.g., facebook. If we assume that the end

service in the cloud stores the data received, the data can be analyzed to build

a prediction model in the cloud that suggests when the user changes his/her lo-

cation. In this manner, the cloud service can be aware about the user’s location

and can configure the mobile app to recalculate and transmit GPS data when

drastic changes of user’s location are detected by the model. By implementing

this approach, the device can save significant amounts of energy as the compu-

tational tasks of calculating and transmitting GPS data are not tied to app usage,

but user’s movement that is monitored by the cloud.

Case 2: a low-power device, e.g., Arduino microcontroller, that monitors an en-

vironment via sensors, e.g., temperature. Since a client that connects to the mi-

crocontroller expects to obtain real time information, the microcontroller senses

the environment regularly. Moreover, in order to provide scalability for multiple

users, the environmental information is sent to the cloud, such that any user can

access it from there. Naturally, this process requires considerable amount of en-

ergy of the device. However, by analyzing the collected data, it is able to equip

the cloud service with the awareness to schedule the sensing process of the mi-

crocontroller based on opportunistic contexts, for instance, sensing data is likely

to be replaced by other sensing data from a nearby device, sensing data can be

predicted based on history data stored in the cloud, etc., in any situation, the

main goal is to schedule from the cloud, the behaviour of the device, so that the

device can be alleviated from unnecessary computational effort. Undoubtedly,

it is expected that the change of behavior won’t change the quality of service or

experience of the user.

2. Tuning the fidelity of smartphone apps with mobile crowdsourcing:—By char-

acterizing the servers in the cloud, it is possible to identify multiple levels in

which offloaded code is accelerated. Thus, we envisioned an approach to accel-
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erate the response time of a mobile application dynamically. The ultimate goal

of the approach is to enhance the QoE of the mobile apps in terms of fidelity,

e.g., face recognition [41]. By improving the QoE, we aim to engage the user in

order to increase application usage [37, 43].

Changing fidelity of mobile apps has been proved to be feasible by collecting

data locally in the device [38]. However, this process is slow, because history

data is required, and sensitive to changes, because the device is constantly up-

grading and installing new apps. Thus, in order to overcome these problems, we

envisioned fidelity tuning via data analytics from a community of devices.

Our idea is that apps are instrumented with mechanisms that capture their local

execution at high level, e.g., method name, etc. This data is uploaded to the cloud

for analysis. Based on the analysis, the cloud can perform individual diagnosis

to each device and suggest optimal fidelity execution of each app installed in the

device.

3. The effect of computational offloading in large scale provisioning scenar-
ios:—While the technique has been proved to be feasible with latest mobile

technologies [14], still there are a lot of open issues regarding cloud deploy-

ment and provisioning in real scenarios. Previous work have proposed a one

server per each smartphone architecture [19], which is unrealistic in practice if

we consider the amount of smartphones nowadays and the provisioning cost of

constantly running a server for a particular user.

Besides a few works that focus on scaling up (vertical scaling) a server to paral-

lelize the code of computational requests [26], we have not found architectures

that can scale in an horizontal fashion. This clearly can be seen as current frame-

works do not take into consideration the utility computing features of the cloud,

which is translated into server selection based on provisioning cost.

We are interested on analysis whether it is possible to support large scale provi-
sioning for computational offloading? As a result, we want to study the capacity

that cloud servers have to process multiple requests at once while maintaining

requirements in code acceleration, which influences directly the response of a

smartphone app. Moreover, we also want to analyze the effect of code acceler-

ation in different cloud servers in order to foster surrogate selection based on

utility computing, which can highlight new directions for the design of future

mobile architectures supported by cloud computing, e.g., GPU offloading.

4. Context-aware hybrid computational offloading:—Computational offloading

is a promising technique to augment the computational capabilities of mobile de-

vices. By connecting to remote servers, a mobile application can rely on code of-

floading to release the device from executing portions of code that requires heavy

computational processing [42]. Yet, computational offloading is far away to be

adopted as a mechanism within the mobile architectures, mainly due to drastic

changes in communication latency to remote cloud can cause energy draining

rather than energy saving for the device [14, 29]. Moreover, in the presence of

high communication latency, the responsiveness of the mobile applications is

degraded, which suggests that in order to avoid collateral effects, the benefits of
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computational offloading can just be exploited in low latency proximity using

rich nearby servers [28], which are also known as cloudlets.

Fortunately, 5G is arising as a promising solution to overcome the problem of

high latency communication in cellular networks. 5G fosters the utilization of

Device to Device (D2D) communication [30] to release the network from data

traffic, and accelerate the transmission of data in end-to-end scenarios. By rely-

ing on D2D, and extrapolating features from remote cloud and cloutlets models,

we envisioned a context-aware hybrid architecture for computational offload-

ing. Our hybrid architecture introduces the concepts of network and cloud as-

sistance, which can be utilized to coordinate the proximal devices in order to

create a D2D infrastructure. Since the computational capabilities of next gener-

ation smarphones are comparable with some servers running in the cloud, we

believe that multiple mobile devices can be merged together via D2D in order

to create dynamic infrastructure in proximity that can be utilized by the devices

themselves to share the load of processing heavy computational tasks. Naturally,

this introduces new challenges mainly associated to social participation and col-

laboration.

Network assistance can be provided by cellular towers (Mobile Edge and Fog

Computing [28]). The towers besides routing the communication between end-

to-end points can be equipped with the logic to determine which devices are con-

nected geographically close. When devices in proximity are detected, the tower

can induce the devices to transmit data via D2D instead of using the cellular

tower. The cellular towers can also be utilized to determine closer infrastruc-

ture (e.g., base stations), in which the device should be connected to reduce the

communication latency, like in the cloudlet model. Similarly, cloud assistance

can be utilized to group devices in a D2D cluster. Since devices are offloading

to cloud-based servers (e.g., Amazon), the cloud can be equipped with the logic

to determine which devices shared a common location. Cloud assistance intro-

duces an extra level of complexity in the system than network assistance, due

to a device is forced to send as part of the offloading process, the information

about its location (e.g., GPS). However, cloud assistance alleviates completely

the cellular network from computational offloading traffic, as all the process is

managed entirely by the cloud.

6 Summary

Mobile and cloud computing convergence is shifting the way in which telecommu-

nication architectures are designed and implemented. Several work have proposed

different mobile offloading strategies to empower the smartphone apps with cloud

based resources. Yet, the utilization of code offloading is debatable in practice as the

approach has been demonstrated to be ineffective in increasing remaining battery

life of mobile devices. The effectiveness of an offloading system is determined by its

ability to infer opportunistically where the execution of code (local or remote) rep-
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resents less computational effort to the mobile, such that by deciding what, when,
where and how to offload correctly, the device obtains a benefit. Code offloading

is productive when the device saves energy without degrading the normal response

time of the apps, and counterproductive when the device wastes more energy exe-

cuting a computational task remotely rather than executing it locally. Existing work

offer partial solutions that ignore the majority of these considerations in the infer-

ence process. Thus, the approach suffers from many deficiencies, which are easily

trackable in practice.

By characterizing the offloading process via crowdsensing, we explore the chal-

lenges and technical problems to overcome for developing an offloading architecture

that learns to diagnose the optimal offloading process of a mobile application.
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Context-Awareness in Location Based
Services in the Big Data Era

Patrizia Grifoni, Arianna D’Ulizia and Fernando Ferri

Abstract Integrating contextual information into the process of location-based
service delivering is an emerging trend towards more advanced techniques aiming
at personalization and intelligence of location-based services in the big data era.
This chapter provides a systematic review of current context-aware location-based
service systems using big data by analysing the methodological and practical
choices that their developers made during the main phases of the context awareness
process (i.e. context acquisition, context representation, and context reasoning and
adaptation). Specifically, the chapter analyses ten location-based services, devel-
oped over the five years 2010–2014, by focusing on (1) context categories, data
sources and level of automation of the context acquisition, (2) context models
applied for context representation, and (3) adaptation strategies and reasoning
methodologies used for context reasoning and adaptation. For each of these steps, a
set of research questions and evaluation criteria are extracted that we use to evaluate
and compare the surveyed context-aware location-based services. The results of this
comparison are used to outline challenges and opportunities for future research in
this research field.

1 Introduction

Big data represents a revolution for location-based applications [1]. These
applications can produce and exchange massive amount of data in a very short time.
The increasing explosion of data available on the web, together with the increas-
ingly widespread use of telecommunication technologies, including wireless
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communications, Internet and mobile devices, has favoured the development of
context-aware, ubiquitous computing methodologies for Location-Based Services
(LBSs) provisioning. In the big data era, indeed, LBSs need to become selective,
because only meaningful services from the massive amount of data have to be
extracted in order to not overwhelm the computing resources of mobile devices.
Therefore, integrating contextual information into the process of location-based
service delivering is an emerging trend towards more advanced techniques aiming
at personalization and intelligence of LBSs in the big data era.

Location-Based Services (LBSs), i.e. services that use the location of the user as
the primary contextual information for delivering information to mobile users, have
become increasingly popular due to the availability of powerful mobile devices
equipped with positioning systems like GPS. There are several definitions for
“location-based services”: the first formal definition was given by Koeppel [2] in
2000, where they were defined as “any service or application that extends spatial
information processing, or GIS capabilities, to end users via the Internet and/or
wireless network”. One most recent definition is given by Shiode et al. [3] and is the
following: “geographically-oriented data and information services to users across
mobile telecommunication networks”. At the same time, LBSs are defined by
Spiekermann [4] as “services that integrate a mobile device’s location or position
with other information so as to provide added value to a user”. Finally, in 2010
Shek [5] defined LBS as “mobile computing applications that provide information
and functionality to users based on their geographical location”. From the above
definitions, it is evident a shift of the environment, through which the services may
be fruited, from networked environments to mobile-networked ones.

According to these definitions, dynamic navigation guidance, roadside assis-
tance, mobile advertisements and traffic alerts can be considered examples of LBS,
as they are services that use the location of the terminals to provide spatial infor-
mation and GIS (geographic information system) functionalities to end users
through the mobile, Internet, wireless or cloud networks [6, 7].

In LBSs, location plays a fundamental role as it determines the information and
services the user may expect. Relying only on the location does not allow tailoring
the answer to the user, since two persons asking for the same information in the
same location receive the same answer despite their preferences may be different.
Let us consider an example. We suppose two people, one vegetarian and one not,
that search for restaurants near “Piazza Navona”. Applying only location infor-
mation, the LBS system returns the same list of restaurants located near “Piazza
Navona” offering all kinds of cuisine (not only vegetarian cuisine).

Context awareness is a first step towards more advanced techniques aiming at
personalization and intelligence of service provisioning in the big data era. Context
awareness, indeed, is the ability to provide different services in different contexts,
where context is more than location as it includes also personal (user activities,
preferences, and needs), technical (e.g. device status), spatial, social, and physical
(e.g. environmental status) information.

Therefore, concluding the example above, a context-aware LBS system can
consider, for instance, also the information that the user is vegetarian, contained in
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the personal context. Consequently, it restricts the results returned to the vegetarian
person to restaurants located near “Piazza Navona” with a vegetarian menu.

Integrating contextual information about preferences, position and needs of the
user, available resources and environmental features into the process of service
delivering allows providing the user with more relevant services (among the
massive amount of available services) that are better tailored to his/her needs.
Therefore, context awareness is an essential feature that leads to a smart use [8] of
the big amount of data that flows over the Internet in order to provide more and
more personalized LBSs.

In this article, we are interested in surveying current context-aware LBSs by
analysing the main phases of the context awareness process, that are the context
acquisition, the context representation, and the context reasoning and adaptation.
For each of these steps, we have analysed the methodological and practical choices
that a LBS developer has to make during the design and implementation of a
context-aware LBS system using big data. From this analysis, we have extracted a
set of research questions and evaluation criteria that we have used to compare the
surveyed context-aware LBSs. For this evaluation, ten LBS systems, developed
over the five years 2010–2014, have been investigated.

The research contribution of this chapter is threefold. First, we introduce a new
evaluation framework for context-aware LBSs, characterised by three orthogonal
dimensions corresponding to the main phases of the context awareness process.
Second, we use the evaluation framework to drive a comparative study of several
current context-aware LBSs using big data. Finally, we outline challenges and
opportunities for future research in this research field.

The structure of the chapter is organized as follows: we begin by providing some
LBS categorizations from the literature and the evaluation criteria used to compare
the context-awareness capabilities of current LBSs. Afterward, in Sect. 3 the main
research issues of context acquisition and the corresponding evaluation criteria are
described together with their application to evaluate the surveyed context-aware
LBSs. Section 4 explores research issues and evaluation criteria for context rep-
resentation and evaluates the context-aware LBSs with respect to that. Section 5
discusses research issues and evaluation criteria for context adaptation and
describes their application to evaluate the surveyed context-aware LBSs. Based on
this analysis, in Sect. 6 we investigate the open challenges of context-aware LBSs.
Finally, Sect. 7 concludes the chapter.

2 Location-Based Services: Categorizations
and Evaluation Criteria

In the literature, there are numerous classifications of LBSs. One first classification,
proposed by Virrantaus et al. [9], distinguishes into pull and push services. In a pull
service, the user makes explicitly a request to the service centre (as is the case of
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dynamic navigation guidance and roadside assistance), while in push services the
position of the user’s device is utilized to estimate if s/he is a potential customer of
the service and, if it is so, the information is automatically delivered to the user
without his/her request (as is the case of mobile advertisements and traffic alerts).

A further classification of LBSs has been proposed by Schiller and Voisard [10]
that distinguished between person-oriented and device-oriented. The former
includes LBSs in which the position of a person is used to enhance the service and
in which the user can control the service itself (e.g. navigation guidance), while the
latter includes LBSs in which the position of a person or an object is tracked and the
user is not necessary for controlling the service (e.g. car tracking).

Moreover, several classifications have been proposed that categorize LBSs
according to the functionalities they provide. Reichenbacher [11] proposed the
following five categories: orientation and localization, navigation, search, identifi-
cation, and event check. Shek [5] introduced two further categories that are safety
and emergency, and information services. Afterwards, Themistocleous et al. [12]
re-arranged Reichenbacher and Shek’s categories by proposing the following nine
categories: identification, information, location, navigation and search, safety and
emergency, access control, management, monitor, payments.

In this survey, we categorize and evaluate LBSs according to the methodological
and practical choices that a LBS developer has to make during the design and
implementation of a context-aware LBS system using big data. Malik et al. [13]
consider a context-aware system composed of five main components, each one
devoted to perform specific tasks of the context-awareness process: context
acquisition, context representation, context storage, context interpretation, and
context adaptation. Khattak et al. [14] list the following components of a
context-aware system: context sensing, acquisition, representation, fusion, and
reasoning. Perera et al. [15] describe four phases of the context-awareness process
that are: context acquisition, context modeling, context reasoning, and context
dissemination. A summary of these main phases of the context-awareness process
proposed in the literature is provided in Table 1.

In this survey, we have taken into account these partitions in components of a
context-aware system, for identifying the main steps of the context-awareness
process that influence the design of a LBS system using big data. Specifically, we
have considered the context-awareness process as composed of three major steps,
which are the context acquisition, the context representation, and the context
reasoning and adaptation. Respect to the existing partitions, we consider context
sensing included in the context acquisition phase, the context storage included in
the context representation phase and the context fusion and context dissemination
included in the context reasoning and adaptation phase.

For each of the three identified steps we have analysed the main research
questions that a LBS developer has to solve during the development of a
context-aware LBS system using big data, which are summarized below (see Fig. 1
for a graphical summary):

Context acquisition: the context-awareness process starts with the sensing and
gathering of contextual data. Several kinds of context data may be acquired,
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depending on the specific application of the LBS system, ranging from spatial and
temporal information to personal and social information. The acquisition can be
usually done using various sources, such as sensors that are embedded into the
mobile devices (mobile sensors) or present in the environment (static sensors), as
well as monitoring or querying Web applications and services or asking explicitly
to the user to input context information. Finally, the acquisition of context infor-
mation from data sources can be characterised by various degrees of automation:
manual, semi-automatic, and automatic. Therefore, the main issues that a LBS
developer has to solve in this phase can be summarized in the following questions:

1. What kinds of contextual information have to be acquired in order to gather
personalized results to the user request?

2. Through which knowledge sources?
3. Which level of automation should have the acquisition process?

Context representation: the gathered contextual data need to be represented
through a data model that provides efficient structuring and retrieval. Therefore, the
main issues that a LBS developer has to solve in this phase can be summarized in
the following questions:

Fig. 1 Major steps of the context-awareness process along with the main evaluation criteria
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1. Which models have been applied for representing and managing location and
contextual knowledge in order to properly use it in the discovering and adap-
tation processes?

2. How can these models be evaluated and compared?

Context reasoning and adaptation: the contextual data are used to discover,
adapt and personalize services for the user. The context provides the basis for
selecting the appropriate service among available services. The selection of the
most appropriate services (mainly in the case numerous services of the same type
are available) requires the use of some methodologies for reasoning on, filtering and
ranking the available services, such as the collaborative filtering, similarity rea-
soning, etc. Therefore, the main issues that a LBS developer has to solve in this
phase can be summarized in the following questions:

1. Which adaptation strategies have been applied to adapt query results to the
captured contextual information?

2. Which reasoning and filtering techniques have been used to select the most
appropriate services to be returned to the user?

3. Which level of automation should have the adaptation process?

All the context-aware LBS systems reviewed in this chapter have been analysed
according to the aforementioned questions, which will be deeply discussed in the
following sections.

3 Context Acquisition in LBSs in the Big Data Era

In this section, we analyse how LBS developers answered to the main research
questions, introduced in the previous section, concerning the context acquisition.
First of all, we analysed the categories of context information that may be acquired
for adapting and personalizing LBSs (see Sect. 3.1). Second, we investigated the
context data sources from which the various context categories can be acquired (see
Sect. 3.2). Third, we reviewed the possible level of automation of the acquisition
process (see Sect. 3.3). Finally, in Sect. 3.4 an overview of some LBS systems has
been provided along with a discussion about how they answered to the three
aforementioned research issues characterizing the phase of the context acquisition.

3.1 Context Categories

Despite the efforts made in the literature for providing a general definition of
context, analogous efforts have been made by several researchers to categorize the
contextual information needed to adapt and personalize the service request. One of
the first categorisation was proposed by Schilit et al. [16] that proposed three
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classes: computing, user, and physical context. Chen and Kotz [17] added the time
category to this classification by arguing that context is a four-dimensional space
composed of computing, physical, time, and user context. Zimmermann et al. [18]
state that “elements for the description of this context information fall into five
categories: individually, activity, location, time, and relations”. Vieira et al. [19]
divide user context into three categories: physical, organizational and interaction.
Nieto et al. [20] categorized contextual information into two main classes, that are
static and situation context, which are composed of human and topographic
information (the static context), and environmental, personal, location, and social
information, (the situation context). According to Hervás et al. [21], context can be
categorized in user, environment, devices, and services. Finally, Kϋpper [22] cat-
egorized context information into five classes that are personal, technical, spatial,
social, and physical context.

A summary of these main classifications is provided in Table 2. We have
grouped over the same column the context categories that overlap or that are similar
according to the examples of context attributes (that are provided in parentheses in
Table 2 under the corresponding context category). For instance, the attribute
“location” has been categorized over different context categories in the literature
(see the second column of Table 2), which range from user context Schilit et al.
[16], physical context Chen and Kotz [17], Vieira et al. [19], location context
(Zimmermann et al. [18], Nieto et al. [20], and spatial context Kϋpper [22]. Ana-
lysing the overlapping of these categories, we have decided to group the location
information over the spatial context category. Analogously, the environmental
conditions have been categorised over physical context from the major number of
literature classifications (see the third column of Table 2), therefore we have chosen
physical context as main representative category for this kind of context informa-
tion. Applying this grouping process to all context categories defined in the liter-
ature, we have identified six main context categories that are: spatial, physical,
personal, technical, temporal, and social. Hereafter, we rely on this categorization
when we refer to the context information. Specifically, each context category is
characterized in the following way:

Spatial context refers to “the location and location-related information of the
mobile user. It can be the precise geographical point (e.g. the latitude/longitude
coordinates, the street address), or a personalized reference of the location (e.g. the
home, the office, etc.)” [23].

Physical context refers to the physical status of the user and its surroundings,
such as environmental status of the location (e.g. light, noise level, temperature,
humidity, present objects, etc.) as well as the health status of the user (blood
pressure, body temperature, etc.).

Personal context refers to all the information about the individual, contained
typically in the user profile, such as age, gender, user’s interest, attitudes, beliefs,
etc., as well as the activities (tasks, roles) s/he is involved in, and people nearby.

Technical context refers to “the technical aspects related to computing capa-
bilities and resources” [24] (e.g. network connectivity, bandwidth, memory, nearby
resources, etc.).
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Temporal context refers to the time references (e.g. time, date, and season) of
events.

Social context refers to the social status of the user (e.g. social class, gender, or
employment status), the social groups s/he belongs to (e.g. social network’s groups)
and the social roles s/he performs (e.g. parent, volunteer, employee, etc.).

3.2 Context Data Sources

Several different data sources have been used over the last decade to acquire context
information, ranging from Web services, social media, static sensors, wearable
devices, etc. In a recent survey, Zhang et al. [25] classify context data sources in
three main categories that are: Internet and Web services, static sensing infras-
tructures, and mobile devices and wearable sensors. Starting from this classifica-
tion, we have analysed the LBS literature for understanding what kinds of context
data sources have been applied in LBS adaptation and personalization. This anal-
ysis resulted in a great use of both social media, such as social networks (and more
specifically location based social networks), multimedia sharing sites, blogs, etc.,
and sensor networks (both static and mobile) as data sources for acquiring context
data in LBSs. Therefore, we have evolved Zhang et al.’s classification by specifying
two sub-classes of the category Internet and Web services (that we have re-named
in Internet applications and services) that are social media and Web-based infor-
mation services, and distinguishing between Static sensors and Mobile and wear-
able sensors, that have been grouped under the category Sensors. Specifically, each
context data source is characterized in the following way:

Internet application and services

Web-based information services refer to services and applications that are available
via the Internet for providing information. They can be used to acquire various
types of context information, such as personal and temporal (through calendar, for
example), spatial (through online maps), and physical (through traffic and weather
info services, for example).

Social media refer to a kind of “Internet-based applications that build on the
ideological and technological foundations of Web 2.0 and that allow the creation
and exchange of user-generated content” [26], such as social networks, multimedia
sharing sites, blogs, forums, etc. They can be used to extract information about
personal preferences and interests, human activity, and social interactions.

Sensors

Static sensors, as defined by Dasgupta [27], “are sensors usually installed in fixed
places in indoors and outdoors”. They can be used to acquire various types of
environmental parameters, such as temperature, humidity, pressure, pollution, light,
etc., as well as human activity through surveillance cameras.

Mobile and wearable sensors are sensors attached to mobile devices or to the
user’s body. They can be used to acquire various parameters of a moving person,
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such as location (through GPS), acceleration, speed, etc., as well as healthcare
status (blood pressure, body temperature, body weight etc.), and brain activity
(EEG, EMG, etc.).

In Table 3, we show the proposed context data source categorization, along with
some examples of context data sources that are used for acquiring each of the six
context categories.

3.3 Automation of Context Acquisition

The acquisition of context information from knowledge sources can be charac-
terised by various degrees of automation: manual (or explicit), semi-automatic, and
automatic (or implicit) [28]. Manual knowledge acquisition means that the
knowledge source requires user input for providing all necessary context infor-
mation to the LBS. In automatic knowledge acquisition, user input is not required
but the knowledge source is responsible of providing context information. Finally,
semi-automatic knowledge acquisition requires the combined input of both the user
and the knowledge source for providing context information to the LBS.

Generally, the spatial and temporal context is mainly acquired automatically
through the GPS embedded in the user’s device. Further automatic acquisition
sources for spatial context are the surveillance cameras and the Wi-fi point access.
Semi-automatic sources are the mobile cameras and the media sharing sites that

Table 3 Context data sources for each context category

Context
categories

Context data sources
Internet applications and services Sensors
Web-based
information
services

Social media Static sensors Mobile and
wearable
sensors

Spatial Maps Media sharing site,
location-based social
networks

Wi-fi, surveillance
cameras, cell tower

GPS, mobile
cameras

Physical Traffic and
weather info
services

Sensors for
temperature,
humidity, pressure,
etc.

Health
monitoring
devices

Personal Calendar Social networks, media
sharing site, forums,
blogs, wiki

Mobile
cameras,
accelerometer

Technical Yellow pages Social networks Cell tower Bluetooth
Temporal Calendar GPS, Mobile

cameras
Social Social networks, forums,

blogs, wiki
Mobile
cameras
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require the input of the user for recording and uploading multimedia data on the
sharing sites. Physical context is usually acquired in an automatic way through
sensors, health monitoring devices, or web information services. Personal context
can be acquired manually, by asking the user to fill out a personal profile,
semi-automatically by extracting information from videos recorded by the user
through the mobile cameras, or automatically by deriving personal information
from social media (user’s personal website, social networks, media sharing sites,
forums, etc.). Technical context is usually acquired in an automatic way through
yellow pages, social networks, and Bluetooth. Social context can be acquired
semi-automatically by extracting social information from videos recorded by the
user through the mobile cameras, or automatically by deriving social information
from social media in which the user is involved.

Table 4 summarizes the level of automation of the main context data sources
according to the context categories.

Over the last years, there has been a shift from manual to automatic context
acquisition. In an ideal scenario, context would be acquired automatically without
the need for manual acquisition in order to reduce the user’s workload. However,
this scenario is not already feasible in the real world because some context infor-
mation could not be sensed automatically and could be necessary to ask the user to
manually provide it.

3.4 Context-Aware LBS Systems Using Big Data: Context
Acquisition

This section takes an in-depth look at various context-aware LBS systems using big
data, developed in the period 2010—2014 and listed in the first column of Table 5.
The surveyed LBS systems have been analyzed according to the context categories,
the context data sources, and the level of automation of context acquisition, defined
in the previous sections. The results of this analysis are summarized in Table 5: the

Table 4 Level of automation for each context category and data sources

Context
categories

Level of automation
Manual Semi-automatic Automatic

Spatial Mobile cameras,
Media sharing site

GPS, Wi-fi, surveillance cameras

Physical Sensors, health monitoring devices, traffic
and weather info services

Personal User
profile

Mobile cameras Social networks, media sharing sites,
forums, blogs, wiki, accelerometer

Technical Yellow pages, Social networks, Bluetooth
Temporal Mobile cameras GPS, calendar
Social Mobile cameras Social networks, forums, blogs, wiki
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second column provides the context categories used by each LBS system; the third
column provides the context data sources used for acquiring context information;
the fourth column provides the level of automation of the acquisition process.

The table shows that all the surveyed LBS systems acquire spatial context
mainly from GPS embedded into the user device. This is quite obvious due to the
nature of LBSs. Most of the systems (60%) use personal context for personalizing
LBSs both acquiring it from social media and analyzing GPS data history. Tech-
nical context has been effectively employed by 50% of the surveyed LBS systems.
30% of the surveyed LBS systems use physical context acquired from web infor-
mation services, social media and sensors. Finally, few systems (20%) apply tem-
poral context acquired from GPS and social context acquired mainly from social
media. All the surveyed LBS systems acquire context in an automatic way. All the
data captured by the surveyed LBS systems has typical ‘4 V’ features of big data,
namely big volume, variety, high updating velocity, and low value.

iWISE [29] is a LBS cloud computing system that extracts location knowledge
from Internet text, pictures, videos, and other related multimedia and uses this
knowledge for supporting social awareness in the LBS discovery process. Spatial
context is extracted from multimedia material searched on the Web by the user.
A Web crawler is used to capture search multimedia content that is later analyzed
by a text and picture information processing modules that extract geological
locations. The spatial information is used to perform social awareness by recog-
nizing and extracting individual behaviors and community interaction characteris-
tics in real-time which are used for improving personalization and intelligence for
LBSs.

Social Telescope [30] is a LBS that automatically compiles, indexes and ranks
locations, based on user interactions with locations in mobile social networks,
specifically by using geo-tweets made by Twitter users. A crawler records all public
user geo-tweets and converts them into 4-tuples of the form <user, location, time,
text>. Afterwards, locations are converted into semantic place names using the
location-based social network Foursquare [31] and a ranking process is performed
that ranks services according to the social popularity resulted from the crawled
geo-tweets.

Biancalana et al. [32] propose a social recommender system that provides rec-
ommendations for location-based queries. They extract both physical context
information (specifically, available service profiles and environmental conditions)
from popular data sources on the Web (e.g. Yellow Pages, weather and traffic report
services, Google Maps, Yelp, Zagat, etc.), and personal context information
(preferences and interests of the user) from folksonomies, forums, blogs, and social
networking sites.

SHERLOCK [33] is a system that provides LBSs based on the use of mobile
agents, ontologies and semantic techniques for personalizing the service request. It
acquires personal and technical context information from Web information
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providers and from the other devices, connected in a peer-to-peer (P2P) network.
A specific agent (called Alfred) is in charge of performing this acquisition task.
Moreover, spatio-temporal context information is acquired from GPS and P2P
network devices.

BOTTARI [34] is an application for personalized location-based recommenda-
tions rely on the opinions of the social media (specifically Twitter). It acquires two
main context information: technical context (e.g. service descriptions) from
Point-of-Interest’s (PoI) websites and location-based social networks (e.g. Yelp,
PoiFriend, Yahoo! Local, TrueLocal), and social context from Twitter. Tweets are
crawled by the semantic media crawler and opinion miner that extract users’
opinions on the PoI and rate them in positive, negative and neutral.

Zheng et al. [35] propose a collaborative recommendation system for
location-based queries. This system extracts spatial and personal context informa-
tion from GPS history data. Specifically, personal context (e.g. activity of the user)
is extracted from the user-generated text comments that the user can add to the GPS
data.

D’Ulizia et al. [36] provide a context-aware discovery system for delivering
personalized LBSs. The personalization is performed according to the following
five context categories: personal context (e.g. user profile) is acquired manually,
since the user has to fill in a form with his/her personal information; spatial and
temporal context are acquired from GPS; physical context (e.g. weather, traffic) is
acquired from web information services; technical context (e.g. service descrip-
tions) is acquired from web information providers and location-based social
networks.

GeoSPLIS (Geographic Semantic Personalized Location Information System)
[37] is a context-aware LBS that uses contextualized preferences of users regarding
PoIs in order to personalize service delivering. To achieve that, the system collects
personal context (e.g. user profile) and social context (e.g. groups and relationships)
from the social network Google +, spatial context (e.g. location) and temporal
context (e.g. time, day) from GPS, and the physical context (e.g. weather) from a
web information provider.

KnockAround [38] is a P2P-based LBS application, which provides pull-type
LBSs. It enriches the spatial context (e.g. the user’s location), which is acquired
from static and mobile sensors (GPS, Cell tower, and Wi-fi), with the technical
context (e.g. service description) coming from text comments provided from sur-
rounding users visiting the same location.

Bao et al. [39] propose a context-aware and preference-aware location recom-
mender system. To achieve that, the system infers personal context (e.g. user
preferences and expertise) from the location histories extracted from GPS data, and
technical context (e.g. service descriptions) from the opinions of other people
extracted from location-based social networks (e.g. Foursquare).
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4 Context Representation in LBSs in the Big Data Era

The gathered contextual data need to be represented through a context model that
provides efficient structuring and retrieval of the huge amount of this gathered data.
In this chapter, we use the term “context model” to refer to the generic underlying
data structures and available operations that can be performed on them.

Several classifications of models for contextual knowledge representation have
been proposed in the literature, according to the scheme of data structure that has been
used to exchange contextual information. Chen and Kotz [17] identify the following
four context model categories: key-value, tagged encoding, object-oriented, and
logic-basedmodels. Strang and Linnhoff-Popien [40] classified context models in the
following six categories: key-value,markup scheme, graphical, object oriented, logic
based, and ontology based models. Bettini et al. [41] classify context modeling
approaches into key-value, markup-based, object-role-based, spatial, and ontology-
based models.

A further classification more specific for big data models is given by Pop and
Cristea [42] that considers the following categories: structured data, text file data,
semi-structured data, key-value pair data, XML data, and RDF (Resource
Description Framework) data. This classification is referred to big data models and
does not focus specifically on contextual data.

A summary of these main classifications is provided in Table 6. In the first three
rows, we have grouped over the same column the context model categories that
overlap or that are similar according to the examples of context models provided in
the papers. Analysing the overlapping of these categories, we have observed that
the classification proposed by Strang and Linnhoff-Popien is the most inclusive one.
Therefore, hereafter we rely on that classification.

Comparing the classification of big data models provided by Pop and Cristea
[42] with the classification of context data models provided by Strang and
Linnhoff-Popien [40], we can observe that the key-value and markup scheme (e.g.
XML) categories are present in both classifications. The main difference between
these two classifications relies on the emphasis that is given to the structuring of
data. In big data models, indeed, the manner in which information is structured
profoundly influences the efficiency of the big data processing, exchange and
analysis. Therefore, the classification of big data models places a greater importance
on the level of data structuring.

To have a picture of the kinds of context and big data models applied in current
LBS systems, we have checked which kinds of models, among those categorised by
Strang and Linnhoff-Popien and Pop and Cristea, have been applied in the surveyed
LBS systems. Table 7 provides the results of this analysis. Specifically, we
observed that key-value and ontology-based models have been used as context data
representation models in the analysed LBS systems. Therefore, our analysis will
focus only on the following two classes: key-value and ontology-based models.
Specifically, each class is characterized in the following way:
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key-value models refer to context models that use key-value pairs that identify
the attributes and their values describing the context [43].

ontology-based models refer to models that use ontologies to represent concepts
and relations between concepts. They represent a uniform way for specifying the
model’s core concepts as well as sub-concepts and facts, thus enabling contextual
knowledge sharing and reuse [44]. Ontologies provide a generic and, at the same
time, formal way to “capture and specify the domain knowledge with its semantics”
[45] and, therefore, they turn out to be appropriate for handling contextual
knowledge. Various modeling web languages have been developed to express
ontologies, most of them based on XML [43] syntax. On 2004, the World Wide
Web Consortium (W3C) included two modeling web languages as recommended
semantic Web technology standards: Resource Description Framework (RDF) [46]
and Web Ontology Language (OWL) [47]. Both RDF and OWL provide a standard
for metadata about resources on the Web; however, OWL is an extension of RDF,
built to cope with the limitations of RDF, such as, for instance, the ability to define
classes in terms of other classes. Therefore, most of recent ontology-based LBS
systems use OWL as language to formalize context knowledge, as described in the
following ontology-based LBS systems.

Considering big data representation models, we observed that key-value pair,
structured, semi-structured, and RDF data models were used. Key-value pairs
model is the same described above. The other three classes can be described as
follows:

Table 7 The surveyed LBS systems and their data model representations

Context-aware
LBS systems

Context
representation

Big data representation

Key-value Ontology Key-value
pair

Semi-structured RDF
data

Structured
data

iWISE [29] √ √
Social
Telescope [30]

√ √

Biancalana
et al. [32]

√ √

SHERLOCK
[33]

√ √

BOTTARI [34] √ √
Zheng et al.
[35]

√ √

D’Ulizia et al.
[36]

√ √

GeoSPLIS [37] √ √
KnockAround
[38]

√ √

Bao et al. [39] √ √
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Structured data models have records of columns and each column has a value
the meaning of which is consistent from record to record.

Semi-structured data models refer to models where there is no separation
between the data and the schema, and the amount of structure used depends on the
purpose.

RDF data models use triples that follow a subject–predicate–object structure.
The subject denotes the resource, and the predicate denotes traits or aspects of the
resource, and expresses a relationship between the subject and the object.

The first two columns of Table 7 show the surveyed LBS systems and their
context representations. The table shows that most of the surveyed context-aware
LBS systems (60%) use key-value model for representing context information.
Ontologies have been effectively employed by 40% of the surveyed LBS systems.

The last four columns of Table 7 show the surveyed LBS systems and their big
data representations. Most of the surveyed context-aware LBS systems use
key-value model (30%) and RDF data model (30%) for representing context
information.

The large use of the key-value model can be justified by its main simplicity to
implement and manage context information. However, this model has the main
drawback that is the limited capabilities in describing and managing complex
context information. Ontology-based model outperforms key-value model in the
capability to specify very complex context information, providing capabilities for
reasoning, knowledge sharing and reusing. On the other hand, ontology-based
model requires expensive efforts in defining the ontology.

In order to provide an evaluation of the surveyed LBS systems, we have
extracted a set of requirements, both from those proposed by Bettini et al. [41],
which can be applied for assessing the context models, and from those proposed by
Agrawal et al. [48], which can be applied for assessing the fulfillment of the big
data challenge. Specifically, the requirements of Bettini et al. [41] are the following:

1. mobility: the context model is able to adapt to the mobile environment;
2. heterogeneity: the context model is able to express and manage different types of

contextual information coming from multiple data sources;
3. relationships and dependencies: the context model is able to capture various

relationships, in particular dependency, between different context information;
4. timeliness: the context model is able to capture context histories (past and future

states);
5. reasoning: the context model is able to support context reasoning techniques in

order to derive new context facts from existing ones.

The requirements that we have extracted from of Agrawal et al. [48] are the
following:

6. scalability: the data model is able to scale up the system’s use of the data by
allowing it to handle an increasing variety of data sources;

7. privacy: the data model is able to prevent the inappropriate use of personal data,
which can particularly arise from linking of data from multiple sources;
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8. human collaboration: the data model is able to support input from multiple
distributed users, and their collaboration.

The fulfilment of these requirements ensures good performance of the context
model also from the point of view of the big data challenge.

In the remainder of this section, we take an in-depth look at the contextual
knowledge representation adopted by the surveyed LBS systems. Moreover, we
conclude this section with an evaluation of these systems according to all the
requirements introduced above.

4.1 Context-Aware LBS Systems Using Big Data: Context
Representation

This section takes an in-depth look at the context representation used by various
context-aware LBS systems using big data, developed in the period 2010–2014.

Social Telescope [30] uses a knowledge repository composed of 4-tuples of the
form <user, location, time, text>. The values of the tuples are extracted from all
public user geo-tweets crawled from Twitter. An indexer maintains indexes cor-
responding to the location, tags and user names, and updates the indexes each time
a new tuple is added in the repository.

Biancalana et al. [32] rely on a local database that is populated with information
extracted from Web data sources (Yellow Pages, Google Maps, Yelp, and Zagat
that provide business listings, phone numbers, and addresses). All this information
is stored in the local database along with plain tags, semantic tags, and
sub-categories. Plain tags are extracted by a keyphrase extraction module that
retrieves meaningful keyphrases from documents, while semantic tags and
sub-categories are extracted by the source-specific extractor. In Fig. 2 an example
of tuple stored in the local database is shown.

Zheng et al. [35] model the context information through multi-dimensional
arrays, called tensors. Specifically, users, locations, and activities are extracted from
GPS history data and they are stored in user-location-activity 3D tensors. Each
entry of the tensor denotes the frequency of a user visiting a location and doing an
activity there. Figure 3 shows an example of 3D tensor, where the bi-dimensional
array on the left represents the frequency of visiting Forbidden City, Bird’s Nest,
and Zhongguancun for Tourism, Exhibition and Shopping for the user named
Vincent.

Fig. 2 An example of tuple populating the local database of Biancalana et al. Figure adapted from
[32]
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D’Ulizia et al. [36] applies a key-value model to represent context information.
Specifically, they define three kinds of profiles (i.e. user, context, and service
profiles), each one represented as a set of typed attributes continuously monitored
and updated by the system. Figure 4 shows an example of user, context, and service
profiles used by D’Ulizia et al.: the first column contains the name and type of the
attributes and the last column contains the current value.

KnockAround [38] uses a database of context information that is distributed over
people’s smartphones and is dynamically updated by the users themselves.
A specific module, called Database populator, is in charge of continuously keeping
track of the user’s location and, if the current location is not yet registered in the
database, requesting to the user to provide information about it. This information is
stored in a database containing 11 attributes that are: id, latitude, longitude, name of
place, address, keyword, comment, date, shareable (boolean), event (boolean), and
bloom filter.

Fig. 3 An example of user-location-activity tensor of Zheng et al. Figure adapted from [35]

Fig. 4 The user, context, and service profiles used by D’Ulizia et al. Figure adapted from [36]
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Bao et al. [39] use the following five key data structures in the form of tuples of
repositories and weighted hierarchy: user repository, which contains user profile
information, such as ID, name, age, gender, etc.; check-in repository, which con-
tains the locations visited by the user and commented in a location-based social
networks; venues, which are the locations associated with a pair of coordinates on a
map and a set of categories; user location history/matrix, in which each entry
denotes the number of visits of a user to a location; category hierarchy, which is a
weighted hierarchy where nodes occurring on a deeper layer denote the categories
of a finer granularity.

iWISE [29] relies on a location knowledge ontology that aggregates and indexes
all context information acquired from Internet text and pictures, as shown in Fig. 5.
This ontology is based on a multi-level location index that indexes the relationships
between locations. Each location contains the location geological information
obtained by processing Internet textual information (title, abstract, URL, etc.), and
pictures information (picture, URL, etc.).

SHERLOCK [33] uses an OWL ontology to represent and manage, in a dis-
tributed way, the context knowledge. The system starts with a basic ontology
containing the user’s common knowledge (device capabilities, username, etc.) and
basic terms. An agent, called Ontology Manager, has in charge of keeping the
ontologies shared by other surrounding devices and integrating them into its own
local ontology. Figure 6 shows the ontology defined in SHERLOCK for a
location-based transportation service.

BOTTARI [34] represents the context information through an ontology, shown
in Fig. 7, which uses two W3C vocabularies that are the SIOC vocabulary [49] for
defining UserAccount and Post and the WGS-84 vocabulary [50] for SpatialThing.
These two standard ontologies have been extended for representing the other

Fig. 5 The location knowledge ontology used by iWISE. Reprinted with kind permission from
Springer Science + Business Media: [29]
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technical, social and spatial context features (i.e. TwitterUser, Tweet, NamedPlace,
Ambience).

GeoSPLIS [38] adopts the schema.org ontology (http://schema.org/) to represent
people and place profiles and incorporates dynamically its RDF Schema version.
This ontology allows representing physical and digital entities (persons, places,
movies etc.), and also the connections between them. All data are stored in RDF
format using Sesame [51], an architecture for storing and querying RDF data.

Fig. 6 The ontology used in SHERLOCK [33] for defining a location-based transportation
service. Reprinted from [33], with permission from Elsevier

Fig. 7 The BOTTARI ontology. Reprinted from [34], with permission from Elsevier
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4.2 Evaluation of Context Representation

This evaluation consisted in the analysis of the fulfillment of the requirements
introduced in Sect. 4 by the context models used in the surveyed LBS systems.
Table 8 summarizes the results of this evaluation. The plus sign indicates that the
context model fulfills the corresponding requirement, otherwise the minus sign is
used.

From the analysis of these results, we can observe that ontology-based models
(highlighted in dark-grey) meet most of the requirements. Specifically, all models
meet heterogeneity and human collaboration requirements and captures timeliness.
The majority of them (75%) meets also the mobility and scalability requirements,
captures relationships and dependencies of context information and supports con-
text reasoning. These results are consistent with the strengths of ontology-based
models described by Bettini et al. [41] that are the fulfillment of heterogeneity,
relationship and reasoning requirements.

On the contrary, key-value models (highlighted in light-grey) do not meet many
of the requirements. The most fulfilled requirements are the mobility, timeliness,
scalability and human collaboration that are met by 66% of key-value models. Half
of key-value models meets privacy requirement. Only one model (17%) meets
heterogeneity requirement and captures relationships and dependencies of context
information. Finally, no key-value model supports reasoning. These results are
consistent with some of the limitations of key-value models described by Bettini
et al. [41], which are the limited capabilities both in capturing relationships,
dependencies, timeliness and quality of context information, and in supporting
reasoning on context.

Therefore, ontology-based models outperform key-value models in all the
evaluated requirements.

5 Context Reasoning and Adaptation in LBSs in the Big
Data Era

After to be acquired and modelled, the contextual data are used to adapt services for
the user. Context adaptation, as defined by Klein et al. [52], is a system’s capability
of gathering information about the domain, evaluating this information and
changing its observable behaviour according to the current situation. In
context-aware LBSs, context adaptation means that the system is able to gather
contextual information and, according to that, to discover the appropriate service
among the available ones.

In this section, we analyse how LBS developers answered to the main research
questions, introduced in Sect. 2, concerning the context adaptation. First of all, we
analysed the adaptation strategies that can be applied for adapting LBSs (see
Sect. 5.1) to the current context. Second, we investigated the reasoning and filtering
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methodologies that can be used to select the most appropriate services to be
returned to the user (see Sect. 5.2). Third, we reviewed the possible degree of
automation of the adaptation process (see Sect. 5.3). Finally, in Sect. 5.4 a dis-
cussion about how the surveyed LBS systems answered to the three research issues
characterizing the phase of the context acquisition.

5.1 Adaptation Strategies

Adaptation is a fundamental property for the design of flexible LBS systems.
Generally, various forms of adaptation can be applied according to the kinds of
contextual information that is considered for adapting the list of services related to
the user request.

Benazzouz [53] identifies three classes of adaptation strategies: personalization,
recommendation, and reconfiguration. Personalization consists in the process of
tailoring system’s functionalities and behaviour to respond to the contextual
information (mainly user preferences). Recommendation makes use of user past
behaviour and preferences (user history) and community opinions to tailor system’s
functionalities and behaviour. Finally, reconfiguration considers only the technical
context (the technical aspects related to computing capabilities and resources, see
Sect. 3.1) and consists in replacing a system’s component that is no longer able to
deliver a service with similar services.

In this survey, we do not take into account reconfiguration, as it is not applied for
context-awareness by the surveyed LBS systems due to its limitation to adapt to
technical context only. Therefore, we consider personalization and recommenda-
tion. Of course, these two adaptation strategies are not exclusive and there are some
LBS systems which apply both together.

Personalization and recommendation are also addressed by Mokbel et al. [54] as
two main aspects of LBS 2.0, i.e. the new generation of LBSs, where users can
generate location-based content to be shared through location-based interaction
with other users. According to Mokbel et al., personalization consists in allowing
users to express their preferences which are taken into account when answering
queries. Recommendation consists in extracting community opinions and user
behaviour in order to identify the list of services to be returned to the user.

In the following sub-sections we give some more details about these two main
adaptation strategies applied in LBS systems.

5.1.1 Personalization

Personalization consists in the process of tailoring system’s functionalities and
behaviour to respond to the contextual information (mainly user preferences).
Zimmermann et al. [55] used the term personalization to refer to the tailoring of
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products, services, or content to user needs, goals, knowledge, interests, or other
characteristics.

In the provisioning of LBSs, personalization means to adapt the delivered ser-
vices to the preferences of the user. Therefore, the LBS system will elaborate
different answers to the same query depending on which user is querying the LBS.
In other words, the system delivers a set of services that is custom-tailored to the
individual needs.

To achieve that, the early approach that has been proposed in the literature is the
preference query processing that aims at finding the best answer according to a
certain preference method (such as top-k [56], skylines [57], k-dominance [58],
etc.). In this approach the best answer results from the preference method that
considers on the same level both spatial and non-spatial attributes. A further
approach is the k-nearest-neighbour (KNN) query processing [59] that shifts the
concept of “best” answer to the concept of “closest” answer by using distance-based
measures. A middle way between the two previous approaches is the
k-best-neighbour (KBN) query processing, in which both the user preferences and
context are taken into account for delivering the “best” services to the user.

5.1.2 Recommendation

Recommendation makes use of user past behaviour and preferences (user history)
and community opinions to tailor system’s functionalities and behaviour.

To achieve that, the main techniques used to enhance recommendation are
collaborative filtering and content-based filtering. Collaborative filtering [60] is
based on the opinions that people provide about available services. Opinions are
expressed through ratings that are then analysed to find similarities between users
and to predict possible services that user might like. Content-based filtering rec-
ommends services by analyzing service properties that are similar in individual’s
past queries. It requires the availability of service information and the monitoring of
user behavior.

Therefore, the main difference between collaborative filtering and content-based
filtering is that the former only uses ratings data to make predictions and recom-
mendations, while the latter uses features of users and services.

Several surveyed context-aware LBSs (that are Social Telescope, Biancalana
et al., BOTTARI, Zheng et al., KnockAround, Bao et al.) apply collaborative
filtering to make recommendation, and no LBS applies content-based filtering. This
is mainly due to the enhancement of the filtering process that is produced involving
people in the process of service rating. This is also confirmed by the increasing
availability of social networking systems and web portals that ask to rate and
provide opinions on services.
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5.2 Reasoning Methodologies

LBS systems can be categorized according to the technique for reasoning and
filtering the available services and selecting the most appropriate ones (in case
multiple services of the same type match with the user request) to be returned to the
user.

In the LBS literature, the following four kinds of service filtering techniques can
be distinguished: techniques based on similarity-based reasoning, techniques based
on collaborative filtering, techniques based on machine learning, techniques based
on rule-based reasoning. A brief description of these categories is given in the
following sub-sections.

5.2.1 Similarity-Based Reasoning

Similarity-based reasoning is a powerful tool to choose and classify available
services according to their relevance to a given query and to the contextual infor-
mation. It can be used for several aims in the context adaptation phase, such as to
compare users’ profiles and preferences in order to recommend similar services, to
match the description of a request with available services, and to compare the
current context with already known contexts.

In a recent survey, Guessoum et al. [61] explore the pervasive computing
environments where the similarity-based reasoning has been applied in the literature
and among them they include the service discovery and service recommendation.
Moreover, they list also various kinds of similarity measures used in these envi-
ronments that are summarised as follows: Pearson coefficient of correlation [62],
Cosine method [63], Euclidean distance [64], and feature-based semantic similarity
measures [65, 66].

Considering the surveyed context-aware LBSs, three of them (that are iWISE,
D’Ulizia et al., and Bao et al.) apply similarity-based reasoning and the following
kinds of similarity measures, respectively: social distance and user motion simi-
larity [29], semantic and typed structural similarity [37], and user similarity [31].

Similarity-based techniques have high flexibility, but limited precision and
recall.

5.2.2 Collaborative Filtering

Collaborative filtering selects the services to recommend according to how other
users, identified to be similar, ranked the services. This approach assumes that
users, who had had common interests in the past, tend to have similar tastes in the
future [67]. Therefore, users are asked to provide ratings of the services as their
feedback, which is used to find other users who have provided similar feedback.
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Collaborative filtering techniques can be classified in memory-based and
model-based [60]. The former finds users that are similar to the current user and
computes the prediction by aggregating the ratings of these users for the same
service asked by the current user. The latter provides service recommendation by
first developing a model of user ratings, which is generally based on a probabilistic
approach that allows computing the expected value of a user prediction, given
his/her ratings on other items.

The main advantage of memory-based collaborative filtering is the good accu-
racy of the predictions compared to model-based techniques. On the contrary, it is
time-consuming as it uses the whole database to make a prediction.

Model-based collaborative filtering is faster compared to memory-based because
it queries a model instead of the whole dataset of the user ratings. This advantage
turns out to be a disadvantage, because using a restricted set of data can make the
prediction accuracy worse.

5.2.3 Machine Learning

Reasoning techniques based on machine learning uses data about previous user
preferences and activities to first learn a predictive model, which is then used to
predict the future services to recommend to the user.

To this aim, several machine learning techniques have been used in the LBS
literature, which can be roughly classified in supervised learning techniques (e.g.
[29]) and unsupervised learning techniques (e.g. [32]).

Supervised learning requires the training data to be pre-classified (or labelled).
Therefore, each training example is associated with a unique label representing the
class (i.e. possible services to recommend) in which the item belongs. This means
that the classes have to be defined according to the labelling of the training data.
Supervised learning techniques include Bayesian networks, Hidden Markov
Models, logistic regression, support vector machine, etc. Supervised learning
approaches require good training data which is often not easy to obtain.

On the contrary, unsupervised learning methods do not require pre-classification
of the training examples. These techniques include artificial neural networks, suffix
trees, clustering techniques, etc. Unsupervised learning techniques have the
advantage of uncovering unanticipated services. However, this advantage turns out
to be a disadvantage, because without any pre-classification these techniques may
found a classification of possible services to recommend that is not relevant.

5.2.4 Rule-Based Reasoning

Rule-based reasoning makes use of a domain knowledge and heuristics to define
causal relationships between context information and available services through a
set of rules and a set of activation conditions for these rules. The rules are generally
specified through if–then statements that define the possible contextual

114 P. Grifoni et al.



configurations (for instance “if the temperature is between 23 °C and 35 °C and the
day is Sunday then provide me a list of seaside resorts that are closer than 100 km
from here). They are specified by the system’s developer before the operation of the
system.

Techniques based on rule-based reasoning are characterized by high precision
and recall, but low flexibility.

Rule-based reasoning is generally applied by ontology-based LBS systems as a
powerful tool for representing additional attributes that cannot naturally be inferred
using traditional ontological models [68]. Considering the surveyed context-aware
LBSs, SHERLOCK and GeoSPLIS use rule-based reasoning over their ontological
model. Specifically, SHERLOCK uses of a reasoner based on Description Logics
(DL) [69] that enables the system to infer information about the objects that a user
device discovers and select the most appropriate service providers according to the
collected contextual information. GeoSPLIS uses RuleML [70] and Jess [71]
compatible rules to model user preferences and available services.

5.3 Automation of Context Adaptation

The adaptation of the system’s response to the context information can be char-
acterised by various degrees of automation. Schou [72] identifies two kinds of
adaptation according to the degree of automation:

1. self-adaptation, if the system adapts without any interaction with the user, and
2. controlled adaptation, if the user makes decisions and the system automates the

change of behaviour.

The main inconvenience of self-adaptation relies in the fact that the user might
get a feeling of losing control over the system. On the contrary, controlled adap-
tation could require too much interaction of the user with the system [73]. These
two degree of automation represent the extreme cases. Many context adaptation
approaches have been developed as a middle way between them, for instance, by
requiring user permission before applying adaptation. We refer to this case as
semi-controlled adaptation.

Two terms that are often used to refer to self-adaptation are adaptability and
adaptivity. Adaptability refers to self-adaptation which is based on knowledge
(concerning the user, the environment, the context of use, etc.) available to (or,
acquired by) the system prior to the initiation of interaction [74]. Adaptivity refers
to self-adaptation which is based on knowledge (concerning the user, the envi-
ronment, the context of use, etc.) that is acquired and/or maintained by the system
during interactive session [74].
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5.4 Context-Aware LBS Systems Using Big Data: Context
Reasoning and Adaptation

In this section, the surveyed LBS systems have been analyzed according to the
adaptation strategies, the reasoning techniques, and the degree of automation of
context adaptation, defined in the previous sections. The results of this analysis are
summarized in Table 9: the second column provides the adaptation strategies
applied by each LBS system, the third column provides the reasoning technique,
and the fourth column provides the degree of automation of the adaptation process.

The table shows that four surveyed LBS systems (40%) apply personalization as
adaptation strategy, while two systems (20%) apply recommendation, and four
systems apply both together (40%). Considering reasoning techniques, half of the
systems (50%) use collaborative filtering, among which 30% use model-based
collaborative filtering and 20% memory-based collaborative filtering. It is inter-
esting to note that all the LBS systems that apply collaborative filtering rely on
recommendation strategy. Similarity-based reasoning is applied by 30% of the
surveyed LSB systems (all relying on a personalization strategy). Finally, few
systems (20%) apply machine learning and rule-based reasoning (all relying on a
personalization strategy). Regarding the degree of automation, the majority of the
surveyed LBS systems (70%) apply self-adaptation, while the remaining 30% uses a
controlled adaptation.

iWISE [29] provides a three layer structure for performing the LBS service
discovery. The first layer, called IaaS (Infrastructure as a Service) provides
real-time precise positioning technology for collecting location related data. The
second layer, called PaaS (Platform as a Service) is responsible for location
resource aggregation and management. It extracts location knowledge from Internet
multimedia information to associate with corresponding locations. Finally, the third
layer, called SaaS (Software as a Service), analyses and process all captured
locations and user data for performing location-based social awareness. Specifi-
cally, it implements four kinds of algorithms for social awareness: (i) semantic
awareness for locations, which includes the computation of social distance between
locations; (ii) location-based user relationship awareness, which mines social net-
work relationships and user habits by comparing similarity between user motions;
(iii) user mobility awareness that analyses periodic behaviors in user movements
and constructs a dynamic Bayesian network for user motion detection and pre-
diction; (iv) location-based social characteristic awareness, which uncovers
behavioral patterns from user activities. This social awareness is used to find
locations with higher relevance with users’ current locations and self-adapting
information to deliver to users.

Social Telescope [30] applies recommendation as adaptation strategy and col-
laborative filtering as reasoning technique. The context aware service discovery,
indeed, acts in the following way. The system first computes the set of services
based on the matching with the user request. Next, it ranks these services according
to the social popularity resulted from the geo-tweets crawled from Twitter. The
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popularity is computed by giving weights to users proportionally to their expertise
(that is a function of the number of using that service).

Biancalana et al. [32] apply recommendation as adaptation and an unsupervised
machine learning technique based on artificial neural networks as method for fil-
tering the available PoIs. Specifically, the current contextual features and the fea-
tures of the PoI extracted and stored in the local database are given in input to the
context-aware recommendation engine that is based on a feed-forward multi-layer
neural network with one hidden layer. This artificial neural network maps the input
vector to one of the five classes (from 0 = non interesting to 4 = very interesting)
representing how close the PoI is to the user current context. The highly ranked
results are put on top of the returned list of PoIs.

SHERLOCK [33] uses mobile agents and description logic (DL) reasoning to
represent and manage the knowledge and to guide the user in the process of
selecting the LBS that best fits his/her needs. The service discovery process is
composed of the following two steps: (i) request generation, which searches in the
local ontology for services that can be interesting for the user and helps him/her to
generate a request using ontology-guided mechanisms and DL reasoner, and
(ii) request processing, which connects to other devices and third-party information
providers to retrieve further information interesting for the user request.

BOTTARI [34] provides personalized recommendations of PoIs based on
weighted opinions of the social media community. It is based on an ontology-based
information integration platform, called LarKC [75], that uses three plug-ins for
computing the recommendations: the Sor plug-in orders the available PoIs by
distance from the location of the user; the Suns plug-in orders the PoIs by the
estimated probability that the user like them considering his/her preferences; the Sld
plug-in orders the PoIs by the number of tweets that talk positively in a fixed period.
Afterwards, a query evaluator computes the global answer from the three lists
outputted by the plug-ins.

Zheng et al. [35] propose a collaborative filtering algorithm to provide person-
alized recommendations to users. The algorithm uses a ranking-based collective
tensor (i.e. a multi-dimensional array) and matrix factorization model to provide
personalized recommendations. It formulates the recommendation as a ranking
problem and tries to optimize the ranking performance by exploiting information
about user-user similarity, location features, activity-activity correlations and
user-location visiting preferences.

D’Ulizia et al. [36] address the problem of providing LBSs personalized on the
base of the user profile and context. They use a similarity assessment method that
combines two types of similarity models, namely semantic and structural typed [76]
[77]. The semantic similarity model evaluates conceptual similarities between
available service names and the requested service name. The structural typed
similarity model aims at assessing the similarity of the attributes and types of the
user, context and service profiles in order to make the user request more precise and
selective.

GeoSPLIS [37] provides proactive, personalized and contextualized information
to each user by using a rule-based reasoning approach to select and rank the
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available PoIs. The user provides their preferences concerning POIs by authoring
rules through a web editor. These rules are then translated into RuleML [70] and
then into the Jess rule engine so that to be machine understandable. The Jess rule
engine takes as input data about user context and nearby PoIs and evaluates user’s
rules and places’ rules using the input data. If the rule is fulfilled than the corre-
sponding place is considered relevant for the user and it is visualized on Google
Maps.

KnockAround [38] provides a P2P pull-type LBS system that exploits the
location information already uncovered by the surrounding people to recommend
PoIs to a user. A specific module, called information retriever, is in charge of
searching through the local database, populated by the people during their
day-to-day visits, and trying to partially match the user request against the
place-name, keywords or comments in the database entries, which fall within the
acceptable range of distance. The search results are sorted in ascending order of
distance.

Bao et al. [39] propose a location-based preference-aware recommender system
that simultaneously considers current user location, user preferences and social
opinions for making recommendations of a service. The selection and rating of the
possible services is performed by the online recommendation component, which
applies both similarity reasoning and collaborative filtering to this aim. This
component first selects the candidate local experts and services in the user specified
spatial range that best fit user preferences. Secondly, it computes similarity scores
between the user and the selected local experts. These similarity scores are inputted
to a collaborative filtering algorithm that infers the rating that the user would give to
the candidate services. The services with high predict ratings are recommended to
the user.

6 Open Challenges of Context-Aware LBSs

In the previous sections, we have analysed how several recent context-aware LBS
systems have answered to the main issues occurring during context acquisition,
context representation, and context reasoning and adaptation. However, many open
challenges still remain to be solved. In this section, we briefly discuss the open
challenges related to the three main phases of the context-awareness process, and
resulted from both the literature and the analysis of the surveyed LBS systems.

6.1 Challenges in Context Acquisition

The privacy is one of the main open challenges that need to be considered when
capturing and using contextual knowledge in context-aware LBSs. It is important
that LBS users can control their personal information and that the LBS system asks
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for authorization to collect them. Many endeavours have been made in fostering the
privacy in context-aware LBSs [78, 79]. Further work is necessary to integrate
effectively privacy management within the service discovery process to enhance
LBS users’ privacy.

Another open challenge in context acquisition is the presence of missing values
in the contextual data acquired by sensors due to possible inefficiencies in sensor
hardware and unstable network communication. This fact causes a loss in the
accuracy of personalized service discovery. To solve this problem, acquired con-
textual data need to be cleaned by filling missing values, removing outliers, vali-
dating context via multiple sources, and many more [80].

Further challenges may be deducted from the results of our analysis. As dis-
cussed in Sect. 3.4 (see Table 5), many existing LBS systems do not yet acquire all
kinds of context categories and very few systems use temporal and social context to
recommend personalised services to users. Moreover, the use of sensors is mainly
restricted to GPS and networks of P2P devices, despite of the availability of further
types of static, wearable and mobile sensors (e.g. accelerometer, environmental
sensors, healthcare sensors, etc.). Therefore, an open challenge is the exploration of
new techniques to capture easily all kinds of contextual data (spatial, physical,
personal, technical, temporal, and social) from different types of sensors (static,
mobile, and wearable), as well as Web-based information services, in order to
improve context-awareness process in LBS systems.

6.2 Challenges in Context Representation

The main challenge of context representation is the lack of a standard representation
for context. Despite the definition of various context representation models (see
Sect. 4), current LBS systems rely on specific representations of contextual data.
This lack in standardization restricts the portability, sharing and re-use of contextual
data across different systems. Therefore, future work on context representation
should address the definition of a standardized representation as well as a mapping
from existing context representation models to this standard.

Moreover, results of the evaluation of context models used by the surveyed LBS
systems, provided in Sect. 4.3, have shown that there is a lack of LBS systems that
meet all the requirements of mobility, heterogeneity, timeliness, relationships and
dependencies, and reasoning (as proposed by Bettini et al. [41]). Therefore, future
research should investigate how to define a standardized context representation able
to fulfill all these requirements.
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6.3 Challenges in Context Reasoning and Adaptation

Context reasoning and adaptation has some open challenges concerning the per-
sonalization and the recommendation strategies.

Context-aware LBS systems relying on personalization have to face three major
challenges in the next years that are the privacy, accuracy of personalized results,
and accessibility.

The contextual information that drives personalization is normally based upon
user’s personal information and that gives rise to the privacy challenge. It is nec-
essary, indeed, that the user gives his/her consensus with respect to what personal
information to share with the surrounding services in order to encompass the ser-
vice provisioning based on personal information. In this direction, as said before,
further efforts are necessary to integrate effectively privacy management within the
service discovery process.

The more available is the contextual information, the more reliable will be the
personalization of services to be returned to the user. Hence, there is a clear
trade-off between the accuracy of the personalization and the privacy of users’ data
[81]. Many endeavours have been made in enhancing the accuracy of personal-
ization preserving user’s privacy [81].

Accessibility is a further open challenge that is strictly connected with the
availability of user-friendly interfaces for LBS systems. Improving accessibility can
be realized, indeed, by designing user interfaces in such a way to ensure an easy
interaction with the system and to enable the request and delivering of service
information through customized multimedia and multimodal channels [82–85].
Future work in this field should explore how to adapt the interfaces of LBSs
according to the user dynamic interactive behavior [86, 87].

Therefore, future work on personalized context-aware LBSs should investigate
new adaptivity solutions characterized by more accessibility, accuracy and privacy
preservation.

Context-aware LBS systems relying on recommendation face two major chal-
lenges that are the cold start problem and the data sparseness.

The cold start problem occurs when new users or new services are entered in the
system and, therefore, the system does not have enough information (e.g., ratings,
browsing history, etc.) to provide the new user with accurate recommendations or to
reliably recommend the new service to any user [88]. As having new users or new
services is a common situation for location-based recommender systems, the cold
start problem is an interesting research challenge that recent works are trying to
solve [88, 89].

Data sparseness arises from the fact that users generally rate only a limited
number of services and, therefore, the user-service matrix, containing the ratings of
services for each user, is generally very sparse. This fact influences the accuracy of
recommendations because the system does not allow accurately predicting the user
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interest in a service using such a sparse matrix. Current research is investigating
how to enhance the accuracy of recommendations by using additional information,
such as user generated content and social relationships [90–92].

7 Conclusion

In this survey, we discussed the problem of context-awareness in location-based
services and gave an overview of the existing context-aware LBS systems. In
particular, we discussed the main steps of the context-awareness process for LBS
systems, i.e. context acquisition, context representation, and context reasoning and
adaptation, and we reviewed and evaluated some existing LBS systems according
to these three perspectives. Finally, we have presented some open challenges and
future directions of this research field.

From this overview, the following conclusions can be drawn:

• all the surveyed LBS systems acquires spatial context mainly from GPS
embedded into the user device. Most of the systems (60%) use personal context
for personalizing LBSs both acquiring it from social media and analyzing GPS
data history. Technical context has been effectively employed by 50% of the
surveyed LBS systems. 30% of the surveyed LBS systems use physical context
acquired from web information services, social media and sensors. Finally, few
systems (20%) apply temporal context acquired from GPS and social context
acquired mainly from social media. All the surveyed LBS systems acquire
context in an automatic way.

• most of the surveyed context-aware LBS systems (60%) use key-value model
for representing context information. Ontologies have been effectively
employed by 40% of the surveyed LBS systems. This is due mainly to the main
simplicity to implement and manage context information and the
time-consuming and costly creation of ontologies. However, ontology-based
models outperform key-value models in all the evaluated requirements (mo-
bility, heterogeneity, relationships and dependencies, timeliness, and reasoning).
Therefore, the simplicity of key-value models win over the better performance
of ontology-based models.

• concerning the context reasoning and adaptation, most of the surveyed LBS
systems (80%) apply either personalization or personalization and recommen-
dation both together, and collaborative filtering is the most used reasoning
technique applied by half of the systems. Moreover, the majority of the surveyed
LBS systems (70%) apply self-adaptation.
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Mobile Big Data in Vehicular Networks:
The Road to Internet of Vehicles

Ali Kamouch, Abdelaali Chaoub and Zouhair Guennoun

Abstract In the emerging 5G communication systems, the need for advanced data

handling technologies will be more crucial than ever. In addition, handling data gen-

erated by Internet of Things (IoT) is a promising challenge for both scientists and

business. Internet of Vehicles (IoV) is a key member of the Internet of Things (IoT)

family to improve road safety and improve driving experience. In this vision, collect-

ing and processing Big data generated by vehicles is a real challenge in the specific

context of vehicles. Big data means that data cannot be handled by conventional in-

formation systems. The volume of data in the Big data era is such that it cannot be

loaded into a single machine. It also implies that most traditional methods of data

mining and data analysis developed for centralized architectures will not be applica-

ble. In this context, this chapter discuss the interaction of Internet of vehicles and Big

data technologies. First, we present the evolution of IoV and its features. Second, we

discuss the data life cycle and big data challenges in vehicular context. Finally, IoV

Big data and data model are discussed.

1 Introduction

Recent years have seen the emergence of the concept of smart cities as a promising

type of urban development aimed at improving the quality of services and reducing

their costs. Smart cities make use of new information and communication technolo-

gies to meet the increasing social, economic and environmental needs of modern
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cities. In smart cities, the object would have the capability to connect with each other

through heterogeneous networks, which is also termed as Internet of thing (IoT). IoT

is a system of interconnected objects equipped with the capabilities of communi-

cating and transferring data through wired or wireless networks without requiring

man-to-computer interactions. According to a study by the European Commission,

IoT is a “pervasive innovative technology building on the universal connectivity of

things and people” [1]. IoT is an emerging technology that promises to radically

change our vision of the Internet by providing the objects of everyday life with com-

munication and computing abilities. Allowing these devices to generate, exchange

and process data with minimal human intervention. IoT aims to give another dimen-

sion to the conventional Internet towards a hyperconnected world and smart cities by

expanding adoption of IP-based communications together with ubiquitous connec-

tivity through interoperability between different existing communication systems.

Internet of Vehicle (IoV) is a member of the IoT family in which smart vehi-

cles will play the role of nodes. Within the Context of the IoV, the vehicles will

be equipped with several sensors to retrieve speed, position and engines conditions.

Personal devices will also be used for collection of data related to the use of appli-

cations. In this chapter we will decorticate the important elements to manage IoV

Big Data. We first present notions relating to IoT. Then, we will discuss evolution

of vehicular networks from vehicular Adhoc to the internet of vehicles. Finally, we

will detail the architecture and the management models of IoV Big data.

2 Internet of Things Communication Models

IoT allows to link intelligent objects with different protocol stack, security features

and access technologies. Therefore, it would be useful to see how these objects can

connect with each other and with services hosted in the cloud. RFC 7452 defines

four communication models used in IoT [2]. In this part we describe these models

and discuss their key characteristics.

2.1 Device-to-Device Pattern

Device-to-Device pattern describes a direct communication between two devices

coming from different manufacturers (Fig. 1). Various aspects of the protocol stack

must be designed to ensure this communication: physical medium technology, sup-

ported IP version, IP address assignment mechanism, communication architecture

model (peer-to-peer or client-server), Service discovery mechanism, transport proto-

col and application layer. To avoid redundant development efforts, an open approach

must be adopted to meet the security and privacy requirements. It includes security

threats definition, services to be deployed to deal with the defined threats, the layer
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Fig. 1 Device-to-Device

communication pattern [2]
Device A Device B 

Manufacturer A Manufacturer B

Fig. 2 Device-to-Cloud

communication pattern [2]

Device A Device B 

Manufacturer A Manufacturer B

Cloud services

on which these services are deployed, and implications that design decisions will

have on the privacy preservation.

2.2 Device-to-Cloud Communication Pattern

Device-to-Cloud model allows a device to connect to a cloud service of the same

manufacturer using wired or wireless traditional access technologies or even cellu-

lar networks. It also allows to connect to the smart objects of the same cloud provider

without any concern of interoperability, since the entire communication takes place

at the level of service provider. However, the use of standardized protocols and mech-

anisms greatly reduces the cost of designing, implementing and verifying smart ob-

jects. To integrate an object from a third party, the cloud interface must be available

and different standards can be used, such as, Constrained application (CoAP), Data-

gram Transport Layer Security (DTLS), UDP, IP, etc., as shown in Fig. 2. Moreover,

dependence on a single service provider can make hardware unusable elsewhere.

The device manufacturers must make available the source code of the object and/or

allow the installation of a new IoT operating system on their devices.

2.3 Device-to-Gateway Communication Pattern

In the Device-to-Gateway model, smart objects connect to cloud services through a

gateway that serves as an intermediary between the objects and the service provider.

The gateway made it possible to disregard the access technology used in devices.
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Fig. 3 Device-to-Gateway communication pattern [2]

It also provides security features and translation capabilities for data and protocols.

This method of abstraction allows the integration of objects that use less-widely-

available access technologies, such as Low Rate Wireless Personal Area Networks

(LR WPAN) IEEE 802.15.4, or specific authentication mechanisms. However, this

can increase the complexity and cost of installations for end users. To reduce this

complexity, efforts are made by intelligent object manufacturers to develop generic

gateways using generic internet protocols (Fig. 3).

2.4 Back-End Data Sharing Pattern

The Back-End Data Sharing Pattern (Fig. 4) is an extension of device-to-cloud com-

munication model. It allows a smart object to be connected to multiple vendors

at the same time. This also, makes end users independent from the cloud service

provider. It also offers the ability to process data in combination with other infor-

mation from sources connected to third-party providers. To this end, a federated ap-

proach is needed for authentication and authorization technologies (like OAuth 2.0).

it is also important to develop cloud applications programmer interfaces (APIs) are

needed to achieve interoperability of smart device data hosted in the cloud. How-

ever, despite the use of standard protocols, this model often leads to data silos and

therefore can not completely overcome closed systems [3].
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Fig. 4 Back-End data sharing pattern [2]

3 From Vehicular Networks to Internet of Vehicles

3.1 Vehicular Adhoc Networks Evolution

3.1.1 Evolution of the Automotive Market and Its Impact

The number of vehicles has exploded in recent years to reach a billion vehicles world-

wide [4]. This number is expected to increase in the coming years to reach 25 billions

by 2030 (Fig. 5). This leads to longer congestion and longer waiting periods in addi-

tion to a higher number of traffic accidents affecting the populations quality of life.

Beyond the direct costs associated with additional wasted time on roads and mo-

bility reduction, congestion imposes other costs such as unreliability cost, vehicle

operating cost and emission cost. According to a study by US Department of Trans-

portation, the annual cost of congestion in urban roads is estimated to $85 billions

in 2009 (Fig. 6).

3.1.2 Vehicular Adhoc Networks

The development of vehicular networks can provide solutions for problems of con-

gestion and inefficient traffic. Mainly by allowing vehicles to exchange alerts relat-

ing to potential road hazards. vehicular Adhoc networks (VANETs) have been in-

troduced to enable vehicles to exchange information without the need for massive

infrastructure deployment along roads. WIFI (802.11x) based technologies were the
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Fig. 5 Evolution of the

global vehicles population

[4]

Fig. 6 Annual congestion

cost in USA (in $ billion) [5]

most commonly used to support car-to-car communications in an Adhoc fashion.

This technology quickly proved to be unsuitable for the very dynamic context of

vehicular networks. Currently, Dedicated Short-range Communication (DSRC) is

adopted as the standard VANET system. Development of vehicular networks was

conducted under the general theme of Intelligent Transport Systems (ITS). Many

efforts have been made by academia and industry to achieve a mature standard for

deploying ITS services.
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Two wireless devices are used in a DSRC system: On Board Units (OBU) and

Road Side Units RSU). Vehicle-to-Roadside (V2R) is ensured by OBU and RSU

while direct vehicle-to-vehicle (V2V) is achieved via OBU. The direct communi-

cation between vehicles reduces latency which allow a fast propagation of security

warning. In addition, the GeoNetworking based on the vehicle position allows an

efficient dissemination of the information along the road [6].

DSRC applications use a frequency band of 75 MHz located around the frequency

5.9 GHz. The frequency allocation in DSRC is shown in Fig. 7. DSRC frequency

band consists of a guard band of 5 MHz and seven channels of 10 MHz each. Channel

178 is a control channel (CCH) used for transmission of short high priority messages

and management data. The other six service channels (SCH) are used for the trans-

mission of other data [7]. Three familly of standards are involved in DSRC/WAVE

standard. Namely: IEEE 1609 standards which define the communication services.

The standard SAE J2735 DSRC which implement the application level needed to

exchange messages. In addition the IEEE 802.11p, which is a modification of IEEE

802.11 define the wireless access for WAVE/DSRC to support ITS applications [8].

DSRC/WAVE protocol stack is shown in Fig. 8. WAVE Physical layer is defined by

the standard IEEE 802.11p, while IEEE 1609.4 multi-channel and IEEE 802.11p de-

fine the upper and lower MAC layers respectively. The logical layer control (LLC)

is defined by the standard IEEE 802.2.

Despite the potential interest of the VANET networks in improving the driving ex-

perience and preventing road casualties, this technology had little commercial pene-

tration. The government and manufacturers remains skeptical about the effectiveness

of the investments to be put in place for the deployment of this technology. In fact,

only basic versions of VANETs have been deployed in developed countries such as

USA and Japan [9]. This underscores the importance of designing a more reliable

and market-oriented vehicular network. In addition to providing communication ca-

pability to vehicles, IoV must be able to have a great market penetration due to the

opportunities assessed for this upcoming technology.

Fig. 7 DSRC frequency allocation
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Fig. 8 DSRC protocol stack

3.2 Internet of Vehicles

3.2.1 Motivation

IoV is the application of IoT in the field of transportation. It aims to provide vehicles

with communication capabilities without the need of a man-to-computer interaction.

It also enable gathering and processing information on vehicles and surrounds. This

information is collected from connected “Things” such as radio frequency identifi-

cation (RFID), Global Positioning System (GPS), sensors and any other connected

device. This emerging technology, part of the 5th Generation, will allow a real-

time exchange of information on urban transport through internet technology. The

processing of such information will contribute in reducing crashes, congestion costs

and greenhouse gas emissions and improving driving safety. From a network per-

spective, IoV can be conceived as a dynamic system allowing Vehicle-to-Vehicle

(V2V), Vehicle-to-Infrastructure (V2I), Vehicle-to-Cloud (V2C) and Vehicle-to-

Human (V2H communications. The processing of retrieved big data will provide

an efficient supervision of Vehicle nodes and provide services and applications from

the public internet network and cloud platforms.

Various motivations have stimulated the search for a reliable communication sys-

tem to improve road safety and exploit the commercialization opportunities expected

for this segment. VANETs are encountering difficulties to penetrate in the market de-

spite the projected opportunities. In addition, the number of road casualties has con-

tinued to increase according to the reports of the World Health Organization [10]

Among the major limitations of VANETs networks we can cite:

∙ Disruptions in vehicular communications and intermittent communication losses

make it impossible for the VANET networks to provide the reliability required to

support ITS applications without interruption [11].
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∙ Internet connectivity is a prerequisite for many commercial applications. How-

ever, this can only be ensured in the ubiquitous RSU connection. Unfortunately,

such full coverage is not practical or very expensive in terms of deployment and

maintenance [12].

∙ Dependency on network users is a major concern that makes the services of

VANETS networks unreliable.

∙ The need to include vehicular networks in the ongoing development of IoT which

represents enormous opportunities. Estimated annual revenues range from $210

billion to $374 billions.

3.2.2 IoV Architecture Model

IoT is a theme that evolves from ITS VANET to meet the growing needs in smart

vehicles that can benefit from the recent developments in information technology.

To this end, IoV must be able to interface with several types of wireless access net-

works to allow smart vehicles to be connected anytime and anywhere. In addition

to communications defined for VANET networks, the IoV architecture model sup-

ports other types such as Vehicle-to-Infrastructure (V2I), Vehicle-to-Device (V2D)

and Vehicle-to-Sensors (V2S) (Fig. 9). In [13], Kaiwartya et al. propose a layered

architecture for IoV. This architecture consists of five layers to allow an IoV object

to access services of artificial intelligence through heterogeneous access networks.

V2S

V2R
V2I

V2V

Fig. 9 IoV communication types
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Fig. 10 IoV layered architecture [13]

This architecture also contains application layer and business layer which represent

the operational management module of IoV. IoV architecture is depicted in Fig. 10.

In this model, the perception layer is responsible for collecting data from both

vehicle itself and the people on board. Information relating to the vehicle is collected

using sensors and actuators connected to the vehicle. This includes vehicle speed,

direction, engine condition, traffic density, etc. The perception layer also collects

infotainment information from the personal devices used by people on board. This

layer is also responsible for the conversion of data for the coordination layer. To

do this, the collection and transformation of data must be done in an efficient way

in terms of energy and cost. These data are passed to the coordination layer which

process information from different sources and format them in a structure that can be

processed in a heterogeneous network context. This poses a challenge to establish a

unified process of cooperation between various supported access networks that can

be WAVE, Wi-Fi, 4G/LTE or stallite networks.
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The third layer in this model is the artificial intelligence layer. It is the core of

IoV and is responsible for storing and processing data. The essential components of

this layer are: virtual could computing (VCC), Bid data analysis (BDA) and expert

system.

The fourth layer provides smart applications of driving safety as well as those

of infotainment based on the web. In addition to the applications already included

in the ITS VANET standard, this layer provides commercial applications and smart

services based on the analysis performed at the artificial intelligence layer. The appli-

cation layer also allows efficient discovery of available services and supplies appli-

cation use information to the business layer. Based on this information, the business

layer is used to assist decision-making in the development of business models in the

light of provided statistics.

4 Big Data and Internet of Vehicles

4.1 IoV Big Data Requirements and Challenges

Vehicles equipped with IoV technology would generate enormous amounts of data

through different embedded sensors and actuators. This information is very useful for

ensuring safe driving, managing infrastructure and fighting pollution caused by ve-

hicles. For this, it is very primordial that this information is collected, stored and

processed in an efficient way so that it can be exploited at the various levels of

decision-making processes. A global architecture is essentially composed of three

elements: users, connection and Cloud. An IoV data processing architecture must

ensure a deep understanding of users and their devices, an uninterrupted connection

connection based on ubiquitous coverage provided by heterogeneous networks and

finally powerful tools to analyze the data and find the various common patterns. To

manage the Big Data generated by the IoV, a Cloud Platform as a Service (PaaS)

environment is the most appropriate since it allows the mutualization of systems and

offers a great elasticity and capacity to adapt automatically to the demand.

4.2 IoV Could Computing Architecture

The cloud allows remote resources and services to be used instead of local resources.

It has the advantage of having more standardized assignments such as broad network

access, resource pooling, rapid elasticity and customized on demand services [14].

Cloud computing providers offer their services according to three models: Software

as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service

(IaaS) (Fig. 11). In a SaaS model, the user runs applications installed on the cloud in-

frastructure. Applications can be accessed via a web browser or a locally installed in-
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Fig. 11 Cloud computing models

terface. The user cannot manage the underlying infrastructure nor even the attributes

of the applications except possibly, for a limited configuration of specific parameters.

The PaaS model offers the user the ability to deploy consumer-created or acquired

applications. It provide the user with libraries, services and tools for the creation and

development of its applications. The consumer does not manage or control the under-

lying cloud infrastructure including network, servers, operating systems, or storage.

In IaaS, a cloud user can run an arbitrary software using provided resources such as

processing, storage, networks, and other fundamental computing resources. In this

model, user does not manage or control the underlying cloud infrastructure but has

control over operating systems, storage, and deployed applications.

4.3 IoV Big Data Architecture

The model to analyze IoV Big Data is depicted in Fig. 12. Different sensors will be

installed in each vehicle to measure speed, vehicle position, detect congestion, en-

gines conditions and on-board systems, etc. In addition to these sensors, personal

device aboard vehicles will be part of the collection of data to be transferred to the

Cloud. The raw Big Data received will then be processed according to predefined

rules in order to structure the information and prepare it for the next processing

level. For example, positions calculated from several neighboring GPS sensors will

be processed according to a predetermined algorithm to calculate the most likeli-

hood position. Structured data will then be passed to a Big Data analysis tool and

results transferred to be exploited by concerned entity. The amount of data generated

by vehicles within the framework of IoV can reach magnitude of petabyte scale. To
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Fig. 12 IoV data analysis model

process and disseminate this amount of information, systems with adequate process-

ing and storage capacity will be required. In [13], an architecture to support the Big

Data is proposed. This architecture highlights the indispensable role that the Cloud

would play in such a system (Fig. 13). IoV-oriented Cloud services will need to be

deployed to provide Co-operation as a Service (CaaS), Storage as a Service (STaaS),

Gateway as a Service (GaaS), Computing as a Service (COaaS), Network as a Ser-

vice (NaaS), Data as a Service (DaaS). The platform will also offer ITS intelligent

application servers for the collection and processing of Big Data. It will also ensure

an end-to-end delivery of services to users.

4.4 IoV Big Data Limitations

The Internet of vehicles is a promising technology for the automotive and telecom-

munications industries. However, many limitations will have to be addressed before

this technology can be fully operational. First, the V2V and V2I accesses must be

bridged and merged. This raises the need to standardize the coexistence of several

access technologies such as LTE and WAVE. The second limitation is related to the

extremely large amount of IOV data that is beyond the limits of ordinary platforms.

The operation of such a system can not ensured by traditional telecom operators or

automobile manufacturers and a virtual operation must be set up. Finally, position

determination using GPS can not meet the needs in terms of accuracy and security;

There is a need for a more precise and secure navigation system.
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5 Conclusion

The operation of Big Data to improve and optimize costs of services offered by

modern cities, will be one of the major keys to global development in the years to

come. This is especially important in the context of the Internet of Vehicles given the

amount and speed with which this kind of information is generated. In this chapter we

have tried to clarify various issues that frame the development of technologies that

can benefit from the use of Vehicular Big Data to improve the driving experience and

allow decision-makers to have in their hands effective tools for infrastructure man-

agement. We have presented the evolution of vehicular networks from Adhoc with

very limited area and unguaranteed service to networks with heterogeneous and uni-

versal access allowing ubiquitous connectivity. We then demonstrated the critical

role that cloud platforms will play in collection, processing and operation of data

gathered from embedded sensors as well as personal devices in a smart vehicle. We
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finally detailed the architecture of IoV Big Data and highlighted the Cloud elements

that will have to be deployed for an efficient IoV Big Data handling.
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Mobile Distributed Complex Event
Processing—Ubi Sumus? Quo Vadimus?

Fabrice Starks, Vera Goebel, Stein Kristiansen and Thomas Plagemann

Abstract One important class of applications for the Internet of Things is related

to the need to gain timely and continuous situational awareness, like smart cities,

automated traffic control, or emergency and rescue operations. Events happening in

the real-world need to be detected in real-time based on sensor data and other data

sources. Complex Event Processing (CEP) is a technology to detect complex (or

composite) events in data streams and has been successfully applied in high volume

and high velocity applications like stock market analysis. However, these applica-

tion domains faced only the challenge of high performance, while the Internet of

Things and Mobile Big Data introduce a new set of challenges caused by mobility.

This chapter aims to explain these challenges and give an overview on how they are

solved respectively how far state-of-the-art research has advanced to be useful to

solve Mobile Big Data problems. At the infrastructure level the main challenge is

to trade performance against resource consumption; and operator placement is the

most dominant mechanism to address these problems. At the application and con-

sumer level, mobile queries pose a new set of challenges for CEP. These are related

to continuously changing positions of consumers and data sources, and the need to

adapt the query processing to these changes. Finally, proper methods and tools for

systematical testing and reproducible performance evaluation for mobile distributed

CEP are needed but not yet available.
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1 Introduction and Motivation

The Internet of Things means pervasive deployment of stationary and mobile sen-

sors, which produce high velocity and high volume data in the form of data streams.

A data stream is conceptually an infinite sequence of data tuples comprising typically

the digital values of a signal measured by a sensor in the real world and a timestamp

denoting when a sensor has generated the value. Real-time analysis of data streams

is in Mobile Big Data important for two reasons: (1) the sheer amount of data can

make it infeasible to store all data on secondary store and index it before the analysis

and (2) many application domains, like smart city, automated traffic control, environ-

mental monitoring, or emergency and rescue operations aim to maintain continuous

situational awareness and if certain events happen to react to as fast as possible to

them.

One promising technology to achieve situational awareness and detect events of

interest in real-time is Complex Event Processing (CEP). The core idea of CEP is to

regard the tuples in data streams that are generated by sources like sensors as prim-

itive (also called atomic) events and to extract new knowledge out of the primitive

events and represent it as composite events. CEP systems have become rather pop-

ular due to the powerful event paradigm and the fact that consumers can describe

the composite events they are interested in the form of declarative statements or

queries. Originally, the need for real-time processing of data streams, for example in

stock trading, triggered the development of CEP systems and a lot of emphasis has

been put onto efficiency and scalability of these systems. Naturally, CEP systems

have evolved from centralized solutions to distributed solutions to be able to process

larger amounts of data in real-time. Most of the DCEP research results and systems

target high performance systems with stable infrastructures.

One important challenge for DCEP in Mobile Big Data and the Internet of Things

is the fact that one cannot always rely on a stable and high performance infrastruc-

ture. Mobility implies the use of wireless networking technologies with potential

bandwidth limitations, dependency on battery lifetime in mobile devices, and a dy-

namic network topology. These challenges are especially severe if infrastructure is

not available, e.g., in disaster areas, and multi-hop wireless networks are established

for communication. Thus, to use CEP for Mobile Big Data these infrastructure chal-

lenges have to be addressed. On the other hand properly designed DCEP can be well

suited to address these challenges. For example, source filtering and data aggrega-

tion as close as possible to the data sources saves scarce resources, like bandwidth

and energy of mobile devices. Furthermore, data aggregation at the network edge

has the potential to improve privacy protection. The most important mechanism to

address these challenges in DCEP is operator placement to determine which data

processing tasks should be performed on which node.

Mobile consumers and/or mobile data sources introduce another important chal-

lenge for DCEP. In such scenarios, so-called mobile queries are traditionally pro-

cessed in spatio-temporal databases to support for example location aware services,

e.g., to provide a car driver continuously updated information about congestions in
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the range of 1 Km of the drivers current position. Handling properly such spatio-

temporal data in CEP systems is a rather new, but important research topic.

Finally, we need to point out that there has been so far no systematic attempt for

methods and approaches to evaluate the performance of mobile DCEP in such a way

that evaluation results are (easily) reproducible by peer researchers.

It is the aim of this chapter to enable the reader to understand the potential of

DCEP for Mobile Big Data and the particular challenges that are introduced by Mo-

bile Big Data. Based on a survey of the state-of-the-art in DCEP we analyze to which

extent DCEP is ready for such mobile environments. Finally, we provide the reader

with an insight into the main unsolved technical issues and future research direc-

tions in the area. Several papers have captured the state-of-the-art in the area of Data

Stream Managements Systems and CEP, but to the best of our knowledge there are

no surveys on DCEP and especially not on DCEP in the mobile context.

The reminder of this book chapter is structured as follows. In Sect. 2 we pro-

vide some background information on CEP and DCEP, followed by an analysis of

the main challenges for DCEP in Mobile Big Data. Section 4 presents the operator

placement problem and classifies existing solutions and Sect. 5 focuses on the chal-

lenges introduced by mobile consumer, mobile data sources, and mobile queries to

handle spatio-temporal data; and Sect. 6 discusses the needs for proper testing and

performance evaluation methods and approaches. The conclusions in Sect. 7 sum-

marize the current status of mobile DCEP research and yet unsolved challenges.

2 Complex Event Processing Background

Traditionally, database systems have been used to manage large amounts of data,

typically by materializing it on secondary storage, e.g., storing it on disks, indexing

the data, and providing a declarative Application Programming Interface (API) like

SQL for asynchronous data processing on demand. However, the emergence of new

applications for sensor networks, Internet traffic analysis, financial tickers, online

auctions and analysis of transactional logs from web usage and telephone records

introduced in the beginning of this century the need for new software solutions to be

able to analyze data streams in real-time [1]. These new software solutions, called

Data Stream Management Systems (DSMS), introduced the concept of data streams.

A data stream is basically a continuous, ordered sequence of data tuples. Conceptu-

ally, data streams are similar to classical database tables. Furthermore, the concept

of classical database queries has been adopted to run continuous queries over data

streams to return continuously new results as new data tuples arrive. The query lan-

guages for DSMS, called Continuous Query Language (CQL), are very similar to

SQL. The main difference between CQL and SQL is the need to use windows over

the data stream for processing. Blocking operators, like aggregations or joins, intro-

duce this need because they can only be used with the entire data set to produce a

resultd. It is in most cases not feasible to wait until the data stream finishes, which

means the entire data set is available. Therefore, windows are used to process subsets
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of the data, which in turn is a number of sequential data tuples from the data stream.

The size of a window is either defined by time or by number of data tuples that should

be processed from a data stream at a time (per query result). Once the set of samples

in a window is processed, the result for this window is returned and the window is

forwarded over the data stream and processed again with the new sample(s). DSMS

are capable of querying several streaming sources at once, and additionally joining

and correlating them in real-time. Large queries can be split into smaller queries

and easily processed in a distributed manner, since a query usually results in another

stream that can be sent to another query for further analysis. Examples of DSMS

include SQLstream [2], STREAM [3], AURORA [4], StreamGlobe [5] and Esper

[6].

Esper is also a good example how new achievements in data stream processing

lead to a new class of systems, CEP systems, with even stronger abstractions and

stronger stream processing capabilities. These innovations are based on the concept

of events. An event can intuitively be defined as something that happend and is ei-

ther an atomic event or a composite event (also called complex event). In probability

theory, an atomic event (also called elementary event or simple event) is a subset

of the sample space that only contains a single outcome. In computer science, an

atomic event is often understood as an event that can be detected by a system within

a minimum time period and cannot be divided into other events. The authors under-

stand an atomic event as a single sample from a sensor measuring a signal in the real

world, or it is a transformation of an atomic event. For example, a sample from a

sensor measuring temperature in degrees of Celsius is an atomic event, as well as a

later transformation of this sample into a corresponding value in degrees of Fahren-

heit. A composite event is the result of processing a set of events that are combined

with operators, like statistical, logical, temporal, or spatial operators. The basic idea

is that application programmers define the event they are interested in and the CEP

system is analyzing in real-time the incoming event stream(s) and informs the appli-

cation as soon as it detected the event of interest. Examples of existing CEP systems

are SQLstream [2], StreamInsight [7], EVAM [8], or Esper [6].

DSMS [9] and CEP [10] have common goals, but the systems differ in many as-

pects: architecture, data models, rule languages, and processing mechanisms [11].

Furthermore, DSMS and CEP have their roots in different research communities:

DSMS have their roots in the data base systems community, whereas CEP has

evolved from Publish/Subscribe systems [12].

The main difference between DSMS and CEP is according to [11] that data items

are considered as streams of data versus notifications of events. This means that

DSMS handle the Information Flow Processing problem as processing streams of

data, which originate from different sources in order to produce new data streams

as output. DSMS deal with transient data that is continuously updated executing

continuous (standing) queries over the stream items.

In contrast, CEP considers data items as notifications of events. Events are hap-

pening in the physical world, which have to be filtered and combined to understand

what is happening in terms of higher-level events. The focus of CEP is to detect oc-

currences of particular patterns of (low-level) events that represent the higher-level



Mobile Distributed Complex Event Processing—Ubi Sumus? Quo Vadimus? 151

events. The occurrence of higher-level events has to be notified to consumers that

have subscribed to these events, typically by registering a continuous query to the

system that describes the patterns of events. This relationship between the CEP sys-

tem and consumers is inherited from the simpler form in Publish/Subscribe systems.

Traditional Publish/Subscribe systems consider each event separately from the oth-

ers, and support topic or content filtering to determine whether a notification should

be send to a subscriber. CEP systems have much more expressive subscription lan-

guages, e.g., CQL, to describe composite event patterns. Typically, mathematical,

logical, temporal, and spatial relationships can be used to describe these compos-

ite event patterns. If A and B are two different events (for example a tuple in a data

stream has the value A respectively B), the following composite event patterns could

be described:

∙ A ∧ B: the logical ∧ operator can be combined with a time window during which

A and B must happen.

∙ A ∨ B: the logical ∨ can be combined with a time window during which either A

or B must happen.

∙ A → B: the temporal operator → defines that A must happen before B. This oper-

ator can also be combined with a time window.

∙ A <> B: a spatial location operator which defines that the location where A hap-

pens and the location where B happens overlap.

Another important difference between DSMS and CEP is the fact that CEP is

stateful and DSMS stateless. DSMS use windows to enable the use of blocking op-

erators. A window determines one particular sequence of data tuples. Once all tuples

in a window are processed, the result is forwarded as output in DSMS. Therefore,

DSMS are not able to detect specific sequences of events in an event stream. To be

able to detect specific event sequences in CEP, they are typically built on a state

machine and use so called selection and consumption policies to determine which

events to consider for processing. Events that are part of a given event sequence trig-

ger a state transition in this state machine until the final state is reached and the event

pattern is detected. Selection policies determine which incoming events are used dur-

ing processing and consumption policies determine what to do with events that have

been processed, e.g., whether to evict an event from the memory or to re-use it in the

next processing iteration.

The step from centralized CEP to distributed CEP (DCEP) has two main reasons:

(1) parallelizing CEP engines to scale the performance of CEP and beeing able to

process more data in real-time, and (2) the fact that recent CEP application domains

like environmental monitoring or smart cities comprise a large number of distrib-

uted information sources, e.g., sensors and information sinks, human consumers or

control systems [11]. Etzion et al. [13] structure channel based event distribution

into event producers, event channels, and consumers. Event channels can be an in-

termediary service that is often called broker. As such, a DCEP engine can be seen

as a set of event brokers that are connected in an overlay network, also called event
processing network [11].
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Fig. 1 System model and CEP operator tree (according to [14])

Koldehofe et al. [14] model the operation of a DCEP system by an operator tree

(see Fig. 1). The operator tree is a directed graph with three different types of nodes:

operators, sources, and consumers; and the links are event streams between opera-

tors, sources, and consumers. Each operator is hosted by some broker and imple-

ments a correlation function which defines the mapping of input events of the opera-

tor to outgoing event stream. Operator placement is the task to assign each operator to

a broker in the event processing network (or operator network). The event processing

network implements specialized routing and forwarding and aims at high scalability

for high performance CEP. Therefore, a lot of DCEP research has aimed to optimize

bandwidth utilization and end-to-end latency, which are usually ignored in DSMS

[11]. For mobile DCEP many more optimization parameters are important, like en-

ergy consumption or security constraints, and are discussed in detail in Sect. 4.

3 Requirements for Mobile DCEP

It is well known that the main challenges of Big Data are caused by the volume,

velocity, variety, and veracity of the data. Mobility in Mobile Big Data adds another

dimension to this problem domain. In order to understand the challenges mobility

introduces for DCEP we consider mobility from two viewpoints: (1) the impact of

mobility on the computing infrastructure and (2) from the applications respectively

consumers point of view. We assume, without loss of generality, that the goal of CEP

applications is to provide timely situational awareness to consumers.

Mobile devices, like sensors, smart phones, tablets, laptops, and other comput-

ing devices obviously require the use of wireless networking technology and need to

be battery driven. There are two basic classes of networking approaches that are
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used to connect mobile devices, which are often called infrastructure-based and

infrastructure-less. In infrastructure-based approaches only the edge of the network

to which the mobile devices connect is wireless, typically a cellular network (e.g.,

3G, 4G, and the future 5G), or a WiFi network. These wireless edge networks are

connected with the Internet by a wired network infrastructure. In infrastructure-

less networks, computing devices form with their wireless networking interfaces in

promiscuous mode a multi-hop wireless network like a Mobile Ad-Hoc Networks

(MANET), Wireless Sensor Networks (WSN), or Vehicle Area Networks (VANET).

Obviously, there are many combinations of these two classes of networking possible,

but these two are sufficient to identify the challenges caused by mobile devices. The

fundamental mechanism in DCEP to address these challenges is operator placement.

Section 4 gives an explanation and definition of the operator placement problem, as

well as a classification of state-of-the-art solutions of operator placement for mobile

DCEP.

Before discussing these infrastructure-related challenges we first aim to give the

reader an intuitive understanding of the issues caused by consumer and application

needs in mobile settings due to the spatio-temporal nature of data that needs to be

handled. Spatio-temporal means for example that objects have a location, i.e., the

spatial property of an object, and that moving objects change their location over

time, which in turn is a spatio-temporal aspect of moving objects. Moving objects

can have the role of data sources, e.g., a car that continuously reports its location

and other sensor data collected by the car; or moving objects can have the role of

consumers. Consider for example a service that is using data from road and parking

lot sensors to give the moving consumer in real-time information on free parking

lots in the vicinity of the consumers. To provide the consumer with this information

only data from sensors in the vicinity of the user need to be analyzed. The query to

produce the information for the service is continuously running while the location

of the mobile user is changing. Due to the change in user location, the set of sensors

that are in the vicinity of the user is changing. Such a mobile query requires to con-

tinuously adapt the set of sensors to be used. Additionally, many users typically use

such a service at the same time; some might be at very distant locations and some

closer to each other. In the latter case, the sets of relevant sensors for the users that

are currently close to each other overlap. Researchers face the problem of how to

avoid that the common subset of sensor data is transferred and processed multiple

times, because redundancy reduction means resource savings, in terms of bandwidth,

computational capacity, or energy. The fact that these users have different mobility

patterns makes this kind of redundancy reduction harder since the common subset

of relevant sensors is continuously changing. In Sect. 5, we explain in more detail

the issues DCEP needs to address to support mobile queries, and to properly and

efficiently handle spatio-temporal data.

The need of efficient data handling and careful resource consumption is directly

implied by the use of mobile devices. Mobile devices are battery driven and one

important research goal in mobile wireless networks in general is to use the lim-

ited amount of energy in the battery as good as possible. Recharging of batteries or

changing of batteries (like in wireless sensors) is in in the best case cumbersome and
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in the case of WSN potentially very expensive. Therefore, energy efficiency is the

ultimate goal in WSN, rather important in MANETs since it directly relates to the

lifetime of the MANET, and of less importance in VANETs since the engine of a

car can continuously charge the battery. In case of infrastructure-based networks the

device owner is confronted with the consequences of battery lifetime and the need

for recharging.

The fact that transmit and receive operations of mobile devices are substantially

contributing to their energy consumption implies directly to design solutions that

carefully handle networking resources, both in terms of bytes per second transmit-

ted (i.e., bandwidth consumption) and packets per second. Another reason to con-

sider bandwidth consumption is the fact that wireless networks are based on a shared

medium with a limited amount of bandwidth. Wireless networks can also be affected

by noise, high rates of packet collisions and unstable connectivity due to (too) long

distances between sender and receiver, which in turn can result in higher packet loss

rate and lower bandwidth.

This situation results in a rather large set of conflicting requirements for design,

implementation, and deployment of mobile DCEP.

∙ Low event delivery delay is important to enable situational awareness for the con-

sumer and to initiate immediately certain actions to react to detected events of

interest. The potentially large amounts of data that need to be handled increase

this challenge.

∙ Complete and consistent results are needed to achieve correct situational aware-

ness. This means for example that a DCEP system needs to guarantee a high event

delivery ratio with a high Quality of Information.

∙ Efficient resource consumption in terms of computational costs, network utiliza-

tion, and even monetary costs (if it is necessary to buy resources) is important for

several reasons: to achieve low cost services for consumers, saving energy con-

sumed for computational and networking tasks, and being able to handle as good

as possible high volume and high velocity data.

∙ Enable scalable solutions to handle the ever increasing amount of data sources,

different consumer interests and volume of data. On the architectural level, dis-

tributed and parallel processing needs to be supported. On the application level

flexible concepts and corresponding support for Quality of Information need to be

supported such that in case of too high system load the Quality of Information can

be degraded to a certain level and still acceptable results can be produced, e.g.,

through load shedding.

∙ Reliability and fault-tolerance is important especially if the situation awareness

is be used for crucial tasks, like traffic control or industrial control systems. In-

frastructure components can be prone to hardware and software failures, packets

can be lost in wireless networks due to noise, mobile devices might be turned

off due to empty batteries, connections might be lost, or even networks might be

partitioned.

Operator placement is a rather powerful mechanism in DCEP and can be used to

address several of the above-mentioned requirements.
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4 Operator Placement

The classical approach for data mining is to send all data to a central server and to

process it on the server. However, in Internet of Things applications that establish sit-

uational awareness typically only a particular subset of the data is of interest for the

application. Sending irrelevant data to the server is obviously a waste of resources.

A simple, but efficient approach to reduce resource consumption and enable scalable

mobile DCEP systems is to filter events as close as possible to their data source, in the

best case, directly at the source, i.e., source filtering. Source filtering is the first step

to minimize the consumption of shared resources by eliminating irrelevant events

at their sources. The next step is to perform the aggregation and matching of the

events in the vicinities of their sources [15]. Processing events near their sources,

referred to as in-network processing, filters out events that are not of interest and

eliminates duplicates early, which in turn reduces system bandwidth and energy con-

sumption, which is especially important in wireless networks. In-network process-

ing takes advantage of increasingly powerful fixed and mobile devices in wireless

edge networks. However, the heterogeneity, resource limitations, privacy, security

and other challenges related to these edge networks makes in-network processing

intricate to implement.

The basic idea behind in-network processing in CEP is that queries are trans-

formed into an operator tree, and that the operators in the tree structure can be

processed independently on event brokers. The operators are assigned to brokers

in such a way that the performance goals of the system are achieved. Once placed on

the brokers, the operators are processed in a CEP overlay called operator network
[16].

An operator network is a class of overlay networks used for data stream and event

stream in-network processing. Operators assigned to physical hosts form an overlay

network, which process data from distributed data sources. Results from the oper-

ator network data processing are delivered to user applications which are hosted to

physical host(s) called sinks.

In large scale operator networks, the physical hosts to which operators are as-

signed have a significant and direct impact on the performance of the entire system

[17]. The operator placement mechanism is responsible for building and maintaining

the operator network through operator placement and adaptation, and has an impor-

tant role in the optimization of the system performance.

Due to its importance in DCEP, operator placement is the most investigated mech-

anism in DCEP related research and its description is correspondingly prominent in

this book chapter. In the following, we first give a more in-depth, but informal expla-

nation of operator placement before we formulate the operator placement problem

as multi-dimensional optimization problem in Sect. 4.2. The formal problem defini-

tion represents also the foundation for a classification of existing operator placement

research. The structure of existing operator placement mechanisms, i.e., centralized

and decentralized operator placement is explained in Sect. 4.3 and operator place-

ment adaptation is explained and classified in Sect. 4.4.
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4.1 General Idea

An operator placement mechanism is concerned with how to optimally assign a set

of operators to brokers. The goal of an operator placement mechanism is to build an

operator network, which optimizes resource consumption and achieves the perfor-

mance targets of the system. As an example, in Mobile DCEP systems, the operator

network would need to optimize the consumption of shared and scarce system re-

sources such as bandwidth while ensuring the performance in terms of low latency.

To achieve its goal, the placement mechanism is provided with the following in-

formation:

∙ an operator tree,

∙ a set of physical hosts with stream processing capability, i.e., a set of brokers,

∙ resource availability and demand profiles, and

∙ a set of constraints.

The operator tree is an internal system representation of a CEP query ready

to be assigned to brokers. Figure 2 shows a simple operator network to process

(A ∧ B) ∨ (C ∧ D). Some operators in the operator tree are intuitively pre-assigned

to specific brokers. The leaves of the operator tree are typically placed on their re-

spective data sources. In Fig. 2, the filters for atomic events A, B , C and D are pre-

Fig. 2 Operator network in

a MANET for an Emergency

and Rescue Mission: The

circles represent physical

hosts. the sink (ccc), the

event brokers (1, 2, 3, 4) and

data sources labeled with

their corresponding pinned

operators (A, B, C, D). The

unpinned operators are

placed besides their

processors/ event brokers.

Events traversing the

operator network edges are

results from sub-trees in the

operator tree. The edges in

the operator tree are labeled

with corresponding sub-trees
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assigned to the sources of the data streams they are supposed to filter, i.e., atomic

events that match A, B, C, or D. As an example, the temperature sampling operator

should only be placed on nodes with temperature sensors. The output of the root in

the operator tree is forwarded directly to the node hosting the CEP application. In

Fig. 2 the root operator ∨ placed on Broker 1 forwards its output to the application

node: the Command and Control Center (CCC) in this case. Other operators can be

bound to specific brokers for monetary, privacy or security reasons. We refer to the

operators with predefined placement assignment as pinned operators. The remaining

operators are referred to as unpinned and are assigned to brokers by the placement

algorithm.

It is typical to differentiate between physical hosts in the operator network based

on their role, i.e., data source nodes, brokers, and sink(s).

The data source nodes generate atomic events for the DCEP system and therefore

are pre-assigned the leaves of the operator tree. In Fig. 2, the nodes A, B, C and D

are data sources for the corresponding leaves in the operator tree. Data source nodes

can also process other operators in the operator tree. The brokers are those which

are eligible to process unpinned operators (nodes 1, 2, 3, 4 in Fig. 2) and sink(s)

(node CCC in Fig. 2) are nodes which have a direct connection to CEP application(s)

and are responsible for submitting queries to the DCEP system. A sink is a typical

location to place the root of an operator tree. Notice that it is possible for a single

node to process several operators of an operator tree.

The output of an operator placement mechanism is an operator placement scheme

which is a blueprint for an operator network. An operator placement algorithm can

build the operator network in a centralized or decentralized manner. Furthermore,

most operator placement algorithms implement an adaptation strategy in order to

maintain the desired performance as the system and its environment change. The

underlying problem of assigning a set of operators to a set of processing nodes has

been found to be NP-Complete. However, heuristics based algorithms can be used

to find placement solutions in large scale scenarios [18].

In essence, the operator placement problem is an optimization problem. It aims

to find query processing scheme which yields an optimal system performance and

resource consumption within certain system or application constraints. While the

performance of CEP applications is a priority, the operator placement mechanism

needs to find an optimal resource consumption scheme in order to ensure the scala-

bility of the system. More so, in some systems, the consumption of system resources

such as energy, has a direct impact on how long the system remains operational.

More so, in some environments, the consumption of system resource determines

how long it can remain operational.

The optimal placement assignment scheme is found within the predefined con-

straints provided to the placement mechanism [19, 20]. An example of an application-

defined constraint is the maximum allowed end-to-end latency. Such a constraint de-

fines the solution space for the placement mechanism and the latter typically use an

objective function to find the optimal placement assignment solution.

Finding the optimal operator placement assignment for DCEP system involves

two main activities. The first activity is concerned with defining the main optimiza-
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tion metrics for a system and formulating a constrained or unconstrained optimiza-

tion function. The second activity is concerned with creating an algorithm that effec-

tively solves the optimization function and finds an optimal placement for an operator

tree.

In the next section, we formally define the operator placement problem and ex-

plore the main optimization goals addressed in existing research along with exam-

ples for illustration. Afterwards, we investigate existing placement algorithm design

characteristics and adaptation approaches.

4.2 Problem Formulation

The operator placement problem is an optimization problem similar to the task

assignment problem. Given a set of operators and nodes on which they can be

processed, the optimal assignment that yields the best system performance should

be determined. Existing operator placement algorithms try to solve either a con-

strained or unconstrained placement optimization problem. Constrained placement

algorithms consider the optimization constraints as a means to ensure some QoS for

the application-perceived performance [20]. However, it is also possible to apply re-

source consumption-related constraints to the placement optimization problem. This

ensures an efficient usage of the system’s shared resources in order to achieve high

scalability and longer lifespan (when applicable). Other placement algorithms solve

an unconstrained optimization problem with just an objective function to optimize.

An objective function, which captures relevant system performance and resource

consumption metrics, is used to determine the optimal solution. The objective func-

tion typically defines critical resources and performance metrics to optimize.

For example, given N processing nodes available for processing O operators, the

cost of processing an operator o on a node n is: C(o,n) for o = 1,… ,O and

n = 1,… ,N. If we consider P(o,n) as the assignment of operator o to node n, the

objective function is defined as follows:

min
O∑

o=1

N∑

n=1
ConPon ∶ Pon ∈ {0, 1} (1)

where Pon = 1 when operator o is placed on node n, and Pon = 0 otherwise.

In this particular case, the objective is to minimize the overall cost of processing all

operators from an operator tree. Other examples of objectives are end-to-end-latency,

energy consumption, etc.

The optimization objective and constraints are used to model the targeted system

performance. Consequently, they reflect aspects of the challenges faced by the system

and its overall performance goals.

In particular, the constraints are used to define boundaries for allowed resource

consumption and application performance schemes. They determine the placement



Mobile Distributed Complex Event Processing—Ubi Sumus? Quo Vadimus? 159

assignment solution space from which the optimal solution is to be selected. As an

example, for real time data stream systems, timeliness is a pre-requisite to func-

tion appropriately. End-to-end latency constraints can be applied on the optimization

problem in order to ensure a maximum end-to-end delay.

Using information about system resource availability and application demands

for such resources, constraints for the placement assignment problem can be defined

to ensure a certain degree of application performance while containing the consump-

tion of system resources within acceptable levels for the scalability of the system. It

is also possible to define constraints that enforce policies related to privacy, security,

etc. For example, Cipriano et al. [21] consider security as a deployment constraint,

which requires that only physical nodes that hold a certain certificate can serve as

brokers.

Objective functions can be used with or without constraints. The definition of the

objective function is the first step in the process towards creating an efficient and

effective operator network, because the parameters in the objective function reflect

the critical resources or performance metrics that should be optimized. The objective

is a quantitative measure of the performance targets of the system that needs to be

maximized or minimized. Obviously, different systems have different performance

targets, which are determined by either the application performance requirements or

the scarcity of certain system resources. For example, the performance goal of the

system might be to minimize end-to-end latency in cases with real-time applications

such as CEP. In other cases, the main goal might be to minimize the consumption of

scarce resource in order to ensure the scalability of the system.

In the following subsections, we present how the most important parameters, i.e.,

energy consumption and network usage, are included in objective functions and con-

sidered in constrained placement, before we use the parameters to classify existing

placement solutions.

4.2.1 Energy Consumption

The first group of research works focuses on the issue of energy scarcity in WSN. En-

ergy consumption optimization stands out as a critical part of the design, deployment

and operation of WSNs [22, 23]. Data transmission has been found to be the biggest

energy consumer, therefore, most research papers on operator placement in WSNs

focus on minimizing data transmission over the network with in-network processing

[23–28]. As such the cost function to minimize is defined as:

∑

a∈A
daCah

at
(2)

where A is the set of all links in the operator network and da is the data rate on link

a ∀a ∈ A. Cah
at

is the communication cost on the link a where ah and at are the

ingress and egress operators of the link. Given an operator network link between

two operators, the placement mechanism should place the two operators such that
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the communication cost is minimized, especially if the data rate between the two

operators is high. Please take note that the operator network link might comprise at

the physical network level several nodes and the links between them.

One example where the problem of operator placement for energy optimization

is addressed is the research work of Bonfils et al. [24]. Their optimization goal is

to minimize the amount of data transferred over the network in order to minimize

network energy consumption. For example, a user wants to be notified when two re-

lated events are detected in two distinct regions of the network within a predefined

time window. This is expressed using a correlation operator, which consumes the

related events from the two regions. In this scenario, the data sources reside in the

two regions and the sink consumes events produced by the correlation operator. A

correlation operator is very selective, which means that it produces a significantly

lower amount of data compared to its data input. As such, its placement is crucial

for the amount of data transmitted in the network. Ideally, the correlation operator

should be pushed close to the data sources in order to eliminate duplicates as soon as

possible. Figure 3 [24] shows two cases with to different placements of the correla-

tion operator that each minimize data transmission, depending on the data rate from

the data sources. In Fig. 3a, one of the regions is generating a significantly large,

amount of data compared to the other region. Therefore, it makes sense to place the

correlation operator close to the data source in the high data rate region, to minimize

the overall network data transmission. In Fig. 3b, both regions are producing approx-

imately the same amount of data, therefore, the path length between the data sources

is considered instead. Thus, the placement of the correlation operator depends on:

(1) the data rate of both the operator and the data sources, and (2) the path length

between the data sources, the correlation operator and the sink.

Consequently, the placement optimization problem in [24] captures the data rate

and path length between an operator and each one of its children as optimization

goals. They consider a sensor network as a directed graph where vertices represent

Fig. 3 Optimal operator placement examples for different data rate scenarios: a high data rate from

region A, b more or less similar data rates from the two regions [24]
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sensor nodes and where edges represent communication links, and a query is a op-

erator tree with a tree structure [24]. The placement problem is modeled as the as-

signment of operators onto nodes that minimizes the global cost:

min
∑

(i,j)∈𝜆
xipxjqSpq(dij) (3)

subject to ∑

p∈𝜋
xip = 1, ∀i ∈ 𝜂,∀p ∈ 𝜋 ∶ xip ∈ {0, 1} (4)

𝜆 is the set of all edges in the operator tree. Spq(dij) is the data rate between nodes

p and q processing operators i and j respectively. xip = 1 if operator i is placed on

node p, and xip = 0 otherwise. 𝜂 is the set of all operators in the operator tree and 𝜋

is the set of all physical hosts.

4.2.2 Network Usage

Most CEP systems are either real time or near real time, which means that low la-

tency is an important metric that should be part of the objective to optimize. Another

characteristic of mobile DCEP is the high amount of data, which requires significant

system resources. In particular, the shared bandwidth in mobile systems becomes

a scarce resource, and its consumption must be optimized to achieve the expected

degree of scalability.

As such, the placement mechanism needs to find an optimal placement assign-

ment that achieves the right balance between optimal bandwidth consumption for

scalability and minimal end-to-end latency. Some research papers use the bandwidth

delay product as the objective to minimize in order to find a resource efficient and

low latency query processing scheme [16, 20, 29, 30]. The bandwidth delay product

is referred to as the network usage and defined as follows:

∑

l∈L
dr(l)Lat(l) (5)

where L is the set of all links in the operator network, dr(l) is the data rate on link

l in the operator network, and Lat(l) is the delay on link l. The objective above in-

cludes both the scarce resource and the main performance metrics to optimize. By

minimizing such an objective, it is possible to find an optimal solution both in terms

of bandwidth consumption and end-to-end latency.

Pietzuch et al. [30] present a placement algorithm that aims to minimize the net-

work usage of a query processing scheme while maintaining low latency. The goal

for this algorithm is twofold: on the one hand it should achieve good streaming ap-

plication perceived performance such as low delay, and on the other hand it should
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at the same time optimize the consumption of scarce resources by minimizing the

bandwidth consumption in order to support a large number of streams.

Satisfying the application performance needs while minimizing the overall band-

width usage is particularly challenging as techniques to optimize one can produce

sub-optimal performance for the other. In particular, a technique to minimize the

application perceived delay would choose the shortest paths between data sources

and consumers and use them to transfer all data between them. One technique to

optimize bandwidth consumption is to balance bandwidth usage in the network by

routing data through potentially longer routes in order to distribute the network load.

When choosing only the shortest paths, certain links in the network will quickly be

overloaded with data and either fail (node failure due to lack of battery energy) or

start dropping data.

The bandwidth delay product (network usage) metric is used in [30] to model an

objective function to calculate the optimal solution in terms of bandwidth utilization

and end-to-end latency. The network usage u(q) to minimize is modeled as in Eq. 5.

4.2.3 Constrained Optimization

Another way to consider network related parameters like latency and bandwidth con-

sumption and other parameters in operator placement is to use these parameters as

constraints. For example, a maximum allowed latency can be expressed as a con-

straint for the operator placement mechanism [20]. The constraint defines a maxi-

mum allowed end-to-end latency which effectively reduces the set of eligible place-

ment assignment solutions. Only those placement assignment solutions with an end-

to-end delay below the predefined maximum are eligible for the optimal solution.

This works well with the network usage objective function, as it eliminates solutions

with poor end-to-end latency no matter how efficient they might be in terms of net-

work usage. As such, the solution to the objective expressed in Eq. 5 is found from

placement assignments that meet the following latency restriction:

L(G) ≤ R (6)

L(G) is the end-to-end latency experienced by the application and R is the maxi-

mum end-to-end latency.

Rizou et al. [20] optimize the network usage within a predefined end-to-end delay

constraint. A maximum allowed end-to-end delay is important for real time and near

real time applications. The placement problem is addressed in a two-stage approach.

In the first stage, an optimal solution is found based on the objective alone. In the

second stage, the optimal solution found in the first stage is modified to satisfy the

latency constraints while ensuring that the initial network usage is only slightly in-

creased. The unconstrained optimization phase is performed in a centralized manner,

while the constrained optimization phase is performed in a distributed manner.
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4.2.4 Classification of Placement Mechanisms

The optimization goals are a good foundation for a classification of the most promi-

nent operator placement approaches for Mobile DCEP. Table 1 shows the resulting

classification. It can be clearly seen in Table 1 that most approaches target energy

consumption. Energy consumption is considered as the most important optimiza-

tion goal in WSNs and its optimization is a means to prolong the lifetime of the

mobile DCEP systems that are deployed in networks with limited energy.

Network usage is the second most important optimization metric addressed by

a significant number of operator placement mechanisms. Its popularity is due to its

ability to capture both the limited bandwidth resource and application latency re-

quirements. Furthermore, most research works in this category target mobile net-

works where energy consumption is not as crucial as in WSN, for example because

it is easier to recharge the battery of a smart phone compared to sensors deployed at

remote locations.

Few research papers have yet addressed the placement problem as a constrained

optimization problem. This is however a natural next step towards optimal place-

ment schemes to effectively address both the need for efficient resource consumption

and low latency in mobile DCEP systems. Furthermore, constraints provide an easy

means to implement triggers for placement adaptation (see Sect. 4.4).

Table 1 A classification of placement mechanisms based on their optimization goals

Placement mechanism

algorithms

Energy optimization Network usage Constrained

optimization

Lu et al. [31] X

Ying et al. [28] X

Rizou et al. [20] X X

Rizou et al. [16] X

Ottenwälder et al. [29] X

Pietzuch et al. [30] X

Bonfils et al. [24] X

Chatzimilioudis et al.

[25]

X

Chatzimilioudis et al.

[27]

X

Chatzimilioudis et al.

[26]

X

Starks et al. [32] X
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4.3 Algorithm Design

The main goal of a placement mechanism is to find a placement assignment of an

operator tree to networked nodes which optimally satisfies a predefined objective

function subject to one or more constraints [19]. The information used to achieve

this goal varies in terms of scope and variability. On the one hand, some placement

algorithms have access to the entire network topology in addition to workload and re-

source availability information. This makes it possible to perform placement assign-

ment in a centralized manner [26, 33–35]. In some edge networks such as MANETs,

it has been shown that certain routing protocols such as OLSR are able to maintain a

rather complete view of the network topology on each node [36]. This information is

stored in the routing table and would be available to a placement mechnism for free,

i.e., no extra messages need to be exchanged to use this information. On the other

hand, some placement algorithms cannot assume knowledge of the entire network

state and resource availability due to various reasons, like the costs are too high to

maintain this information, or in delay tolerant networks it might take quite some time

to get information from another network partition. These algorithms must perform

placement assignment in a decentralized manner based on local information [16, 20,

23–31]. As such, the scope of the input data provided to the placement mechanism

has a direct impact on its inherent structure. Centralized placement mechanisms rely

on a single node with global information about the system to perform placement,

while distributed placement algorithms rely on local information to gradually find

an optimal placement for the operator tree. Parts of the input data for the placement

mechanism are subject to change across time due to mobility and other reasons.

Consequently, it is important for a placement mechanism to include an adaptation

strategy in order to maintain the target system performance (see Sect. 4.4).

4.3.1 Centralized Placement Algorithm

Centralized placement mechanisms perform placement assignment of the entire op-

erator tree on a single node, which is typically the sink [26, 33–35]. Consequently,

the cost of query dissemination is considered insignificant and therefore ignored [26].

It is relatively easy and straightforward for a centralized placement approach to

find a global optimal placement assignment [33]. However, such approaches do not

scale well in large-scale scenarios even if global resource information is available.

Therefore, in cases where network resources availability changes over time, the cen-

tralized approach can incur substantial communication overhead and delay and lead

to the deterioration of the overall system performance. Consequently, some works ap-

ply a two step operator placement approach where the initial centralized placement

assignment is iteratively updated towards a good respectively the optimal scheme

[33].

To exemplify centralized placement mechanisms, we briefly present the core idea

of two centralized placement algorithms introduced by Chatzimilioudis et al. [26].
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The first algorithm basically analyses the entire search space for the optimal solu-

tion, which is guaranteed to be found. The algorithm uses dynamic programming to

build a matrix of operators and all nodes in the network and systematically consid-

ers all possible placement assignments. This solution is obviously computationally

demanding and inapplicable for large problems. To combat this scalability issue,

Chatzimilioudis et al. propose a heuristic-based algorithm which is able to find a

near optimal solution. The algorithm has a two stage approach, where the first stage

is performed in a centralized manner and the second decentralized. In the first stage,

an operator tree is built and used as input to the second stage. In the second stage, the

placement of the operators in the evaluation tree is iteratively optimized in a top down

manner. This algorithm assumes that each node performing operator placement has

knowledge of the entire network. Their evaluation shows an improvement in total

query processing cost of 10–95% compared to the naive approach. This is due to

both the reduced communication cost and near optimal placement assignment from

the heuristic based algorithm.

4.3.2 Decentralized Placement Algorithm

In a decentralized placement mechanism scheme, the placement assignment is per-

formed based on local information shared between neighbor nodes. The scope of the

local information varies from neighboring nodes (one hop neighbors for example)

to an entire network cluster.

Some decentralized placement mechanisms start with an initial processing cost

exchange between neighbors before proceeding with the actual placement assign-

ment [28, 31]. In such schemes, all nodes in the network are participating in the cost

information exchange. Additionally, approaches such as [27, 31] allow any node

to directly broadcast their cost information in case the local resource availability

changes or they can re-broadcast overheard cost information from neighbor node(s).

Due to their reliance on flooding techniques, the communication cost for these ap-

proaches can quickly dwarf the incentives of in-network processing especially when

the rate of change is too high due to mobility or other reasons. One approach which

reduces the message overhead related to operator placement is presented in [23]. The

proposed placement mechanism uses an area-restricted flooding mechanism in order

to limit the number of network nodes involved in operator placement and therefore

reduces the inherent message overhead. However, in a highly dynamic network en-

vironment, the need to synchronize cost information between neighbors in order to

perform an optimal assignment can quickly incur a high message cost and even fail

to converge.

Another approach suggested in [32] uses the location of the data sources that will

host the leaves of the operator tree, to direct the distributed placement scheme. Only

relevant candidates for processing a part of the operator tree participate in the place-

ment scheme. Relevant candidates are those nodes that are part of the routes from the

data sources to the sink(s). Moreover, the decision to place an operator on a specific

network node does not require any synchronization between neighbor nodes. The
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proposed placement mechanism assumes network knowledge, but it can easily be

extended to support only local network information. The main goal of this algorithm

is to incur as low overhead for the operator placement as possible and to be able to

choose a good placement scheme. However, it does not need to be the optimal place-

ment, because mobility will probably change (and mostly reduce) the performance

of a selected operator placement scheme. Therefore, it is more important to have a

light-weight operator placement algorithm, which in turn allows to perform a new

operator placement with low costs, than to spend a lot of resource to find the optimal

placement, which might be sub-optimal after a short time due to mobility.

The approach presented in [27] also aims to reduce the communication cost re-

lated to initial placement. The distributed techniques for operator placement achieve

this aim by:

∙ identifying special cases where no flooding is needed to perform placement,

∙ limiting the size (number of nodes) of the neighborhood to be flooded

The core idea behind the algorithm is the concept of candidate nodes, i.e., physical

host in the network, which are better suited to host a given operator. The candidate

nodes are elected from a set of neighboring nodes in the network. The set of candidate

nodes for a given operator is kept to the minimum (using a cost threshold) in order to

limit the number of message exchanged of the network during placement information

exchange between them. This effectively reduces the communication cost related to

the placement of the operator.

The set of candidate nodes for an operator is created in a centralized manner with-

out network communication, this allows the algorithm to detect special cases where

there is no candidate node which is better suited to host the given operator. In this

particular case (according to their experiments, 56–85% of the time, there is no can-

didate node which is better suited to host the given operator), there is no need to

initiate the distributed operator host election algorithm. The radius for flooding dur-

ing initial neighbor discovery is also limited, and it ensures that the optimal physical

host for an operator can be found in the set of nodes that are part of the limited flood-

ing. Results from experiments show a 50–100% reduction in the communication cost

compared to naive flooding techniques.

4.4 Placement Adaptation

Mobile systems are inherently dynamic and changes of all kind can occur, like num-

ber of nodes, availability of links, resource availability, data rates, and many more.

These changes are classified by [19] in three categories: changes concerning net-

work infrastructures, changes concerning data characteristics, and changes concern-

ing operator tree information. Any of these changes can have a negative impact on

the performance of an operator network. A placement adaptation strategy aims to

adjust the operator network after a change such that it fulfills again the application

requirements.
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Changes concerning the network infrastructure represent scenarios where the net-

work topology changes due to node failure, mobile nodes, link failure (due to net-

work congestion or node failure), or new node(s) joining the network [27, 29, 30].

There might also be changes in the local resources for a network node, e.g., the bat-

tery might be drained, or other computationally intensive software implies a high

workload for a node [27, 37].

Changes conerning the network load happen for example when the data rates from

sensors or source filters change, or other background traffic increases. For example,

the increase in data rate at the input of one or more operators in the network might

result in an increase in the total cost of in-network processing if bandwidth consump-

tion is part of the objective function [24, 25]. The network load can also change due

to new application traffic in the network or a change in data rate for other applications

using the same network infrastructure.

Changes concerning the operator tree occur when the number of operators changes

due to new queries submitted or previous ones are terminated. Additionally, the op-

erator tree might be updated due to changes in the user’s interest (location) requiring

the adaptation of the corresponding operator network (see Sect. 5).

As the query processing scheme performance deteriorates, the placement adap-

tation strategy consists in picking new hosting node(s) for one or more operators in

the flow graph. Two main approaches are identified in [27]: operator migration and

placement update.

With operator migration the placement adaptation for an operator is performed by

moving it from one node to another until an optimal placement assignment is found

[24, 25, 29, 30, 38]. During operator migration, every node involved in the process

uses local information exchanged between neighbors to determine which one of them

is better suited to host the current operator. The limited scope of the information used

makes the approach relatively easy. However, in a highly dynamic environment, it

could be difficult for the migration process to converge towards an optimal or even

good sub-optimal placement.

The placement update approach aims to find the best host for an operator imme-

diately. This can be done in a centralized manner as in [30], or decentralized [27,

37] manner by reusing initial placement techniques for the single operator instance.

Different approaches are used to determine when to trigger the operator migra-

tion or placement update. One approach is to monitor the processing cost related to

each operator and exchange this information between neighbors. When a predefined

threshold is reached for a given operator, its migration process is triggered [24, 25,

27, 30, 37, 38]. Other approaches monitor constraints violations in addition to a

predefined performance threshold based on the applied objective [29]. Another ap-

proach is to periodically trigger the placement adaptation of the entire operator tree

based on a predefined time interval. In all cases, an operator migration or place-

ment update will potentially trigger subsequent operator migration(s) or placement

updates.

The cost of the actual migration or placement update should be worth the opera-

tor placement adaptation, which means that the increase performance of an adapted

operator network gives higher benefits that the adaptation costs. This is not always
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Table 2 Classification table for different adaptation scheme

Adaptation

schemes

Monitored change Adaptation techniques Adaptation trigger

Network

topology

Data

rate

Logical

graph

Operator

migration

Placement

update

Performance

threshold

Constraints

violation

Oikonomou et

al. [38]

X X X

Bonfils et al.

[24]

X X X

Chatzimilioudis

et al. [25]

X X X

Pietzuch et al.

[30]

X X X

Chatzimilioudis

et al. [27]

X X X X

Z. Abrams et

al. [37]

X X X

Ottenwälder et

al. [29]

X X X X

the case as the placement adaptation process requires transferring the state informa-

tion of all operators that are hosted on a new broker. This state information can be as

large as several GBs [29]. As such, in certain scenarios, the migration of placement

update for an operator might incur a significant cost, especially in terms of network

usage. In some cases, however, the migration or placement update for an operator

might be unavoidable, e.g., the battery of the hosting node will soon be depleted. It

is also possible to experience a sort of freeze period during placement adaptation

or operator migration. The freeze period occurs as the operator and its state are in

transit from their previous host towards their new host [29].

To exemplify operator placement adaptation, we refer to the work by Pietzuch et

al. [30]. In this work, a placement update is used to regularly solve the placement

optimization problem for each unpinned operator. In particular, every network host

regularly attempts to find a better placement assignment for each unpinned opera-

tor using local cost information exchanged between neighbor operator host in the

operator network.

Predefined threshold(s) are used to determine whether an operator placement up-

date should take place or not. One threshold determines when the difference in per-

formance between the newly found optimal placement and the previous one is high

enough to incentivize the placement update. Another threshold determines whether

the cost of the placement update is low enough given the expected gains from the

new placement assignment. Additionally, the longevity of the query to which the

operator belongs is taken into consideration by the latter threshold in order to make

sure the query will run long enough to amortize the cost endured by the operator
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placement update process. The cost thresholds are used to ensure that both the net-

work resources consumed and the operator placement update delay do not cripple

the overall system performance. If the placement of operators is updated frequently,

the adaptation cost might grow higher then performance gains. Additionally, if the

placement of operators is updated for insignificant gains, the overall performance of

the system might be degraded.

To evaluate the performance of the placement update scheme, 24 queries are

created. The performance of the operator network for each query is evaluated two

times, i.e., with adaptation enabled and without adaptation. Overall results show a

75% decrease in network usage (see Sect. 4.2.2) when operator adaptation is enabled.

Finally, the aggregated query delay is reduced by 10.5% through adaptation.

While the results show clear gains in terms of both the application perceived per-

formance and system resource consumption, the evaluation system model considered

is rather simplistic compared to typical scenarios with Mobile Big Data.

The operator tree comprises only 3 nodes, which introduces some uncertainty

whether the results are representative for large scale scenarios for Mobile Big Data.

The migration rate experienced in the experiments is in average 3.5 adaptations

per query, which indicates that the results are probably not representative for higly

dynamic Mobile Big Data systems. However, evaluation of Mobile DCEP with

placement adaptation is rather hard, because appropriate methodologies and tools

are missing (see Sect. 6).

5 Mobile Queries

The topic of spatio-temporal data and mobile range queries has been extensively

studied in the database community. The overall goal is to provide continuously up-

dated information, typically to a mobile consumer, e.g., the five closest bus stops to

the current location of the consumer. The survey by Ilarri et al. [39] gives an ex-

cellent overview of challenges and approaches to enable location-dependent query

processing in traditional database settings, i.e., the data is materialized on secondary

storage before processing. Traditional approaches to store, query, or index spatio-

temporal data are insufficient to handle the high data rates and potentially very large

data sizes in Mobile Big Data [40]. This insigth motivated researchers to combine

the two worlds of traditional spation-temporal data management and Data Stream

Management Systems. The systems [41] and [40] are to the best of our knowledge

the first published DSMS with support for moving range queries. Research on CEP

support for mobile range queries is still in its infancy and pioneering work is re-

cently published in [14, 29, 42–44]; and to a larger part summarized in the Thesis

presented by Ottenwalder [29]. Therefore, we base our description of challenges in

mobile DCEP introduced by spatio-temporal data issues and new solutions on the

terminology and model of [29, 43]. The overall goal of this work is to enable location

based situational awareness for consumers in a mobile setting.
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To achieve this situational awareness mobile CEP queries, called MCEP queries,

they need to be registered at the MCEP system. A MCEP query Q has the following

structure:

Q = {G, fo,R, 𝛿,PoI} (7)

G represents an operator tree, fo is focal object of the consumer, R a function to

calculate the spatial interest based on fo, 𝛿 a lifetime parameter, and PoI the delivery

semantics. That means that in case of a mobile focal object fo the function R needs

to be recalculated if fo has a new position to adapt the spatial interest, i.e., the region

of interest. The function R is by purpose not defined in this model in order to enable

regions of interest with arbitrary shapes. As such, a sequence on location updates

from fo, i.e., (l1, l2, l3, l4, l5,…) results in a sequence of changing spatial interests

(R1,R2,R3,R4,R5,…) where Ri = R(li) for each i ∈ ℕ.

Ottenwaelder et al. [43] use the example of traffic awareness in which a consumer

is driving a car and aims to avoid traffic jams. As such the consumer is interested

in all accidents that happened within the last 30 min within 500 m of the consumers

current location. In this case, the consumer or the consumer’s car is the focal object

fo which continuously reports location updates. The function R calculates each li a

circle with a radius of 500 m and lI as the center. The parameter 𝛿 in the query has

the value 30 min.

A change of spatial interest from Ri to Ri+1 requires to update the operator tree

G accordingly since the set of sensors that are deployed in Ri and Ri+1 is typically

not equal and the sensors are represented as leaves in G. The update of the spatial

interest and the following switch to a new operator tree introduces new challenges:

∙ For traditional CEP systems, the temporal order of events can be for many opera-

tors crucial to perform correctly. A change in spatial interest with a swicth of the

operator tree implies that in mobile CEP with spatio-temporal data also the spa-

tial order and spatio-temporal order is important. To achieve a spatially ordered

event stream all events from Ri need to be delivered before events from Ri+1 are

delivered. A spatio-temporal order requires spatial event order and temporal event

order for events from each Ri.

∙ The concepts of consistency and completeness need to be extended for MCEP.

Spatial consistency ensures that all nodes in one operator tree process only input

data that is based on one region of interest. This can be atomic events stemming

from one particular region of interest or composite events that are based on these

atomic events. Temporal completeness requires that situational information for

one region of interest is delivered in spatio-temporal ordering for the temporal

interest 𝛿. Thus temporal completeness with a large 𝛿 leads to large latency.

∙ CEP operators can, in contrast to DSMS, be stateful. As such an operator cannot

just proceed to process the incoming data after an operator switch. Instead, the

operator state that was established when processing input data for Ri needs to be

deleted, respectively the operator needs to be restarted.
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∙ To detect events of interests in the new region Ri+1, historical events, i.e., those that

happened before the operator tree switch are useful for two reasons: (1) a window

over the input data needs to be filled up before the operator can start processing,

which obviously introduces a start-up latency. If historical data is available, the

window can be filled up much faster, which in turn reduces the start-up latency.

(2) Historical events are useful for the consumer. In the traffic awareness example,

accidents that happened in the new region of interest Ri+1 before the switch to Gi+1
are useful for the consumer, because roads will be congested for some time after

the accident.

Any CEP system supporting mobile queries needs to know the location of data

sources, consumers, and brokers. The MCEP system [43] comprises a location and

performance monitor that continuously monitors the location of data sources and

consumers. A location update of a consumer from li to li+1 triggers a query config-

urator which initiates a switch to a new operator tree based on the new region of

interest Ri+1. The data sources in Ri are instructed to stop streaming atomic events,

and the set of data sources in Ri+1 is identified and these data sources are instructed

to start streaming atomic events. Please note that there is a high probability that the

sets of data sources in Ri and Ri+1 overlap. To achieve spatial consistency and spatio-

temporally ordered results, so-called markers are inserted in the event streams. Mark-

ers are special messages that separate in each atomic event stream from the data

sources that are in Ri and Ri+1 the atomic events that are relevant for Ri and Ri+1.

The arrival of a marker at an operator implies that now atomic events from a new

region arrive. It is possible that the operator is still waiting for atomic events from the

old region of interest to achieve completeness. Before processing the atomic events

from the new region of interest, the operator is reset to avoid spatial inconsistencies.

A marker is inserted in the operators’ outgoing event stream before the first event

from Ri+1 is inserted. In this way, markers are inserted by each operator in the oper-

ator tree and enable spatial consistency and spatio-temporally ordered results for all

operators. Several optimization techniques are leveraged in MCEP to produce timely

results. In the proactive version of an operator switch, the future location of the fo-

cal object is predicted and the system starts to process historical results for a future

region of interest. Once the focal object is in the predicted region of interest, all his-

torical events are already available and processed. Another optimization is related to

the overlapping sets of data sources of subsequent regions of interest and reuses the

events for processing. The delivery semantics PoI are used to specify how to trade

Quality of Information against streaming and processing costs.

Earlier work on the SOLE system [40] considers so-called regions of uncertainty

which is caused by the fact that the system does not know about all data sources in

a region of interest. The reasons for this uncertainty can be that new queries are in-

stalled and no historical data is available, as such it takes some time until the windows

are filled and results can be produced. Furthermore, moving queries imply contin-

uously changing regions of interest, which in turn leads to new data sources. This

is similar for mobile data sources that move into a region of interest. To handle the

last two cases of uncertainty, SOLE applies a caching strategy for all moving objects
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that are predicted to be at some point in time in the region of interest. As such this

solution is similar to the proactive approach in MCEP.

Query optimization is a classical research problem in databases and also inves-

tigated in spatio-temporal databases. Mobile queries have a huge potential for op-

timization. Consider the application for a car driver to get continuous information

about traffic congestions in the vicinity of the driver. The fact that there is not a sin-

gle car driver on the road, but instead a large amount of drivers introduces severe

scalability issues. Each driver represents one focal object foi with its unique location

li. Therefore, i mobile queries need to be executed and i can be very large consider-

ing the number of cars that are travelling on roads in major cities during rush hour.

Two mechanisms are presented in [29] to address this scalability issue:

∙ Reuse of processing results: If all car drivers use the same or rather similar mobile

queries to achieve situational awareness there is a substantial overlap of the oper-

ator graphs that are used to process these queries. The regions of interest of focal

objects that are close to each other will also overlap substantially and as such the

operators in the different operator graphs will process to a certain degree the same

input events.

∙ Relax the requirement for a fully accurate set of input events to calculate situational

awareness. This idea is similar to the well-known technique of load shedding in

CEP. By relaxing the need for accurate input data it is possible to increase the

number of operator graphs for different focal objects that can share the same set

of input events.

The solution presented in [29] is based on a reuse-aware operator tree in which

some operator graphs process input events on behalf of other operators and a system

component called selection manager. The selection manager analyzes the degree to

which input events of operators overlap. Given that the overlap is large enough with

respect to a predetermined quality metric, the selection needs to be processed only

once and can be reused for the other operator graphs.

Combining this kind of query optimization with operator placement could allow

for more improvements if the computational complexity and the deployment costs

could be kept low enough. However, this challenge is subject to future work.

6 Mobile DCEP Evaluation

The usefulness of mobile DCEP systems depends on their performance. Due to their

large scale and complexity, their performance evaluation constitutes a challenge on

its own, requiring the use of well-established, systematic methodologies. This sec-

tion introduces the most commonly used techniques for performance evaluation of

distributed systems, then summarize how these are used to evaluate mobile DCEP

systems.
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6.1 Basic Requirements and Approaches

We very briefly summarize the common approaches for performance evaluation of

distributed systems. Consult [45] for a more elaborate treatment of the subject.

Before we describe the approaches, we explain the desirable properties of the

evaluation approach and results. A basis for performance evaluation is sufficiently

representative, accurate and understandable data that enables a proper analysis of

the system under test. With experimental approaches, it is important that the ex-

periments are repeatable, e.g., to enable third party verification of the results or to

investigate the results of incremental system improvements. Results obtained from

systems with similar purposes should furthermore be comparable, e.g., by applying

similar models and/or (values of) parameters and metrics. To facilitate acquiring re-

sults with all these properties, the evaluation techniques and tools should require a

low effort and cost.
The most representative results are obtained from real world experiments using

workloads, configurations and environments similar to that expected during the fi-

nal deployment. For large-scale and/or complex systems, this approach is often too

expensive and time consuming. Instead, evaluation is performed using abstract math-

ematical or simulation models. The quality of model-based evaluation rests on how

well the used model captures the characteristics of the system under test that deter-

mine its performance. When this cannot be achieved to a satisfactory degree with

mathematical formula, due to system complexity or scale, simulation and emulation

provides a popular alternative. Simulation is by far the most common evaluation ap-

proach in computer systems’ evaluation due to its low cost, support for abstractions

that facilitate understanding and a controllable experimentation environment. Em-

ulation combines real and simulated components, e.g., running real applications on

virtual network nodes, and thereby benefits from the advantages of both real and sim-

ulation experimentation. However, since emulation experiments involve real compo-

nents, they also suffer from scalability limitations.

6.2 Performance Evaluation for Mobile DCEP

This section summarizes 19 performance evaluation reports presented in 13 key pub-

lications on mobile DCEP [14, 16, 18, 20, 23–28, 30, 32, 46] in terms of the applied

approach, tools, parameters, and metrics.

All publications include at least one simulation study, except for two publications

based on emulation that employ both simulated and real components [20, 32]. As a

result, 14 of 19 evaluation reports are based on either simulation (11 reports) or em-

ulation (three reports). Of the remaining five reports, three are based on real world

experiments (in [18, 30]), e.g., with the well-known PlanetLab test bed [47], and two

are based on mathematical analysis (in [14, 23]). The fact that simulation is the most

popular approach is not surprising since a proper evaluation of placement algorithms
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typically requires networks with several hundred nodes, making real-world experi-

ments unfeasible. This problem is further exacerbated for wireless networks where

the shared medium and node mobility implies a high degree of network dynamicity,

making it exceedingly difficult to conduct controlled and repeatable experiments. We

find that seven of the simulation experiments are performed with simulators that are

created for the specific experiments at hand, and that the remaining four experiments

are performed with the popular network simulators J-Sim [48], OMNeT++ [49] and

PeerSim [50] using real world or generated topologies, mobility patterns and net-

work traffic as input. Our survey indicates that there exists no common simulation

platform to enable the evaluation of mobile DCEP systems in general.

Some reports involve parameters and metrics that cannot readily be found in other

reports, e.g., model-specific paramters like the 𝛼 in [23] and metrics like the stretch
factor in [16]. For results from such reports to be comparable with those for other

similar systems, such parameters and metrics must first be translated. This might

be cumbersome or even impossible, limiting the comparability of results. There are,

however, metrics that are widely used within a subset of the reports. For instance, so-

lutions for WSN [23–28, 46] address the common challenge of resource constraints

on nodes and are thus typically evaluated in terms of energy consumption and/or

processing cost. Comparability is however somewhat limited by the fact that the

metrics can be defined slightly different between works, or because the applied pa-

rameter types and values differ significantly from study to study. For example, the

number of nodes in the simulated networks ranges from less than 10 [46] to several

hundred [25, 27]. The most common metric for the remaining six works [14, 16,

18, 20, 30, 32] is network usage based on the bandwidth-delay product presented

in Sect. 4.2.2. This is nevertheless only used in three of these six works [14, 18, 30]

and can therefore hardly be considered as a common ground for comparison. In gen-

eral, we cannot identify any clear consensus in terms of metrics and parameters that

facilitate comparability among different mobile DCEP systems.

6.3 Future Work on the Evaluation of Mobile DCEP

Due to factors such as cost and effort, the de-facto standard evaluation approach for

mobile DCEP is simulation, mostly with simulators created for the paper at hand.

There are several disadvantages of this extensive use of custom simulators. First,

their models are not subjected to the rigorous validation that models in more general

purpose simulators are subjected to. Examples of such general purpose simulators in-

clude the widely-used, de-facto standard simulators used in the networking commu-

nity, i.e., Ns-2, Ns-3, and OMNeT++. These popular simulators have been available

for decades during which their models have been subjected to continuous validation

to assess realism and comparability. Second, for the experiments to be repeatable,

the custom simulators need to be very simple to allow sufficient, yet brief description

in an evaluation report. This problem is exacerbated by the fact that the simulators

are rarely made available for download online. To accomplish this, the simulations
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are often based on overly simplified assumptions, e.g., not accounting for complex

network phenomena like link interference and bit-error rates, which in turn affects

the credibility of the results. Comparability is also compromised since different sim-

ulators are based on different models, parameters and metrics that produce results

that cannot readily be compared. In contrast, the above mentioned network simula-

tors Ns-2, Ns-3 and OMNeT++ are freely available for download online, and are

maintained by a well-established, code review-based developer community that pro-

vides a channel through which researchers can contribute and distribute their models

world-wide. The mobile DCEP community is a relatively new one compared to the

networking community. This might be the reason behind the lack of a correspond-

ing de-facto standard simulator for mobile DCEP. Our findings suggest that such

a generic DCEP-simulator, facilitating the evaluation of a wide variety of mobile

DCEP solutions, would help improve the quality of the simulation results in terms

of repeatability and comparability. Since the performance of DCEP is largely af-

fected by the characteristics of computer networks, models for a DCEP-simulator

would benefit in terms of accuracy and realism from the reuse of these computer

network models. We argue that this is best approached by extending existing net-

work simulators with DCEP-models, rather than vice-versa, in order to benefit from

the large base of models, knowledge and support available in the network simulation

community.

7 Summary and Conclusion

CEP is a promising technology to enable situational awareness in real-time in the

Internet of Things, because it provides a declarative interface to mobile DCEP appli-

cation programmers, abstracting away data processing intricacies in the distributed

environment. Therefore, we are convinced that mobile DCEP can play an important

role in future Mobile Big Data systems.

However, mobile DCEP need to handle unstable infrastructure with limited re-

sources, because mobility implies the use of wireless networking technologies with

potential bandwidth limitations, dependency on battery lifetime in mobile devices,

and a dynamic network topology. Consequently, effective data handling and effi-

cient resource consumption is a prerequisite for such systems. The most important

mechanism to handle these issues in mobile DCEP and to meet application QoS

requirements is operator placement.

The classification of the state-of-the-art in operator placement in Sect. 4.2.4 shows

that most works aim to minimize system resource consumption such as energy and

bandwidth. Some researchers address application QoS requirements such as low la-

tency together with efficient system resource consumption. Including constraints in

the operator placement, like security concerns, is in its infancy and the potential that

operator placement has for privacy protection has to the best of our knowledge not

been addressed yet. A lot of decentralized placement mechanism exists, but very few

address issues related to a dynamic topology in mobile DCEP. Consequently, none
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of the solutions proposed is applicable in highly dynamic environments. A lot of

work has been done in enabling placement adaptation to deal with change in DCEP

systems. The adaptation strategies vary by the monitored change, adaptation tech-

niques applied and adaptation triggers. The network topology, data rate and change

in the operator tree are the main elements monitored to determine when it is time

to trigger adaptation using predefined performance threshold. Some works consider

constraints violation as a means to ensure application QoS through adaptation. Two

main adaptation techniques are applied: operator migration and placement adapta-

tion. It is our belief that, to enable QoS for mobile DCEP applications, it is necessary

to further study constrained violation based adaptation triggers.

Operator placement itself is also not sufficient for mobile environments, since

mobility of devices, including brokers hosting operators, can render an initial and

near optimal placement in short term sub-optimal or even result in a very inefficient

system. Therefore, an efficient placement adaptation is required to ensure the perfor-

mance and efficiency of the system.

Mobility does not only cause challenges at the infrastructure level, but also at

the user and application level. For example, mobile consumers of location-based

services are often interested in events in their vicinity. Due to mobility the region

of interest and the sensors in these regions continuously change. To support mo-

bile queries in CEP for this kind of applications mobile DCEP needs to properly

handle dynamic data sources or producers, dynamic or mobile range queries, spatio-

temporal event ordering, spatial consistency and temporal completeness, CEP oper-

ator state transition and management, and location awareness.

There is currently very limited work on mobile queries for mobile DCEP. More

research needs to be done to explore all the issues introduced by mobile consumers

with location based interests. Furthermore, operator placement techniques need to

address challenges introduced by mobile queries in order to ensure efficient and ef-

fective event processing networks.

Mobile DCEP is mostly evaluated with either simulation or emulation. The pa-

rameters used vary across evaluation reports, making it difficult to compare them.

Custom simulators are used for evaluation, making them less reliable compared to

more established simulators. Furthermore, the custom simulators are rarely made

available to reproduce the results from the evaluations. It appears that the DCEP

research community would benefit from a generic DCEP-simulator facilitating the

evaluation of a wide variety of mobile DCEP solutions. Such a simulator would

enable repeatable experiments with results that are representative of the simulated

system as well as comparable with results from experiments with other systems con-

ducted with the same simulator. Additionally, reusing already existing and mature

simulation tools from the networking community would ensure accuracy and realism

of mobile DCEP evaluations due to their large scale networking characteristics.

Even thought there are many open research issues in mobile DCEP, this chapter

shows that results and useful systems for certain scenarios exist. Since mobility can
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have many forms it will probably turn out in the future that it is not possible to

design one mobile DCEP system that can handle all the challenges which are caused

by mobility. Instead, proper solutions for cases in which only the edge network is

mobile might be earlier ready than proper mobile DCEP solutions for infrastructure

less networks.
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Electromagnetic Interference
and Discontinuity Effects
of Interconnections on Big Data
Performance of Integrated Circuits

Seyi Stephen Olokede and Babu Sena Paul

Abstract An antenna-in-package solution has recently been the ultimate technol-
ogy offering innovation and perhaps the most highly integrated radio miniaturiza-
tion surface-mounted chipset device for short-range, high-speed, high-gain, and
large-scale big data hyper-performance server platforms. Electromagnetic interfer-
ence (EMI) arises as a result of discontinuity of the interconnections between the
antenna and the integrated circuit (IC) chips, which limits their efficiency consid-
erably, as it increases the mutual coupling and initiates and propagates surface
waves, thus limiting the radiation efficiency in particular at the far-field. The
backplanes, on which the IC boards containing data communication chips and
processors are densely installed, are interconnected with high-speed integrated
transceiver circuits using wire traces and connectors. As a result, transmission
losses become considerable, in particular for backplanes operating at transfer speeds
greater than 10 Gbps. In effect, the signal distortion becomes so significant that
accurate data transmission without distortion is near impossible. Techniques to
ameliorate the drawbacks of the side effects of parasitics are investigated in this
chapter. Existing solutions to mitigate such effects are assessed to determine the
extent of their efficacy. Alternative coupling techniques are examined. The effects
of grounding, filtering, guard rings, shielding and decoupling are studied. The
implication of process technology in eliminating EMI is also examined.

S.S. Olokede (✉) ⋅ B.S. Paul
Faculty of Engineering and the Built Environment,
Department of Electrical and Electronic Engineering Technology,
University of Johannesburg, Doornfontein Campus, Johannesburg 2028,
South Africa
e-mail: s.s.olokede@ieee.org; solokede@gmail.com

B.S. Paul
e-mail: bspaul@uj.ac.za

© Springer International Publishing AG 2018
G. Skourletopoulos et al. (eds.), Mobile Big Data, Lecture Notes on Data
Engineering and Communications Technologies 10,
https://doi.org/10.1007/978-3-319-67925-9_8

181



1 Introduction

Data-intensive technologies, otherwise known as big data, are currently the tech-
nology of choice, necessitated by present and future needs brought about by the
data explosion with an unprecedented increase in diverse data sources. Big data
technologies are currently the board-level technologies, where an enormous volume
of data traffic is generated through a deluge of data driven by many available
smartphones, mobile video and video streaming, tablets, social media, remote
sensing, global positioning systems, smart metering, smart cities, the internet,
healthcare, a wide range of sensors, connected cars, user-generated content,
machine-to-machine communication, etc. A new lexicon of units to measure
memory capacity, such as petabyte and even exabyte, is being used as everyday
terminology. The massive volume of data may even grow to hundreds of exabyte
from the proliferation and confluence of these data sets emanating from the deluge
of diverse information sources. Thus, the rapid proliferation of these massive data
sets is driven by data handling and transfer, in particular over internet protocol in
the order of 100 times of that obtainable in 2010, with a projected volume growth to
about half a million exabyte by 2020 [5], with a projected constant growth rate of
between 20 and 40% [8].

Advances in complementary metal-oxide semiconductor (CMOS) technologies
and their derivatives have paved the way for the recent information revolution via
highly integrated circuits (ICs) to support high-density, high-performance,
large-scale multiprocessor-based data centers in a bid to meet the constant demand
for multi-gigabit applications. The fast and massive data system transfer, internet
access workloads, big data applications and diversity vis-à-vis its complexity, etc.,
have necessitated the current migration to millimeter wave (mm-wave) band with
excellent throughput rates and data streams in order to satisfy requirements for huge
bandwidth, mobility and low-cost devices. It is evident therefore that integrated
mm-wave communication technology offers the largest amount of available spectral
bandwidth of about ∼10 GHz with robustness for greater data rates. The dynamics
of silicon (Si) technologies’ operation with respect to Si germanium (SiGe) bipolar
CMOS and CMOS at mm-wave frequencies, originally reserved for III–V com-
pound semiconductors, has engendered enthusiasm in recent times. They are less
sensitive to interconnect parasitics as a result of complementary transistor terminal
impedances for a given power consumption and towering transconductance. To
meet consumer marketplace requirements, alternative but efficient solutions must be
demonstrated to be realizable, cheap and compact in order to effect mass deploy-
ment with higher transmission speeds and longer transmission channels for the
large-scale data center transceivers.

The antenna-in-package (AiP) alternative is a contemporary, unconventional
success in wireless systems miniaturization. Unlike antenna-on-package (AoP), AiP
has been identified as the utmost auspicious antenna alternative for extremely
densified integrated mm-wave applications, albeit in short-range but very high-speed
wireless communications. It alleviates the difficulties in interconnections between
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the chip and antennas, as well as the motherboard. The interconnection can be
accomplished by using either the flip-chip or wire-bonding technique. As technology
progresses, it becomes necessary to isolate various active and passive elements from
one another in the IC structure, especially since the integration of dissimilar signals
requires large isolation between them. Isolation problems, such as the widely
observed and understood latch-up phenomena fostering crosstalk between active
circuits and antennas, have become issues of concern. Because of poor isolation of
the Si substrate, the isolation properties of the Si substrate result in capacitive and
resistive parasitics that decrease the speed of the transistor. The AiP mechanism of
placing antenna elements in an arrangement of stacked chips and thus feeding them
through vias reduces the complexities of EMI as a result of discontinuities along
these interconnections. Nonetheless, the distributed magnetic and electric fields are
thus experienced along the interconnecting vias, the effects of which become
appreciable at mm-wave band, and they consequently suffer from fringing field
effects and losses due to abrupt changes in terms of short/open stubs, junctions and
bends. In effect, signal distortions escalate with longer transmission channels and
higher transmission speeds. As a result, the link budget limit at about 10 GHz
communications is less than 1 m in existing multichannel transceivers, which makes
it extremely difficult to extend the distance of transmission, in particular as regards
high-speed transceivers. It also poses a serious challenge of slow response to calls
from large-scale servers, causing severe difficulty.

For big data to be sustained with respect to the internet-of-things (IoTs), back-
planes must be implemented in such a way that transfer speeds of no less than
10 Gbps are sustained. The interconnections must be implemented such that dis-
continuities are minimized at device level to avoid low speed, signal distortion and
inability to recover clock-signal components correctly. In this chapter therefore, we
intend to develop electromagnetic (EM) code to model and characterize intercon-
nections’ discontinuity. We intend to investigate their response to excitations fur-
ther, and to determine to what degree they can inhibit signal dispersion. The chapter
is written based on two fundamentals, namely the interrelatedness of big data with
systems-on-chip (SoCs), and the second part that examines the propagations delay
response occurring on ICs due to interconnection parasitic and EM interactions. The
chapter therefore investigates the effects of interconnect parasitic and EM interac-
tions on propagation delay response with respect to big data highly integrated
large-scale ICs platforms. The concept of SoC with respect to big data is introduced
in detail, and a mathematical model to predict propagation delay based on an RC
model is examined. While the RLC model has been gaining popularity in recent
times to predict the effect of parasitics on ICs’ performance, this chapter instead
focuses on the RC model since the model is sufficient to predict the effects of
capacitive coupling and resistance on the delay time approximately. The intent is to
investigate the interconnections parasitic effect on the big data performance of ICs
to ascertain whether there is indeed a substantial delay. If the delay is substantial,
then signal distortion occurs, in particular where the propagation signal is the
communication of diverse and massive data across highly densified large-scale
servers that are built based on SoC technology.
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2 Big Data and System-on-Chips

The proliferation of big data with an unprecedented explosion of data traffic as a
result of diverse domain sources will definitely require flexible, robust and
decentralized network architectures to guarantee adequate and quick-response
storage, process, request, and query, for it to be sustainable and efficient. Though
the big data six latest developments industrial chain (namely data source or
extraction using sensor data; aggregation-based open source infrastructure using
either NoSQL or NewSQL data analysis and mining via unstructured data analysis,
or/and data visualization; cross-platform infrastructure; and finally, marketing and
advertising marketing applications [29]) comprises core technologies upon which
big data and its applications are based, its efficiency and sustainability may be
contingent on the response and speed of the densely integrated heterogeneous
interconnect sensors and high-speed computer servers. Data acquisitions requested
from these hyper-densified heterogeneous servers demand low latency roundtrip
and ultra-fast arrival time from the internet access workloads and massive data
technologies in order to support this deluge of big data. Moreover, the complexities
of the massive interconnected RF hardware chains simultaneously serving these
densified servers put more pressure on the possibility of relaxed latency, and much
more on energy consumption complexity.

The situation becomes more precarious as this massive RF hardware chain
increases in magnitude. Efforts are made at software level in connection with
communication capabilities with the intent to achieve relaxed latency, in particular
using many available and even novel machine learning algorithms to enhance the
speed of the highly densified multi-servers. However, inadequacies such as parallel
slowdown and race condition effects with respect to parallel programming rather
than the traditional human brain sequential way of thinking, render the software
solution inefficient [7]. Ultra-high density integrated multi-functional Si SoCs
enabled essentially to power big data technologies, backplanes, and IoTs to satisfy
sufficient bandwidth, latency requirements and avoid signal distortions are neces-
sities. While extreme densification of heterogeneous networks could be beneficial
for bandwidth enhancement, the need for more bandwidth cannot be
over-emphasized even in the face of offloading procedures for optimal performance
[5]. Little research has been reported at the level of hardware enhancement and
systemic performance efficiency.

3 Millimeter Wave

The mm-wave band provides promising wireless digital interface data rate capa-
bilities in excess of 20 Gbps [12]. The vast available bandwidth in this idle
mm-wave band is more than the sum total of all other licensed spectra available for
wireless communication [2]. This band has thus been standardized to facilitate a
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robust platform for the next generation of wireless multimedia applications. The
wavelength specifics (1–10 mm) of this band with attendant reduced form factor
support densification of low power, high-speed, ultra-high ICs and sensor networks
to support big data communication. As advances in SiGe and CMOS technologies
progress, highly integrated multi-chip alternative solutions in Si become progres-
sively realizable, thus making integrated mm-wave technology more attractive.
Indeed, the commercial success of SiGe technology can be attributed to its ability to
provide a very competitive integrated radio solution on a single chip using the
high-volume manufacturing capability of a standard CMOS processing fabricator.
This ever increasing, rapidly growing, expanding, and evolving wireless world with
new high-speed demands and technological breakthroughs has had a huge impact
on the market, such that laptops, personal computers, printers, cellphones, and
voice-over-internet-protocol phones, MP3 players at homes, in offices and even in
public areas are incorporating this wireless technology. It is then evident that the
exorbitant cost of deployment is not unconnected with the historical expensive cost
to implement the hardware operating at mm-wave frequencies.

Moreover, the systemic RF front end has been considered a substantial sphere of
risk with respect to yields and fabrication tolerances, because of the high costs of
implementation, semiconductor technology/chipset and packaging. Nonetheless,
technology breakthroughs, development and advances may be consolidated to
ensure cost cutbacks in semiconductor technology, packaging and implementation.
Since this technology is gradually becoming ubiquitous considering the
high-frequency application domain, the implication is that it is already on a
declining cost curve. Besides, current advances in semiconductor technology could
be supplemented for low-cost alternatives to warrant mm-wave wideband wireless
applications’ costs. The unending advances in integrated mm-wave packaging
technologies are driving different innovative and packaging alternatives that are in
turn driving low-cost solutions.

Si IC implementations of emerging 3D IC, ultra-high density catch memory on
multiple layers, and radio standards are promising smaller, lower cost next gener-
ation chips enabling mobility and feature-rich big data robust capability [31]. SoC,
which also consists of highly integrated AoP and AiP, is the most important
technology for next generation big data technologies. SoC makes it possible to
integrate all required circuits and devices on a chip, such that smaller and
lower-power tuners offer tremendously attractive solutions, while substantially
driving down costs. Today high-density, high-performance, large-scale servers
require large SoCs integrating multi-Gbps transceivers with clock data recovery to
handle large-volume multimedia data [56]. This requires high operating perfor-
mance and high package density with low cost and low power consumption. High
operating performance and flexibility for many applications demand extremely low
power consumption in spite of high throughput operation. Uses of dedicated
operation engines, vector pipelining operation and parallelism with low voltage
operation are well-known techniques to ensure low power yet high throughput
processing.
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4 MIMO Based on Millimeter Wave Technology

Multiple input, multiple output (MIMO) is particularly beneficial at mm-wave band
because of the smaller form factor as a result of the extremely short wavelength
specificity of this frequency band. Consequently, massive MIMO systems are not
only realizable in this band, but are reasonable as the antenna form factor dwindles
with respect to frequency. By implication therefore, highly integrated arrays of a
substantial bandwidth-gain product can be realized with a considerable reduction in
aperture size, in particular when compared with the microwave band of frequency,
since for instance the wavelength of a 60 GHz antenna is about 5 mm. According to
estimates, close to 70 antennas can be co-located on a single die, such that close to
200 antennas can be co-located on a serial array of about 0.5 m at a center reso-
nance of 60 GHz. Implementing MIMO technology based on mm-waves creates an
opportunity to co-design the antenna, the chip and the package such that the
single-chip radio combines an antenna with a single-chip die in order to evolve a
benchmarked surface installed device. Alternatively, it may be regarded as an
antenna integrated in a chip package. When highly IC technology is implemented,
both the board area of the antenna and the assembly cost can be saved [58]. The
performance of the resulting single-chip radio is thus maximized, with increasing
mass deployment capabilities. The benefits of this technology are compactness and
cost-effectiveness.

Such electrically small antennas exhibit very poor radiation efficiency, a sub-
stantial quality factor (Q-factor) and low available power [9, 53]. Substantial
radiation losses due to conductive current and substrate absorption and the near
effect of metal structures in the vicinity of the antennas (which influences the phase,
the magnitude and input impedance of the received signals) are other challenges
[17, 19, 26, 55]. There have been many challenges regarding system packaging
(due to high-resolution photo-lithography, accurate alignment, or high-precision
machining), simulation, physical realization, design, integration, complete system
testing, etc. Nevertheless, the advantages of a mm-wave single-chip integrated
antenna still drive a substantial amount of research to determine optimal alternatives
to solving these performance challenges. Tsutsumi et al. [52], for instance, intro-
duced a three-dimensional 60 GHz triangular antenna chip with the output and
input pad connected to a metal pad mounted on a substrate with bonding wires. The
result offered remarkably improved radiation efficiency as a result of the distance
created between the strong electric current and the chip.

5 Internet-of-Things

It is certain that the many existing available traditional software tools and hardware
environment are grossly insufficient to accommodate, manage, retrieve and process
the large amount of data required by big data technologies. Efficient conventional
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sensors and massive heterogeneous smart sensors could be beneficial by providing
additional and complementary process and storage platforms [34]. Interconnections
of several millions of internet-enabled smart sensors, otherwise known as IoTs with
low roundtrip latency, and minimum power consumption could serve as comple-
mentary but additional alternatives to support the existing software and hardware
tools. Figure 1 depicts the basic architecture of IoTs’ technology. The immediate
focus of this work is to examine the communication implications of IoT technology,
with a view to investigate the many available efficient alternatives for transmitting
the massive amount of data to the data centers. For optimal performance, it is
expected that the IoT technology design specifications must exhibit a reasonable
link budget, low power consumption, and finally, cost-effectiveness. To ensure a
reasonable link budget, available communication technologies will be reviewed.

5.1 Near Field Communication

Near field communication (NFC) is a two-way low-bandwidth wireless technology
that supports contactless data transfer in the neighborhood of 400 Kbps. Wireless
interaction of machine-to-machine and information exchange takes place in a range
of 0.1 m. It is a low-powered technology that supports transactions between elec-
tronic gadgets in particular through mobile payment systems (using Android pay,
Apple pay, or Samsung pay) such as smart phones, tablets, payment transaction
through contactless point of sale, etc. Unfortunately, the data rate capability of
technology of less than 500 Kbps makes the technology inadequate for a big data
system because of the low-bandwidth limitation. The NFC technology relies on
near field EM induction, the region of which experiences a dominant magnetic field.
Because the magnetic field density is high in this region, the performance is limited

Fig. 1 Basic IoT system technology
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by a short link budget of a few centimeters. Moreover, the EM compatibility
(EMC) effect is significant. To be adaptable for big data, hundreds of billions of
interconnections may be required in order to increase the channel capacity, and also
accommodate such massive data. In effect, the cumulative effect of the EMC may
be dysfunctional to optimal performance of NEC technology with respect to big
data hardware resources. The drawback of such a scenario is expected to become
obvious as its deployment enters the mainstream in the next few years. To address
these shortcomings, attempts to forestall such a scenario are being made. For
instance, Kim et al. foresaw this shortcoming and hence proposed near field MIMO
based on heterogeneous multipole antenna arrays [27]. Their resulting design
successfully enhanced channel capacity and reduced crosstalk between the trans-
mitter and receiver.

5.2 Radio Frequency Identification

Radio frequency identification (RFID) is wireless technology consisting of a
miniaturized IC chip and an antenna. While this electronic device is not different
from the magnetic strip on an ATM card, credit/debit card, or a bar code in terms of
application, purpose and object identification, the alignment problem between the
reader and the tag, reminiscent of what is obtainable in these above-mentioned
applications, is uncommon with RFID. It exhibits a good budget link range of
0.0001–0.2 km [6]. However, it has a low data rate capability, besides the usual tag
and/or reader collision challenges, occurring because more readers overlap, as a
result of simultaneous queries.

5.3 IEEE 802.15.4

Wireless home automation networks standardized by IEEE 802.15 wireless task
group 4 are low-power, low data through-put technology predicated on
battery-powered RF transceivers. The applications include ZigBee, z-wave,
6LoWPAN, Thread, Wavenis, INSTEON, etc. On average, they demonstrate low
data throughput in the range of 20–250 Kbps, and a link budget of about 10–50 m
for indoor and 45–1000 m for outdoor operations. They operate at an average
frequency band of 433 MHz–2.4 GHz. Though these applications are similar,
nonetheless there have been considerable differences in terms of physical/link
layers, network/application layers, communication modes, implementation size,
modulation technique, expected latency, etc. Notwithstanding this, they
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demonstrate low latency on average, except the emerging INSTEON and its
derivatives with an average latency of between 100 and 200 ms, and will conse-
quently pose a significant challenge when deployed for big data.

5.4 Cellular Technology

IoTs requiring a good link budget essentially rely on cellular technology such as
GSM, 3G, or 4G (Long-Time Evolution LTE, Long-Time Evolution—Advance
LTE-A). The link budget ranges from 40 km to close to 200 km for high-speed
packet access. The technology demonstrates wider coverage, high-speed data
throughput, low latency, and enhanced bandwidth, in particular for LTEs with a data
throughput of about 3–10 Mbps. However, it operates at lower frequency bands of
the spectrum, such as 900/1800–1900/2100. These frequency bands cause the elec-
trical length of the antennas to be large in terms of their aperture size, thus making
highly integrated circuit nearly impossible. Deployability as IoTs for big data may
pose a significant challenge in terms of hardware technology of their ecosystem.
Furthermore, the power consumption is enormous, and the cost may be exorbitant.

5.5 WiFi and RF Technology

Low cost, low power consumption, higher data throughput and long link budget
connectivity are competing design requirements to implement successful highly
densified IoTs for big data environments. In order to transmit massive data to the
large-scale servers (gateway), alternative robust connectivity such as that offered by
Bluetooth, WiFi (2.4/5.8 GHz), and the emerging 60 GHz technology, otherwise
called sub-wavelength transceivers, provides better data throughput, higher speed
and low cost. The 2.4/5.8 GHz support data throughput of 0.5–1 Gbps, a link
budget of less than 100 m and reduced power consumption. While the antenna form
factor of 5 GHz is reasonable, the 2.5 GHz aperture size is substantial and requires
higher power consumption. 5.8 GHz transceivers support higher channel bandwidth
with an attendant low link budget, selectivity, and sensitivity limitations. They also
demonstrate inferior penetration. The congestion of the 2.4 GHz spectrum due to
many competing applications causes considerable EMI infractions from neighbor-
ing applications.

To satisfy the big data requirement of ultra-high speed and highly integrated
connectivity SoCs using IoTs, emerging mm-wave radios will be appropriate.
Channel bandwidth in excess of 12 GHz, substantial data throughput of about
1 Gbps, good narrow-band transmission capability and reasonable power con-
sumption are the many advantages of sub-GHz radios. Because of their extremely
small form factor and advances in Si technologies for scalability, highly densified
integrated transceivers can be realized.
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6 Integrated Antenna and System-on-Chip
Transceiver Chipset

A CMOS exhibits optimal integration alternatives and is cheapest. Device scaling
via bandgap shrinking and thinning of Ge with respect to Si permits optimal per-
formance enhancement in terms of low cost, single-chip integration capability and
lasting battery life. Research continues on semiconductor materials on Si [40], with a
focused interest in the development of transistor-scale heterogeneous integration
processes to combine high-power CS devices intimately with high-density Si CMOS
circuits, in order to proffer solutions or alternatives to numerous challenges facing
today’s engineers and research scientists attempting to offer low-cost, efficient and
tunable designs. CMOS technology applications (including the RF front-end) are
ubiquitous and gradually becoming standard practice at 10 GHz and below. SiGe is
an advanced technology over the traditional Si mainstay semiconductor technology.
Being a state-of-the-art technology, it offers improved and optimized power con-
sumption capability, a reduced number of external components, better sensitivity,
high speed, better gain and an enhanced dynamic range. The design of the antenna,
in particular its integration, becomes much easier at 60 GHz, as its size is in the
neighborhood of 5 mm. Thus, the integration of such an SoC into a package
becomes less cumbersome. Unfortunately, the antenna performance metrics in terms
of beamwidth, impedance bandwidth, antenna efficiency and directive characteris-
tics are degraded as a result of the reduced form factor. Substrate low resistivity, high
permittivity, surface waves and thickness are factors that depreciate their perfor-
mance profile. The radiation efficiency degrades with respect to the choice of sub-
strate. AiPs offer a promising and more efficient alternative.

7 Antenna-in-Package

The AiP alternative is a contemporary unconventional and vital success in wireless
systems’ miniaturization. The AiP solution, unlike AoP, is identified as the utmost
auspicious antenna alternative for extremely integrated mm-wave applications,
albeit at short-range but very high-speed wireless communications. This is because
of the available broad bandwidth [3, 13, 20, 28, 30, 38, 39, 44, 52, 60, 65]. It
alleviates the difficulties in interconnections between the chip and antennas, as well
as the motherboard [42, 62]. The interconnection can be accomplished by using
either the flip-chip or wire-bonding technique. Both interconnection techniques are
implemented based on inductive interconnections and exhibit optimal frequency
bounds, notwithstanding interconnection via capacitive- or EM-coupling tech-
niques. The two coupling techniques are deployable where and when necessary.
These are the very reasons why the AiPs have outperformed the AoCs, and are
considered superior, in particular in terms of low cost, compact size, high gain and
radiation efficiency [35].
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8 Antenna-in-Package Technology

As advances in SiGe and CMOS technologies progress, single-chip alternative
solutions in Si become progressively realizable, thus making integrated mm-wave
technology more attractive. The short wavelength specificity of the mm-wave band
allow antennas to be integrated on a chip or embedded within a package. Thus, a
large number of antennas can be combined in a densely integrated radio die.

The implementation can be done in either horizontal geometry or vertical type,
as illustrated in Fig. 2 and further illustrated in the work of Zhang and Duixian [59].
As a result, AiP has been identified as the most promising alternative antenna
solution, in particular with respect to its inherent enormous impedance bandwidth,
extremely high speed, reasonable gain and substantial data throughput. For
instance, considerable bandwidth efficiency is achievable by prototyping a planar
antenna radiating element on a superstrate [4, 10, 18] or suspending an antenna
element in air [14]. In a bid to achieve further low-cost integrated mm-wave AiP
solutions, a proof-of-concept antenna prototyped on fused silica was developed, and
is suitable for mass production as reported by Pfeiffer et al. [38]. A similar design,
prototyped on different packaging, was realized in the work of Huang and Went-
zloff [21]. The realized cavity-backed folded dipoles demonstrated a robust radia-
tion efficiency well above 90%, a gain of 7 dBi and an impedance bandwidth greater
than 20 GHz.

In Fig. 3a a conceptual build-up of AiP based on a land grid array by IBM is
presented [38, 38]. The antenna is flip-chipped using wire-bonding interconnect.
The Toshiba research group also implemented an AiP solution using wire bonding
[65], as demonstrated in Fig. 3b. The bond wires interconnect the chip input-output
(I/O) pads and the substrate in such a way as to form a 3D triangular loop shape
[63]. A similar procedure as shown in Fig. 3c was employed by NTU Singapore,
also using bond wire [63]. Interconnections to interface the chip to the package is
done by using the bond wires or flip-chip. It is evident that transmission losses due
to discontinuity, bends and junctions are unavoidable as the excitation signal
propagates along the interconnections. The effect of this becomes significant in the
mm-wave spectrum, which is the subject of consideration in this chapter, in order to
provide a robust platform for big data, and thus has a considerable influence on
performance in terms of speed and data throughput. Though flip-chip technology
yields a better performance profile compared to bond wire, bond wire is robust,
tolerant to chip thermal expansion and cost-effective. Because of the severity of this
problem, several alternative solutions to ameliorate the challenges have been pro-
posed and novel solutions are being investigated. The common solution is to reduce
either the interconnect length of the bond wire or the chip-package inter-spacing.
However, reduction of the bond wire length is limited by manufacturability pro-
cedures, whereas wider chip-package spacing must be maintained to enhance the
performance, especially in the mm-wave band.
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Fig. 2 An AiP solution a horizontal, b vertical [62], c flip-chip mounted IC with open cavity,
d flip-chip mounted IC with closed cavity, e encapsulated AiP top view [23], f encapsulated AiP
bottom view, g encapsulated AiP landing view [63], h encapsulated AiP exploded view [61, 63]
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Zhang et al. [63] introduced Budka’s bond wire compensation scheme (shown in
Fig. 4) to mitigate the effect of transmission loss as the frequency increases at
mm-wave frequency, whereas a 3D triangular loop was proposed by Toshiba
engineers, as shown in Fig. 4b. Toshiba engineers indirectly elongated the inter-
connection between the chip and the substantial electric current by following a
triangular loop in order to accommodate sufficient distance between the chip and
the package such that the strong electric current along the path decays while
simultaneously maintaining compactness. Figure 4a depicts the compensation
technique introduced by Zhang et al. [63] using Budka’s bond wire compensation
scheme. Though these alternative solutions were able to reduce transmission losses,
the EMI problem is largely unsolved and solutions for transmission losses proposed
by these research projects have not been standardized by any professional body.

Fig. 3 AiP configurations a IBM [38, 39], b Toshiba, c NTU [63]
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9 Electromagnetic Interference Implications
of Interconnections

When RC interconnection lines are etched on a substrate, as shown in Fig. 5b, the
planar interconnection structure is similar to a radiator, such as a passive trans-
mission line or an antenna. As these transmission line structures bend, discontinue,
terminate abruptly or form junctions, fringing fields are created, in particular when
spacing between the interconnection structures and the subsequent conductive
layers is interleaved with a dielectric material. The radiation characteristics of these
structures increase their interference susceptibility to EM fields emanating from the
structure upon excitation. To understand this phenomenon better, a few methods of
analysis are often used to investigate the EM interaction challenges on the circuits.
Analysis using transmission line coupling theory based on injected EM has been
popular in the past. Because of the inefficiency of this analysis, alternative solutions
based on a full-wave technique predicated on 3D finite-domain time-domain
(FDTD) codes are now commonly used. Though the FDTD methods are accurate,
they require considerable computational resources in particular when applied to
high-speed, high-gain, and, large-scale big data hyper-performance server plat-
forms, as are discussed in this chapter.

To proffer alternative efficient solutions, diverse methods have been proposed, as
reported in many publications. Rather, we propose a delay response extraction
model based on the equivalent circuit representation of the interconnected structures
on multi-layer substrates. A matrix-based extraction algorithm is employed using
externally applied field coupling excitation as a result of current sources (ii) and
applied voltages (vi) across the interconnections. While this method investigates the
time delay response on the long RC interconnection lines in the vicinity of EM
interactions, we will focus on the implications of RC interconnection delays (for the

Fig. 4 Budka’s bond wire compensation scheme [63]
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purpose of brevity) as demonstrated in Sect. 10, and rather interpolate the effect of
EM interactions on circuit delay using the work of Shen et al. [46] and Tang et al.
[49]. We go further to validate these interpolations using 3D EM numerical code
based on advanced numerical methods. Our interpolation indicates that the avail-
ability of passives in the vicinity of the RC interconnect lines depreciate marginally
the gain of the would-be antenna oriented in parallel to these interconnect lines.
This gain may seem marginal, but the effect is catastrophic, since the gain of the
traditional antenna on/in-package on silicon substrate is intrinsically in the negative
territory owing to high substrate permittivity and low resistivity of the dielectrics. In
addition, the RC interconnect lines are capable of shifting upward the resonance
response of integrated antennas due to EM interactions and fringing effects. The
metallization thickness of the interconnect passives on the dielectrics substantially
affects the transmission gain, such that its increase substantially reduces the
transmission gain. Moreover, the EM radiations from the interconnects affect the

Fig. 5 A typical cross-section schematic diagram showing hierarchical contacts, interconnects
and vias. a yz-plane, b xyz-plane interconnect [15, 43]
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CMOS functionalities due to EM interactions. The side effect of the EM interac-
tions is also evident between I/O adjacent interconnect coupling lines with respect
to signal integrity, such that the signal propagation becomes weaker. This side
effect causes crosstalk between adjacent channels. The effect gets worse in the
mm-wave frequency spectrum and for a high-speed data network capable of sup-
porting big data server platforms.

10 Analysis of Interconnections

Interconnects are conductive wires or flip-chips that interconnect functional circuit
elements and devices. It is evident from the above sections that either low-cost bond
wires or flip chips are the standard procedures employed to connect the lead frame
to the on-chip electronics. These interconnects consist of resistance, capacitance
and inductance. As a result, these identified intrinsic components introduce a
capacitive, resistive, and inductive parasitics contribution. By implication, side
effects such as power distribution challenges, energy consumption, delay, trans-
mission losses due to bends, junctions, discontinuities and noise are common
occurrences with attendant system unreliability. As feature size reaches <0.35λ
microns, the parasitics effect becomes substantial, with associated poor signal
propagation integrity along the interconnects. The computational run time becomes
significant, with undesirable trade-off in terms of accuracy. Figure 5a depicts a
typical cross-section of a backend structure, showing different interconnections,
contacts and vias in hierarchical topography. Global interconnects known to have
low resistivities usually travel above the local interconnects plane and much longer
distances across different circuit elements and devices. However, the local inter-
connects do not travel over long distances because of their higher resistivities.
Figure 5b demonstrates RC analysis of interconnect structures on the SiO2 layer. It
is anticipated that if global interconnects should travel a longer distance, the dis-
continuity effect, transmission loss, delay, and signal distortion will be consider-
able. To confirm these assertions, we present the parasitic characterization effect of
interconnections based on equivalent circuit representation of interconnections
depicted in Fig. 6. Consider an IC with m number of conductors and dielectrics.
Assume that both the conductor surfaces and the dielectric interface are discretized
into n cells (or tiles), where n = nc + nd such that nc is the number of cells on the
conductors, and nd is the number of cells in the dielectrics. Let the length of each
interconnection be LI. It is expected that that a charge qi will be uniformly dis-
tributed on each cell (i) when potential is applied across the two conductors xi
interspaced with a dielectric interface.
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Applying Gauss’s law, the charge distribution on n cells can be determined. The
charge contribution on a cell j to the potential at the center of cell i is as stated in
Eq. (1).

v2 qiPið Þ=0

qi v2.Pi

� �
= qi

∂
2Pi

∂x2
+

∂
2Pj

∂y2
+

∂
2Pk

∂z2

� �
=0

∂
2Pi

∂x2
=

Pi+1, j, k − 2Pi, j, k +Pi− 1, j, k

Δx

Fig. 6 Equivalent circuit of a typical cross-section interconnect. a xyz-plane, b yz-plane, c xy-
plane
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where

ii xi, tð Þ− ii xi +Δx, tð Þ=CiΔx
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ii x, tð Þ, ∂
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∂x2
vi xi, tð Þ= −RiCi

∂
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Pij =
qi
aj

Z
aj

1
4πε0 xi − x′k k da

′

ð1Þ

Pi xið Þ=Pi1q1 +Pi2q2 +⋯+Pinqn ð2Þ

Pij ≈
1
aj

Z
cell j

1
4π xi − x′k k da

′. ð3Þ

Equation (2) is the potential (Pi) at the center of the i-th cell with respect to sum
of the contribution on all other n cells on the surface of the conductor. Similarly, the
displacement field difference normal to the center of the i-th dielectric interface cell
is as stated in Eq. (4), in particular as cell i lies at the dielectric-dielectric interface
with dielectric constants ε1 and ε2.

ε1
∂vi xið Þ
∂ni

− ε2
∂vi xið Þ
∂ni

=0 ð4Þ

Substitute Eq. (4) into Eq. (2) while evaluating the potential gives Eq. (5),

ε1Ei1 + ε2Ei2 +⋯+ εjEij +⋯+ εnEin =0 ð5Þ

where

Eij ≈ ε1 − ε2ð Þ ∂

∂ni

1
aj

Z
cell j

1
4πε0 xi − x′k k da

′. ð6Þ

Simplifying Eq. (6) gives Eq. (7). Equations (2) and (5) are re-expressed in a
matrix form and as shown in Eq. (8).
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Dii ≈
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Further simplifying Eq. (8) gives Eq. (9).

v

0

� �
= q½ � P

E

� �

⇒Aq⃗= b ⃗
ð9Þ

where i ≠ j, and A is a dense matrix equivalent to the number of cells × the
number of cells. Thus, the capacitances of line-to-other-line, or the coupling
capacitances (CI) are given in Eq. (10)
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� �
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v
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� �

CI½ �= q½ � v
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0
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j
Lj

∑
n

j
WjHj

ð12Þ

The total capacitances (CT) with respect to Fig. 5b are as stated in Eq. (11),
whereas the equation to determine the line resistances of the interconnects is stated
in Eq. (12), where Xox is the oxide thickness, kI is the factor responsible for the
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substrate fringing field, ρ is the interconnect resistivity, and εox is the dielectric
permittivity of the oxide. The second term of Eq. (11) represents the
substrate-to-line capacitance. To determine the delay time (τL) using τL = 0.89
RC gives Eq. (13).

τL =RijkI CI½ �+ εoxε0

∑
n

j
WjLj

Xox

0
BB@

1
CCA ð13Þ

The sizes of W and LS are contingent on the feature size and lithographic
capabilities. It is not uncommon to see a few laboratories running lithographic
technologies with etching capabilities around 45–180 nm. In this work, we assume
Xox = 0.18λ micron and H = 0.045λ micron.

11 Performance Metrics of Interconnections

Figure 7 depicts the performance metrics of RC line interconnections. In Fig. 7a,
the delay time against the line resistance is plotted. It is evident that the delay time
increases as resistance increases, in particular as the line length of the wire inter-
connection increases. The delay time also increases as the line width decreases.
A steep time delay response is observable in the medium to long range as the line
length increases. Figure 7b demonstrates the effect of total capacitances (CT) on the
delay time. The delay time responds rather sharply in a short time to about
200 fF/mm, and subsequently increases steadily to the medium and long range. The
influence of the line-to-line capacitance (CI) on the response time is dominant.
Interestingly, the capacitance is in a way influenced by the degree or extent of the
dielectric permittivity. Low dielectric permittivity lowers the delay as a result of the
RC wire interconnection. It also lowers the power consumption and crosstalk. Once
these interconnection lines are energized, the propagated energy from the source
down the line dissipates owing to line loss as the power propagates along the RC
line, with attendant reduced data throughput. Tapering the cross-sectional area of
the RC interconnection lines (but not below the line effective resistance) improves
the response time, in particular in the medium to long distance. The delay time
becomes considerable as the interconnection line length increases, as demonstrated
in Fig. 7c. The delay times also appreciate as the resistivity of the lines increases
with increasing length. The delay time is almost linear until the line length is about
5 mm, after which the response becomes progressively steeper. The response
gradient is only contingent on the feature size as depicted. The gradient is highest in
the case of a feature size of 45 nm, and lowest at 180 nm. Therefore, the delay time
will remain a challenge as the lithographic technologies progress. Figure 7d is a
graph of delay time versus wire width (in mm). The delay response appreciates as
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the interconnection wires increases. This effect stabilizes at W = 1 µm, and sub-
sequently mildly linearizes at 0.0001 <τ> 5 psec. The RC delay curve character-
istics stipulate its response dependency on the resistive and capacitive
contributions. Though their effects on the delay time vary from short, medium and
long distances of the interconnections line length and width, the delay specifically
impedes the circuit speed performance and data throughput capability. The longer
the line length, the more the delay, and also the power consumption.

12 Performance Improvement of Interconnections

It is evident therefore that the delay response on RC interconnection lines is sub-
stantial. It is also obvious that the crosstalk noise is unavoidable because of the
presence of EM interactions on the lines. Distortion tendencies of this effect on the
communicated data are supported by Tang [50] who observes byte-swap of the
most significant byte of a counter owing to EM interactions. He further points out
that the EMI problems affect both high-speed and low-speed systems. Dynamic
power consumption consequently occurs and increases with RC interconnection

Fig. 7 Performance assessment of interconnections. a Delay versus CT, b Delay versus R, c Delay
versus line length, d Delay versus W
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length. Figure 8 demonstrates the performance enhancement possibility of these
interconnections with respect to the feature size progressions. It is clear that
silver-etched RC interconnects demonstrate overt enhancement compared to copper,
followed by aluminum. While silver could be expensive, aluminum exhibits sub-
stantial delay in the neighborhood of 40% of the signal propagation delay. While
copper demonstrates brilliant enhancement over aluminum, the lithographic etching
process using copper is very challenging with respect to the low dielectric constant
and low-k materials of wire isolation projections of the National Technology
Roadmap for Semiconductors.

The large power consumption by the RC interconnect lines, along with a con-
siderable amount of delay, makes them inefficient for use in high-speed networks.
Hitherto, traditional medium-to-long-distance interconnects have often been sub-
divided into several repeaters to improve the delay response. Instead, transmission
lines with copper interconnect traces demonstrated enhanced delay response and
faster signal propagation, with moderate power consumption even when the
transmission line interconnects were longer, and where repeater technique was
employed. However, the relatively wider surface area of the traces in transmission
line interconnects (compared to the RC interconnect structures) leads to extremely
large CI as the number of transmission line interconnects multiply as exemplified in
highly heterogeneous large-scale and high-speed servers. Though transmission line
interconnects enhance power consumption of long interconnects and also improve
the delay response, the increase of CI on the flip side circumvents the advantages
otherwise achieved. Therefore a compromise becomes mandatory in the light of the
signal propagation delay challenge to either target to improve delay response or
save power consumption. The medium-to-long interconnects could be replaced with
transmission lines to improve power consumption, whereas the delay response time
could be improved by replacing the longer interconnect lines on critical paths with
transmission line interconnects.

Fig. 8 Performance
improvement of
interconnections delay
response
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13 Coupling Techniques of Interconnections

Inefficient power coupling via the interconnections to the ICs degrades the ICs’
performance to a large extent owing to substantial signal propagation losses. Poor
matching; losses due to bends, junctions, discontinuity, and abrupt changes along the
interconnection lines; high substrate permittivity and coupling of power-to-substrate
modes owing to surface waves are a few of the many factors responsible for signal
degradation as a result of poor coupling. The signal distortion becomes so significant
that accurate data transmission cannot be ascertained. Incidentally, the efficiency of
the coupling techniques is a measure of the chip-to-substrate gap relative to the
height of the chip. Various efforts to ameliorate these problems have been reported in
the literature, with many of them bedeviled by numerous challenges. In this section,
we identify the types and determine their advantages.

13.1 Traditional Wire-Bonding Interconnection

Thermal and electrical properties coupling to ICs via bond wires have been inef-
ficient because of poor impedance mismatch and insertion losses with respect to
signal propagation along the interconnect structures. The mismatch creates a
bonding circumference about the soldered joint that restricts the channel bandwidth
aggregate data throughput. Besides, the effect also limits the speed performance for
data transfer because of insertion losses. Importantly, the bond wire invariably
induces (1) considerable signal time delay, which increases with an increase in I/O
count, (2) a significant inductance contribution, which increases with an increase in
signal frequency, and (3) very high power dissipation.

13.2 μB Technology Interconnections

μB coupling technology was subsequently introduced as an efficient alternative
solutions to wire bonding. However, the interconnection coupling based on this
technology using either gold bumps or copper solder makes the resulting circuitry
very bulky and unfit for highly integrated antenna on/in-chip systems. In essence,
these seeming alternatives exhibit deficiencies with respect to their higher vertical
stacked density of interconnection when compared to bond wire interconnections.

13.3 Through-Si Vias Interconnections

The through-Si vias (TSVs) support 3D IC integration to facilitate high bandwidth,
system scaling, low power utilization and good systemic performance. The

Electromagnetic Interference and Discontinuity Effects … 203



resulting chips with TSV coupling interconnects are miniaturized owing to tech-
nology that relies on the vertical stacking of the ICs and uses TSVs to interconnect
the chips along the shortest paths. The interconnection lengths are thus reduced
with attendant enhanced delay time and reduced power utilization. The technology
is notorious for high frequency loss that eventually degrades the system perfor-
mance through EM interaction effects, as several interconnection traces are crowded
into limited 3D space. Proximity and skin effects become prominent as frequencies
increase, thus creating alternate current paths.

13.4 Capacitive Coupling Interconnections

Technology pull to satisfy low noise requirement, high bandwidth, low power and
low delay design considerations now poses a need for alternative coupling inter-
connect technology for highly densified and high I/O bandwidth chips. The alter-
native coupling to support highly integrated large-scale multi-gigabits ICs with
miniaturized chip area, increased packaging density, high pin counts, and extremely
low power utilization can certainly not be met by traditional bond wire-based
electrical interconnects. As the scaling of CMOS technology continues, this tech-
nology pull can only increase in monumental proportions. Contactless (proximity)
power coupling proves to be robust especially when compared with the traditional
low-speed bond wire interconnects. Capacitive (AC) coupled interconnects based
on contactless technology circumvent the mechanical limitations of other contact
interconnect technologies. However, testing becomes onerous as the pitch decreases
in order to satisfy the standoff height requirement in the face of escalated growth of
I/O signal connections. The reliability of the trench geometry is another cause for
concern, in particular since the coupling element density and its performance are
dependent on the height of chips’ substrate gap. The side effect is the degradation of
the coupling element performance with respect to the square of the gap height.

13.5 Inductive Coupling Interconnections

Inductive coupling interconnect technology also employs contactless (proximity)
coupling technology in the similitude of the capacitive coupling interconnects. It
permits medium-to-long distance power coupling between chips. The extent of the
distance of coupling is dependent on the inductor layout area as well as the driven
current. While the capacitive coupling interconnects use the capacitance occurring
between the dielectric interleaved two conducting plates representing the chip metal
traces and the substrate ground, the inductive coupling interconnects rather rely on
the separate interfaces through vertically stacked structures. Thus, it is
current-driven as against voltage-driven capacitive coupling interconnect
technology.
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14 On-Chip Radio Frequency Signal Propagation
Enhancement Techniques

14.1 Effects of Grounding

When a substrate is grounded, it is connected to the ground plane (which could be
solid or mesh) through vias. The Ohmic connection is thus established between the
ground plane and the substrate, unlike that obtained in the floating substrate.
Usually, the rate of decrease of dielectric space between the interconnect passives
and the ground conductor creates more proximity effects. These effects cause the
concentration of part of the return currents directly below the interconnect passives.
The effect of this becomes substantial at the mm-wave frequency spectrum. The
interconnect resistance (R) reduces considerably as the interconnect passive ground
plane space increases. Thus, the propagation signal delay and the IC power uti-
lization improved. An increase of substrate conductivity further increases this
performance profile. The use of tiled Si has proven to offer comparative advantage
over single-chip Si in terms of interconnect delay enhancement [16].

14.2 Effects of Guard Rings

I/O interconnect structures experience high signal propagation delay, especially
when they are large in number as applicable to densified highly integrated
large-scale server platforms for big data communication. Often, the delay is due to
the radiated EM interactions and near field coupling. Theoretically the guard ring,
when carefully implemented, has the capability to shield the interconnect line
passives from the radiated EM interactions and near field coupling. Figure 9 is a
typical example of a guard ring. While Fig. 9a depicts the geometry of the guard
ring in the xy-plane, Fig. 9b demonstrates the implementation on a substrate in the
xyz-plane with its equivalent circuit. The mutual capacitive contribution is created
because of the capacitive coupling field between these many interconnect passives.
In effect, the delay time depreciates with an increase in CT. In principle, the par-
asitic effects due to the capacitive contributions with respect to electric field lines
between the interconnect passives terminate owing to low potential (as the guard
rings creates a low impedance path to ground) of the grounded guard rings. In
effect, the EM field interactions between these interconnect passives are thus
confined such that the capacitive contributions cancel out. This reduces coupling
and hence improves isolations and delay time. Table 1 review the reported impli-
cations of the guard ring technique on performance enhancement of interconnection
delays, in particular when or not the guard ring is grounded. Findings indicate that
isolation becomes substantial when the guard ring is grounded, and inferior
otherwise, as reported by Xu and Wang [54]. Generally, the application of the guard
ring technique adds value to the improvement profile of the delay time by
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Table 1 Performance improvement using guard ring

Authors Frequency Feature size Isolation dB

Zhang et al. [64] 400 MHz–
40 GHz

130 nm 10–30

Noh et al. [65] Not stated 200 μm 31.8
Xu and Wang [54] 10–20 MHz 0.23 mm 7–11 (No grounding)

10–15 (With grounding)
Kim et al. [25] 10 MHz 10 μm 19

10 GHz 50 nm 7
Tsai and Ker [51] Not stated 0.6 μm @

5 V
Not stated

Shen et al. [46] 0.04–10 GHz 0.18 μm Varying guard ring width:
15–50
15–50 to victim distance
15–40 aggressor to victim
distance

You and Huang [57] 55.7 GHz 90 nm Not stated

Fig. 9 Guard ring improvement technique of interconnections. a xy-plane geometry, b xyz-plane
geometry and its circuit interpretation [57]

206 S.S. Olokede and B.S. Paul



T
ab

le
2

Pe
rf
or
m
an
ce

im
pr
ov

em
en
t
us
in
g
E
B
G

A
ut
ho

rs
Fr
eq
.

(G
H
z)

T
ec
hn

ol
og

y
Pa
ck
ag
in
g

Is
ol
at
io
n
dB

Pa
rk

et
al
.
[3
7]

0–
20

D
ou

bl
e-
st
ac
ke
d
D
S-
E
B
G

is
em

be
dd

ed
be
tw
ee
n
th
e

po
w
er

an
d
gr
ou

nd
L
T
C
C

+
10

μm
G
ol
d

+
D
S-
E
B
G

−
10

0
@

3.
5–
6
G
H
z

Sh
ah
pa
rn
ia

an
d

R
am

ah
i
[4
5]

0–
15

N
on

-s
ym

m
et
ri
ca
l
E
B
G

st
ru
ct
ur
e
+

hi
gh

di
el
ec
tr
ic

m
at
er
ia
l
em

be
d

T
op

la
ye
r:
H
ig
h
di
el
ec
tr
ic

m
at
er
ia
l
ε r

=
30

−
70

@
10

G
H
z
w
ith

E
B
G

B
ot
to
m

la
ye
r:

E
B
G

im
pl
em

en
te
d
on

FR
4

−
45

@
10

G
H
z
w
ith

ou
t

E
B
G

R
og

er
[4
1]

0–
12

Pa
ra
lle
l-
pl
at
e
w
av
eg
ui
de

(P
PW

)
in
te
rl
ea
ve
d
w
ith

2
di
el
ec
tr
ic

la
ye
rs

+
E
B
G

C
on

ve
nt
io
na
l
PC

B
−
10

0
@

3–
7
G
H
z

A
bh

ar
i
an
d

E
le
ft
he
ri
ad
es

[1
]

0–
12

FR
4-
ba
se
d
PP

W
+

E
B
G

su
rf
ac
es

C
on

ve
nt
io
na
l
PC

B
−
90

@
3.
8–
4.
2
G
H
z

w
ith

E
B
G

−
43

@
8
G
H
z
w
ith

ou
t

E
B
G

M
a
et

al
.[
32
]

9–
16

PC
B
-b
as
ed

E
B
G

w
ith

vi
a

C
on

ve
nt
io
na
l
PC

B
>
−
40

w
ith

E
B
G

<
−
30

no
E
B
G

Electromagnetic Interference and Discontinuity Effects … 207



increasing isolation and thus reducing capacitive coupling. The use of the guard
ring-to-victim distance, and guard ring-to-aggressor-to-victim distance substantially
improves the effect of the guard ring on isolation enhancement. Unfortunately, the
effect of the guard ring on the isolation function improvement depreciates with an
increase in frequency (Table 2).

14.3 Effects of Shielding

It has been documented in Sect. 11 how total capacitance (CT) affects the delay
response time, in particular in Fig. 7b. Applying the shielding technique reduces the
effective capacitance of the RC interconnects. Theoretically, it is expected that the
resistance of the interconnect structure will obstruct the propagation signal through
the interconnect, thus partly shielding CT, and eventually enhance the delay
response. In principle, the capacitive coupling occurring along a segmented RC
interconnect passive will be marginal, provided the spacing is small in distance and
cross-sectional area. Hence, such a capacitive coupling function may not be sub-
stantial enough to change with respect to orthogonal interconnect utilization [33].
The concept is such that when the RC interconnect passives are signal lines seg-
mented in interdigitated form, and perhaps grounded, such interconnect line pas-
sives are isolated from the neighboring passives. The consequence is that capacitive
coupling is eliminated because the technique will inadvertently screen the inter-
connect line passives [33]. However, a glitch voltage appearing across the inter-
digitated spacing is a challenge. Importantly, increasing the frequency of operations
substantially increase the series resistance along the passive, thus depreciating the
efficiency of this technique.

14.4 Effects of Decoupling Capacitor

Figure 10 depicts the fundamentals of the decoupling capacitor technique, where RS

is the insulation resistance of the interconnection line passives, R is the equivalent
series resistance of the interconnecting coupling parasitic, and CT is the total
capacitances occurring between the interconnect lines, as depicted in Fig. 10a.
Theoretically, the frequency response shown in Fig. 10b increases as the impedance
function of the interconnect coupling capacitance CT decreases monotonic-wise as
depicted by x. Essentially, resistance R flattens the impedance function as its value
increases; the value increases as frequency increases with respect to an increase in
L. The overall effect of this technique reduces the IR drop, and hence improves the
delay response and power utilization.
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15 Optimization Techniques to Mitigate EMI at Process
Level

A sizeable number of optimization techniques to minimize the EMI parasitics on
circuit propagation delay of systems on/in-chips (SiCs/SoCs) have been reported in
the literature. Removal of the EMI source(s), if it were possible, would have been
the optimal solution. Owing to the impossibility of this method, the only feasible
available alternatives, such as protecting (shielding) the affected interconnects lines,
are only palliative measures, though research on solving these challenges continues
at the modelling level, circuit level, board level, and even at the interconnect lines.
This chapter addresses EMI and discontinuity effects on propagation delay that may
disqualify SiCs/SoCs as promising solutions to integrate high-speed and large-scale
servers to support massive data owing to slow speed, anticipated signal distortion
and low return latency. However, stereotyped focus on the interconnect EMI
optimization alone may not yield a holistic solution to this challenge. Therefore, we
will focus more on the review of existing optimization techniques at interconnect
line level (while we periodically proffer solutions at circuit level), empirically assess
the efficacy of these alternatives, and finally make our judgment on the reliability
and efficacy of such optimizations.

Fig. 10 Concept of
decoupling capacitor
improvement technique of
interconnections.
a Equivalent circuit,
b Decoupling response
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15.1 Fibre-Optic Alternative to Interconnect Lines

RC interconnect lines or transmission line passives (traces) behave like antennas
(with increased tendencies to radiate as the interconnect line increases) upon
excitation when the passives are supposed to transmit the current. This effect
worsens when high-speed signals are propagated through such interconnect pas-
sives. To minimize such occurrences, the passive lengths and the ratio of passive
width to substrate thickness (w/h) must be controlled. A value of w/h in the interval
between 1 and 3 is expected to reduce the passives’ radiation, and become
unpredictable subsequently. Alternative techniques, such as effective EMI filtering,
ground copper fills of unused trace areas (to prevent floating interconnect lines),
short ground return interconnects, avoidance of 45° angled interconnect lines,
avoidance of stubs on the lines, transient shields, trace separation, setting ground
pour directly underneath the lines, grounding, using the guard ring, and the
inclusion of an ancillary decoupling capacitor along the lines are other methods to
reduce the EMI challenges. While these techniques have minimized the EMI par-
asitics on propagation delay, the techniques have added extra weight to the design,
in addition to their cost-ineffectiveness. Worse still is the fact that these techniques
are inefficient in supporting the propagation of high-speed signals. Using optic
fibers instead of the passive lines will totally eliminate the EMI problems. However,
the cost is daunting.

15.2 Shielding Optimization of Interconnect Lines

The RC interconnect lines or transmission line passives (traces) can be encapsulated
by an optic fiber, other materials that exhibit magnetic properties, or conductive
packaging materials. The materials mechanically shield the interconnects lines, thus
preventing EM interaction with the lines. In essence, shielding techniques absorb
both the magnetic and electric fields of the EMI. When such a shield is connected to
ground, two effective advantages of interconnect line reductions (as fringing fields
since the magnetic field densities could extend the electrical length, and hence the
physical length of the interconnect lines are absorbed), and the reflection of the
would-be EM radiation are achieved. However, shielding procedures add additional
weight to the ICs, and hence extra cost.

A high-impedance surface (HIS) has been proved to offer an alternative bumpy
periodic surface (texture) that is capable of reducing these EM interactions. In
principle, the HIS forms an artificially engineered periodic bumpy lattice of EBG
which in turn acts like a bandstop filter that forbids EM propagation in a particular
bandgap under consideration [48], Yablonovitch (1999). Table 3 summarizes the
HIS effect on the mitigation of the EMI with enhanced isolation well above
−70 dB. Other alternatives use metal impedance suppression techniques, Faraday
cage isolation structure, photonic bandgap microstrip waveguides,
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silicon-on-insulator techniques, suppression based on stripline and microstrip
structures, via hole fences, microstrip to stripline transitions, etc. These techniques
are embedded in the substrate, and in particular in multilayer radio frequency
circuits. In spite of their many enhancement advantages, a few of these possible
alternatives exhibit various deficiencies either in terms of additional weight, design
complexities, extra cost or overall system inefficiency, or are simply not realizable.

15.3 EBG Optimization of Interconnect Lines

The use of an electromagnetic bandgap (EBG) to create isolation by suppressing
EM parasitic coupling is realizable at the process level of the board. Conducting
parallel planes embedded with EBG materials could suppress EM coupling. The
periodicity of EBG presents an intrinsic stopband phenomenon, which is sufficient
to inhibit signal propagation in a frequency band. The EBG behaving as a bandstop
filter prohibits EM couplings via the power-to-ground layers. Table 2 documents
the existing performance enhancements reported by different authors using the EBG
to mitigate the effect of EMI. Substantial isolation well above −40 dB was recorded
in the table.

Table 3 Performance improvement using HIS

Authors Freq.
(GHz)

Technology Packaging Isolation dB

Kamgaing
and Ramahi
[24]

0–4 Replacing parallel-power
plane (PPP) pair with HIS

PBC −70 @ 1.8 GHz with
HIS
−40 @ 1.0 GHz with
PPP
−20 with RC wall

Sievenpiper
et al. [47]

0–30 Use of high impedance
ground planed

Not stated −60 with HIS
−40 with conventional
flat metal ground plates

Kamgaing
and Ramahi
[24]

0–4 Inductive/capacitive (instead
of vias) enhanced HIS

Not stated −80 PPP + HIS
−80 PPP + HIS + wall
of RLC

Clavijo et al.
[11]

0.4–
2.4

Artificial anisotropic
magneto-dielectric material
based on via array embedded
in a dielectric with a
capacitive FSS

Low
dielectric
foam

−60 @ 1–1.35 GHz

Islam and
Alam [22]

2–5.5 Meander-line bridge high
impedance electromagnetic
structure

FR4
glass-epoxy

−70 Waveguide method
−60 Transmission line
method
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15.4 High-Impedance Surface Optimization
of Interconnect Lines

A traditional flat conductive metallic ground plane has demonstrated poor radiation
propagation characteristics owing to significant surface wave propagation along its
plane. This surface wave propagates as EM signals, and radiates on reaching abrupt
edges, bends and discontinuities. The radiations subsequently interfere with the
circuits and in turn affect their performance as the EM radiations induce currents in
the surface of the ground plane.

16 Conclusion

The chapter examines signal propagation delay through RC interconnection lines
etched on compact multi-gigabits chips. For big data technology to be robust,
several million interconnections of internet-enabled multi-gigabits chipsets will be
required to accommodate and manage large amount of data, and to serve as storage
platforms. If the signal propagation delay response along two capacitively coupled
RC interconnect lines is considerable, delay response through several million
multi-gigabit chipsets will be unimaginable. The consequence of such a quantum
propagation delay will be evident in serious signal distortions, inability to recover
the post-processed data precisely and perhaps severe power consumption owing to
the length of the several million interconnect lines involved. In this chapter, a
simple RC propagation delay model is developed by modifying the existing for-
mulae available in the literature to examine the extent of the delay response for
several million chipsets using RC π-network lumped element equivalency. We
observed that interconnection transmission lines using thin film traces are more
beneficial for propagation delay enhancement. We noted that traces made of silver,
copper, or aluminum respectively reduce propagation delay in ascending order. In
addition, we reviewed existing delay response enhancement techniques, identified
their performance profile and noted their operational penalties.
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Evaluating Decision Analytics from Mobile
Big Data using Rough Set Based Ant Colony

Soumya Banerjee and Youakim Badr

Abstract The significance of mobile centric data from various sensors, mobile

phones and from other corresponding sources has already been identified across dif-

ferent sections of applications from commercial services to decision making appli-

cations. However, uncertainty and volume of mobile big data solicits appropriate

analytics and decision making ability to be inferred from such data sources. Primar-

ily, the data source and analytics to be chosen from the perspective of adaptive yet

intelligent technique. The proposed chapter elaborates such solution while deploying

rough set, which is capable of handling imprecise and uncertain contexts of mobile

big data. In addition to, ant colony pheromone deposition and evaporation process

assists in optimal feature selection mechanism for resolved decisions. The proposed

model is supported by case study of hazards event and the information of the event is

propagated through mobile data derived from social network. The data is represented

as social tweets and posts. It has been analyzed with rough set based ant colony.

Keywords Mobile big data ⋅ Rough set based feature selection ⋅ Ants pheromone

1 Introduction

Mobile big data (MBD) is an emerging concept, which considers a substantial yet

huge amount of mobile data in different forms from smart phones, mobile sen-

sors and even to social networks. Conventionally, it cannot be processed using a

single machine. According to recent CISCO report, it has been revealed that [6],

S. Banerjee (✉)

CNRS, LIRIS, INSA de Lyon, Lyon, France

e-mail: soumyabanerjee@bitmesra.ac.in

S. Banerjee

Birla Institute of Technology, Mesra, India

Y. Badr

CNRS, LIRIS INSA, UMR5205, INSA Lyon, Universite De-Lyon, Lyon, France

e-mail: youakim.badr@insa-lyon.fr

© Springer International Publishing AG 2018

G. Skourletopoulos et al. (eds.), Mobile Big Data, Lecture Notes on Data

Engineering and Communications Technologies 10,

https://doi.org/10.1007/978-3-319-67925-9_9

217



218 S. Banerjee and Y. Badr

half a billion mobile devices were globally sold in 2015, and the mobile data traf-

fic grew by 74% yielding 3.7 exabytes (1 exabyte = 1018 bytes) of mobile data per

month. In the past few years smart phones remarkably started to carry sensors like

GPS, accelerometer, gyroscope, microphone, camera and Bluetooth devices. Rele-

vant application and service offering encompasses from basic information search, to

entertainment or healthcare [11, 12]. MBD contains useful information for resolving

many complex problems such as fraud detection, predictive marketing and targeted

advertising, context-aware computing and healthcare. Therefore, at present MBD

analytics is a highly demanding and focused domain aiming at extracting meaning-

ful information and patterns from raw mobile data from multi-sources. Therefore,

inclusion of a decision analytics becomes mandatory and in addition to, considering

the diversification and multi-sources of mobile big data, an ubiquitous and compu-

tationally intelligent methodology for formulating such analytics also has become

major concern.

The research challenge includes similarity of mobile big data, their interaction

pattern and the different dimensions of data under different contexts. While inves-

tigating those relevant intelligent techniques to process mobile big data, couple of

straight as well as purely soft computing driven approaches are available, e.g. Chi-

FRBCS-BigData algorithm: A MapReduce design based on the fusion of Fuzzy Lin-

guistic Rules and MR-EFS: Evolutionary Feature Selectionfor Big Data Classifica-

tion: A MapReduce approach [26, 27]. The first model deploys the building of the

fuzzy partition using equally distributed triangular membership functions where as

the later approaches towards the particular feature selection methods mentioning the

Support Vector Machine, Logistic Regression, and Naive Bayes implemented within

the Spark framework to address big data problems. Inspired by such evolutionary

intelligence for analyzing the big data, contemporary decision analytic framework

could be proposed. The rough set based ant colony is another novel bio-inspired

yet evolutionary initiative to analyze massive mobile big data and can be finally

tuned up with an adaptive and computationally feasible decision analytics frame-

work. The generic feature selection is accomplished by using evolutionary algo-

rithms [14, 31]. Usually, the set of features is encoded as a binary vector, where each

position determines, if a feature is selected or not. It allows to perform feature selec-

tion with the exploration capabilities of evolutionary algorithms. Conventionally,

evolutionary feature selection algorithms are one of the class of algorithms, seldom

represent smart evolutionary learning algorithm. In this chapter also, the proposed

model, driven by rough set based ant colony, has been presented a hybrid evolution-

ary class of algorithm, backed up with appropriate learning abilities. The learning

ability can assist in suitable classification and in analysis of mobile big data, with-

out generalizing with a particular mapping framework like MapReduce or Hadoop

framework. The remaining part of the chapter is organized as follows: Sect. 2 details

on the motivational aspects to represent mobile big data with respect to intelligent

techniques followed by a snap on emergency management concerning the mobile big

data content in Sect. 2.1. Section 3 describes the proposed algorithm on mobile big

data focusing a specific context of emergency management. Section 4 discusses the
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post implementation of result and sources of test data followed by conclusion and

open research challenge of mobile big data paradigm in Sect. 5.

2 Motivation

Manifold and voluminous data are generated every day with the rapid computations

and sensors through various range of domains, e.g., search engines, social media,

health care organizations, insurance companies, financial industry, retail, and many

others [16, 18]. The paradigm of such Big Data, is characterized by 5Vs, i.e., Vol-

ume, Velocity, Variety, Value and Variety. Volume implies that the amount of data

that needs to be treated could be quiet significant and big. Velocity represents that the

speed of data processing should be very high. Variety means that the data is varied in

nature and there are many different types of data that need to be properly combined

to make the most of the analysis. Value means high yield will be achieved, if the big

data is processed correctly and accurately. Veracity means the inherent trustworthi-

ness of data, namely, the uncertainty about the consistency or completeness of data

and other ambiguities [20]. We investigate different sources of mobile data, which

could be adhered to different contexts and flavor of information. They are likely to

be:

∙ Data at rest

∙ Data at motion

∙ Data in various formats and forms

∙ Data with Low value density

∙ Uncertain data, which could participate in future inference process.

The sources of data are identified as a data center of mobile data acquisition [21].

It has been explored that till now, computational intelligence approaches and opti-

mization (primarily, the bio-inspired techniques in the form of ant colony) and other

evolutionary methodologies are well addressed and deployed in the feature selec-

tion and reduction mechanism. There are few relevant contributions, where fuzzy

and Dominance-based Rough Set Approach (DRSA) [19] can process information

with preferences and the attributes and features are ordered. The approach has been

successfully applied in multi-criteria decision analysis and other related issues. Still,

purely decision and inference mechanism to combat emergency situations, are not

being addressed through intelligence and adaptive decisions, especially, where data

interpretations for learning are contextually different and diversified in operation.

Hence, there are unique blend of hybrid computational intelligence approaches could

be appreciated, which can assist the inherent learning of features part of a problem

from such existing mobile contextual data. Subsequently, certain plans or decisions

can also be evolved from such mobile data repository. The approach can be pre-

cise than conventional statistical approaches and data classification. If the Table 1

data indicator is considered, can there be any resolution of emergency management
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Table 1 Data types and variants [21]

Data type Volume Suitability for learning

Calls (in/out/missed) 240,227 Data storage & interpretations

MS (in/out/failed/pending) 175,832 Data storage & interpretations

Photos 37,151 Storage

Videos 2,940 Storage & communicate

Application events 8,096, 870 Storage & mark up

Calendar entries 13,792 Storage & mark up

Phone book entries 45,928 Storage & Retrieval

Location points 26,152, 673 Mark up

Unique cell towers 99,166 Storage & mark up

Bluetooth observations 38,259, 550 Storage & communicate

Audio samples 595,895 Storage & Retrieval

scenario, based on social network media or through mobile data set towards specific

time stamps for a specific location? This query could be resolved in next subsection.

2.1 Problem Formulation

The paper solicits a synthetic case instances, where certain evaluation indicators

and criteria for emergency decision making are considered for an emergency pre-

paredness plan on the basis of mobile big data characteristics. The problem could

be more precise, if we consider a scenario where in a part of city location, a major

accident outburst while ago. The authority needs to apply the rescue plan and deci-

sions on the affected area as fast as possible. The historical and archival data set is

recorded from mobile sources of data at the instance of accident and evaluation indi-

cators such as specificity, completeness, quick response to an emergency, and other

related characteristics of the emergency preparedness plan are regarded as a set or

universe, denoted V . That is, the universe V stands for all characteristics of the emer-

gency preparedness plan, i.e., V = (strong pertinence (y1), soundness of personnel

and resources allocation (y2), good intersectorial collaboration (y3), . ., reasonable

cost(in)). Generally speaking, V is finite because the indicators describing the basic

features of the plan are limited in number. Meanwhile, we group all the emergency

preparedness plans into aset or universe, denoted U, i.e., U = {x1, x2, ..., xm}, where

xi stands for the ith emergency plan. We call a subset R of U × V , the compati-

bility relation between the emergency preparedness plan set U and the character-

istics set V . That is, for any x ∈ U, y ∈ V , there exists y0 ∈ V , x0 ∈ U Satisfying

(x, y0), (x0, y) ∈ U × V . Effectively, the binary compatibility relation R defines a set-

valued mapping on universes U and V as follows:
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M ∶ U → 2V , x → y ∈ V|(x, y) ∈ R (1)

That is, for any emergency plan x(x ∈ U), the basic characteristic is:

M(x) ∶ M(x) ∈ 2V (2)

This part of the problem is treated as rough set basis and decisions could be made

on the pattern of mobile sourced data, out of which some of them could be indicator

of learning or training for the live agents in the application domain known as ants.

The decision of ants could here must represent a a risk or loss. if the decision is

visualized as action taken by Sensor/IoT based agents. The the skeletonal approach

is to sense the appropriate decisions of a context, perceived through mobile big data.

Here, ants’ pheromone is an indicator for sensing the internal communication. We

can investigate certain specific to emergency management pertained with mobile

big data and computational intelligence. Georgios Chatzimilioudis et.al mentioned

crowdsourcing as a major vertical to smartphones, a taxonomy that classifies the

emerging field of mobile crowdsourcing and three in-house applications that opti-

mize location-based search and similarity services over data generated by a crowd

[2]. Recently, mobile phone data to tackle problems related to economic develop-

ment and humanitarian action. In this research, the suitability of indicators derived

from mobile phone data as a proxy for food security indicators has been presented

[9]. The snaps of mobile big data and its suitability of metrics derived from mobile

phone data and call data records can easily analyze the food security and poverty

indicator. The analysis comprises of several months of mobile phone activity of a

significant portion of the population in specific locational interest, from one large

mobile phone carrier. Each call data records contains the following information:

caller ID, callee ID, cell tower initiating the call, date and time [5, 33] Substan-

tial tweet records as mobile big data records can predict the status of mental health,

depression and suicidal rate. Hence, the application of mobile big data and analyt-

ics may reveal even other contemporary methods of characterizing the intrinsic and

relational data. Those applications are capable with Spark-based framework and they

are intended towards deep learning parameters driven e.g. learning partial models,

parameter averaging and dissemination for extracting and analyzing such large data

set.

2.2 Challenges of MBD Analytics

Large-scale and high speed mobile networks, portability, and crowdsourcing rede-

fines the trends of mobile big data especially phone data. Recent studies have shown

the value of mobile phone data to tackle problems related to economic develop-

ment and humanitarian action. The rapid usage of mobile devices and high-speed

mobile networks is represented through Wi-Fi as well as cellular networks. They

introduce massive yet density driven enhancing mobile data traffic. In 2015, 3.7
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exabytes of mobile data was generated per month, which is expected to significant

rise through 2017 [6]. MBD flows at a high rate, it reciprocates the anticipated delay

towards serving mobile users. Long queuing time of requests results in dissatisfied

subscribers and increased tariff of delayed decisions. The reason of data veracity is

visible in mobile device due to its high portability independently among many loca-

tions. Therefore, MBD is represented as nonstationary (volatility) data type. Due to

inherent portability, the time duration for which the collected data is valid for deci-

sion making can be relatively reduced and thus MBD analytics should be frequently

executed to cope with the newly collected data samples. In addition to portability,

crowdsourcing could be another highlighted trend of mobile applications for per-

vasive sensing, which includes a massive data collection from many participating

users. Crowd sensing differs from conventional mobile sensing systems as the sens-

ing devices are not owned by one institution but instead by many individual identities

across different locations. Definitely, MBD quality is not be ensured (veracity) with

diversified blends of locations and users. This aspect is critical for assessing the qual-

ity uncertainty of MBD as mobile systems do not directly manage the sensing process

of mobile devices. Since most mobile data is crowdsourced, MBD can contain low

quality and missing data samples due to noise, malfunctioning or uncalibrated sen-

sors of mobile devices, and even intruders, e.g., impreciselylabeled crowd-sourced

data. Subsequently, low quality of data points, affect the analytical accuracy of MBD.

Besides, MBD is available in different data types due to the manifold sensors to sup-

port mobile devices. Hence, MBD analytics (value) can contribute to better service

management pivoted to any application and case study. The appropriate extraction of

knowledge and patterns from MBD with different adaptive and intelligent measures

could also improve the control and analytics of end users concerning MBD.

2.3 Case Study Plan

To demonstrate the attricultaion, analytics and trend of mobile big data, we con-

sider a simple case to combat emergency situation and context of a disastrous event

to a region. The relevant data and input is gathered from mobile bog data source

on that event through tweets, posts and shares of individuals. Ideally, the context

should be the formulation of an emergency plan with respect to a sudden event like

fire hazard in a city and information of the event is being propagated through social

media i.e. tweeter. The input of tweeter has been recently projected as a prime tool

for managing disaster [7, 13, 29]. However, solution has been demonstrated with

rough set based ant colony algorithm. Rough set is primary used for imperfect data,

similar to mobile centric big data. Rough set based data analysis starts from a data

table called a decision table, columns the table are labeled by attributes, rows. The

objects of interest and entries of the table are denoted as attribute values. Attributes

of the decision table are divided into two disjoint groups called condition and deci-

sion attributes, respectively. Each row of a decision table induces a decision rule,

it specifies decision (action, results and outcome), after satisfying a set of specific
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conditions. If a decision rule uniquely determines decision in terms of conditions the

decision rule becomes certain and deterministic. In contradiction, the decision rule

should be uncertain [25].

2.4 Contributions and Parameters of Rough Set Based Ant
Colony

The contribution of rough set and ant colony can be demonstrated from the trends

and feature selection of mobile big data and thereby improvising the process of ant

heuristics to find out the minimal reduces. This is possible with given a dataset for

discretized attribute values. As mentioned the algorithm finds a subset (termed a

reduct) of the original features using rough sets that are the most informative; all

other features can be relinquished from the dataset with minimal information loss.

Previous methods employed an incremental hillclimbing algorithm to discover such

reduces. However, this often led to feature subsets of a non-minimal size [4]. From

their work, Yumin Chen conceived the plan of using rough set relatively in smaller

dimension of graph [3]. However, with respect to emergency service rough set driven

ant colony can be an optimum tool primary for two reasons: firstly, an emergency

decision must often be made in a short period of time using partial or incomplete and

inaccurate information, especially in the early stages of the disaster and secondly

in most of the cases decisions during emergency has serious results [15]. Classi-

cally, rough set as decision theoretic approach and feature selection mechanism as

described in [30] established well positioned application pertaining to knowledge

discovery, decision analysis and conflict analysis. In this chapter, a novel framework

of emergency plan with respect to rough set is proposed. Following the equation

(2), rough set model over two universes is composed of stat binary states and 3

corresponding inferences. The set of states is given by = {Y ,YCi} (Y ∈ V), indi-

cating that an object y ∈ M(x) (x ∈ U,M(x) ⊆ V) is in Y and not in Y , respectively.

Here, we use the same symbol to denote both a subset of Y and the corresponding

state so that no confusion arises. Y denotes a set of the basic characteristics of the

ideal emergency plan given by decision makers according to real-time scenarios.

Let A = {P,B,N} be the action set where P, B and N represent the three actions in

classifying an object x(x ∈ U,F(x) ⊆ V), namely, deciding x ∈ POS (Y), deciding

x ∈ BND(Y), and deciding x ∈ NEG(Y), respectively. Hence, therefore to conceive

an emergency plan in output stage may comprise of with the following metadata.

∙ Compactness of context,

∙ strong pertinence,

∙ reduced disposal time,

∙ comprehensiveness of post-disposal context and situation,

∙ executed precautionary measures,

∙ scientific analysis of causes,

∙ optimal resource consumption and minimum rescue workers in operation.
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These output parameters could be mapped with associated risks against each

action(s). Subsequently, the risk can be declared as dynamic constraints. Corre-

sponding the action aP, aB and aN with dynamic constraint of risk C over rough

set of universe, the followings maps can be formulated:

C(aP ∣ M(x)) = ΩLPP(Y ∣ M(x)) + ΩPNP(YC ∣ M(x)) (3)

C(aB ∣ M(x)) = ΩLBP(Y ∣ M(x)) + ΩBNP(YC ∣ M(x)) (4)

C(aN ∣ M(x)) = ΩLNP(Y ∣ M(x)) + ΩNNP(YC ∣ M(x)) (5)

where, P(Y ∣ M(x)) and P(YC ∣ M(x)) expresses the value of conditional probability,

the additive terms represents the risk when the specific sum of the risks and con-

straints for the respective actions of selecting the particular emergency plan, delay-

ing decision making and not selecting the emergency plan if the characteristic of the

emergency plan does not satisfies the requirement of the ideal emergency response

plan with respect to rough set universe. However, decision making process consult

regular Bayesian probabilistic theory, which delegates optimized risk covariance in

emergency plan. To choose a particular x(x ∈ U), accept or reject an universe or

not to choose the specific universe, depending the dynamic constraint C with condi-

tional probability. At this outset, the hybridization with ants’ pheromone deposition

and evaporation mechanism could be deployed. The necessary input for realizing

the degree of emergency and efficiency of emergency combat plan is defined from

mobile social big data (e.g. tweets, shares and posts) to be collected over a fixed

span of time. The level of positive and negative pheromone is set.The objective is to

monitor the trend of mobile big data and after following the trend, rough set based

universe will execute the decision but the components of emergency plan and service

with constraints is modeled with pheromone. Each context of emergency situation

releases pheromone in proportion to the inverse of the output parameters. Adjacent

neighborhoods and relevant input in the form of mobile data stream of social media

and tweets are upstreams of data links for analytics. The proposed model considers

following parameters:

i: current value of pheromone depending on real time input

e: execution value of pheromone, where control executes the actual value of

pheromone

d: distribution of spreading the information to alter a specific value of pheromone

at time t and place p.

e(t, p) = 1
∣ EM(t, p) ∣

+
∑

i∈EM(t,p)

𝛼

Exe(t, p)
(6)

i(t + 1.p) = Ev × i(t, p) + d(t, p) (7)

d(t + 1, p) =
∑

p∈Adj(p)

F
∣ Adj(p) ∣

c(t, p) + d(t, p∼) (8)
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Algorithm 1: High Level Description of Rough Set Based Ant Colony
Input: Emergency decision-making information over two universes (U,V, R)

Output: The optimal emergency plan

Presenting the values of loss function 𝜆 ,for every emergency preparedness plan x ∈ U.1
Computing the threshold pheromone deposition and evaporation levels (from mobile big2
data).

Computing the maximum threshold (from mobile big data).3
Establishing the characteristics of optimal emergency plan Y.4
Computing the conditional probabilityP(Y|F(x))and then making the decision according to5
the decision rules (P’) based on pheromone measures as followed in Eq. (6), (7) and (8).

3 Proposed Algorithm

The chapter presents a hybrid application based approach, which has rough set as

a basis and ant colony should act as learning from the universe and could sense

different labels of inferences accordingly. The inference deployment could be carried

out though pheromone deposition and evaporation mechanism. Algorithm has been

coded in C++ Linux operating system. We implemented the proposed framework

on a shared cluster system (https://www.acrc.a-star.edu.sg) running the load sharing

facility (LSF) management platform on RedHat Linux. Each node has 8 cores (Intel

Xeon 5570 CPU with clock speed of 2.93 Hz) and a total of 24 GB RAM. In the

proposed experiments, we set the cores in multiples of 8 to allocate the entire node’s

resources. One partial model learning task is initialized per each computing core.

Each task learns using a data batch consisting of 100 mobile data driven social media

data samples for 100 iterations.

4 Discussion and Analysis of Results

In the current study, 100 ants were utilized with 1000 computational iterations for

deposition and evaporation of pheromones as followed by the Eqs. (7) and (8). In

this proposed model, each ant was assigned to its own set of binding patterns and

it deposited an equal amount of pheromone to the assigned set. Pheromone pref-

erence factor and pheromone evaporation factor control the pheromone pattern of

communication, from tweets and posts, and that will implicate to formulate achiev-

able emergency plan Y. The value of preference signifies (either positive or negative

pheromone, depending on the degree of emergency to be fixed for that particular

zone) determines the preference to pheromones, and the value of evaporation regu-

lates fading of the previous concentration of pheromone, if the degree of emergency

is less, then evaporation time will be faster. However, from the concept used in the

simulated environment, rough set constitutes the plan as output, while the pattern of

https://www.acrc.a-star.edu.sg
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information or motor of information is searched through pheromone deposition of

ant agents.

Ant algorithm explores the cluster of tweets for a group of the best possible real

time input. in a space of individual mobile data trends. The former space is apparently

more restricted than the latter combinatorial space. Therefore, the ant algorithm has

deterministic context to terminate the search with maximum number of emergency

plan meta data. In addition to, the advantage of the ant algorithm includes identifica-

tion of search factor for different tweet cluster analysis towards effective and optimal

emergency plan. For a given pheromone map, with different time instances, analyt-

ics demonstrate the spectrum, in higher entropy as shown in Fig. 1. A pheromone

spectrum was then built from the sum while reproducibility was defined as correla-

tion among the spectra (Refer Fig. 1). A higher selectivity in general implies that the

limited number of attribute or pattern candidates across the tweets and posts on the

particular instant. They receive a significantly higher pheromone concentration than

most of the other candidates just immediate to the emergency context. The extreme

case for preference pheromone could be 0 or it could be greater than 100, yielded

reduced throughput to asset the rough universe for effective Y. Since, the executable

pheromone is predominantly improvised by the ants in the first or the last generation

of mobile big data repository. The experimentation demonstrate 3 types of tweets

denoted as CU, CH & FF separated as different clusters. The axis referred in the sim-

ulation is the standard differentiation initiated as equal time instances for deposition

of pheromone. The pheromone distribution mechanism is modeled again a particular

case hazards, collected from tweet input. The input tuned with several attributes for

Fig. 1 Pheromone density with mobile data trend
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emergency exit process can deliver the required plan as an output. The time and con-

centration of pheromone from social media tweets categorically modeled with 30,

100 and 170 cm (Fig. 2) in a restricted environment with a time stamp from 20.45 to

21.45 and it has been observed the different initial value of deposition of pheromone

(tweets/posts), based on the catastrophic condition of hazards or events. The possi-

ble reason for such diversification could be the value differentiation in positive or

negative pheromone for an improved label and classification of the context of haz-

ard. In Fig. 3, analytics has been differentiated with respect to different constraints

as refered by Eqs. (3), (4) & (5).

Fig. 2 Positive & negative pheromone concentration

Fig. 3 MBD analytics with constraints
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5 Comparison and Performance

Envisaging the rough set and rough set driven ant colony could demonstrate a con-

temporary comparison in the analysis of mobile big data. As the case study reveals

here, the tweets/posts fetched from social media about an accident or hazard occurred

at a specific time span. The standard dataset contains 2000 reviews comprising 1000

positive and 1000 negative reviews (considering a homogeneous distribution). Each

span has 1000 positive and 1000 negative labelled reviews. Documents are initially

pre-processed as follows:

∙ Performing with negative expression in sentences and opinion is accomplished in

[24], NOT is inserted to every words occurring after the word of negative expres-

sion (e.g. no, not, isn’t, can’t, never, couldn’t, didn’t, wouldn’t, don’t) and first

punctuation mark in the tweet/posts.

∙ frequency of occurrence of words in less than 3 documents are removed from the

feature set. Binary weighting scheme has been identified as an efficient weighting

scheme as compared to frequency based schemes for opinion classification.

∙ Noisy and irrelevant features are eliminated from the feature vector generated after

pre-processing using various feature selection methods discussed before. How-

ever, prominent feature vector analysis is used by machine learning algorithms.

Support Vector Machine (SVM) and Naive Bayes (NB) classifiers are the promi-

nently classifier used for sentiment classification [32]. Therefore, the comparison

is pivoted on the classification results of SVM and NB classifier for classifying

review documents into positive or negative sentiment polarity about the event

from media tweets/posts on a specific time instance. For the empirical evaluation

of proposed methods, 10 fold cross validation method is used.

The results deploys F-measure as an analytical measure [35]. F measure can be

viewed as a compromise between recall and precision. It is high only when both recall

and precision are high. Practically, for any information retrieval (IR) system which

has recall R and precision P on a test document collection and an information need.

At this point the F-measure of the system is defined as the weighted harmonic mean

of its precision and recall. Initially, unigram features are extracted from the review

documents. Feature set without using any feature selection method is considered as

a benchmark.

Feature vector lengths for various features used for sentiment classification of

different datasets are shown in Table 2. In the simulations, Firstly, rough set algo-

rithm is applied to fetch the best optimal feature subset for the set of given posts.

Additionally, according to the feature subset size obtained from threshold, is set for

ant’s pheromone map, which is further used for classification. When hybrid features

selection approach is used for application event dataset (Refer Table 1) and location

points, F-measure is enhanced from 84.2 to 87.7% (+ 4.15) for SVM classifier as

given in Table 1. Hybrid i.e. rough set combined with ants pheromone features gives

better classification results as compare to other features with very small feature vec-

tor length. It is due to the fact that pheromone map (either positive or negative) can
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Table 2 Statistical measures with data set and proposed model

Data types & set Extraction Unigram features Pure rough set

features

Proposed rough

set based ant

colony features

Application

events

(8,096,870)

SVM 84.2 85.9(+2.1) 86.6(+3.4)

NB 76.9 77.8(+2.1) 80.5(4.3)

Location

(26,152,673)

SVM 77.2 80.3(+3.1) 83.4(+6.1)

NB 73.2 76.4(+2.2) 78.2(+5.0)

eliminate the irrelevant and noisy features and thus rough set based ant colony

reduces redundancy among features and can extract the optimal feature subset.

Accordingly, decision on mobile data could be made on this subset. Thus, in both

instances, rough set based ant colony is found to be a better classifier for analyzing

dynamic and voluminous of instant mobile data.

6 Conclusion and Future Research Scope on Mobile Big
Data

Mobile big data storage and analytics has become a major proliferation in recent

cyber physical activities. The present chapter is an initiative to introduce computa-

tional intelligence to manage and analyze mobile driven big data content. The mobile

big data importantly contribute consensus in decision making and also can assist to

formalize an optimal emergency plan. Rough set driven method yield to generate

and compare effective rules under uncertainty in emergency fire hazard condition

from given input feed through social media. The direction and message concerning

the emergency is modeled as positive and negative pheromone. The proposed model

thus presents an analytics comprising of Ants’ pheromone deposition and evapora-

tion mechanism and also rough set based decision making process. In brief, the dash-

board and control can add on the proposed analytics to formulate different instances

of emergency plan to combat the hazard. We find interesting propositions as men-

tioned in the s section with convergence and firing of different rules , interpreted

through rough set. The final demarkation (refer Fig. 3) is denoted through pheromone

spectrum. It signifies that if pheromone deposition and type is positive and rules are

compatible Compactness of context, strong pertinence, reduced disposal time and

optimal resource consumption and minimum rescue workers in operation, then an

optimal yet timely emergency disaster management plan could be prepared. To sup-

port the proposed experimentation, public data set is used at different stages with

respect to time, distribution of information and place of context. To demonstrate the
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relevance of bio-inspired algorithm and rough set, other contemporary evolutionary

and population based algorithms also could be inspected [1, 36]. It is observed that,

ant colony and the pheromone deposition mechanism is adequate in sequential cov-

ering strategy for inducing classification rules [22, 23]. The major challenges in big

data practice are identified as the data modeling, computing model, and implementa-

tion platform. However, off-shoot parameters and relationship of mobile big data for

analytics could be trivial. As the main stream of big data research includes comput-

ing model, deep learning [17], MapReduce [8], and Platform, such as Hadoop [34]

and Apache Spark [10], therefore proposed computational intelligence application

and control mechanism can be leveraged in the form of development of application

program interface (API) core library and thus pattern of mobile data trend can eas-

ily be analyzed. Even in emerging mobile data analytics, graph-based approaches to

data analysis has become more pertinent. Thus, with the incorporation of Property

Graph Query Language (PGQL) [28] graph pattern matching on mobile big data,

may closely adopt syntactic structures of SQL, and provides regular path queries

with conditions on labels and attributes for more accessibility and complex pattern

finding queries.
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Energy-Aware Issues for Handling Big Data
in Mobile Cloud Computing

Chhabi Rani Panigrahi, Rajesh Kumar Verma, Joy Lal Sarkar
and Bibudhendu Pati

Abstract The popularity of mobile devices has been growing at a very fast rate and

it is evident from the fact that it is possessed by almost each and every person and

some may have even more than a single mobile device. MCC helps in computation

and running of various complex applications on the mobile device and also offloads

to the cloud when it requires lot of resources for computation or storage purposes.

However, as energy is limited in the mobile device, processing of complex applica-

tions using big data is a challenge that needs to be addressed using energy efficient

architectures. In this work, we mainly focuses on identifying energy-aware issues for

handling big data in Mobile Cloud Computing (MCC) environment and their current

solutions. Also, we have included the review of few techniques available to handle

big data in mobile devices. This chapter will also include a brief discussion of tech-

niques available to process big data in MCC in an energy efficient manner. Finally,

we conclude with an analysis of identified issues for handling big data in MCC and

future scope of research.

1 Introduction

In today’s world, around 2.5 Quintillion bytes of data gets generated every day [1].

In fact, data is growing at a very fast pace as there are huge number of data
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producing devices like micro sensing devices, software logs/alerts/notifications,

cameras, Radio-Frequency Identification (RFID) and Wireless Sensor Networks

(WSN) [2, 3]. The big data needs to be processed in an energy efficient manner and

useful information must be derived from this big data, which will be beneficial for

the society. Big data refers to data sets or combinations of data sets having features

such as big size (volume), complexity (variability), and rate of growth (velocity)

(3 V’s according to Gartner’s research). The conventional technologies and tools,

such as relational databases cannot process this big data within the required period

of time to make it useful. Most analysts and practitioners currently refer to data sets

ranging from 30 to 50 terabytes to multiple petabytes as big data. Also, big data helps

to resolve the current challenge of processing large amounts of data of heterogeneous

type (it may be either structured, semi or un-structured data). Also, it helps by doing

the processing in parallel (like a sorting of an entire country’s census data) [4].

The growth of mobile devices in the world has been so rapid that it has far

exceeded the human population of the world [5]. The number of smart phone users

in the world is greater than 2 billion, and the number is expected to touch 2.7 billion

by 2019. Also, greater than 60% of the web traffic is generated from mobile devices,

which depicts a radical shift from the conventional desktops and laptops. This leads

to generation of humongous volume of data which is coming at huge velocity and

has variety in it. In order to handle this type of mobile data flowing to and fro, big

data comes to the rescue, as it efficiently handles all related operations and delivers

value to the user [6].

MCC refers to the computation which is generally initiated by the mobile device

and done both on the Smart Mobile Device (SMD) and the cloud (through offloading

process), and finally the results are displayed to the user on his mobile device [7].

The offloading approach is used in case where the computation is pretty complex and

the vast cloud resources are required to perform the computation and storage activity.

MCC emerges as a new computing paradigm where mobile devices exploit the avail-

able cloud computing platform for performing specific tasks and/or accessing data

on demand. With the widespread exploitation of information, an increasing number

of academic researches and industrial applications result in the appearance of big

data from multiple heterogeneous sources in mobile clouds. Storage, transmission,

analysis, and processing for such heterogeneous big data are crucially required [8].

Mobile devices have certain limitations such as limited battery energy, CPU, storage,

and network bandwidth. So, it is important to consider the battery power of mobile

devices in a MCC environment [9].

As per current research on Application Programming Interface, approximately

200 exabytes in 2014 and an estimation of 1.6 zettabytes in 2020 is supposed to

be processed, 90% of these data are currently processed locally and the processing

rate increases day by day. In the same time the risk of critical data theft, data and

device manipulation, falsification of sensitive data as well as IP theft, manipulation

and malfunction of server and networks also can not be avoided [10]. There is a great

impact of data consolidation and data analytics in network configuration i.e. CISCO,

HPE and others. Next, in application platform areas based on clouds and firewalls at

the network boundaries are more prone from external attacks [10].
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There can be several issues with respect to mobile big data such as latency, faster

processing, energy etc. and among them energy plays a significant and indispensable

part in all mobile related operations [11]. Hence, it is of utmost importance that one

needs to concentrate on conserving energy in the mobile devices and also using it in

an effective manner for successful running of applications for a good amount of time.

When trying to run big data programs or storing huge amounts of data, it is generally

not possible to do so on a mobile device. Under these circumstances, the offloading

process comes to the rescue, wherein the computation and storage is done on the

cloud. Of course, we need to weigh the advantages of performing the operations on

the cloud with respect to the mobile device, as offloading to the cloud does involve

a certain amount of energy besides the cost of using the cloud for our computational

purposes. The current architecture for processing big data has several limitations.

When the integration of big data with MCC is considered, it is advantageous as it

can easily offload a huge chunk of computation and storage onto the cloud. For this

several parallel programming paradigms have such as Map Reduce and others have

been developed to process these big data. Several algorithms and architectures have

been developed in the area of MCC that emphasize on energy savings [12]. The

existing systems such as ThinkAir, Dream, eTime and others deliver efficient mech-

anisms of saving energy using offloading mechanism and help to execute mobile

applications both in the mobile device and the cloud in an efficient manner [12, 13].

Also, several efficient Map Reduce algorithms have been implemented which require

very less energy to execute the mobile big data [14, 15]. The vision here is to intro-

duce a few techniques and architectures which will help to ensure that the big data

related computations using MCC are handled in an efficient manner using optimum

amount of energy of the mobile devices. Towards this direction of energy efficiency,

the authors have made a humble effort to put forth the various architectures in order

to achieve energy efficiency in case of MCC.

2 Energy Management Techniques in MCC with and
without Big Data

2.1 Energy Efficiency of Mobile Devices Using MCC

Mobile Cloud Computing (MCC) refers to the integration of three different technolo-

gies, namely, cloud computing, mobile computing and wireless networks in order to

accomplish the computational tasks required by mobile users [16].

The growth of mobile devices (Smart Mobile Devices—SMD’s, tablets, laptops,

etc.) over the years has been very rapid (around 7.22 billion mobile devices in 2016)

that their number has already exceeded the entire population of the world (around

7.19 billion). SMDs are small in size and constrained with respect to their process-

ing power, battery life, network bandwidth and storage. In order to complement the

limitations of SMDs, Mobile Cloud Computing (MCC) plays an important role by
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helping to offload the complex computation and storage requirement to the cloud

which has unlimited processing power and storage [17]. Various researchers have

proposed different mechanisms of saving energy which are discussed in the follow-

ing subsections.

2.1.1 Phone2Cloud

In Phone2Cloud, offloading happens which saves energy required for computa-

tion [17]. Phone2Cloud deals with offloading approach which leads to substantial

energy savings on Smart Mobile Devices (SMD) in MCC. SMDs like smart phones,

tablets, etc., have become very common amongst the users in the world as they can

run variety of intelligent applications (in health care, military, gaming, etc.) either

on the device itself or by offloading to the cloud.

The YoY (Year on Year) growth of mobile devices is greater than 50% and the

total number of mobile devices has far exceeded the total world population. Besides

this, mobile access is popular as compared to fixed internet access, and this is evi-

dent from the fact that the number of mobiles has already far exceeded the number

of Desktop computers in 2014. There are four fundamental approaches related to

SMD’s for preserving energy consumption which leads to an extended battery life.

1. Use of smart battery models and energy cost models, wherein there are various

battery models such as ideal model and other models which are present.

2. Avoiding energy wastage, can be achieved by putting the state of the component

(either the entire system or the individual components such as the processor) to

a sleep state such that it does not hamper the user’s work.

3. Savings related to communication, wherein the radio interface used by the Wi-

Fi is automatically shut down by the power management mechanism. Another

mechanism known as Coolspots can be used wherein switching happens between

Wi-Fi and Bluetooth (consumes lower energy).

4. Savings through offloading of computation, as computationally intensive tasks

can be shifted to be executed in the cloud which leads to SMD energy saving.

Also, techniques which partition an application and only partially offload the

tasks to the cloud are used.

Figure 1 shows the basic arcitecture of Phone2Cloud and there are seven basic

components which comprise the architecture of Phone2cloud [17].

∙ Bandwidth monitor and Resource monitor: The bandwidth monitor monitors the

current bandwidth being used and helps to make the offloading decision. Resource

monitor will monitor the SMD status.

∙ Execution time predictor, an important component which tells us the total execu-

tion time of the application on the SMD.

∙ Offloading decision engine, which actually decides whether to offload and the

extent of application to be offloaded from the SMD to cloud.



Energy-Aware Issues for Handling Big Data in Mobile Cloud Computing 237

Fig. 1 Basic architecture of Phone2Cloud [17]

∙ Offloading proxy, which does the task of sending data to remote execution manager

and the returned results after computation are sent to the application.

∙ Local execution manager and remote execution manager, both of these are respon-

sible for managing the execution of application. As the name suggests, the local

execution manager will execute application on the SMD (using OS like iOS or

Andriod), and the remote execution manager will execute on the cloud.

Figure 2 shows the working flow for taking the offloading decision that means offload

to the cloud or smartphone itself. Initially, an Execution Time Predictor (ETP) pre-

dicts the average time for execution denoted by Texec and determines the users delay-

tolerance threshold denoted by Tdelay which is then compared to the Texec. If Tdelay >
Texec then calculate the overall energy consumption for running an application on the

smartphone denoted byElocal otherwise, the application is offloaded to the cloud. The

energy consumption for running application on the cloud is denoted by Ecloud and

by comparison with Elocal, Phone2Cloud takes the decision for offloading. Figure 3

shows the application and scenario experiments used in case of Phone2Cloud.
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Fig. 2 Working flow for taking offloading decision
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Fig. 3 Basic architecture of

Phone2Cloud

2.1.2 eTime

eTime is about the energy efficient transmission between the cloud and mobile

devices [13]. The need for offloading arises as the Smart Mobile Device (SMD)

do not have enough resources and energy to perform complex computations and

store huge data. The programs are offloaded from the mobile to the cloud such that

they are efficiently executed on the cloud and the results are sent back to the SMD. It

uses the Lyapunov technique and saves around one-third of the energy for different

type of applications which are present on SMD’s. Also, eTime has intelligence built

into it such that it takes advantage of the presence of good network connectivity to

perform the offloading process. If the bandwidth of current downlink is 𝜔(t) and a

transmission decision d(t) ∈ 𝛼 ={transmission of Pi(t), idle}. Where, in time slot

t, d(t) = transmission of Pi(t) when the data queuing transmit in Pi(t) of an appli-

cation i and d(t) = idle when for saving the energy the data transmission deffered.

Therefore, the data transmitted from mobile to cloud denoted as 𝜑(t) is expressed as

follows:

𝜑(t) =

{
𝜔(t)𝛽, if d(t) = transmission of Pi(t);
𝜔(t) = idle;

(1)

the time span of one time slot is represented by 𝛽 eTime takes an intelligent decision

which is expressed as follows [ ]:
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minimize Q = lim
t→∞

Sup 1
T

T−1∑
t=1

𝔼|D(t)|
Subject to P < ∞, d(t) ∈ 𝛼

(2)

where, D(t) is the data transmission on a mobile device at the time slot t and T is the

long time period and Q represents as the averaged energy consumption of the mobile

device.

2.2 DREAM

DREAM stands for Dynamic REsource and task Allocation for energy minimiza-

tion in Mobile cloud systems (DREAM). Offloading is a popular approach fol-

lowed to save energy of Smart MobileDevices (SMD) in Mobile Cloud Computing

(MCC) [18].

There are several factors that needs to be considered in real world like the offload-

ing policy to the cloud, task allocation for execution on local mobile environment

or to transmit to cloud and the CPU speed. The DREAM algorithm can save greater

than one-third of the energy than the current algorithms. Figure 4 shows the archi-

tecture of DREAM and the different components in this architecture are as below:

∙ Mobile applications: can be of various types, such as mobile games, email, etc.

These may or may not run in the mobile device.

∙ Mobile Device: consists of SMD.

∙ Application Interface: which is an interface from the mobile applications to the

SMD. This interface is generally based on REST based API’s.

∙ 3G/LTE: It is the network which is either 3G or Long Term Evaluation based and

transmits the packets from the SMD to the cloud.

2.3 ThinkAir

In current world, Smart Mobile Devices (SMD) is becoming very popular and the

number of SMDs is increasing every day. This popularity of SMDs is forcing devel-

opers to put their best of applications (like gaming applications, speech recognition,

complex graphical applications, etc.) on the SMDs, so that it can be used by a large

number of users and provide a good user experience in the hands of the user. These

applications are quite complex in nature and also demand a lot or resources in terms

of computational power and battery energy. This requires the support of offloading

approach and “ThinkAir” is one such efficient framework used by the developers of

these complex applications to offload their applications to the cloud in an efficient

manner which enables the applications to run very easily and saves energy [12].
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Figure 6 shows the architecture of ThinkAir and keeping the architectural viewpoints

in mind about the easy use by the development team, wherein the interface is very

simple and hence the developers find it very easy and convenient to use. Also, this

framework takes care of not compromising on the performance part of the execution

of any complex application and hence it is very easy for any new developer to use

without causing any risk or delay for any cloud computation mechanism. This archi-

tecture also improves the performance of computation through offloading, and the

speed of computation is increased and also less energy is used of the mobile device

as the complex methods are offloaded and executed in the cloud and the end result

is returned to the calling program. Also, ThinkAir facilitates Parallel execution for

faster execution of complex applications, wherein the different methods are executed

in parallel across the different Virtual machines (VM’s), which helps to reduce the

time required and also executes efficiently thereby delivering optimum performance

of running complex applications.

Fig. 4 Dream architecture
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The different components of ThinkAir architecture are the Execution platform

which is responsible for running of the complex methods in the cloud. It is mainly

responsible for making the important decision of whether the particular method

should be offloaded to the cloud or be run on the SMD itself. Intelligent algo-

rithms are used which make the decision based on gathered data as well as the

previous running of different methods of similar type. Also, the application server

component is a very light weight component on the cloud which takes care of man-

aging the code which is offloaded. This server is automatically started when the

system is rebooted. The 3 main sub-components of this server includs the client

handler, which is mainly responsible for the communication between the SMD and

cloud. Besides, cloud infrastructure forms the part of the application server which

is pretty flexible as it can be deployed on any of the virtualized cloud environment,

whether public or private. Another component called the Profilers is also light weight

component and is mainly of 3 different types like software, hardware and network.

The Hardware profiler is responsible for inputting the hardware information into

the energy model, and subsequently the decision to offload is taken. Different states

of CPU, WiFi, Screen and others are monitored using the Hardware profiler. On the

other hand, the software profiler is responsible for tracking the parameters connected

to program execution like CPU details, time of execution, methods invocation num-

ber and others. The most complex of the profiler is the network one which is mainly

responsible for collecting metrics like Round Trip Time (RTT), which in turn helps to

get the network bandwidth which is very essential for taking decision about offload-

ing (Fig. 5).

2.4 Energy Management Techniques in MCC with Big Data

There are a wide variety of applications available in mobiles ranging from human

health care, military, environment, etc. [14]. The mobile applications are complex in

nature, and need to process big data in order to come up with results. Under these

circumstances, it is very necessary that we need to ensure that we are fully aware

about energy related issues in case of mobile big data processing. Also, we need

to ensure that we use different techniques and approaches in order to resolve this

energy problem. The reason that these energy issues arise in case of mobile devices

is because of the fact that the mobile is a small device and the battery is relatively

small and hence cannot store huge energy [5]. Subsequently, battery life is less and

we need to ensure that the energy is spent efficiently. The different sources of Big

Data streams that come into the Mobile devices are shown in Table 1. Also, there are

different formats of content that needs to be taken care.

The term Big data refers to data sets (or the combinations of data sets) whose

size (volume), complexity (variability), and rate of growth (velocity) 3 Vs (Gart-

ner) make them very difficult to be captured, managed, processed or analyzed by the

present day conventional technologies and tools such as RDBMS (Relational Data-

base Management Systems) and desktop statistics or visualization packages, within

the time necessary to make them useful and advantageous for the user [19]. The size
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Fig. 5 Basic architecture of ThinkAir

that is fixed in order to determine whether a particular data set is considered big data

is not firmly defined and continues to change over time, however, most of the ana-

lysts and practitioners currently refer to data sets from 30–50 terabytes (1012 or 1000

gigabytes per terabyte) to multiple petabytes (1015 or 1000 terabytes per petabyte) as

big data. Big data is used to process large amounts of structured, semi-structured or

unstructured data like analyzing log files, etc. Also, when the processing can easily be

made parallel like a sorting of an entire countries census data, big data becomes very

handy. While running batch jobs, big data can prove to be of big help (for example
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Table 1 Big data stream sources

Classifications Descriptions

Social media Social media helps for communication between

the various communities and the social

networks such as Twitter, Facebook etc.

Crowdsourcing Where different kind of people are use SMDs

for successfully complete their task

Internet of Things (IoT) Here the thin devices (e.g., smartphones,

tablets, RFIDs, PDAs) have IP addresses and

communicate over the internet for enabling

services of various types

Fig. 6 Characteristics of big data

website crawling by search engines). As Big data involves lots of data it is specially

advisable that you run these programs on cheap hardware (commodity hardware). It

is not recommended that we use Big data to process GBs or few TBs of data [19].

The characteristics of big data are depicted in Fig. 6 [20].

The current data is growing big because of several factors such as advancements

in Mobile Technology, better communication networks, cloud The current data is

growing big because of several factors such as advancements in Mobile Technol-

ogy, better communication networks, cloud computing availability, etc. The big data

solution helps to solve various aspects like fraud detection, get insights into the call

center records, discover customer sentiments from social media and better customer

segmentation for improved sales and marketing.

There are a wide variety of applications available in mobiles ranging from human

health care, military, environment, etc. The mobile applications are complex in

nature, and need to process big data in order to come up with results. Under these cir-
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cumstances, it is very necessary that we need to ensure that we are fully aware about

energy related issues in case of mobile big data processing. Also, we need to ensure

that we use different techniques and approaches in order to resolve this energy prob-

lem. The reason that these energy issues arise in case of mobile devices is because of

the fact that the mobile is a small device and the battery is relatively small and hence

cannot store huge energy. Subsequently, battery life is less and we need to ensure

that the energy is spent efficiently. There are several Big Data techniques has been

proposed which may works with MCC environment which are discussed as follows:

1. Big Data Stream Mobile Computing (BDSMC): The term “Big data stream

mobile computing” comprises of two concepts which are merged together. They

comprise of the culmination of broadband based stream which provides a con-

stant stream of Big data and the other one is mobile cloud computing which helps

in processing this big data at real time [15]. Also, offloading is very important out

here and plays an important role to process the big data which is collected by the

mobile devices. Figure 7 shows the BDSMC architecture. There are three lay-

ers namely, the Radio Access Networks (RANs) or the User layer which is the

source for big data, the Internet backbone layer and the remote networked data

center layer. Offloading of data and compute intensive applications to the cloud

takes place using the best possible manner wherein least energy is consumed and

using the appropriate access technologies (e.g., either of WiFi, 3G/4G)

2. StreamCloud Architecture: StreamCloud Manager (SeCoM) design was inspired

by the workload offered by real time big data streams and also that setup costs

and energy wastage due to frequent ON/OFF transitions [15]. SeCoM supports

Fig. 7 BDSMC reference architecture [15]
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Fig. 8 VNetDC architecture based on StreamCloud platform

HIS (Hibernation stage) which helps to save energy. The main features of SeCoM

module are the self-reconfiguration of the overall virtualized networked data cen-

ters (VNetDC) which helps to ensure minimum energy resource configuration. In

the architecture, the following components are present. CDroid Server, which is

responsible for doing the offloading of computation from mobile devices to the

cloud. It has two sides, the device side and the cloud side. CDroid architecture

has been shown in Fig. 8 and the components of the CDroid which help in energy

saving offloading are:

(i) Communication handling module, responsible for management of all data

traffic over mobile Internet connection and also performs http traffic tun-

nelling of the mobile device via the CDroid server

(ii) Caching and prefetching module.

Figure 9 shows the VNetDC architecture which is based on the StreamCloud plat-

form which working as an ad-hoc-designed stochastic gradient algorithm and
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Fig. 9 BDSMC reference architecture

ensure that even if there are unpredictable dynamic fluctuation of the workload,

it involves with the minimum-energy resource configuration.

3. Mobile Cloud Sensing applications: There are various type of applications which

use MCC, Sensing capabilities together with Big data using 5G as the communi-

cation medium, which make life more meaningful and worthy [11]. These appli-

cations are spread over various areas like Health monitoring, environment mon-

itoring and others. The taxonomy of the mobile sensing applications depends on

the size of the applications which determines the volume of data, size of the appli-

cation, execution speed and other parameters. We take a typical parameter of the

size of the applications in mobile sensing area and it can be divided into the below

sub-areas [11].

∙ Personal or Individual sensing, wherein the data is of personal users and used for

their betterment, for example, the medical information of a person.

∙ Collective or Group sensing, and here the data belongs to the group and is aimed

at their usage, like restaurant ranking and others.

∙ Community sensing, where the entire community data is collected and used to

predict matters like global trends of warming and climate and other popular trends.

The typical architecture of mobile cloud sensing has been shown in Fig. 10.
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Fig. 10 Architecture of mobile cloud sensing

The different architecture components perform the functionality as explained.

∙ Data Sensing Unit

∙ Data Preprocessing Unit

∙ Network Management Unit

∙ Cloud Data Mining and Storage
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Fig. 11 Hadoop architecture [6]

However, there are also various limitations of Mobile Cloud Sensing, which are

listed as follows.

∙ Currently, it is only in experimental stage and needs to be implemented in large

scale

∙ The limitations of network resources

∙ Big Data usage

There are few works have been proposed which are based on the Hadoop platform.

Figure 11 shows the Hodoop architecture and the various components of the Hadoop

architecture are as follows [6]:

(i) Apache Hadoop system comprises of two basic components, mainly the Map

Reduce (MR) framework and the Hadoop Distributed File System (HDFS). MR com-

prises of the Map and Reduce Task which is done in a parallel manner and runs on

top of the HDFS. In the Map Task, the input data set is taken, and intermediate

< Key,Value > pair is produced and is then sorted and partitioned per reducer. In

the Reduce Task, the reducer identifies the aggregate function to be applied to the

output of the map task and then runs it. The number of times a reducer needs to be

run will be set by the user. This mapped output is then sent across to the reducer for

deriving the final output. Below is the general form of the Map and Reduce Task:

map: (K1, V1) → list(K2, V2)

reduce: (K2, list(V2)) → list(K3, V3)
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In the MR framework, the computation is moved closer to the data node, which

will minimize the congestion in the network and also maximize the throughput. Two

important modules in MR are the JobTracker which accepts user jobs and does the

splitting into multiple taks and the TaskTracker which are the nodes that execute the

tasks in the cluster that run the tasks.

(ii) HDFS is a distributed file system which is very reliable and also fault toler-

ant. It stores huge datasets in petabytes and beyond and is load balanced to achieve

efficiency.Each file is split into blocks where-in blocks are replicated across several

devices in the cluster. It is designed to run on commodity hardware. It provides high

throughput access to application data and is suitable for applications that have large

data sets. The two modules in HDFS are NameNode which holds the metadata infor-

mation about the different files storing the Inode records of files and directories, and

the DataNode which is actually storing the file blocks and helps to complete the

read/write requests coming from any client.

The Mobile Distributed File System (MDFS) helps to take care of the big data

processing in mobile clouds. It is built on a k-out-of-n-framework which ensures reli-

ability and security of data. Every file uses a secret key to encrypt and is fragmented

into several file fragments using Reed Solomon algorithm. Also the secret key is split

into fragments using Shamir’s secret key sharing algorithm. MDFS helps to ensure

high security as data cannot be decrypted until an unless the authorized user does

not obtain all the different key fragments. Figure 12 shows the architecture of MDFS.

MDFS incorporates a directory service which is distributed and synchronization of

each node happens on a periodic basis which ensures that all device directories are

updated at all times.

Figure 13 shows the distributed MDFS architecture. In case of distributed MDFS

architecture, there is no central controlling authority to manage the cluster. Here,

every node has a Name Server and Fragment Mapper. Also, every node will sync

up with other nodes in a regular interval. In case of any new node, the broadcast

messages are received for all new nodes. The best part is that in this architecture

Fig. 12 MDFS architecture
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Fig. 13 Architecture of distributed MDFS

there is no single point of failure as each node can operate in an independent manner

(since it stores a copy of the namespace and fragment mapping). This ensures that

the load is evenly distributed across the cluster [6].

Figure 14 shows the centralized MDFS architecture. In case of centralized MDFS

architecture, name server and Fragment Mapper are a single instance across the entire

cluster. As daemons can be run in any node, the master node is the node which runs

the daemon. It has an advantage as there is no device memory wastage because meta-

data is not stored across multiple nodes and also upon creation or change of file, it

is not required to broadcast it to other nodes [6].

Figure 15 shows the data flow diagram for the read operation. The overall trans-

mission cost during read operation will vary across nodes based on the different

location of fragment and that of the reader. The different steps are summarized as

follows [6].

1. User issues read request for file blocks of definite length have a certain byte

offset.

2. MDFS client seeks information from Name Server to return all blocks of the

file.

3. The data retrieval request from the data server is issues for each block.

4. Data Server returns the block.

5. Data server will then request Fragment mapper to furnish information regarding

the key and file fragments, which is then returned.

6. Data Server will then request the communication server to fetch the different

fragments from locations wich are previously returned by Fragment Mapper.
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Fig. 14 Architecture of centralized MDFS

The fragments are fetched and stored in local file system of the client who has

requested.

7. All the above operations are repeated for fetching the key fragments. Secret key

will b created from key fragments.

8. Upon downloading completion of the file fragments, they are decoded and then

decrypted to get original block.

9. Key and file fragments are deleted for security purposes.

10. Data Server will then acknowledge the client with the location of the block in

the local file system.

11. MDFS client reads the requested number of bytes of the block and Steps 4 to 19

are repeated in case there are many other blocks to read. Once read operation is

completed, the block is

12. deleted and original cluster state is restored.

Figure 16 shows the data flow diagram for a write operation. The HDFS write

is not possible for MDFS unless the block is decrypted and decoded. The different

steps are summarized as follows [6].

1. User issues a write to file request.

2. MDFS client will then request the Name Server for a new block Id.

3. Based on allocation algorithm, the Name Server returns a new block id.

4. MDFS client then issues a creation request to Data Server which then helps in

block creation.
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Fig. 15 Data flow diagram for read operation

5. Encryption using secret key takes place for the block in the local file system.

6. Using Shamir’s secret key sharing algorithm, key is split.

7. K-out-of-n framework provides storage nodes.

8. Data Server makes a request to the Fragment mapper to add fragment information.

9. After file and key fragments are distributed in the cluster, Data Server will inform

client about the file written successful status. The local file system of the writer

is delete after write operation for security purposes.

3 Future Research Direction

There are several areas of research that enthusiastic researchers should delve into in

the area of Mobile cloud sensing to make our planet smart and intelligent. The open

research issues are discussed as follows, which will serve as a direction to the future

researchers.

∙ Mobile cloud sensing has immense potential of research. If we take into account

the scarce resources present in the mobile devices, there arises a need to be able
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to optimize their usage in an efficient manner. This is a very intelligent area and

lot of research is currently being pursued.

∙ Handling large amounts of data which is generated by the mobile sensing data is

an area of research and a tough problem to solve.

∙ Also, 5G as a Infrastructure for Mobile Cloud Sensing is being used in research

projects as it supports a peak download speed of 3.6 Gbps as compared to 100

Mbps in 4G. Also, we need to enhance capacity of data movement between the

cloud and the mobile device which is expected to rise to 16 Exabytes by 2018 (ten

times of the current data volume.

∙ BDSMC emphasizes on the real time offloading of code and/or data to the cloud

through the mobile and Internet network and also real time configuration of the

cloud. This area can be dealt with in detail as a research topic.

∙ As there is a need to provide real-time support of computation in BDSMC appli-

cations, the management systems are specially designed for the same. However,

BDSMC does not provide a utomatic and dynamic adaptation to fluctuations of

time of the input streams processing, and this problem needs to be researched.

Fig. 16 BDData flow diagram for write operation
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4 Conclusion

In this chapter, we have dealt with various techniques related to energy management

of mobile devices using MCC like Phone2Cloud, eTime, DREAM and ThinkAir.

Also, energy management techniques of MCC using big data have been discussed

like BDSMC, StreamCloud and Mobile Cloud Sensing. Besides this, various flavors

of MDFS architecture have been discussed as well. There are various limitations

discussed here about the various architectures. These present architectures will find

it difficult to handle huge volumes of data which are sent to the system at real time.

Also, 5G is becoming popular and is necessary for faster data movement during

offloading process. The research direction is to delve into the area of Mobile cloud

sensing for handling large amount of data and to use 5G as Infrastructure.
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Big Data—A New Technology Trend
and Factors Affecting the Implementation
of Big Data in Australian Industries

Bhavyadipsinh Jadeja and Tomayess Issa

Abstract Big data is new technology trend and it provides immense advantages.
There are too many social networking websites people are using, these websites
more than ever before. The data which has been created in the last 5 years is greater
than the total size of data accumulated during the preceding. This indicates that
people are producing big data knowingly or un-knowingly. In addition to that,
every company receives an enormous amount of data in many ways. This data can
be transformed into information and information can be converted into knowledge.
This knowledge can be very helpful in product marketing. Australian industries can
make use of big data. The main objective of this research is to provide more
information about big data which is still in its infancy, and find the factors which
may affect the Implementation of big data in Australian industries. Big data is still a
relatively new field, especially in Australia. It is understandable that big data will
become a significant player in Australian industries and that is why it is desirable
for these industries to use big data. Big data holds the key to business intelligence
and that is why it is important to undertake research on this specific topic. This
research study has used a positivist approach and a combination of methodologies.
Qualitative and quantitative methodologies have been used and the survey was used
as the instrument for gathering data. The survey consists of five sections. The first
section is intended to collect the participants’ demographic data. The other four
sections are each based on one of the four factors associated with big data: cost,
technology, skills and maintenance. The survey has been designed to address these
four factors. The Likert scale has been used in this research method. The research
design has been explained in detail. The objectives of this research study are: (1) to
find factors which determine the Implementation of big data in Australian indus-
tries, and (2) to understand the general trend of big data and the technology which
can be used to analyze big data. This research provides very important information
regarding how big data can be used by different organizations. The participants are
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employees in the IT department of various industries comprising retail, IT, edu-
cation, oil-gas and healthcare. These participants’ positions range from entry level
to managerial level. The participants’ responses, which constitute the data, were
then entered in IBM’s SPSS version 24. The data was entered and analyzed using
the factor analysis method. In general, it was found that several factors can affect
the Implementation of big data. These factors are: cost, maintenance, skills and
technology. The analysis has indicated that statistical skills, IT skills, project
management skills and communication skills are important for the people who work
with big data. In addition, hardware and software cost, hardware and software
maintenance, hardware and software technology also affect the Implementation of
big data.

Keywords Big data ⋅ Factors ⋅ Implementation of big data
Australian industries

1 Introduction

This research topic concerns the recent technology trend which is big data. Big data
is the newest technology norm in the tech industry. Big data is simply data that is
very huge in terms of volume, velocity and variety. People are now using social
networking sites more than ever before. According to a recent study, the data which
has been created in the last 5 years is more than all the combined data of previous
years. Moreover, it is assumed that in coming years this data will continue to grow
and become exceedingly huge. The reader may well ask why it is necessary and
useful to address this issue. It is useful because normal data possesses the infor-
mation and this information can be converted to knowledge. Most companies are
facing this situation. They have knowledge in raw data but they cannot use it
because of the lack of availability of appropriate technology. That is why it is
important to have appropriate technology which can work with big data. The main
aim of this research study is to find out how big data can be implemented in
Australian industries and the factors associated with big data that prevent Australian
industries from using it. The researcher selected five different industries for this
research: healthcare, IT, retail, education and oil-gas. Companies in these sectors
can use big data to solve many internal problems. Moreover, technology is con-
stantly evolving and it is important to implement big data to gain a competitive
edge in the marketplace.

Big data is still new in the market and that is why it is very difficult to find
appropriate technology which can work properly with companies’ operations. It is
difficult because big data cannot be stored in traditional data storages. As explained
above, big data is very huge in terms of volume. So, it is not important to store such
an amount of data in normal database storages. In addition to that, this data should
be available in real time during the analysis process. So, it is important to find the
storage facilities which can provide such advantages. The second issue with big
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data concerns hardware. Legacy systems cannot perform high-end operations which
big data require. A Simple computer cannot perform thousands of queries in real
time and that is why a machine with high processing ability is required. Therefore,
hardware is an important issue in big data. The third issue concerns the selection of
appropriate software which can perform various operations on big data. Big data
can provide business intelligence only when it is associated with proper software
technology. There are many vendors out there which provide exceptionally good
software packages. Hadoop from IBM is an example of such software. The last and
most important issue is that at the end of the day, people work on big data. It is very
difficult to find people with big data skills because they are scarce. It is the
responsibility of organizations to create this talent. However, some of the tech-
nology companies have started to use training programs which can equip people
with the necessary big data skills. Moreover, big data is more complex than regular
data. Companies from the industry sectors mentioned previously can really benefit
more from big data. It emerged in 2002 and the term was coined at that time. It has
evolved very quickly in the last couple of years and has started to show its
advantages. Most of the big organizations are now willing to benefit from this
technology. If appropriate software is deployed in the company, it can provide
quick analysis of large sets of data, enabling business managers to make quick
decisions based on the reports rather than intuition. The next section outlines the
main components of this research study.

2 Big Data

Big data is a widely-used technology term which has emerged relatively recently.
People use social networking sites and mobile devices more than ever before, as a
result of which enormous amounts of data are being generated constantly. These
data possess very important information. Using appropriate technology, this
information can be analyzed and knowledge can be derived. In simple words, big
data includes the tools, processes and procedures that can create, delete, edit and use
large amounts of data with strong storage facilities [17]. Enormous amounts of data
are generated in each and every field. Big data has many advantages but needs
numerous resources to accommodate it. Scientists are working on big data and on
finding ways to reduce it so that it can be used to greater advantage. Mathematics is
related to big data and there are unanswered questions such as algebraic, geometric
and topological structures underpinning the mathematics of big data [22]. Hence,
big data can be very advantageous in understanding such questions and providing
solutions for the same.

However, some would argue about what big data really is. In simple words, big
data can be combined as three Vs. The three Vs are volume, variety and velocity.
These three can be explained as follows. Volume refers to the large amount of data
which is being generated at a constant rate in different industries. So, it simply is
large amounts of data. The second ‘V’, variety, means that the data can be of
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different types such as documents, images, databases. The third ‘V’ is velocity. As
stated previously, the amount of data being generated is very high. For example, the
number of images uploaded on Facebook last year is more than the total images in
previous years [23]. Therefore, it is important to consider this factor thoroughly
while working on big data implementation. Apart from that, it is also important to
see the speed of retrieval of data as well from these large data sets. However, big
data should not be confused with ‘lots of data’. They are different and have different
meanings.

Big data is different from small data in many ways. The goals of big data are
different from those of small data. The goals of small data are to just answer specific
questions; whereas in the case of big data, the question paradigm changes and is
flexible. Similarly, the location of big data and small data are also different. Small
data is covered only for one institution while big data are covered between multiple
servers and can be located anywhere in the world. Another obvious thing is that
data contents and structure is also different. In the case of small data, the user
prepares his/her own data whereas in big data, the data can come from multiple
resources. Hence, big data is different from small data in its preparation. The
longevity of small data and big data are also different. Small data are retained until
the end of a particular project; on the other hand, big data are stored until the same
amount of information is not available. Measurements of small data are done using
one protocol only; however, big data can be measured using different protocols.
Reproducibility is an important feature of data and the reproduction of small data is
always repeatable while in the case of big data, it is seldom feasible. Another
important difference between big data and small data is cost and stakes. For small
data, the cost of a project is very limited and usually very low. However, big data
can be very expensive. CEOs need to provide ample resources to implement big
data and to research laboratories. Moreover, if a project fails, a half-developed
solution is useless. However, big data still has many advantages. Introspection of
small and big data is different as well. For small data, it can be done easily from the
row and column address. However, in big data, it is not possible even if it is
designed very well. Various techniques are used in big data which are called
altogether as introspection. The most important difference between big data and
small data is the analysis of such. In the case of small data, analysis is done together
as this analysis consists of whole data while in the case of big data, its analyzed
incrementally using different techniques [23]. Big data has many advantages.
Everyday tens if not hundreds of thousands of people generate big data as they are
using social networking websites more than ever. This data can be analyzed to
produce information and knowledge which can be helpful to predict future business
trends. The company does not need to do anything new to introduce big data into its
operations but they need to just follow the same routine but with big data and by
using appropriate techniques. For example, there are thousands of activities which
are done in a particular bank. This bank then stores and analyzes this data in order
to develop better methods to attract new customers and provide better service to its
existing customers. In most cases, generated data are unstructured and big data
technology is used to give structure to these unstructured data. The data come in
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different sizes and different formats. If any company wants to take advantage of big
data then it is important to provide a strong structure to the data, so that the
company can generate sound knowledge and information from it. However, this is
not as simple or straightforward as it seems.

There are some challenges associated with big data. Big data analytics goes
through many different stages and each stage has its own challenges. These stages
are explained below. The first stage is that of loading and ingestion. In this stage,
data analysts add data in the database server by using various resources such as
ERP and CRM software. In addition, this data can be in the format of documents
and images. Extract, transform and load are the main three tasks which need to be
done in this stage which are of course very difficult to do with this large amount of
data. The second stage in big data management is manipulation and transformation.
As explained previously, when the data is entered in the company’s server, it is
generally much unstructured but to obtain the most benefit from this data, it must be
structured. Hence, manipulation and transformation of this data is required. Given
this large set of data, the same protocol is time consuming; however, the small code
can make this step very easy. However, employees who work on this step need the
appropriate skills enabling them to work with such data. Finding employees with
these skills is another challenge for the company.

The third stage of big data is to enable access to this structured data. After
converting unstructured data to structured data, it is important for the company that
tools like Hadoop and others provide access to this data so that applications of these
tools can use big data and can generate useful information. This step is relatively
easy and requires very basic edit, transform and load (ETL) skills. The challenge
with this stage is to provide access to appropriate tools. The fourth stage in big data
management is to create a model for the business applications. Business analytics is
depended on big data and it cannot work without an appropriate model and mod-
eling techniques. This stage is important as users actually pose queries here to find
relevant answers. Also, users need an appropriate model so that they can fine-tune
their search. This stage can be done easily by using simple coding. The challenge
with this stage is to create a suitable model which covers all the areas of the
business. It is also important to ensure that data is easily available from different
units in order to create the model.

The fifth and final stage involves visualization and analysis. Visualization can be
done using business intelligence tools or by writing code. There are tools available
like dashboards and reports. This can help business managers to make informed
decisions very quickly. Analysis plays a part in this stage as well. Analysis is the
most important part of this stage because this is what generates the relevant
information and converts this information to useful knowledge. The challenge with
this stage is that small mistakes can generate entirely different results. In addition,
visualization is not easy for such a big amount of data. So, it is important for the
analyst to use suitable techniques and tools to visualize such a big amount of data
[13]. By following the steps in these different stages, big data can be managed and
the most can be made of the advantages it has to offer.
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One may wonder why and how big data has evolved. The authors explain the
reasons for this evolution and the factors which have affected it. The internet has
played a major part in the evolution of big data. People are using the internet and
mobile devices as never before. Moreover, social networking sites like Facebook
and Twitter have also played a significant part in this movement. Another factor
which has affected the evolution of big data is computation. In early days, com-
putation power of mainframe computer was very low and it was not possible to
work out something so big. But, the scenario has now changed. There are super
computers which can respond to thousands of queries with a single click. This has
provided a way to solve certain big problems and made way for big data evolution.
Another factor is networking ability. In the early days, it was not possible to
network a large area and local area network abilities were limited. But now, with
new technology, it is possible to connect more machines to each other. In addition,
the servers can be located anywhere in the world and one can execute queries on the
other side of the globe. This has provided flexibility in carrying out big data tasks.
Main activities such as edit, transform and load can be done easily because of high
functioning networking technologies. Moreover, storage facilities have also evolved
in the last decade. Previously, storage disks were room-size. Now, there are storage
facilities the size of a human finger that can store more data. Also, these storage
facilities can be located anywhere in the world. All of these factors have helped to
produce the big data revolution. The next section discusses the sources of big data.

Authors previously explained how data are different how they are being gen-
erated. In this section, the authors explain the actual sources of big data. There are
different types of sources which play an important role in the generation of big data.
There are mainly three parts of data which contribute in generating data. These
types can be defined as directed data, automated data and directed data. Directed
data is a type of data which is generated in offices by employees who are usually
directed by managers. This is also the type of data which is generated in labora-
tories. In addition, this type of data is stored automatically and in a suitable format.
This type of data can be managed easily [21]. The second type of data is automated
data of which there are various sub-types. This type of data is generated by auto-
mated devices. The first sub-type is automated surveillance. Each and every city is
covered now by surveillance cameras. These cameras generate very large amounts
of data which is automated. The second sub-type is generated by digital devices.
The majority of the population now has access to smart devices and they carry their
devices wherever they go. This also generates very large amounts of data. The third
sub-type is sensed data. This data is generated by sensors and actuators. Most of the
oil & gas companies use such devices. This helps to predict future demands and
trends. Hence, these devices are called ‘contributors’ to sensed data. The fourth
sub-type is scanned data. Similarly to those of sensed data, the data are being
generated through scanners. This is called ‘scan data’. Most of this data are gen-
erated in the retail industry. The fifth sub-type is interaction data. Nowadays, most
of companies in any industry use information technology on a large scale. Each and
every interaction conducted within these companies contributes to the generation of
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large sets of data. These are all types of automated data which constitute the largest
part of total generation.

The third type of data is volunteered data which is entirely different from
directed and automated data. The latter use certain devices to capture ultimately
what is known as interaction which is not the case in volunteered data. Similarly to
automated data, there are also several sub-types in directed data. The first sub-type
is transactions. E-commerce has become one of the biggest businesses in industry
right now. Every time the customer buys something, he or she enters personal
information which contributes to generating large amounts of data. The second
sub-type is social media. People upload images, documents and their communi-
cation messages with their peers, and this also generates large amounts of data.
Therefore, social media also plays a very big role in the generation of volunteered
data. The third sub-type in volunteered data is surveillance. This is different from
surveillance because here a person or entity does surveillance of oneself. There may
be different reasons for this such as health monitoring. The fourth sub-type of
volunteered data is crowd sourcing and citizen science. In crowd sourcing, different
people present their ideas and knowledge and share this online with others.

This also generates very large amounts of data. These are the three main types of
data under the big data umbrella. If a company wants to use big data, then a strategy
must be followed. Before using big data, there are various things which need to be
followed as well. It can be categorized in eight different types. The first and
foremost thing is big data requires a different culture than that of legacy culture. It is
important that an organization have a center of all information and it is available
easily for the people in IT to store and analyze. Other important thing for an
organization is that it has skilled people and they have the ability to work on very
large sets of data. Moreover, an organization needs to understand that data is
every-where and it cannot be unseen. Organizations should follow the rule that
everything which is in digital format is data. This data is the source of information.
In addition to that, big data engineers are hard to find and this is the reason that an
organization should find appropriate talent before a competitor does.

Moreover, big data means much information and much information means much
knowledge. In the digital age, it is important that knowledge be kept safe. So, big
data requires adequate security measures. An exit plan should also be in place.
Also, big data raises privacy issues. Organizations will also need to ensure that
there will be issues regarding privacy and they should be ready to address such
issues. Moreover, apart from competitors, organizations should also keep in mind
that governments all around the world are also making efforts regarding big data.
The last thing that organizations should keep in mind is that big data is not just
about big data or volume but it is about volume, velocity and variety [15]. Big data
is the main source of business intelligence from which business managers can make
informed decisions which are fast and reliable rather than just intuitive. Business
analytics is something which converts raw material into useful information. Busi-
ness analytics is done differently in big data compared to other analytics. Tech-
niques and methods which are used in this theory are also different from the
techniques used in simple analysis. There are special tools for big data analytics
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which is explained later in this chapter. For big data analytics, the most important
part is to build the perfect model for the individual business. Prediction depends on
several variables. It is important for the analyst, who is working on big data ana-
lytics, that he or she identifies the critical variables associated with the stakeholder
and decides which variables are independent and which variables are independent.
Finding such variables is a difficult task but the most important one in big data
analytics. Big data analytics can be done using powerful tools. In addition to that,
business analytics provides the business intelligence. Business intelligence can be
generated using appropriate tools and dashboards. Dashboards are useful for
visualization. Visualization is as important as analytics. In addition to that, it is also
important in order for business analytics to be successful that all the information
from organization is available to the analyst at any time so that they can manipulate
them and can give proper structure. Moreover, the storage should be done in such a
manner that it is always available for business analysis and analysts have the
appropriate skills to work on big data business analysis [31].

Australia is one of the leading technology-driven countries in the world and
technology-driven innovation is an integral part of Australia’s economy as most
industries (such as retail, supply chain, accounting etc.) depend highly on cutting
edge technology. Big data can play a very important role in Australia. This part
presents the authors view on this topic; also, other authors’ views have been crit-
ically reviewed here. Big data provides an advantage in predicting actual business
demands. For example, Kollaras Group is one of the largest liquor manufacturers in
Australia. The business of KollarasGroup was expanding and they needed some-
thing in IT to help it. Big data was introduced in the company and it helped.
“Management is now able to rapidly analyze the business and respond to emerging
trends using real time data, while eliminating significant manual processes in a way
that was not possible before” [22]. Moreover, although analysis of large sets of data
is very difficult, it provides more information ultimately and thus helps management
to make informed decisions. Big data is certainly the next big thing in the IT
industry and in every industry for that matter which uses IT. Oil & gas industries in
Australia have started to benefit from this technology which provides extremely
good business intelligence.

Big data can be regarded as an innovative approach to data management. Data
management has been done before but in the case of big data, it is the management
of large sets of data and that is the reason why it is difficult for a company to
immediately integrate big data into its operations. However, in this competitive
environment, a company cannot avoid big data when competitors are deploying it.
The problem with big data is that if it cannot be applied properly in the business,
then it will provide little to no assistance for decision-making in business. Also, it
can lead to wrong decision-making. Another problem is that data which is collected
for big data analysis is very complex and, for the software to be successful, it is
important that the data which has been collected is reliable and in the correct form.
Moreover, it is also important that this data has scope. So, it is obvious that when
this large amount of data is gathered, there is the need for a large amount of space
and good processing power. Importantly, this should not be limited to the private
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sector only, but the public sector should also benefit from this. Fortunately, the
Australian government has realized the potential of big data and the Australian
Office of Information Management had released a service strategy.

The government is realizing that the information which is provided by big data
can be helpful for the betterment of the community. According to the reports of the
Gartner study [28], 64% of businesses will invest in big data in 2013. The main
reason for most of the companies doing so was customer satisfaction and that is
because the full potential of big data is yet to be fully understood. Yes, it is hard to
manage and can be very damaging if one cannot understand it properly. Many
companies in Australia are now adopting model which includes big data in it.
However, schools and universities in Australia can play a major role in this
transformation. These schools need to provide appropriate and regulated knowledge
on big data. Australia’s National School of Data has begun to do this. This was not
possible 20 years ago but now educational economists have access to large n-sets of
data. This data has information about students, education, schools and performance.
This has provided a way to answer the questions about educational production
which was not possible previously [23]. In Australia, there are three core interna-
tional datasets in which students are represented. These three data sets are PIRLS,
TIMSS and PISA. This has helped to make these data sets richer. It is still in the
first stage and it will grow. This will help government to understand the education
system and to make plans accordingly to benefit the Australian community at large.

Accounting firms such as KPMG play a very important role in the Australian
economy… KPMG has 145,000 staff worldwide and the chief information officer of
the Asia Pacific region believes that big data has very good potential to be uses as
proprietary data by combining it with new data. This will give KPMG a heads up in
the competitive market. The chief information officer of a multinational company
also believed that the company is now looking at predictive analysis, data mining
and how the company can add value to customers’ data [13]. Similarly, Thought
Web is one of the leading IT companies in the Australian market and it is the
developer of an enterprise analytics studio for building a big data solution. The
company argues that customers are able to create competitive advantage by
leveraging the ability to create information from different large data sets, to retrieve
useful knowledge and to enable enterprise collaboration. In addition to that, chal-
lenges which are related to big data are volume, variety, velocity and complexity of
large sets of data. These are the big data issues. Collaborative business applications
can be helpful to analyze text, images, video, transaction etc. so that enterprises can
see the patterns and act upon it [21]. Australia is slowly realizing the potential of
big data in various industries. However, big data has not yet expanded that much
compared to other companies and industries in the United States. There are several
issues regarding big data in Australia. First of all, this country is very small and big
data is still new in this market. However, industries like mining, healthcare, IT,
education and retail in Australia are now reaping the benefits which can be provided
by big data technology. Technology vendors such as Microsoft and SAP provide
technologies which can be useful for data mining and business analytics on big
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data. Thus, big data, which is still new in the technology industry, needs to be
introduced on a large scale in Australia.

3 Big Data Critical Factors

Similarly to all other technologies, big data also has certain characteristics which
differentiate big data from other technologies. These characteristics are volume,
velocity, variety and complexity. Apart from these characteristics, there are other
factors which play a decisive role in whether or not a company can afford big data.

a. Skills

Big data technology is new and still in its early stages. It requires certain skills
and personnel with those skill sets to work with big data. As explained previously,
the volume of large data sets is very high and they comprise a large variety which
includes image, documents, audio and video files. It is important for people to have
the skills to work with such data. In addition, big data needs to be processed at high
speed. They need to be transferred from storage to personal computers where they
can be processed. Moreover, they are very complex and thus require certain skills.
Big data skills are nothing new; they are similar to analytical skills but with large
sets of data. Most of the technological companies are now looking for people with
certain big data skills. Even IBM has launched a big data program with universities
worldwide. Both lecturers and students can participate in the program. The sole
purpose of this program is to create awareness about big data and develop students
who have big data skills when they graduate. The U.S. Bureau of Labor predicts a
24% increase in the demand for professionals with data analytics skills during the
next eight years. Many universities around the world are now designing courses
which are related to big data analytics skills. For example, Dublin City University
has created a master’s Degree in Computer Science with big data, business analytics
and smarter cities focus. According to reports, employers in every industry are
seeking employees who can analyze the large sets of data and gain a competitive
advantage [15]. Every day they create 2.5 quintillion bytes of data generated from
various day-to-day transactions. Big data and analytics are a catalyst to help each
business to grow and to compete. IBM has one of the best technologies in the world
to deal with big data analytics but these technologies need people with a certain
skill set. There are big data technologies available which help to create information
which have a business value. These technologies are Hadoop, Map Reduce, Apache
Pig, Hive and HBase. However, these big data technologies require a certain skill
set. Only people with certain skills can work with such technologies [31]. In this
manner, big data skills are high in demand because there is a shortage of such skills.
Obviously then, people who have big data skills, knowledge and experience will be
highly paid in future. The world has entered the digital age.
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Each and every industry is using technology to reap the benefits in a competitive
market. But as work has become digital, people with such skills are the ones who
are sought after. The computational world of the 21st century will require a par-
ticular new skill set from workers [35]. A study conducted by the Apollo Research
Institute identified that a massive increase in data will enable new possibilities but it
will demand people with new skills. Big data comes with several challenges to
security systems but there are advantages as well. But, this data-driven world needs
new skills which is essential for Australian industries. There are various models for
big data with which people will need to work and during this time, people need to
understand that these models can predict from the data but they (these models)
cannot recreate it. This will require skills and knowledge of languages from people
who are working on it. Design mindset is one of the solutions for this. It is simply
the creation of an environment for the people who are working in the industry to
develop and to enhance workers’ creativity. There are main four skills which need
to be learned by IT professionals. These skills are computational thinking, trans-
disciplinarity, design mindset and cognitive load management. Professionals who
are working in IT will require new tools and the skills to work with those tools.
Hence, it is clear that big data will require new skills similar to other technologies
[35]. Companies are now paying high dollars to people with big data skills and they
are taking a chance that investing in data can play a major role in their competitive
plans [2]. Hence, it is important that companies realize the potential of people with
big data skills in Australia and should provide competitive salaries so that people
will be encouraged to train in big data. The next section discusses the technology
associated with big data.

b. Technology

Big data technology itself is new technology but it needs certain tools which can
accommodate it. It is important for the reader to understand that it should not be
confused with tools of big data. This technology can be software, hardware or any
other for that matter. This topic has the covered latest technology which is related to
big data. In addition, it is important to understand that this topic is still new and that
is why it is evolving. It is important to understand the readiness of technology
which can accommodate big data. As explained previously, big data is associated
with very high volume, velocity, variety and complexity. It is also understandable
that this data is being produced from both the private and public sectors. So, it is
necessary that these both provide the necessary resources to find technology and
approaches to find such technology. Science and engineering can play an important
role in finding such technology. Technology readiness level is one of the techniques
which can be used to predict the likely time when the technology will or will not be
available. It is a qualitative approach. This readiness level depends on the readiness
level which once was part of a system’s lifecycle process [6]. Big data itself can
predict future technology and where it will come from. There is lot of information
in the form of scientific articles, patent application, news articles, corporate web-
sites and press releases. These resources provide information on technology and it
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can provide a way to harness the advantages of big data technology. It is also
important to understand that quality is more important than quantity as it gives
momentum to new technology. Data scientists and computational engineers should
also keep in mind that this technology evolves in a non-linear, complex fashion [6].
Moreover, there are certain pathways to the new technology but they vary
depending on the industry sector and technology domain. It should also be
understood that information which is coming from different sources is not diffusion
limited. Last, but not the least, technicians should use the basic elements of big data
with care because these are the pillars of the big data technology. Serious conse-
quences can ensue if these elements are not properly distinguished from one
another. Now, one would argue that what the areas are actually in which big data
technology has a scope to evolve. Information technology is now playing a major
role in each and every industry and each industry requires the perfect combination
of software, hardware and storage requirements. There are vendors out there who
are providing software as a service. But, there are several technology areas in which
big data technology can evolve. These are networking, data mining, information
security and privacy protection. Networking is an important part as velocity is
crucial in big data technology. Data must be available instantly for analysis. Data
mining is similar to data mining of normal data but here technology is required in
which data mining can be done with large sets of data. Information security and
privacy protection are both similar to those of normal data techniques.

Software tools are available in the market which uses some of the big data
technologies. It can be also seen that most of the big multinational companies are
now experiencing the benefits of big data and now deploying information systems
accordingly. In addition, some of them have even completed research and devel-
opment, design and promotion of new products and provided new services. These
new services provide greater operational efficiency when compared to traditional
database [7]. There are several technologies which are useful in big data analysis
and processing. Map Reduce and parallel database technology are such technology.
The research studies have shown that a combination of both these technologies can
provide greater benefits than standalone technologies. So, it is important for sci-
entists and technicians to find ways in which big data technology can be used more
easily. Business Intelligence (BI) is part of big data. It includes the applications and
processes used to analyze the big data using various analysis techniques [4]. An
organization’s performance and profitability can be increased through good analysis
and decision-making. Business intelligence helps to achieve that through big data.
Predictive analysis technology is another important term in big data technology.
Analysts find certain patterns in the data and predict certain outcomes. This also
helps management of organisations with decision-making. Hence, software tools
have been developed for big data technology. Hardware equipment also plays an
important role in big data technology. There are super computers which can
respond to thousands of queries in seconds. However, it is not possible to provide a
super computer to each person in the office. So, it is the role of technicians to find
the technology which can accommodate big data practices on their computers. The
third important part is storage technology. It is not easy to store such large amounts
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of data in traditional storage systems. More importantly, data should be available
for analysis from this storage point when and where required. In this manner, this
part describes on big data technology which is available and how it can be more
improvised. The next part describes about the maintenance of the big data
technology.

c. Maintenance

As explained previously, IT is now everywhere and it is an integral part if not the
most important part of any organisation. As IT has become an integral part of
organisations, the job of IT professionals has become more important and it is
all-encompassing. Almost every corner of any company or organisation is touched
by information technology. If IT stops for a day, the whole company comes to a
halt. So, it is important that the risk management department of any firm has a
disaster recovery plan ready for such situations. This topic is important in this
research study as big data is a very complex technology and if anything goes wrong
in such widespread technology, then it can have a very adverse effect on business as
management will be making very important business decisions based on the
analysis of this data. Multinational companies can afford to hire talents who
specifically specialize in maintenance and recovery plan only. The problem is with
small and medium-sized businesses which cannot afford to hire such talents. So, the
main problem with these organizations is that they simply cannot afford to commit
time and resources to the maintenance which ultimately costs in big loss [26].There
are two main points associated with maintenance which should not be confused
with each other. These are the business continuity and the disaster recovery plan.
These are entirely different. Business continuity planning is simply a methodology
which is useful to create and to validate the plan for disaster recovery. It is useful to
maintain business continuation.

However, disaster recovery is a part of business continuity. This term can be
defined as a quick response to disaster. So, whenever there is any breach or fault in
IT, the immediate next step will be to follow the instructions according to disaster
recovery plans [26]. So, both the disaster recovery plan and the business continuity
plan fall under the maintenance umbrella. There are main three components of any
business. These are people, process and technology as IT is being maintained in this
research study. Technology is being used by people who follow specific processes.
These three components are further explained below. People are the entities who
decide the processes and implement the technology to be used in the organisation.
People are the most important element in maintenance as they create the processes
and make the plans to fight a disaster and to recover from it. According to a recent
study by IBM, 80% of total IT faults and data loss is caused by human error [30].
Hence, there are some problems which are usually caused by people themselves.
So, if the IT maintenance department wants to make a start towards instituting a
better maintenance procedure, then people should be covered first in that plan.
Participation of such people is also important in such plans. The most important
factor when deciding this is that this plan should not be designed in a vacuum, but
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should cover all the areas of the organisation. The second element in this is the
processes.

There is a simple rule that the better the processes, the better the technology
implementation. As explained previously, people create these processes to imple-
ment technology. So, it is up to people to create better processes. So, processes
should be defined accurately. These processes are important because they run the
day-to-day business activities of an organisation [36]. So, when there is a disaster or
any emergency situation, then these processes will be the first things to be termi-
nated. It is part of maintenance to create such plans which will make it easier to
return to previous processes and start working. It is also important to identify the
most important processes. The third entity is technology in this research study. IT
professionals have an idea of what happens to the technology in dire situations such
as security breaches or any kind of storage failure or anything for that matter [24].
So, it is important to identify the technology that might be highly vulnerable to such
attacks and if there is an attack on the technology, then what the plans are to tackle
this situation. Moreover, it is important to work with people of other departments as
IT is now each department and it is equally necessary to understand the demands of
people of other departments. Their needs will be different from those of employees
who are in other departments. This will help to clarify the situation better and the
maintenance department can create processes which can meet the requirements of
all departments. During this time, it is not only important to know the processes
which are needed to make up and run the department but also it is important to
define the processes which will be helpful in managing the crisis [33]. This should
be assessed and addressed by the plan. Most of the middle-level companies do not
design a maintenance plan until they are hit by the cost of a failure. It is important to
understand that the cost of a failure is always bigger than the cost of planning. Yes,
it is understandable that it requires resources and time to develop proper mainte-
nance plan, but in the end it is worthwhile. Nowadays, most companies are moving
towards big data. Big data technology requires very costly hardware, software and
storage devices. Failures in such assets through natural disasters or for any other
reason can cost a company a small fortune. Data will be added regularly even if the
machines are not working at the other end. This can result in false predictions and
ultimately wrong decision-making [14]. So, it is important that there are processes
in the workplace which are there solely for big data technology. Maintenance can
be resource-consuming in the case of big data but it will save dollars in the event of
disasters. More importantly, for businesses to perform day- to-day activities suc-
cessfully, it is important to have designed processes and plans for maintenance of
costly assets.

d. Cost

As big data is a new technology, and as has happened with every technology in
the past, the cost of implementing big data in a firm is really high. There is a certain
belief in the IT industry that storage is comparatively very cheap. This comparison
is in context with hardware prices. However, the real-case scenario is different. The
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reason is that most of the time, various data operating expenses are ignored [29]. It
is imperative for all organizations to implement strategies that maintain a balance
between value creation and risk exposure, ultimately unlocking competitive
advantage and maximizing value from the application of big data. Total cost of
ownership gives a better idea of the total cost for a particular company. It is
important to know here that this cost is related to hardware cost only. Other costs
such as software and implementation costs have not been included in the total cost
of ownership of big data at the moment. According to research studies, research
cost is approximately five to seven times higher than hardware acquisition costs [3].
Moreover, users and application owners do not tend to realize this cost and believe
that the cost of hardware is very low. Apart from total ownership, the maintenance
of such storage also requires tremendous work and resources. It is important to
understand that storage is not quite a problem at the moment but as data has
transitioned into big data, the problem is becoming very serious. Some
medium-sized organizations are investing so much in storage that they have to
compromise on IT strategic investing. According to research studies, it was found
that there are basically three costs with which any organisation has to deal. These
three costs are hardware cost, non-hardware cost and combined costs. These costs
are believed to be increased by 50% with this data growth rate [18]. Almost half of
the investment in IT investment is spent on existing IT infrastructure. So, it is
obvious that an organisation is not going to invest more in storage, and ultimately,
will not benefit from improved storage conditions [29]. It is also believed that the
costs of managing big data and the evolution of data analytics programs will
increase. This will force organizations to spend more on big data related tech-
nologies. More importantly, people with big data skills will be in high demand and
it is also important to attract the right talent for the organisation. In the last century,
storage was not given proper resources as data generation was not a big problem at
that time and thus CEOs spent most of their resources on software and hardware
[20]. However, the world has changed so much afterwards and now, the data which
has been generated in last five years is greater than the combined data generated
before. So, now it is important to invest wisely in storage facilities as big data is not
only about storing and locating data in one place, but it is also important that when
big data has to be accessed, the data is available for data analytics. So, it is
important that companies invest in storage regardless of the cost. There are various
options available on cost-effective ways for storage of big data. One of the simplest
forms is to use storage tires which span different areas of the information life cycle
[29]. The second important factor related to cost is hardware cost. The legacy
systems cannot keep up with real-time data analytics and thus really fast processing
device is needed, if not super computers. The third cost factor is associated with
software and the people who, of course, work with big data technology. It is really
important to understand and find the technology which best suits the culture and
needs of the organisation [37]. Different types of organizations need different types
of technologies. For example, the technology which suits healthcare organization
might not be of any help to an education organisation and vice versa. So, it is
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important to understand the real value of technology and select suitable hardware
and software which complement each other.

Hadoop provided one of the low cost technologies in 2010 but today it can be
seen that there are several inherent weaknesses that need to be overcome when
implementing big data analytics [34]. There are various challenges which are
related to the implementation of big data. Customers want easier and simpler
technology and thus it becomes costly to develop such technology. In addition, it is
also difficult for an organisation to address these challenges and the acquisitions of
such skills. Hence, it can be concluded that there are four main factors which must
be considered and examined before companies take any steps to implement big
data. There is a wide range of technologies available in the market and organisa-
tions can choose the technology which best suits a particular organization’s values
and vision goals. For example, the oil & gas industry can select big data technology
which helps to find natural resources. Another factor is skills. People with big data
skills will be highly in demand in coming years because of the increased data rate.
So, it is an important task of the human resource department to hire personnel
skilled in the management of big data. In addition, it is important to provide training
to existing staff. The third factor is maintenance. Research studies have shown that
most organizations spend half of their IT resources on maintenance and ongoing
activities. So, in the case of big data, it is important to take precautions for
maintenance so that even if there is any security breach or failure, it does not affect
the ongoing projects of the company or affects minimal. The fourth and last factor is
cost. As it happens with all technology, there are three main types of costs asso-
ciated with big data technology. These are hardware costs, non-hardware costs and
storage costs. The following section explains the type of tools which can be used in
organizations to manage big data.

e. Tools

Big data cannot be operated on its own. That is why it is important to have
suitable facilities which can accommodate the needs of big data. There are three
most important things which should be available in order to execute tasks of big
data. These three things are software, hardware and storage. This is not possible
without the appropriate tools. There are various tools available from different
technology vendors which can be used in different industries. These tools make
analytics easier. The thing with big data is that it is indeed very big and storage is
therefore a problem. In addition, data must be available at the time of analysis.
There is a need of analysis tools because organizations increasingly want to move
beyond offline analysis of extracted or summarized data to incorporate all relevant
data in their business processes in real time [5]. There are five main tasks that any
tool should be able to perform: reporting, analysis, visualization, integration and
development. The tool which supports these functionalities should be considered.
Big data is more complicated only because its scale is very much higher compared
to old data scale and that is why there is a need for new tools and technology

274 B. Jadeja and T. Issa



because old technology and tools cannot keep up with new generated data [19].
Some of these tools are described below:

• Pentaho tool: Pentaho was released first as a report generating engine which
was then turned into a successful business analytics tool. One of the advantages
of Pentaho is that it can be used with NoSQL databases such as MongoDB.
Afterwards, analysts just have to drag and drop the columns for visualization.
Hence, it is a simple-to-use business analytics tool. In addition to that, sorting
and shifting of tables in Pentaho is quite simple and useful. Moreover, it can be
used between different clusters.

• Jasper soft BI suite: This business intelligence tool was developed on the JAVA
platform. The unique selling point of this tool is that it was one of the open
source tools available in the market and it is the best of the open source tools
when considering its functionalities. Avery attractive functionality is that it can
turn SQL tables and information into pdf format files. Moreover, there are
functionalities which can fetch the data from MongoDB, Cassandra and other
databases. Jasper soft can convert this data into interactive graphs and tablets.
However, there are no innovative ways to look at data using this suite.

• Karma sphere studio analytics: Karma sphere originally was not designed to
provide analytics functionalities and it was just a plug-in. However, it has
several specialties which can help to run one or more Hadoop jobs. There is also
a tool named Karmasphere Analyst which helps to simplify the process of going
through all of the data in a Hadoop cluster. In addition, there are various tools
available for programming jobs. So, overall, it provides good support for pro-
grams built in Hadoop although it does not support all databases. Thus, it is a
good big data tool but is not the full package.

• Talend open studio: is similar to Karma sphere in that it was also designed as a
plug-in for Eclipse and it also offers the IDE-based data processing jobs of
Hadoop. Apart from that, it provided functionalities like data integration, data
quality and data management. There is a canvas-like structure in Talend which
allows analysts to drag and drop icons on this canvas. Talend has also a rich
source of extensions which makes it easier to work with the company’s other
products. The integration of other projects is made fairly simple with this tool as
well.

• Sky tree server: Sky tree differs from other tools in a unique way. Sky tree is
designed in such a way that it is easier for analysts to string code together with
visual mechanisms. Also, it offers a functionality which can perform many of
the advanced sophisticated machine-learning algorithms. Analysts can do this
by simply typing commands in the command line. The developers argue that
this server is optimized to run a number of advanced machine learning algo-
rithms on data which is ten thousand times faster than other packages. There is a
free version of software available which has, of course limitation: it can accept
only 100,000 rows. However, any company can check this free version before
implementing it and thus 100,000 rows of data will provide a good idea about
whether or not this software is for the one best suited to the company.
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• Tableau desktop and server: As discussed above, most of the aforementioned
tools do not enable the data to be examined in an innovative way. However,
Tableau offers this. It is basically a visualization tool which makes it simple to
look at data in a different way. In addition, this data can be broken down into
portions and again each portion can be visualized in different ways. The option
of mixing data is also available. Dozens of graphical templates are provided.
Also, this software is well structured and its GUI is outstanding as well. So,
overall, this tool is one of the best big data tools currently available.

• Spelunk: This big data tool is similar to traditional databases and it is completely
different from its peers in every manner. Unlike all other similar tools available
in the market, this tool does not offer any functionality for visualization and
graph generation; on the other hand, this tool provides an index to data files like
a data column in a book. This is just like traditional databases, but indexing here
is very flexible. It is being sold in a number of application packages. Co-relation
becomes easy with the help of the indexing feature provided by this tool.

These are some of the big data tools available in the market at the moment. There
are other tools for big data as well and it is assumed that in coming years, there will
be more tools available as big data is still in its infancy. Each and every tool offers
functionalities. It is foolish to select any tool randomly. So, it is advisable that, IT
department of any firm should spend considerable amount of time to choose the
perfect big data tool which best suits the company. There are free versions available
of different tools which can be used for testing purposes before investing in them.
Also, the type of tool(s) chosen also depends on the type of data being generated in
the firm and future growth rate of the data. Hence, big data tools are an important
part of any company’s big data strategies.

4 Research Gap

As explained previously, big data is still in the early stages and that is why people
in different industries find it difficult to understand. There are perfect practices
related to big data which involve best practices and techniques. In Australia, some
of the big companies have started to use big data in their IT operations. Others who
have not yet included it in their operations are preparing and making changes
accordingly. However, companies are not taking the best approaches or applying
the most appropriate techniques to big data. Big data, if used with suitable tech-
niques, can provide maximum benefits. It is because of very little exposure to real
use of bi data in such industries [12]. Big data depends on highly sophisticated
software, hardware and storage services. Most companies have transformed their
legacy systems to more advanced big data systems. This is why most employees are
not aware of the best practices associated with big data. Ultimately, this leads to big
data not being used to full advantage.

276 B. Jadeja and T. Issa



There are various gaps with regards to big data in Australian industries. This has
been explained in this literature by the authors. Four main factors have been dis-
cussed in this literature. These factors are software, hardware, technology and
storage. Software is at the heart of any new technology. This technology should be
supported by appropriate techniques and moreover, these techniques should be the
best possible approach [27]. There are various types of software available in the
market and it is important that the IT person choose appropriate software best suited
to the requirements of the company. For an example, the oil & gas industry should
choose software which includes geological information systems so that the com-
panies in this industry can fully benefit from big data. There are different types of
software platforms available and CEOs of companies should play an important role
in choosing suitable software. However, in Australia companies, it can be seen that
there are not appropriate techniques to choose software and that is what makes this
a very big gap. One of the most important factors which differentiate legacy systems
from advanced systems is hardware. The selection of suitable hardware is very
important in big data technology as data size is of very high volume, variety and
complexity. That is why it is important that people in IT companies should select
hardware according to the companies’ needs. One of the deciding factors in big data
is availability of technology which best fits the operations of the organisation. The
thing with information systems is that they change and change quickly. Upper
management still does not see much value in IT. That is why it seems unrealistic to
the upper management to invest such amounts and resources every two years. Now,
because of this, they will not have inadequate infrastructure which can accom-
modate big data very well. So, it can be said that it is the responsibility of top level
management of any organisation to see that big data is being deployed flawlessly.
So, there are basically three main points which contribute in creating gaps in big
data management. These points are as follows: Absence of ability to store and
access data easily; Absence of technology which has high computational power and
highly sophisticated software which can manipulate the data; Talented employees
who can analyze the data [11].

These three play important roles in the successful use of big data. In addition to
that, it is also the responsibility of IT personnel of individual organizations to create
a strategy which seems to be problems as well. Storage of data is one of the most
important things in big data case. In addition to that, this stored data needs to be
made available swiftly during the analysis process. It does not matter if the storage
facility is located on company premises, although it is still difficult to find an
appropriate storage facility which can meet the needs of big data. This is the first
gap problems most of the companies have never previously experienced storage
problems. The second reason for the gap is the absence of technology. The com-
puters in big data need to perform thousands of queries per second. But, computers
with such computational powers are very costly so it is not possible to give every
analyst such high computational machines. Moreover, these high computational
machines need software to perform these operations. This adds to the gap as well.
As explained in the previous chapter, there are amazing tools available which are
being provided by IBM and other technological companies. Hardware resources are
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as important as software. It is understandable that legacy systems cannot work with
big data and that is why it is important to have systems which can produce results in
real time. This is a large gap as these systems are very costly and it is important that
top management sees the value in this. In this manner, this gap has been created.
Last but not least, at the end of the day, people work with these machines and
analyze the data. So, if people are not capable of doing such things, then big data
will not matter at all. So, it is important for organizations to find the right balance
between talented employees and big data. Employees should know what they are
working with and how they can make the most of it. Hence, these are the three main
reasons which contribute to the big data technology gaps. The top level manage-
ment can play crucial role and it is also responsibility of IT departments.

5 The Chosen Research Approach and Research Question

This study aims to answer the following research question: What are the essential
critical factors for big data implementation in Australian Organizations? To
examine and answer this research question, the authors employed an online survey
in the Australian industries via Qualtrics. Surveys are one of the easiest and sim-
plest research methods of all. Designing a survey is a difficult task but once it is
done, the rest of the procedure is very easy. Participants can understand concepts of
the study very well from the survey. Also, because of the Likert scale, they can
answer the questions without becoming confused. The survey research method has
several other advantages. Once the authors have received all the responses from
participants, he or she can insert this data into data analysis tool and can generate
accurate information from that. The survey research method has been chosen for
this research study since it is faster, cheaper, more accurate quick to analyze and
easy to use for participants and researchers, flexible and results will be presented in
various formats from SPSS, word, excel, PowerPoint and PDF, although online
surveys are outstanding tool for collecting data, however, hacking, and internet
infrastructure can be a problem for using online survey in a research [8–10, 25]. The
survey consists of five parts based on the current literature review. The first part
asks for the demographic information about the participants. In this part, each
participant provides his or her information on job role, company, age and gender.
This helps authors to analyze the data from various perspectives. The next four parts
of this survey focus on the questions which are related to the big data and infor-
mation. These questions will help to convey the main purpose and requirements of
this research study to participants. A Likert scale has been used in this survey
design as it is easy to use and to understand. There are basically five options:
strongly disagree, disagree, neutral, agree and strongly agree from which the
respondents can choose their answer. The target population for this study is the
employees in different industries who have an IT background. People with an IT
background have been chosen because this research study focuses more on big data
technology, and these people’s views on big data are most important. These people
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have IT backgrounds and e-mails were collected from social networking websites
such as LinkedIn, Facebook and twitter. Other resources like yellow pages also
helped to find these resources. After those e-mails were collected, they were sent to
the participants of the study. The participants of this study have provided their
opinions willingly. LinkelIn, Facebook and Twitter applications are used to dis-
tribute the online survey link. Table 1 shows the online survey participants for this
study; in total 86 completed the survey. The majority of participants are from IT,
followed by educational, and health with 20.93, 19.77 and 18.60% respectively. As
for the gender, 50% for both Male and Female. The highest percentage of Job
Designation are 34.52% from Mid-level while, 26.19% from the Manger level.

As this study focuses on five different industries, fifty members each from
healthcare, education, oil & gas, retail and IT have been chosen. The survey
questions were designed accordingly. The online survey tool ‘Qualtrics’ has been
chosen to distribute the survey and collect the responses. The survey was sent to
participants via email. The survey link was provided in the email so that participants
could easily respond. The collected data was then stored for analysis. Moreover, the
literature related to big data has been reviewed. The data was collected according to
the guidelines of the ethics committee. The participants in this research study
completed this survey voluntarily. The quantitative research method produces data
which the authors have analyzed using SPSS (version 24). SPSS provides a rich set
of options to perform analysis on input data. There are too many statistic techniques
to choose from in SPSS and that is why it becomes more important to choose the
most appropriate technique to analyze data. It has also been used to categorize data

Table 1 Participants—
prepared by the authors

Answer Count Percentage (%)

Industry

Educational 17 19.77
Retail 15 17.44
Oil & gas 15 17.44
IT 18 20.93
Health 16 18.60
Other 5 5.81
Total 86
Age

Male 42 50
Female 42 50
Total 84

Job designation

Entry-level 21 25
Mid-level 29 34.52
Manager 22 26.19
Other 12 14.29
Total 84
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according to measurement scales. Coding errors and input errors can have an
undesirable effect on the output, so testing of data is done before final input. Finally,
the survey questions were compared with those of previous studies. Literature has
been reviewed to ensure that this survey meets the validity requirements. Moreover,
the research results have been generated using appropriate statistical techniques and
thus they are reliable. All the guidelines have been followed to ensure that the
research study throughout is reliable and has validity.

6 Results

In this section the authors will discuss the outcomes from the online survey, this
discussion will discuss based on the factors namely: skills, technology, mainte-
nance, and cost. The KMO for the skills, technology maintenance and cost are
Middling and Mediocre according to Beavers et al. [1]. The Bartlett’s test of
sphericity is highly significant for skills, technology maintenance and cost,
χ2 = 94.897, 80.525,169.850 and 64.870 df = 45, 15, 36 and 21 respectively and
p < 0.000, indicating that the items of the scale are sufficiently correlated to factors
to be found [32, 16] in Table 2.

Skills are a very important part of any particular strategy. People ultimately work
with different technologies and that is why it is important to have people with
appropriate technology skill sets. In the first phase of the survey, people have been
asked to choose their answer from given five options on various skills. These skills
are collaboration skills, information technology skills, communication skills,
hardware skills, software skills, database skills, people skills, research skills, big
data skills and other skills. These skills have been considered to work with big data.
Participants have provided their views on these skills and the level at which they
would be required in order to work with big data. Table 3 shows three new skills
which are required for big data implementation especially in Australia; technical,
analytical, debate, applying, analyzing, synthesizing and IT skills.

Technology changes in every decade. Technology is important in terms of both
hardware and software. Moreover, the database is one of the most important parts of
big data. In addition to that, companies already have legacy systems which they
cannot write off from the organization just like that. So, it is important to consider

Table 2 KMO and Bartlett’s test—prepared by the authors

KMO and Bartlett’s test Sills Technology Maintenance Cost

Kaiser-Meyer-Olkin measure of
sampling adequacy

0.602 0.673 0.773 0.672

Bartlett’s test of
sphericity

Approx.
Chi-Square

94.897 80.525 169.850 64.870

df 45 15 36 21

Sig. 0.000 0.000 0.000 0.000
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participants’ views on recent technologies. In this action of the survey, there are
various technologies types which have been considered. The participants selected
their opinions from five options on a Likert scale. Table 4 generated two new
technologies based on the survey outcomes namely: Legacy existing technology
and using New Technology and Storage and web technology. The new outcomes
from the survey should raise the awareness among the Australian industry that
using big data needs new technology.

Table 3 Skills—factor analysis—prepared by the authors

Rotated component matrixa

Component
Skills: working with big
data required

1 2 3

Communication skills Technical skills 0.751 0.213 0.102
Statistical skills 0.724 0.294 −0.135
Project management skills 0.662 −0.203 0.265
Problem solving skills Analytical and debate

skills
0.743

Debate skills 0.700 0.117
Collaboration skills 0.329 0.561
Critical thinking skills Applying, analyzing,

synthesizing and IT
skills

−0.215 0.214 0.785
Information technology skills
(New & Latest technology)

0.189 −0.173 0.615

Research skills 0.147 0.115 0.519
Search skills 0.340 0.373
Extraction Method: Principal Component Analysis
Rotation Method: Varimax with Kaiser Normalization
aRotation converged in 6 iterations

Table 4 Technology–factor analysis—prepared by the authors

Rotated component matrixa

Technology: big data required
latest

Component

1 2

Legacy systems improvement (i.e.
existing information systems)

Legacy existing technology and
using new technology

0.787

Software (i.e. IBM Hadoop) 0.723 0.103
Technology (i.e. Cloud computing) 0.688 0.291
Data center Storage and web technology 0.166 0.834
Web Technology (i.e. web 3.0) 0.433 0.620
Hardware (i.e. super computers) 0.607
Extraction Method: Principal Component Analysis
Rotation Method: Varimax with Kaiser Normalization
aRotation converged in 3 iterations
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Maintenance is important because it has been said that most of the organizations
spend at least 47% of their TI resources on maintenance to ensure that all processes
run smoothly. So, it is important for participants to consider how big data imple-
mentation in the current situation can affect the organisation. The authors have
included various factors of maintenance which can have an effect on big data
implementation. These factors include IT maintenance, hardware maintenance,
legacy systems maintenance, software maintenance, service maintenance, ongoing
project maintenance, review maintenance, people maintenance and general main-
tenance. Table 5 created two new concepts from the Australian’s industry per-
spective namely ongoing storage and projects and ongoing review maintenance.
The following result should be taken into consideration by the Australian industry
to ensure that big data working successfully and productively.

Finally, cost of new technology is high. Moreover, the hardware and software
which can be used with big data are costly. Also, people who work with big data
need comparatively high pay as well. Apart from hardware and software, database
plays an important role as well in the designing of big data. The authors have
included several factors which can have an effect on the final cost of big data
implementation. These are hardware, software, database and other cost imple-
mentation issues. Table 6 confirmed that big data cost is mainly focus on mainte-
nance and IT management, cutting edge research and tools. Therefore, Australian
industry should consider and assign some type of budget for big data especially for
maintenance and research.

Table 5 Maintenance—factor analysis—prepared by the authors

Rotated component matrixa

Maintenance: Big Data required
maintenance for:

Component

1 2

Data center Ongoing storage and projects 0.779 0.169
Ongoing projects 0.750
Software 0.662
Asset (i.e. Hardware and knowledge
management)

0.639 0.444

Data safety 0.440 0.414
Hardware 0.374 0.324
Review (i.e. Monthly, quarterly or
yearly)

Ongoing review maintenance 0.825

New technology 0.246 0.712
Service (i.e. IT service) 0.157 0.678
Extraction Method: Principal Component Analysis
Rotation Method: Varimax with Kaiser Normalization
aRotation converged in 3 iterations

282 B. Jadeja and T. Issa



7 Discussion, New Findings, and Limitations

The world has entered the digital age. It is well known that information technology
is an integral part of every organisation now regardless of the background of the
company. For example, education organizations have nothing to do with IT with it
being a subject as an exception. However, these industries still need information
systems in their business operations. Every small business is heavily dependent on
information technology. Social networking websites have played their role in this
change as well. In addition to that, organizations’ possess additional resources of
information which keep generating information. All this data can be very helpful in
developing business by using this information. Big data comes into the picture at
this point. This large set of data carries very valuable information that can be
converted into knowledge and this knowledge can be used to further develop the
business. Therefore, big data helps to generate knowledge from un-used data. Big
data is now a new technology trend and thus it needs very advanced hardware and
software devices. Big data is very large in terms of variety, volume and velocity.
Big data has ‘variety’ because the data comprises images, text, documents and
every other category. These elements create a very broad range of variety and thus it
contains vital information. Big data, as its name suggests, has a very large volume.
The third and interesting part is its velocity. Storage plays a very important role in
the case of big data. Big data cannot be stored in traditional storage systems and that
is why it is important to have dedicated storage systems for this type of data.
Another important factor of storage is that it should allow the prompt retrieval of
data for analysis as needed. This means that analysts need to have access to the data
in real time. Where the data is stored is not important as long as it can be accessed
for analysis purposes quickly in real time. Another important characteristic of big
data is its complexity, making it more difficult to understand, it provides only
meaningful information only if it is managed and analyzed appropriately manner.

Table 6 Cost—factor analysis—prepared by the authors

Rotated component matrixa

Component
Cost: big data cost is mainly focus on: 1 2

Talent retention Maintenance and IT Management 0.676 0.218
IT management 0.644 0.226
Maintenance 0.604 0.125
Research Cutting edge research and tools 0.389 0.636
Software 0.186 0.610
Hardware −0.512 0.605
Database 0.227 0.585
Extraction Method: Principal Component Analysis
Rotation Method: Varimax with Kaiser Normalization
aRotation converged in 3 iterations
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The next section will discuss the new results from the online survey from an
Australian perspective toward big data implementation.

The results which have been analyzed provide information on the factors which
can have an effect on the Implementation of big data in Australian industries (see
Table 7). It is understandable that these four phases have different factors and factor
analysis was performed to find specific factors which are responsible for the
implementation of big data. From the results, it was found that, in case of skills,
there are three factors which can influence the Implementation of big data. These
factors are shows three new skills which are required for big data implementation
especially in Australia; technical, analytical, debate, applying, analyzing, synthe-
sizing and IT skills. In the case of technology, there are two factors. These factors
are Legacy existing technology and using New Technology and Storage and web
technology. In the case of maintenance, there are two factors as well. These factors
are ongoing storage and projects and ongoing review maintenance. The fourth and
last component is cost. There are two factors which can have an effect on the
Implementation of big data in Australian industries.

Table 7 Factors for implementation of big data in Australian industries—prepared by the authors

Cost: Big Data cost is mainly focus on:

Maintenance and IT Management Cutting edge research and tools 

Maintenance: Big Data required maintenance for:  

Ongoing storage and projects  Ongoing review maintenance 

Technology: Big Data required latest 
Legacy existing technology and using New 

Technology Storage and web technology

Skills: Working with Big Data required

Technical skills Analytical and debate skills Applying, analyzing, 
synthesizing and IT skills 
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These two factors are maintenance and IT management, cutting edge research
and tools. From the abovementioned analysis, it can be seen that all these four
factors have an effect on the Implementation of big data. This shows that the
research question is answered through this study; by identifying the essential critical
factors for big data implementation especially in Australian organizations. Here, in
the above study, it has been mentioned that there are various factors of big data
which have an effect on the Implementation of big data. From the research, it was
also found that industries like IT and retail tend to be softer on big data-related
improvements. In addition to that, employees, who are at higher level in IT, are
optimistic about big data related technologies. Hence, this research study answered
the research questions and identifies the factors of big data from the Australian
perspective. Finally, is study was limited to Australia, therefore, in the future,
authors will conduct the same survey in various countries, including developed and
developing, with larger and more diverse groups of organizations is required to
strengthen the research findings and aims.

8 Conclusion

This chapter examined the new technology trend which is big data. Big data is very
unique in terms of variety, volume and velocity. This type of data cannot be
analyzed using traditional legacy systems. Hence, traditional software and hardware
cannot be applied to big data. The second part of this research study focuses on
Australian industries. Five industry sectors have been chosen for this research:
oil-gas, IT, education, healthcare and retail. Several factors have been identified
which can have an effect on the big data, especially from the Australian industries
from the skills, technology maintenance and cost. There are several methods
available, but survey method has several advantages. The chapter results confirmed
that big data implementation needs specific and certain skills from technical; ana-
lytical and IT skills, technology, including the adoption of web technology i.e.
super data centers, web 3.0 and cloud computing. Maintenance is crucial in big data
implementation, especially the storage and technology, while the cost is vital for
employing and applying big data in the Australian industries especially in the
maintenance and research. In the future, authors will employ the same survey in
numerous countries with larger and more sundry groups of organizations is required
to strengthen the research findings and aims. Finally, the authors believe that this
study will be helpful for future research on big data.
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Extending the Sana Mobile Healthcare
Platform with Features Providing ECG
Analysis
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George Mastorakis, Constandinos X. Mavromoustakis
and Athanasios Malamos

Abstract The great development of technology recently provides innovations that
improve everyday life. The major benefit of it is that medicine is also affected, so
better healthcare can be provided. In that context, it can be critical for patients who
suffer from chronic heart diseases to have in their availability a system that can
monitor and analyse their electrocardiogram (ECG) displaying either normal or
abnormal findings. The current chapter describes such a system that uploads, stores,
processes and displays an ECG, calculating certain ECG findings necessary for
doctors to make a diagnosis. To this end, the SANA mobile healthcare platform,
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with its OpenMRS open source enterprise electronic medical record system, has
been chosen and extended in this work for storing, processing and displaying the
ECG data. OpenMRS provides a user-friendly interface and a database for col-
lecting medical big data. Analysis of ECG signals is leveraged by the Physionet
toolkit. Physionet contains many ECG databases and the WFDB software for
processing ECG signals. According to the scenario we have processed, an ECG is
uploaded onto OpenMRS platform using a mobile device or any other
Internet-enabled device and is stored in the database that OpenMRS uses. Then,
ECG signal is filtered using a finite impulse response (FIR) filter to remove noise
and using WFDB functions it is processed so certain intervals are determined.
Finally, with the appropriate algorithms specific ECG findings are calculated. When
the procedure completes, the results are stored into the database using SQL Queries.
Using an HTML Form results and graphs are integrated into the OpenMRS website
highlighting abnormal values with red color. Authorized users can have access to
this information through any web browser.

Keywords Healthcare applications ⋅ Big data ⋅ Electrocardiogram
OpenMRS platform ⋅ ECG signal processing

1 Introduction

The development of technology provides us innovations to improve our everyday
life. Information Technology (IT) describes the procedure of creation, manipula-
tion, storage and secure exchange of different types of electronic data [1]. The major
benefit is that the area of medicine has been affected as well in order to provide
better healthcare. Although the initial target of mobile healthcare systems was to
help patients in developing countries, they are regularly used in worldwide scale.
Such systems are mainly destined to support health in village areas. The use of such
a unified system increases the quality of health care. Additionally, the exponential
progress of recent mobile devices with remarkable computational resources (CPU,
RAM, etc.) combined with internet connectivity that Internet Service Providers
guarantee allow quick and instant access to medical data using a simple device
(smartphone or tablet).

Health Information Technology (HIT) is a sub-category of information tech-
nology that refers to healthcare data storage and processing [2]. It enables health
data management and secure medical information exchanges. The Electronic
Medical Record (EMR) or Electronic Health Record (EHR) is the major component
of HIT. The use of EMR or EHR has significantly improved the healthcare quality.
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The EMR systems describe systems that store medical information in digital
format providing the potential to read clinical notes using a device [3]. Medical
records may include a variety of data, including demographics, medical history,
medication, vital signs and personal information such as weight and age. EMR
systems use also data that express crucial fundamental health indicators such as
blood pressure, respiratory rate, oxygen saturation, temperature etc. These indica-
tors react as warning for instant doctor treatment in case of abnormal operations.
One major form of such health data is electrocardiogram (ECG).

An electrocardiogram (ECG) signal describes the electrical activity of the heart
using electrodes on the body surface over a time space usually ten seconds. The
electrical activity describes the amount of impulses in a heartbeat and provides
information about the heart rate, rhythm, and morphology [4]. Heart produces
electrical current that we can record. Connecting electrodes between the body and
the electrocardiograph creates an electrical circuit. Each pair of attachments is
called “lead”.

According to cardiologists, in order to evaluate an electrocardiogram, they have
to extract empirically the required metrics. The ECG signal is represented on a
graph paper, which makes easier the calculation of those metrics by the doctor. Our
system provides the appropriate processing and produces the ECG findings, helping
doctors to make a critical decision more quickly. Those ECG findings indicate:

• heart rate e.g. beats per minute
• amplitude of the ECG waves e.g. R-wave amplitude in lead I
• duration of the ECG waves e.g. R-R interval
• the heart axes e.g. QRS axis
• ratio between the waves amplitude e.g. V1 Ratio.

In this research work, we implemented a system in which users, who have
authorized access, upload an ECG signal file through their mobile phone, or a web
browser, to the EMR system. After uploading the file, ECG signal processing takes
place. During the processing stage, we initially remove noise by using several filters
(such as FIR). After this step, our system evaluates the amplitude and duration of
the signal waveforms and this information is stored into the database. Our appli-
cation also illustrates patient’s heart performance into graphs providing represen-
tative visualization to the medical staff. Authorised users can access
electrocardiograms via this medical platform and detect possible abnormal opera-
tion. Abnormal findings are highlighted with red colour to alarm the user.

The EMR system that is used for the current implementation is the OpenMRS
platform. OpenMRS is compatible with mobile devices and provides connectivity
with Sana, which is a well-known mobile Health system. The ECG signals come
from Physionet PTB Diagnostic ECG Database. The PTB Database contains
15-lead ECGs. Twelve of them are the standard leads and the remaining three are
the Frank XYZ leads. Physionet provides the PhysioToolkit software, which con-
tains free applications and functions used for ECG signal processing.

The remainder of the chapter is organized as follows. Section 2 presents the
related work in this domain and Sect. 3 introduces to our architecture. Section 4
discusses several implementation issues and illustrates the outcomes of our work.
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Finally, Sect. 5 concludes our work and proposes possible future extensions of our
system functionality.

2 Related Work

2.1 Overview

Healthcare applications contain a variety of technological achievements. Many
researchers work hand in order to improve healthcare conditions. Recent innovative
approaches often contribute towards this direction. For this reason, healthcare
systems can be approached from many different perspectives. In the following
sections, we analyze generally healthcare applications, the role of Big Data in this
area and additionally the use of Internet of Things (IoT) technology and mobile
devices for high quality healthcare services. Based on the above, we focus on
Electronic Medical Record (EMR) systems by introducing similar projects and we
conclude by describing the background of EMR systems that analyze electrocar-
diogram (ECG) and the required information for this topic, which is the main
objective of the current research work.

2.2 HIT—Health Care Applications

Health information technology (HIT) improves the health of individuals and the
performance of providers. It also strengthens the quality and effectiveness of health
care, making it healthcare efficient and productive. A major factor is that HIT
reduces the medical expense. Exchanging health information between doctors
shortens the diagnosis-waiting period and also prevents from medical errors. HIT
enables big data manipulation and sharing healthcare information in worldwide
scale using Internet in order to make effective decisions and help medical research
area.

2.2.1 Big Data and HIT

Big Data is a term referred to a large amount of data that expand rapidly. Big Data
in health includes data originating from different types of sources related with
health condition such as sensors and mobile devices. A subcategory of Big Data is
the Medical Body Area Networks (MBAN), which provide continuous monitoring
of patient’s health by transmitting measurements from heart rate, blood pressure,
respiratory rate, body temperature, and electrocardiogram (ECG). The role of the
Big Data is crucial for clinical decision and health information systems [5].
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The main features of Big Data in health are the volume, variety, velocity,
veracity, validity and volatility. These characteristics refer to the amount of data, the
sources that data stems from, the continuous data collection in real time and the
availability over time [6]. The usage of Big Data is critical for taking instantly
important decisions about patient’s treatment. Big Data provides a proper and
complete overview of a patient’s condition, offering solutions against chronic
diseases and tries to eliminate time that patients spend in hospitals [7].

In developing countries, quality of health service has to be high, so the appli-
cations of data analysis can contribute towards this direction. A platform of ana-
lyzing Health Data is OpenMRS, which enables the graph creation and allows quick
access to databases that are useful in over 220 clinics [8]. Big Data are personal data
and should be guaranteed and protected from harmful users. Finally, the Big Data
analysis helps the improvement of healthcare services in developing countries [9],
especially in cases of dangerous diseases for human life.

2.2.2 IoT-Based Healthcare Applications

Remarkable technology development during last decades has improved the health
information technology. Different types of health care services are provided, pre-
venting patients from staying in hospitals, improving their quality of life. The
Internet of Things (IoT) area offers new technologies using sensor networks, pro-
viding a system that offers doctors the capability of remote diagnosis. In industry,
there are sensors for movement detection such as gyroscope and some others for
vital signs monitoring such as temperature [10].

IoT development in recent decades results in innovative applications that are
useful in biomedical and healthcare research. Due to easy use and little size, por-
table devices are widely used in IoT-based applications. Vital signs are monitored
via these devices and are sent to the doctors via IoT and Android Application
Framework collects the required data in order to have an accurate diagnosis.

The Body Sensor Network (BSN) system consists of various types of wireless
wearable sensors that collect measurements from patient’s body and transmit them
to a data collector unit (e.g. a database). Based on the metrics that they monitor,
sensors are separated into two categories. The first category includes sensors that
should monitor continuously and collect a large amount of data such as elec-
tromyogram (EMG) sensors and electrocardiogram (ECG) sensors. The second
category includes sensors that collect smaller amount of data such as temperature
sensors and blood pressure sensors. BSNs are also divided into categories based on
the way of data transmission. Wireless sensors use wireless communication tech-
nologies such as Zigbee and Bluetooth, Radio Frequency Identification Devices
(RFID) and Ultra-Wide Band (UWB) for communication with other sensors or
devices [11].

Healthcare applications provide high quality services using sensors that measure
biometric information. A critical decision that should be taken for reliable health
monitoring describes the symptoms of the disease that should be examined. For
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instance, some symptoms for bulimia appear when a person eats in secret or if food
disappears in a short period. Furthermore, patients with bulimia have more complex
health problems such as hypertension and fever. According to the symptoms
described above, applications for bulimia detection should include sensors for
movement detection in the kitchen area and sensors for measuring vital signs such
as body temperature and blood pressure. Another example is the Alzheimer’s
disease that is a serious illness than can kill a patient if he is lost. Memory loss and
depression are some fundamental symptoms. In this case, geolocation sensors are
required because memory loss causes difficulties of orientation. Depression can be
detected using a sensor that examines the rhythm of heart rate. Moreover, the
intersection with use of blood pressure sensors will provide more information about
patient’s health that can lead in proactive diagnosis and successful treatment [12].

Biometric sensors can be used to detect stress or aggression in patient’s behavior
informing people who visit a patient in purpose to avoid violent attacks. IoT can
also inform medical staff in cases when equipment of the hospital needs refill such
as medication or oxygen tanks. RFIDs scan barcodes of items and warn the staff in
case of trackable items is finished such as dressings. RFIDs can also be used in
patients’ home in order to inform him if a drug needs replacement [13]. It is obvious
that IoT technology can provide significant help in doctoral and patient’s daily life,
leading to a high-quality healthcare system.

2.2.3 Mobile Health Care Applications

The development of the mobile devices has affected the area of medicine signifi-
cantly. The medical software applications for mobile devices (m-Health systems)
have become very important today. Clinicians have access to medical information
through tablets and smartphones. Mobile devices have to satisfy some basic
requirements in order to be useful in health area. Such operations are easy constant
Internet connectivity, quick access in electronic medical records, capability of
providing information about treatment or a disease and also can support interactive
teleconference conversations between doctors located in different places for
exchanging opinions for emergency cases.

The benefits of using mobile devices in health are many, including the
improvement of the knowledge level and instant access to medical data. Rapid
decisions are made with reducing risk and the quality of data accessibility and
management is increased [14]. Patients can have direct communication better
doctors during treatment and doctors can help instantly in cases that patients are
located far away from hospital via a simple mobile device.

Mobile devices in combination with body sensor networks provide effective
disease prediction in real time and prevent patients from spending money and time
travelling or waiting for treatment in hospitals. In developing countries, many
people that live in inaccessible regions can be treated by doctors easily which is
valuable. According to the above, the health care system should incorporate mobile
applications, which are used for storing medical data and accessing medical data via
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Internet. The patient can use the application to store his medical information
including symptoms and the doctor can use this application to view the medical
history and write a diagnosis and medication. The patient is informed about the
recording of the diagnosis by the application [15].

The architecture of the m-Health systems includes three layers, which are the
data collection, data storage, and data processing. The data collection layer
describes the procedure of collecting data via mobile device. The data storage layer
is responsible for storing it in Big-data form and the data processing layer analyses
the data and display the report or the diagnosis [16].

Many mobile healthcare platforms have been created to provide help and better
patient care. A well-known mobile healthcare platform is eMOCHA (electronic
Mobile Open-source Comprehensive Health Application), which is a free
open-source application, developed by the Johns Hopkins Center for Clinical
Global Health Education and was designed to be applied in developing countries.
Moreover, the National Library of Medicine (NLM) Mobile Resources contains a
collection of mobile-friendly websites and applications. Magpi (formerly EpiSur-
veyor) is a free mobile phone and Web-based data collection system for global
health. FrontlineSMS is open-source software that allows laptop and mobile phone
to communicate each other, exchanging messages. Additionally, RapidSMS is free
and open-source framework for data collection and communication by sending and
receiving messages [17].

One additional example of m-Health systems is called Sana Technology Plat-
form, which was developed by a team at MIT and simplifies the procedure of data
collection. Via a mobile device, a user can send medical data that the doctors can
view, make a diagnosis and add a medication. The results from the doctors are
accessible also via a mobile device. Sana can be integrated into OpenMRS [18] or
other medical records systems.

Sana technology platform is an open source application that provides expand-
ability and variety on storage and processing methods [19]. It is also ease-of-use
and comprehensible. It provides a database in which texts, images, videos and
whole folders can be stored. It ensures safe data transfer without loss or corruption
even in areas without reliable internet connectivity. Using Sana utilities allows
users to upload medical data, which then are stored into OpenMRS. Appropriate
algorithms process the uploaded data and after this step, the results are sent from
OpenMRS back to the Sana application. Data upload process requires WiFi, USB
connection, GPRS and SMS. Finally, the Mobile Dispatch Server (MDS) is a
program that is responsible for the communication between OpenMRS and Sana,
receives and synchronizes the data [20]. The Fig. 1 shows the operation of the Sana
technology.

The development of mHealth systems results in preventing health problems in
case of patients who have difficulties in mobility. The way of life is a major factor
that the developers took into consideration to build these systems. Mobile appli-
cations in combination with sensors have increased the quality of life in people in
developing countries [21] and generally contribute in high quality medical services.
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2.3 EMR Systems

2.3.1 Overview

Electronic Medical Record Systems (EMR) target to abolish the established “paper”
in hospitals not only in the United States but also in developing countries. The
quality of health care has increased using a system that contains all required
information. The low cost of the installation and the wide use of those systems are
the major benefit.

EMR systems store different types of medical data for many patients. They
contain a database whose tables are flexible and in synchronization with each other
and are also scalable in case of large-scale systems. They use widely known lan-
guage and can export data in standard formats. In addition, these systems do not
require complex operations and are characterized as secure in terms of privacy [22].
On the network side, EMR systems allow simultaneous data access and insertion
from different places using parallelism. Furthermore, data synchronization is a
major issue that EMRs provide when there is no internet connectivity. Due to the
lack of reliability of the network in developing countries, a local database is used
and when the internet recovers, the system synchronizes the medical data [23].

The systems that are preferred in developing countries have not to be expensive
for the implementation so the proprietary medical record systems are not recom-
mended. Over time, free proprietary software was developed such as Google
Health, Microsoft and Healthvault etc. In order to avoid separated systems satis-
fying different hospital needs, systems should offer expandability among hospitals.
Those systems provide open source software and are available for further pro-
cessing. The Veterans Health Information Systems and Technology Architecture

Fig. 1 Sana architecture
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(VistA) was the first EMR system that supported medical care for the soldiers in
U.S. and used a language that was not widely used. Consequently, the use of VistA
did not expand. Care2x is another well-known web-based system, which due to
disorganization and the lack of structure, was not reliable. OpenMRS is a
descendant of these systems, which needs no programming knowledge and pro-
vides adaptability, expandability and free installation. Java is used for OpenMRS
programming and runs on the Apache Tomcat web server with a MySQL database.
Using the concept dictionary that includes all diagnosis, drugs and all essential
information related to medical care, make the analysis easier and accurate. Many
developing countries are using OpenMRS such as Kenya, South Africa, Uganda,
Tanzania and Zimbabwe [18].

Additional EMR systems are Mosoriot Medical Record System (MMRS), which
during data storage process, mistakes happened. In Kenya, Partners In Health
(PIH) web system should be reliable to ensure there is no data loss when there was
no internet connection. After some years, the problem of the unreliable internet
connectivity was solved and the system was working locally. In Uganda, the
Careware system is a stand-alone database that uses Microsoft Access. In Malawi,
the EMR that is used provides insertion data using a touch screen, which is difficult
in case of long data. Similar active and open-source approaches are FreeMED,
GNUmed, GNU Health, Hospital OS, HOSxP, OpenEMR, OSCAR, THIRRA,
ZEPRS, ClearHealth, and MedinTux [24].

2.3.2 EMR and ECG

IoT evolution has offered great progress in health domain. Healthcare improves the
quality of hospital services and dramatically decreases the required time for disease
detection. Many IoT applications are used to contribute in healthcare such as blood
glucose monitor and electrocardiogram (ECG) monitor. Via smartphones with
Internet connection, heart condition is feasible independently space and time.
Moreover, warnings inform doctors about emergency cases. iCarMa is a heart
monitoring system that takes as input a photoplethysmogram (PPG) signal from
sensors and detects heart diseases such as tachycardia and bradycardia. PPG signal
uses infrared light at different body parts and detects changes in light absorption
[25].

Cardiovascular diseases (CVDs) are diseases that involve heart such as
myocardial infarction. CVDs may cause sudden deaths for example heart attack if
there is no early diagnosis. Using some parameters such as age, cholesterol and
blood pressure can prevent from CVDs. A mobile system can use these parameters
and export results related to the estimation of cardiovascular risk preventing
patients from heart failure. An ECG monitor is used for collecting ECG signal and
the evaluation starts. When processing is terminated, ECG signal is displayed using
a mobile platform [26].

The above analysis shows that EMR have critical role is medical area due to the
capabilities they offer related to portability, early detection and accuracy. These
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factors are crucial in many dangerous deceases that require constant monitoring and
instant treatment. Heart diseases have also similar requirements and for this reason,
EMR systems that use ECG are well known in medical industry.

2.4 Electrocardiogram

2.4.1 Overview

Electrocardiogram (ECG) describes the process of monitoring heart activity using
electrodes over patient’s body. A standard 12-lead ECG needs 10 electrodes. Leads
are divided into three sets: Bipolar Limb Leads, Unipolar Limb Leads and
Precordial Leads. The 12-lead ECG has three bipolar limb leads (I, II, III), three
unipolar limb leads (AVR, AVL, AVF) and six Precordial leads (V1, V2, V3, V4,
V5, V6) [4].

A typical normal heartbeat ECG consists of a P-wave, a QRS complex, and a
T-wave. P-wave corresponds to depolarization of the right and left atrium. QRS
complex reflects the depolarization of the right and left ventricles. T-wave corre-
sponds to repolarization of the ventricles. Based on these values, researchers divide
ECG into parts that support accurate diagnosis. PR Segment represents the delay in
atrioventricular node and is the interval between the ends of P-wave and the start of
the QRS complex. PR Interval begins from the start of P-wave till the start of QRS
complex. QT Interval contains the duration of the QRS complex and T-wave
duration and is the interval from the beginning of the QRS complex till the end of
T-wave. ST Segment is a period of inertia and is the interval between the end of
QRS and T-wave start. There is also the R–R interval that is the time period
between 2 consecutive R waveforms. R-R is useful because it indicates the heart
rate [27]. Figure 2 depicts the previously described terms used in ECG
bibliography.

Fig. 2 An ECG heartbeat
signal
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2.4.2 ECG Standard Formats

According to the International Organization of Standards, the stored electronic
medical data should be accessible by many authorized users and also secure
transmission is required [24]. Many digital ECG formats have been implemented so
far but all require political commitment and international cooperation.

Digital ECG formats and standards are divided into seven groups [28]. Formats
that are supported by the Standard Development Organizations (SDOs) belong to
the first group, independently of the nature of the data format. Well- known formats
in this category are the Standard Communications Protocol for computer-assisted
electrocardiography (SCP-ECG, European standard), the Health Level 7 annotated
ECG (HL7, American standard), the Digital Imaging and Communication in
Medicine (DICOM) and the Medical waveform Format Encoding Rules (MFER,
Japanese standard). These formats are similar with each other and can be either
binary or XML-based.

SCP-ECG is one of the most widespread standards for exchanging digital ECGs
medical informatics standardization and is supported by the European Committee
for Standardization (CEN). It is a binary encoded representation and intended for
short term diagnostic ECGs. Many proposals for promoting the SCP-ECG standard
had been submitted such as release of open source SCP-ECG tools under GNU
General Public License, the development of implementation guides and program-
ming contests and tools related to SCP-ECG. The need of the Food and Drug
Administration (FDA) for digitalization a great number of varieties of formats
annotated ECGs created an XML-based format for digital ECGs, which was the
HL7 aECG. DICOM standard was developed for exchanging medical images.
A DICOM extension is the handling of biomedical signals such as the ECG.
Despite the advantages of DICOM for viewing, interchange, and archiving the ECG
signals some users claim that the use of DICOM is limited. The last standard in this
category is the MFER, which is a preliminary complementary standard, specialized
in medical waveforms. Moreover, the MFER standard is expected to integrate into
the 11073 group, which is referred below, and some improvement point are
required such as a specification for standard 12-lead ECG.

The X73 Family of Standards in Digital ECG contains the less known formats that
are supported by SDO. The Vital Signs Information Representation (VSIR) format
was used in cardiology included an object-oriented domain information and service
model. The File Exchange Format for vital signs (FEF) is a format that leveraged
VSIR and biomedical measurements. The next format is the X73-Point (X73PoC) of
Care specialization IEEE P11073-10306 for ECG devices and describes the data
transfer between ECG Virtual Medical Devices. The X73–Personal Health Devices
(X73PHD) standard refers to transmission of ECG data, 1–3 leads, between personal
ECG devices.

The second group contains the existing binary encoded formats. The Holter
applications contain a large amount of data and have different requirements that are
covered by the International Society for Holter and Noninvasive Electrocardiology
(ISHNE). The large amount of numerical data requires a different file format and
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storage model that the Hierarchical Data Format (HDF) can cover. The last standard
in that group is the improved version of SCP-ECG protocol that is called enhance
SCP-ECG (e-SCP-ECG+) which overrides the limitations that exist in the
SCP-ECG by creating new sections. This format is compatible with the SCP-ECG
and accepts additional vital signs but also demographic data.

The third group uses eXtensible Markup Language (XML) format. This group is
divided into two proposals, which are the general-purpose proposals such as Phi-
lipsXML, ecgML, XML-ECG and I-Med and specific-use case proposals such as
mECGML, ECGaware, Unisens and BSPM-XML. Philips created the PhilipsXML
format that was used by its own electrocardiographs, was written in the W3C XML
Schema Language and it was available including documentation and software tools
for easy access. The ECG data are compressed using an algorithm without loss and
encoded into ASCII using a base 64-encoding scheme. Philips XML format uses
Scalable Vector Graphics (SVG) as display format and allows connection with
other standards like HL7 aECG. The electrocardiography Markup Language
(ecgML) format is recommended as a solution for integrating ECG data into
electronic medical records that provide applications for easier use such as an ecgML
generator and an ecgML browser. Its creators refer to the XML-ECG format as a
simpler structure, which increases readability. I-Med standard provides the capa-
bility to exchange several types of medical data but also basic features such as QRS
duration. The Mobile ElectroCardioGraphy Markup Language (mECGML) format
is used for exchanging and storing ECG data between mobile devices. The
ECGaware extends ECG standards to support patient’s heart tele monitoring during
daily activities. The UNIversal data format for multiSENSor data (UNISENS)
provides recording and storing data processes from different types of sensors such
as ECG, blood pressure and respiration rate. The XML-Body Surface Potential Map
(BSPM) supports less prominent methods.

The fourth group contains formats intended for neurophysiology but is also used
for ECG signals. Given the fact that the ECG signal has similar structure with the
neurophysiological signals, such as electromyogram and electroencephalogram, the
standards that belong to this group provides manipulation for these signals. The
formats in this group are separated into two categories, which is the Data Format
family such as EDF, EDF+, GDF, BDF and OpenXDF and the formats initially
intended for neurophysiology such as E1467-92, SIGIF, EBS, SignalML and
IFFPHYS. The European Data Format (EDF) is a 16-bit format suitable for
exchanging time series supporting multiple sampling rates. EDF+ is an improve-
ment of EDF, which provides interrupted and time-stamped recordings. The Gen-
eral Data Format (GDF) is designed to provide some extra modifications to cover
some EDF limitations, such as coding scheme for events. The BioSemi Data Format
(BDF) is a 24-bit version of the 16-bit EDF format, which was designed for
electroencephalography applications but is applied in similar signals. The Open
eXchange Data Format (OpenXDF) describes an XML-based extension of the EDF
format. The E1467-92 format is a format that was designed to transfer digital
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neurophysiological data but later it extended its operation allowing transferring
multiple types of digital data such as ECG. The SIGnal Interchange Format (SIGIF)
is highlighted due to its versatility and adaptability according to its designers and
can store both raw and processed data. The Extensible BioSignal EBS file format is
a binary file format for storing multichannel time-series recordings. The Signal
Markup Language (SignalML) was used to avoid compatibility problems in case of
different formats of digital data. The Interleaved File Format for PHYSiological
data format (IFFPHYS) is an extension of the IFF format and provides storing ECG
signals and other physiological signals.

The fifth group refers to main existing database formats. Many organizations
have created their databases for research and experimental purposes. Open data
format, software and reference materials are available by those organizations to
handle their formats. Moreover, the databases include ECG data in a form com-
patible with the Standard formats such as EDF, BDF and SCP-ECG. Some of the
existing databases are the Massachusetts Institute of Technology, Beth Israel
Hospital (MIT-BIH) database, the Multiparameter Intelligent Monitoring in Inten-
sive Care (MIMIC) database and the Physikalisch-Technische Bundesanstalt
(PTB) database, which are supported by the Physionet component and its Wave-
form Database (WFDB) software. Additional databases are the American Heart
Association (AHA) database, and the Common Standards for Electrocardiography
(CSE) database.

The sixth group contains the Integrating the Healthcare Enterprise (IHE) profiles
that aim to ECG domain. IHE Cardiology is related to information sharing,
workflow, and patient care in cardiology and its profiles contain stable documents,
such as the Retrieve ECG for display, draft for trial implementation, such as the
Resting ECG Workflow (REWF), and draft for public comment such as the
Waveform Communication Management (WCM). IHE Cardiology Framework
integrates existing standards, usually HL7 and DICOM.

The seventh group contains existing and ongoing works on ECG ontologies.
Ontologies are embraced to define controlled vocabularies for shared use among
different medical domains. Such ontologies are the SCP-ECG Ontology (SEO), the
National Center for Biomedical Ontology (NCBO) and the NEMO.

There is one extra group, which contains the standards created by manufacturers
to use them in their own ECG devices. Such standards is the Siemens Interchange
Format for medical records (SIFOR) by Siemens, the Unipro by Mortara and the
ECG-9x by Nihon Kohden. Many manufacturers have declared that their standards
are compatible with the SCP-ECG.

In the current implementation, the PTB database is used. PTB database contains
a compilation of digitized ECGs supporting the SCP-ECG format and is provided
by the National Metrology Institute of Germany. It is supported by the Physionet
and the PhysioToolkit software and is widely used for research purposes. Healthy
control ECG signals are provided but also pathological ECG signals such as
myocardial infarction and heart failure for experimental setup.
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3 Proposed System Architecture

3.1 Overview

The EMR system that we use in the current implementation is the OpenMRS
platform. OpenMRS is an open source EMR system with common framework and
functionality [22]. The ECG signal comes from the PTB Diagnostic ECG Database
in Physionet, which is supported by the National Metrology Institute of Germany.
Our EMR system uses the PhysioToolkit, which is open source software used for
displaying, analysing and simulating physiologic signals and contains the Wave-
Form DataBase (WFDB) software that consists of applications and functions that
evaluate signal amplitudes and durations.

The implementation consists of three parts. The first part describes the ECG
signal uploading process. The ECG uploading procedure exploits the OpenMRS
functionality for uploading files. The second part refers to the ECG signal pro-
cessing, signal attitudes evaluation and processing output transmission to the
database. The third part includes the process of results visualization. The ECG file
is stored into the server. The WFDB software and algorithms are implemented in
the server-side and are triggered by ECG file upload. When ECG file is uploaded,
filtering is applied in order to remove noise. A FIR (Finite Impulse Response) filter
is used in this step. Signal processing results are sent to the database using SQL
stored procedures. Data kept in OpenMRS database are accessible via HTML
forms. An HTML form is developed to display the ECG findings and the graphs
into the platform. The access to values into the database is achieved by using
JQueries.

The processing stage that our system uses and the data transmission to the
database are implemented using Python 2.7 as a programming language.

Figure 3 depicts an abstract view of our architecture. A patient, who has access
in the OpenMRS platform, uploads his Electrocardiogram file or other health
information on the platform. Apart from the patient, medical staff such as nurses can
upload ECG files using a computer or a mobile device. Finally, ECG file can be
transmitted directly to the platform by the electrocardiograph using Internet con-
nectivity. The platform is installed into a server and there is access via mobile
phones through an application and computers via a web browser. In server side,
WFDB applications and algorithms are implemented to analyze the ECG file and
export the necessary results that a doctor must check. When processing is
accomplished, the doctor or the nurse can view the results whenever is needed.

For ECG upload, the user should store the ECG file on his personal device.
The ECG file is a binary 12—lead WFDB signal file, in SCP-ECG format. It
contains a header file, which contains information about the signal and is necessary
for the functionality of the WFDB applications. User can also upload a compressed
folder that includes both files. The compressed folder is checked for non-existence
of files. In case missed files or a file compatibility problems, the system halts and
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warns the user for improper input data. User can also upload different files, such as
images, that are stored in the database and can be viewed.

A module that allows upload file upload is installed into the platform. User
navigates to the specific field and selects the compressed folder for uploading. Once
the folder is loaded, WFDB applications and algorithms are executed. The results
are stored in the database and can be displayed by other users.

Different technologies are used to upload the ECG signal file, produce the ECG
results and display them into the platform. Through an OpenMRS module called
Visit Document Module, a user can upload a file that is stored into the database.
Using Java, the system checks whether the file is a WFDB signal file. Then, Python
scripts are executed via Java for signal file processing using WFDB applications.
When the execution of the applications ends, we use functions in python to find the
rest values. When the operation is completed, we transmit the results to the data-
base. For this purpose, we use SQL Queries and save them into table form in the
database. After this process, doctors can study health information via a web
browser. We implemented appropriate HTML scripts that visualize this information
for better understanding. The graphical environment of our application will be
introduced in the next session.

The OpenMRS platform provides the opportunity to create an HTML Form.
This form can be written in HTML and can use capabilities that HTML uses such as
CSS, JavaScript and JQuery [29].

Fig. 3 System architecture
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3.2 System Design

In the current implementation, OpenMRS is the main component of our system. In
conventional research approaches, OpenMRS is used only for storing medical data
into the platform in image format. The main steps of previous research are depicted
in Fig. 4. Medical data such as electrocardiogram are exported via health moni-
toring devices (electrocardiograph). This information is uploaded by a doctor or
medical staff to the OpenMRS platform as images by using a computer or a mobile
device. This platform collects medical data for all patients and doctors can access
this information using also a computer or a smartphone in order to form the
diagnosis. The diagnosis relies on empirical findings by observing the visualized
results that OpenMRS provides. OpenMRS supports all types of files but it provides
visualization capability only in cases of image uploaded data. In case that the
diagnosis indicates a health misoperation, doctor should provide the appropriate
treatment to the patient.

This approach allows doctors to study medical exams remotely using hardware
but the diagnosis is based on observing the results of the tests. In this case, constant
connection to the OpenMRS platform is required for the doctors. Also, doctors
should periodically check the recent upload files by the patients and this is not
practical in regular basis due to the workload that is assigned to the doctor.

In the current implemented system, we try to extend OpenMRS functionality by
expanding its duties. Apart from the previously described operation, OpenMRS
analyses the input signals (ECG waveforms) that are uploaded by the medical staff.
The analysis process is based on algorithms that use ECG background. The out-
comes from this process are used as indicators by our system in order to create the
diagnosis for the patient. In case that our system detects health anomalies, it uses
appropriate notation to inform the doctor for instant treatment. Additionally, our

Fig. 4 Conventional OpenMRS functionality
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system allows direct connectivity with the health monitoring devices without
requiring any medical staff. This approach tries to embed the workload for the
diagnosis process form the doctor to OpenMRS and generally decrease the degree
of human intervention in the whole operation. The overview of the proposed
schema is contained in Fig. 5. Also, the system allows real time measurements
transmission from wearable health monitoring devices using TCP/IP protocol.
Finally, the system receives measurements in binary form for the analysis, diagnosis
and visualization process on contrast with previous implementations that display
only uploaded data images.

OpenMRS is the EMR system that is used for the implementation. OpenMRS is
free, expandable and all his components are open source. It extends faster and it is
used in many countries because it has positive effect. Furthermore, OpenMRS
satisfies functionalities such as patient registration and retrieval, clinical notes in the
system and secure drug prescription. In addition, there are no specific hardware
requirements [23] and a dedicated implementers Wiki where the members direct
anyone new developer or implementer [30].

OpenMRS contains a database for big data storage and a user-friendly interface
[22]. Furthermore, it is compatible with mobile devices such as the Sana

Fig. 5 Proposed schema
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Technology Platform, which is a mobile Health system, integrated into OpenMRS.
Sana supports the connectivity with mobile device, which allows users to send
medical data that the doctors can view, make a diagnosis and add a medication [19]
using a simple mobile phone.

The ECG signal is extracted from the PTB Diagnostic ECG Database in Phy-
sionet. PTB database contains a compilation of 15 measured digitized ECG signals,
measured by typical 12 leads together with the 3 Frank lead ECG signals. Healthy
control ECG signals are available but also pathological ECG signals such as
myocardial infarction and heart failure [31].

4 Implementation

System operation consists of three steps. The first step describes the ECG file
upload. After this step, the analysis of the ECG signal takes place and the con-
nection to database for result transmission and the final step contains the result
visualization to the user.

4.1 Uploading ECG File

For uploading the ECG file, a module that is called Visit Documents Module is
used. A user is navigated into the platform and uploads a compressed folder to the
corresponding field. The compressed folder contains the ECG signal in SCP-ECG
standard format. Figure 6 depicts a screenshot of the ECG upload process in
OpenMRS platform.

The ECG upload process in OpenMRS platform can be provided via a mobile
device as Fig. 7 shows.

Fig. 6 Upload dialog box
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4.2 ECG Analysis

4.2.1 ECG Measurements

The electrocardiogram is imprinted on a graph paper, which makes it easier to
measure the height of each lead and the duration of the waves. The heights are the
distances between amplitudes of the peaks, positive or negative, and a baseline. The
graph paper is divided into dark lines that have 5 mm distance between them and
lighter lines that have 1 mm distance. The horizontal axis displays the time that is
1 mm = 0.04 s = 40 m sec. The vertical axis displays the amplitude of the waves
that is 1 mm = 100 μ V = 0.1 mV [32].

Based on Fig. 8, the variables are defined as a = P-wave amplitude, b =
Q-wave amplitude, c = R-wave amplitude, d = S-wave amplitude and e = T-wave
amplitude.

Fig. 7 ECG upload process via mobile device

Fig. 8 Amplitudes in a heartbeat
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For successful beat measurement, complete P-wave, QRS complex and T-wave
are required. Otherwise, next beat is selected for ECG.

A typical heartbeat contains one P-wave, one QRS complex and one T-wave.
The excitation wave may be change by some heart disease and that affects the QRS
complex. A disease may cause the absence of the Q-wave or the amplitude of the
Q-wave is greater than S-wave. Moreover, an abnormality appears when the
R-wave is missing. In addition, the S-wave may be not displayed. These are the
major indicators of abnormal heart operation.

4.2.2 ECG Findings

Examining an electrocardiogram provides some findings that are necessary for the
human health. First, we calculate the heart rate using R-R interval. The formula to
calculate the heart rate is given by the following equation

bpm=
60

R−R interval
ð1Þ

where constant 60 is used for minute-to-seconds conversion and R-R interval
represents values in seconds. The range of the heart rate is between 60 beats per
minute (bpm) till 100 bpm. If the heart rate is below 60 bpm, this is a bradycardia
symptom. If the heart rate is above 100, possibly tachycardia [33] is decided.

The intervals in a heartbeat are also crucial. P-wave’s duration should be less
than 120 ms. QRS complex in a normal heartbeat lasts for about 70 ms up to
110 ms. T-wave holds for about 300 ms after the QRS complex and lasts about
160 ms. P-R interval lasts about 120 ms till 200 ms and Q-T interval lasts from 350
to 440 ms [34]. Using Q-T interval, we calculate the QTc, which is a corrected Q-T
evaluation. QTc depends on the R-R interval and we calculate it using the Bazett’s
formula [35]

QTc=
QT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R−R interval
p ð2Þ

Some extra values that should be estimated are the amplitude of the waves in the
ECG. The amplitude values are calculated as the distance between the top of each
wave till the baseline. The amplitude of P wave is up to 2.5 mm in Limp Leads (I,
II, III, AVR, AVL and AVF) and 1.5 mm in Precordial Leads (V1, V2, V3, V4, V5
and V6) [36]. The amplitude of the QRS complex is the largest of the other waves
and contains the Q-wave, the R-wave and the S-wave. Table 1 shows the values
that each waveform can take [37, 38].

Using the evaluated amplitude values of the QRS waveforms, we calculate the
R/S ratio. Given the R amplitude values in leads V1, V2 and V6 and the S
amplitudes in the V1, V2 and V6, we estimate the appropriate ratios [39, 40] shown
in Table 2.
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Finally, the axes of the heart that describe the direction of the electrical waves
play critical role in accurate diagnosis. The most important axis is the QRS Axis,
which shows the direction of electrical current propagation through the myo-
cardium. The normal QRS Axis ranges from −30o to +90o.

There is also the P Axis, which represents the direction of P wave and the T Axis
that represents the T wave direction. The P Axis ranges from 0o to 75o. Using QRS
Axis and T Axis, we estimate the QRS-Tangle. QRS Tangle is the angle between
QRS axis and T axis and is between 20o and 116o for females and between 30o and
130o for males [41].

4.2.3 ECG Signal Processing

In this section we describe the ECG analysis process that takes place in our system.
For this reason, WFDB Applications along with some our algorithms are used for
calculating the findings described in the previous section. The processing of the
ECG file starts after the upload phase is completed. Figure 9 depicts the steps of
ECG processing. The ECG signal passes through filtering phase and then ECG
analysis takes place. The results of this analysis are stored into the database. Lastly,
the doctor can view the ECG signal in the form of a web page via the OpenMRS
platform and make a diagnosis.

Table 1 Amplitudes of ECG
waves

P height II ≤ 2.5 mm

R amplitude I 15 mm < R ≤ 20 mm
R amplitude II ≤ 20 mm
R amplitude III ≤ 20 mm
R amplitude AVF ≤ 20 mm
R amplitude AVL ≤ 13 mm
R amplitude AVR ≤ 3 mm
R amplitude V1 ≤ 26 mm
R amplitude V2 ≤ 26 mm
R amplitude V5 ≤ 27 mm
R amplitude V6 ≤ 27 mm
S amplitude I ≤ 8 mm
S amplitude V1 ≤ 30 mm

S amplitude V2 ≤ 30 mm
S amplitude V5 ≤ 17 mm
S amplitude V6 ≤ 4 mm

Table 2 R/S ratio V1 Ratio: R-V1/S-V1 ≥ 1

V2 Ratio: R-V2/S-V2 ≥ 1.5
V6 Ratio: R-V6/S-V6 ≤ 3
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The uploaded file is a compressed folder containing a binary file. Initially the
binary file has to be read. For this purpose, we use the rdsamp application. Rdsamp
converts the binary file into decimal numbers. The text file contains thirteen col-
umns separated by tabs. The first column contains the elapsed time of the ECG and
the remaining twelve columns contain the ECG leads (I, II, III, AVR, AVL, AVF,
V1, V2, V3, V4, V5 and V6) as decimal numbers denoting voltage in mVolts.

Subsequently, FIR application is enabled. FIR is used to apply a finite impulse
response filter. The filter that is used in the current work is a low-pass boxcar filter
or rectangular window filter, whose impulse response has non-zero values and has
finite duration in a “window” containing N samples. This filter attenuates the high
frequencies and reduces the noise that an ECG signal may have [42]. The data that
are used and visualized in the platform pass through this filtering process.

After signal filtering, sqrs application is used to determine QRS complex values
in the ECG signal. After this step ann2rr application determines the R-R intervals in
the ECG signal. Also, Ihr uses the same information for instantaneous heart rate
calculation. Finally, averaging the latter the average ECG heart rate is estimated.

The last processing step is the ECG wave definition in the ECG signal. By using
ecgpuwave application in each lead, we evaluate the appropriate interval spaces per
lead. For this process, rdann and ecgpuwave are incorporated. The results of these
WFDB applications help us to calculate the ECG findings. Firstly, we should
determine the baseline. The samples of the ECG signals are not evenly distributed
around the axes. Some of them are above the baseline and the waveforms that
should be below the baseline, are above, like Q-peaks and S-peaks. To avoid that
issue we determine the area defined as zero potential in an ECG signal [43]. That
area is between the end of T-wave and the start of P-wave so we calculate the
average of the amplitudes in that interval and subtract it from each sample from the
entire signal.

Fig. 9 ECG processing
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Using the intervals of the wave we have determined, we calculate the corre-
sponding heights by approximating the Q, R, S peaks (maximum and minimum
values) in each interval. After high estimation we proceed to axes definition by
classic geometrical methods. Next section illustrates the outcomes of this
processing.

4.3 Resulted HTML Pages in OpenMRS with ECG Data

OpenMRS provides a web application where a doctor has access and can view
every patient’s dashboard as Fig. 10 depicts. Patient’s dashboard includes personal
information about patients such as their address and medical data, such as infor-
mation about vitals and allergies that are appropriate for doctor to make a diagnosis.

We can view Patient’s dashboard also via a mobile device as Fig. 11 shows.
Before medical records are inserted in a patient’s folder, a doctor should initiate

a virtual “Visit”. A Visit event takes place when a patient shortly interacts with the
system in a specific location. This represents the conventional visit by the doctor via

Fig. 10 Patient’s dashboard
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physical presence in a hospital. One patient checks in at the clinic and starts his
Visit until the checkout time which ends the Visit. The Visit contains updated
encounters that are added to the patient’s record from each doctor the patient visits
and are categorized according to the date. The system also keeps a log of previous
Visits in the patients’ dashboard.

The data storage process in our system follows the hierarchy applied in
OpenMRS platform The OpenMRS model is divided in levels. The first level
contains the Visit. Each visit is described by a unique visit_id. Data that are col-
lected every time a patient visits a doctor via a Visit are called “encounters” and are
part of visits. A Visit can contain multiple encounters with different encounter_ids.
Encounters consist of observations. Observation is regarded as a single unit of
clinical information that is imported for a patient characterized by an obs_id. Each
Observation includes Concepts that are any data we want to store for a patient.
Concepts have person_id as key value. Figure 12 depicts the information structure
in OpenMRS.

For the current implementation, we created an encounter called Electrocardio-
gram (Fig. 13). A visit may include more than once the same encounter and the
number of occurrences each encounter is met depends on the frequency that the

Fig. 11 Patient’s dashboard
in a mobile device
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Fig. 12 Medical information structure

Fig. 13 Patient’s encounters
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Fig. 14 ECG visualization
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encounter is repeated during the Visit. The Electrocardiogram encounter contains
several Observations. Each Observation is a Concept that has been created for
storing each medical processed value in the database. To be more specific,
Observations and Concepts have been created for all values in Tables 1 and 2. The
encounters can be displayed or deleted if the doctor selects the corresponding fields.

Data are visualized using a form that OpenMRS provides. After the data col-
lection, we use HTML Form Entry module to display them. The HTML Form Entry
module allows users to create HTML forms and insert data into the platform. We
can use HTML for developing but also JavaScript and CSS. Each value is stored
into the database with different identified numbers (ids). Combining id and jQuery
allows displaying these values. Before visualization, in the HTML we check if the

Fig. 15 ECG metrics and warnings
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values are normal or not. We compare them with the corresponding limits. If the
values are abnormal, appropriate warnings in red color inform doctors.

Figure 14 shows an example of ECG visualization results exported into
OpenMRS platform. Each plot describes the ECG signal in 12-leads (I, II, III, AVR,
AVL, AVF, V1, V2, V3, V4, V5 and V6).

In Fig. 15, we study an example of abnormal heart operation. The indicators in
red color (R1 amplitude, V1 ratio, V2 ratio, V6 ratio and RR interval) are the
warnings shown to the doctor indicating that patient needs treatment.

ECG visualization is also feasible via a mobile device as Fig. 16 shows.

Fig. 16 ECG visualization in
a mobile device
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5 Conclusions—Future Work

Due to the technological development during recent decades, new achievements are
enabled into medical research area. IoT and computationally powerful mobile
devices are assigned to execute operations that initially belonged to doctor’s
responsibilities. This evolution amplifies the role of healthcare in recent medical
system. Using healthcare application allows doctors to save time and also have
access to patients’ health data without requiring physical presence into hospitals.

In this current work, we focus on a healthcare system related with heart diseases.
In more details, we describe a system that uses electrocardiogram (ECG) from a
patient as input. Our system analyzes this signal and evaluates some metrics that
help for an accurate diagnosis against heart diseases. Apart from the processing
part, our system transmits this information to a centralized database using an open
source platform called OpenMRS and makes it accessible to the doctor. He can
have instant access to the data and examine the history of each patient. This model
provides dynamic access to health data using a single laptop or a mobile device
improving diagnosis conditions. Additionally, our implemented architecture virtu-
alizes the data and also in emergency cases it informs the doctor with appropriate
warning messages for instant treatment.

The implemented system uses open source software so this allows the research
community to extend its capabilities and also to adjust to any possible packages.
Furthermore, open source software has zero cost so our application amplifies the
costless profile of the health system. Based on the financial circumstances that exist
in many countries around the world, such applications can prove to be valuable in
human life prevent people from dangerous health problems due to lack of hospital
staff or equipment. It aims to the direction of a shared health system that supports all
humanity.

Our system consists of open source software. For this reason, it can incorporate
any updated package distributions that will extend its functionalities. We use
OpenMRS platform, which allows the storage and manipulation of the medical data
and it does not have any constraints against other software. Moreover, OpenMRS
has modular structure, which means that it can increase its functionalities by
embedding the proper module.

Apart from the additional packages that can be incorporated in OpenMRS
platform, our system can accept any possible biomedical signal as input for storage
or processing. This means that except from electrocardiogram signal it accepts other
signals representing health indicators such as temperature, pressure, oxygen con-
sumption etc. This information can be kept in the database and be accessible to the
doctor instantly. Following this direction, our system can be used for monitoring
patients for multiple health indicators simultaneously reducing health cost and time
spent in hospitals.

Additionally, the exponential growth of IoT industry and the evolution of
wearable devices or Body Sensor Networks (BSNs) have the potential to lead to a
next generation of health system using wireless technology. This is practical for
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older people that stay home for a long period without a specialist for treatment. It
also limits the need for hospitalization for medical tests. This is practical for
counties that lack of medical staff or equipment. The wearable sensors can transmit
the measurements in real time because they contain transceivers (Bluetooth or
ZigBee protocol [44, 45]) and this helps people that are not familiar with techno-
logical achievements and mobile devices. Moreover, based on the computational
power that recent mobile devices, computers, wireless sensors and healthcare
devices have, a possible future extension of our system is to move the workload for
ECG processing from our centralized OpenMRS server to the mobile devices that
patients use in order to upload the ECG signal. Each patient’s device can extract the
required information and then transmit it the server. This reduces dramatically the
requirements that the server should have and the only duties that it keeps is
monitoring this information and informing doctor in emergency cases. This results
in a distributed architecture that is depicted in Fig. 17. This approach increases the
security and the redundancy of the system because patients can keep locally a copy
of their ECG signals before uploading it to the server. In case of a DOS attack to the
server, following this method, no data loss will occur.

All the above possible extensions have the potential to increase the flexibility
and the effectiveness of the recent health system in order to respect the patients and

Fig. 17 Distributed architecture
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reduce the obstacles that creates in their daily life. It offers the capability of con-
necting all hospitals by creating a global digital database that uses information by
the local databases in each hospital. This is crucial for studying some exceptional
cases that are met in medical science and exporting useful conclusions, supporting
research in this area. Finally, this idea allows opinion exchange between doctors
located in different hospitals around the world using a laptop or a mobile device.
This approach saves time and eliminates distance, which are crucial factors that
must overcome in health branch.
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Social Networking in Higher Education
in India

Anil Kumar Malleshappa and Tomayess Issa

Abstract Innovations in technology are remarkable as they enable people to be
reached almost immediately. This is the beauty and uniqueness of technology as it
makes visual communications so easy. The emergence of the Internet is the main
reason for further innovations in technology since the world is being interconnected
with the web. The web technologies have made the world connect more closely and
enabled people to interact by sharing experiences and information. Social networks
are integrated with the cognitive aspects of human beings. It makes the technology
even better by combining the hardware of the computer with the feelings of human
beings. Social networks have grown like never before but are they acceptable in all
the sectors? Well, each stream has its own perspective concerning social networks.
Higher education is one of those streams, which uses social networking in huge
numbers. Educational institutions have been in the process of providing a career
path to its students through guidance and recognizing their skills. Social networks
would help the education providers by making this much easier by providing
platform enabling them to know more about their students. The primary objective
of this research is to examine the advantages and disadvantages to students that
arise when using social networks and to validate the importance of social net-
working in education. This research intends to list the advantages that Indian stu-
dents and educational institutions can take advantage of in the academic
environment via using social networking, and to list the disadvantages to help the
policy makers and students to be well aware of the negative situations that they
might encounter by using social networking in the Indian higher education. The
research uses a quantitative method, in this case an online survey, as its main
approach. 103 participants completed the online survey from 175 participants.
Finally, this study was limited to India higher education, further research will be
carried out in the future to examine other higher education from developed and
developing countries.
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1 Introduction

In recent years, we have seen a revolution in technology, which has made the life
simpler in terms of communicating, information sharing and interacting. The web
2.0 has helped in bonding the Internet and web that has taken the development of
online tools to the next level. Organizations consider it as a powerful tool which
they make use of it to communicate, collaborate and share information not only
internally, but also externally. Web 2.0 has been used in various streams; however,
the term is unclear because of its adaptable nature of different disciplines. Web 2.0
tools have made communication quicker and more efficient compared to traditional
technologies such as telephone. There are various online social tools used for
different purposes that help people to make contact and stay in contact with col-
leagues and friends. They also help organizations to share information and conduct
business. Organizations have started using social networking to build their rela-
tionship with the employee to improve the social interaction within the professional
environment.

The use of social networking provides advantages to the education sector. With
the growing numbers of learners and scholars moving to online information shar-
ing, the Internet has become a knowledge management tool. There are significant
debates and research going on to study the impact of online tools on education and
learning. The universities have already adopted these tools and are encouraging
students to participate in wikis and forums. Blogging has become a discussion tool.
The classroom study has been making use of wikis to collaborate and as a tool to
present the work done by a group. Online social networking tools have become a
part of academics integrating collaboration, communication and shared information.
The universities have set up individual applications to make courses easier.

The innovations on the Internet have brought major changes to academia; the
tools now used for teaching, collaborating and sharing information have presented
new challenges and advantages. This research study is an attempt to forecast the
impact of online tools on teaching and learning which also forecasts the impacts due
to social networks. It also exhibits the perceptions and attitudes of students and
teachers. The study aims to examine the barriers and advantages arising from the
adoption of social networks in India.

Technology plays a major role in providing a platform to share information in
different ways, sometimes the means of communication is just as important as the
content of the information. The digital technology provides a hassle free environ-
ment in order to communicate which is made much better by wireless technologies.
The sharing of information is much easier than ever before, but we need to be aware
of the disadvantages involved. The Internet is been accessed by various means, but
the technology to access the Internet is very much the same. Modern technologies
have followed cognitive principles in order to make them more ‘human’ in nature.
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The education that has been provided in the classroom for many years has had
positive effects on a student’s career. It is time for us to think about building a
student’s career not only within the school, but also as a part of his life. In order to
achieve this, social networking might help in a positive way. During recent years,
we have seen the positive response from different communities accepting social
networking for different reasons. The universities have not been left behind as they
are using social networking and are in a position to understand the thoughts of the
student through collaboration. Social networks provide resources from different
sources and are a unique means of providing the details of the information stored.
There are many social networking websites serving different needs; LinkedIn is a
website, which focuses on employment advantages. The growth of social net-
working has been quicker than the economic growth of the country in terms of
serving people. Many advantages are provided to the student who is using social
networking, which we believe, is highly appreciable. However, despite the many
opportunities provided by social networks, there are a few challenges that a student
might face.

A student has to undergo various challenges in his/her student life and has to be
flexible in academic as well as other activities. When a student uses the Internet,
there is a lot of material that might distract a student; however, a strong commit-
ment to study can dispel this distraction. In our belief, the student will meet various
challenges when using social networking. The student has to create a personal
profile and has to be aware that others can misuse it for their own benefit. Privacy
concerns may also be alarming in the event of information being misused. Trust is a
factor when sharing information; the direct recipient of the communication may not
reveal information, but the people with bad intentions may attempt to exploit it.
There are various countries, including India, that promote social networking in
education despite the associated disadvantages. India is well known for its historical
background.

The cultural aspects of India are unique because there are various cultural tra-
ditions within this one country. India’s innovations in technology and contributions
to the world are remarkable. In terms of education, the Indian education system
follows rigid examination procedures whereby students sit for exams conducted by
the educational institutions, many of which are not internationally recognized.

This chapter focuses mainly on the advantages and disadvantages a student can
expect when using social networking. The main target of the study is Indian higher
education system and the research might help to reveal the factors that could
provide solutions to the problems faced.

2 Social Networking

The technology has been consistently changing to meet the requirements of
information sharing. The educational system in India that has been followed for
many years needs a makeover and has to be updated to meet the requirements of the
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students. Social networks have been very useful as a means to improve the
knowledge and encourage social interaction. The web technologies are used by
many mainstream enterprise systems serving the business as well as the consumers.
The user interfaces created during the development of web technologies are
amazing and are developed in line with cognitive characteristics, approximating the
interactions that take place in society. It has advantages and as well as limitations,
so students need to be carefully guided so that they can make the best use of social
networks. Online social networking has been improved by web 2.0. It has become a
very powerful tool in changing the behavior of the student. Social networking not
only can establish a relationship with peers, but can also create a community of
people with similar interests. There are situations a student may want to make use of
part of it is to his/her academics.

This chapter aims to gather the necessary resources and discusses the evolution
of the Internet. The Internet as a web has been used to create many sophisticated
online tools one of which is social networking, so it is important to know how the
Internet has evolved which led to the development of online social networks. Social
networking and various other factors are discussed, followed by a discussion of
higher education, and then it shifts to the Indian context. The technology used to
communicate; process and exchange information is called ‘communication tech-
nology’. The early communication methods take us to the invention of spoken
language and pictographs on walls in caves, then ultimately lead to electronic
communication that can convey information quickly. Newspapers and television
were the early electronic communication technologies which reached a large
number of people and was popularly known as mass media, not forgetting radio
technology which is widely used even today [1].

The invention of telegraph, television, radio, and newspaper helped people to
obtain information quickly; similar to technologies, social networking has also
evolved effectively. Usernets were the first of the social media technologies used for
interaction whereby the users could post to newsgroups and publish articles. Even
today, sites like Facebook and Google refer to usernets for the evolution of social
networks [2]. Electronic bulletin boards (bboard) are also one of those media that
encouraged social interaction. The ‘bboards’ enabled users to post messages and
could be viewed by anyone who had access. It was not used to convey private
messages but generally served a wide proportion of members of a community or
group so that information is shared only among them [3].

The term ‘web’ is derived from World Wide Web, and the web plays a most
important role in acquiring the required information with the help of the technology.
It is obvious that today’s online tools, including social networking applications, are
based on the web technology. It is important for us to know about these web
technologies, so this section provides a brief description of web 1.0, web 2.0 and
web 3.0 and their role in developing web applications [4]. Web 1.0 is considered
the very first generation of web that served a wide range of communities. It served
as a database where the users could search for the information. It also utilised
cognitive principles but did not enable interactions. Web 1.0 was used for business
purposes as well where the organizations could broadcast information and users
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would search for it, but the main feature of this tool was the read-only web. The
contribution to the business from this tool was appreciable where the brochures and
catalogues were created in the web by an organization, and users located and
contacted the organization for the products. The main goal of this tool was to
disseminate information to anyone anywhere with the implementation of technol-
ogy. Even though it served a purpose very similar to that of newspapers or
magazines, the organizations took advantage of the graphic user interface to attract
the users. The HTML web pages created using this tool were not frequently
updated, and were not collaborative. HTTP, HTML and URI are the core appli-
cations used in this web [4].

The web 1.0 is a read-only web, whereas the web 2.0 is a read-write web. It is
bi-directional where users are able to read and write, enabling them to participate
more fully in the interaction. The web 2.0 is considered to have revolutionised
business, making the Internet a platform for business purposes. The web 2.0
became increasingly important and became very popular in no time. Users liked the
flexibility and collaborative content creation, which was not possible with web 1.0.
Web 2.0 signalled the era of applications and collaboration. Many applications were
created to serve the community. The services of web 2.0 included RSS feeds, blogs,
Wikis, Mashups, social networking, tags and tag clouds, to name just a few of the
important technologies served by web 2.0. The development tools also started
gaining in importance during this time, as tools such as Google Web Kit, XML, and
Flex were used to create the applications.

In 2006, John Markoff suggested the third generation of web. Web 1.0 and 2.0
had served the purposes of business, social interaction, and learning. The technical
gurus believe that it is time for web 3.0 and have called web 3.0 the ‘intelligent
web’ saying that it would support the features of web 2.0. The main aim of web 3.0
is to enhance the software and hardware tools used in web 2.0. Web 3.0 concen-
trates more on security, connectivity and on incorporating more and more of the
cloud technologies [4]. The components of the semantic web are the main con-
stituents of Web 3.0. RDF language, which is used in database management, is also
increasing in importance because it allows us to store additional data and helps in
connecting data with web patterns, which is not available in the present databases
used. It helps us to limit the online applications according to the relevant
requirements of the user [5].

Web 1.0 and web 2.0 have changed the way of searching for information and
added the cognitive functionalities to the business perspective. It is important for us
to know the evolution of web 2.0 from web 1.0 to show how web 2.0 was evolved.
Web 3.0 is a more advanced way of using the web with the involvement of smart
web. These web applications have served various sectors of business, in addition to
changing the means of interaction in educational institutions. The following Table 1
shows the differences between web 1.0, 2.0 and 3.0.

The effective mechanisms made available by web 2.0 technologies have
enhanced social networking. There are various reasons for the use of social net-
working by students. Pempek et al. [6] Conducted a survey in the US to discover
the reasons for usage of social networking by college students and found that

Social Networking in Higher Education in India 327



students place greater trust in information obtained through social interaction.
Profiles are very effective in determining whether one accepts the content on the
web; social networking reveals the profiles, which make the students trust the
content, and if the students are unsure about the content, tagging their classmates
could help them to decide. An empirical study conducted by Valkenburg et al. [7]
showed that the responses received on the user’s social networking posts had an
effect on the self-esteem of the user. Using social networking in the education sector
will enhance the following factors namely: peer feedback, critical thinking, tag
friends, join groups and sharing of knowledge.

3 Indian Higher Education and Social Networking

India is a democratic nation with many religions each with its own religious cus-
toms. Tourists around the world are attracted to its rich history and fantastic
landscape. The global culture has been increasing in importance with the new
technology enabling access to and sharing of information. There are more than
1000 communities with their own individual social characteristics. Technology has
become a tool to connect the communities and work towards a better society. The
various communities and volunteer organizations can use the social networking as a
platform to raise awareness of social issues. Volunteer organizations play an
important role in supporting those people who need them the most. Social net-
working provides them with the platform needed to publicise their plans for society.
Social networking has been widely used by government organizations to brand and
market their policies [8]. The following report generated by Tobias and Carlson [9],
suggests that social media is popular in India. The active social media users are
found to be 8%, which is a good sign. The mobile phone users have been increasing
widely. The report shows 87% of users are accessing social networking through
mobile technology. The report also shows that there are plenty of social networking
users; however, in India as a whole, the percentage of social media users is not up to
the mark although it is improving day by day.

The development of the nation depends on the growth of the economy, and this
can be achieved by improving the higher education sector. This research on Indian
higher education does not shift the thinking of an entire educational system;

Table 1 Difference between web 1.0, 2.0 and 3.0—prepared by authors

Features Web 1.0 Web 2.0 Web 3.0

Communication Broadcast Collaboration Engaged/Invested
Focus Organization Groups Individual
Technologies Client-server

HTML, portals
Peer to Peer
XML, RSS, Java

RDF, RDFS, OWL

Content Owning Sharing Curation
Interaction Web forms Web applications Smart applications
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however, it provides food for thought that may be helpful in reducing technical
constraints. Indian institutions are performing well, but they have to perform better
to obtain recognition internationally [10]. India, with a population of 600 million
below 25 years of age, is likely to have the second largest graduate talent by the end
of 2020 next to China and followed by the USA [11]. Indian educational institu-
tions have failed to gain recognition globally. This issue was raised by the Indian
president in a recent convocation ceremony held by a prestigious university in
India.

There are several reasons for not India achieving global recognition. We cannot
entirely blame the educational system as it stands; there are several other reasons.
The Indian population is vast and accessibility to knowledge has been difficult for
the ordinary person for many years, although it has improved considerably. India
has more than 343 universities but even the reputed institutions are finding it
difficult to keep up with changing global requirements. Researchers believe that it is
time for a complete overhaul of the higher education system in India. The number
of dropouts in India was astounding in 2006; the report revealed 56% of students
had dropped out of university [12].

Social networking helps in various ways to integrate the process of rethinking
before accepting the content. It also helps educational institutions to promote their
courses and their university in general. One of the reasons for the high dropout rates
discussed in the previous section may be that students are not well informed about
the courses in which they enrol. Social networking provides an opportunity of
describing the course in detail, together with the job opportunities and career
advice. Students are often locked into a set of subjects, not all of which may be
useful for a career. Social networking would enable a conversation to be initiated
between the students and the schools. It helps to create a common ground for
interaction between students, education institutions, and communities.

Social networking could help India to examine closely its economic growth. The
Indian GDP has been very inconsistent for many years, whereas China, which has a
higher population than Indian, has a steady GDP growth and is far better than India
in terms of GDP. India is an efficient country that has the capability to have
consistent growth every year. However, policy making procedures and investment
are the main reasons for this paradox [13].

The people of India are often unaware of the procedures, which take place for the
development. Indian educational institutions and communities have skill sets,
which can improve the system implementations. If the government proclaims that
its plans are for the benefit of its people, it is better to consult the people. In India, it
is more often that the faith is built on the individuals rather than the policies. Social
networking could address this by providing better communication between the
content of the policy, policy makers, and the people.

In terms of practicality, this is highly achievable. Indian educational institutions
can give students an opportunity to develop and create ideas that could change the
perspective of the government. For example, in India the average class size for a
course of higher education would be 50 students. Let us say there is one unit
focusing on policy, which relates to the policy. We can divide the class into two, let
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us say class A and B. Class A would be responsible for creating ideas and sub-
mitting them to class B with supporting evidence. Wiki would be the best tool for
scrutinizing this process. Class B would formulate the adverse effects of the plans
provided by class A. The discussion would start, and they can debate about the
advantages and the disadvantages. The lecturers can play their part in motivating
the students to use social networking and making it more fun rather than the usual
teaching approach. The educational institutions can make use of the wiki, blogspots
and newsletter to highlight their students’ works. In this way, the information could
reach the government in no time and may help to resolve some part of the issue.

Social networking provides a platform for teachers and educational institutions
to develop new ways of engaging with students. Communication between the
school and students plays a major role in determining the path that the system will
take in providing for the needs of the student. Social networking is derived from
web 2.0 and provides users with contents generated by other users [14]. At the
beginning of the development of online social networking, the universities made
good use of them by integrating instant messaging and profiles with the bulletin
boards. Different social networking sites were created year after year, which ben-
efited a large number of student communities. In order to develop education,
government organizations encourage collaboration to improve communication and
interaction between the education providers and students.

Kahne et al. [15], followed a theory-driven approach to examine the develop-
ment of schools through collaborative networks. Kahne et al. [15] state that ini-
tiatives by the government organizations to improve collaboration have had a
considerable positive effect on schools rather than communities, and Kahne et al.
[15] suggests that trust factors play a significant role in collaboration, as students
are not likely to express themselves via untrusted networks. Collaboration consists
of groups with shared values working for a sole purpose but also improving skills.
The ability to obtain information from the other people in the group and to allow the
flow of new information would enrich the discussion.

Researchers believe that innovative development of cities can be achieved with
cooperation; currently, cities compete to display their advantage over another city
[16]. Collaboration encourages students to think globally. The universities in India
can make communities of their respective field of study and contribute to the study.
Educational institutions have the opportunity of providing a platform for their
students by means of which they can collaborate and monitor the students’ work
frequently. The motivation and involvement of teachers plays an important role in
encouraging the students to participate. Students can make great use of collabo-
ration as it helps them to experience new ways of learning. Social networking helps
students to communicate quickly with students who have similar interest(s).
Osborne [14], argues in his article that online social networking would strengthen
the partnership between the students and communities because it involves better
interaction and engagement. In another research conducted by Prasad and
Ramakrishna [17], it was shown that online social networking tools assist peer
communication globally.
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4 Advantages and Disadvantages of Social Networking

Social networks help students to interact with the community of their own edu-
cational institution, and help them to interact with the students of other institutions.
Social networks can provide students with information that is authentic, relevant,
and up-to-date. Social networks help the individuals to validate the information
before accepting it [18]. The students obtain several other advantages when
accessing the content, such as: Updated information; New knowledge; Global
awareness and Aspects of past. Social networking would help the students to
maintain the inter-crossing relationships in every different aspect of their lives.
Furthermore, collaboration, communication skills, be environment-friendly and
acquire new acquaintances.

The research conducted by UNESCO [19] shows that, world-wide there is a
decline in formal education. The reason would be a failure of socialization in an
educational context. Social networking enables users with a common interest to
communicate and develop relationships. Social networking applications can help
students to perform better in their studies. Google Scholar is the best online social
networking website which has a collection of resources from different databases
which are linked to Google’s database [20]. There are various other online data-
bases such as ProQuest, Springer Link, Science Direct, IEEE explorer and many
more, which might help to improve students’ analytical skills.

The Indian education system is rigid and depends on a fixed set of resources,
forcing the student to learn within established boundaries. Social networking gives
students an opportunity to overcome intense classroom study. This is feasible in
India given that the educational institutions support and accept resources available
from databases. Accessibility of databases is not formally practised in India;
databases, which are made accessible, are only those that correspond with the ideas
of the authors of textbooks.

Enabling students to access information online can have another advantage.
Students are often stressed about the research or study because they cannot engage
in and enjoy the study process, but rather, they consider it as a chore. This stress can
be decreased by social interaction occurring within the student groups [21]. By
using social networking students will obtain several advantages i.e. study uncon-
ventionally; scrutinize research; complete study quickly; overcome study stress and
problems; and complete study quickly.

Social networking would help the students to maintain the inter-crossing rela-
tionships in every different aspect of their lives. The research conducted by
UNESCO [19] shows that, world-wide there is a decline in formal education. The
reason would be a failure of socialization in an educational context. Social net-
working enables users with a common interest to communicate and develop rela-
tionships. Social networking applications can help students to perform better in
their studies. Google Scholar is the best online social networking website which has
a collection of resources from different databases which are linked to Google’s
database [20]. There are various other online databases such as ProQuest, Springer
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Link, Science Direct, IEEE explorer and many more, which might help to improve
students’ analytical skills.

The Indian education system is rigid and depends on a fixed set of resources,
forcing the student to learn within established boundaries. Social networking gives
students an opportunity to overcome intense classroom study. This is feasible in
India given that the educational institutions support and accept resources available
from databases. Accessibility of databases is not formally practised in India;
databases, which are made accessible, are only those that correspond with the ideas
of the authors of textbooks. Enabling students to access information online can have
another advantage. Students are often stressed about the research or study because
they cannot engage in and enjoy the study process, but rather, they consider it as a
chore. This stress can be decreased by social interaction occurring within the stu-
dent groups [21]. By using social networking students will obtain several advan-
tages i.e. Study Unconventionally; Scrutinize research; complete study quickly;
overcome study stress and problems; and complete study quickly.

Communication skills are a basic requirement for any individual who wants to
be successful in a competitive environment. The above advantages of collaboration
and inter-cross relationships aim to improve the communication skills of an indi-
vidual. Burke et al. [22], state that the skills developed through interactions are
unique, and term these ‘social communication skills’. Strong Communication skills
can be acquired with the usage of social networking, and it does not require any
particular effort in a social environment. Communication skills are part of the
curriculum of the social network. When an individual expresses his views in a
social environment, it involves more of the cognitive principles and can and the
ideas of others can be grasped more readily.

The skills acquired within the social environment are highly encouraged in a
workplace environment as well. The recent study by Brown and Vaughn [23]
shows that the organizations hire employees based on the screening procedure of
their profiles in online sites. We have found examples of bloggers who found career
as a journalist due to the skills presented in their blogs. Social networking helps to
demonstrate the skills to the employers. Sustainability has been a part of urban
policy and development from past many years. Dempsey et al. [24] claim that social
equity and justice aims to minimize the gap between sustainability community and
social sustainability. Social sustainability questions the development that is taking
place from a sustainability perspective. The sustainability community refers to the
people who live and work in the present and future, who are capable of under-
standing the environment for the welfare of the community [24]. Social networking
provides an opportunity to explore the factors associated with sustainability.

The organizations with various departments can work together to create the
awareness and follow the sustainability principles. Sustainability starts from a piece
of paper and extends to the waste generated through technology, factories, and
various other factors. In the research conducted by Kotler [25], he claims that social
marketing is a term that has been used for the past 40 years, and also, social
marketing can generate awareness and has the ability to change behaviour. There
are various government and non-government agencies working for the welfare of

332 A.K. Malleshappa and T. Issa



the environment just as there are many political parties opposing the carbon
emissions in factories. Social networking helps us to understand the consequences
of neglecting the environment and ignoring the factors that harm it. There are
various tools available to students that can help them to know how they can help
society and the environment. Sustainable measures in developing nations such as
India are not a high priority. Social networking can help with the marketing of
products that are less harmful to society.

The users of social networking have to be well aware of disadvantages that they
might face when using the application. Users tend to utilize it to its maximum
extent without being aware of the consequences that they may encounter. One
drawback of social networking comes from the information required to access the
network. It is seen that people with different attitudes and perspectives access the
information. In the research conducted by [26], it was found that accepting multiple
contents from the web at the same time may scatter attention and can have adverse
effects on memory and cognitive development. While searching for the information
online, there are situations where the users end up in viewing irrelevant informa-
tion. There are plenty of applications online that might confuse some users, but this
situation can be relatively improved as the user gets used to searching for infor-
mation [27].

In a social networking environment, there are situations that could embarrass an
individual or educational institution. Social networking promotes sharing of
information. In an educational system, if the staffs are asked to share their profiles
with the students, the institution is at risk. It has been seen that individuals, when
conversing on social networks, may lose control; but when an individual is rep-
resenting an organization, it can be an embarrassment to the institution. Institutions
need to have well-defined policies before engaging in a social network [14].

The malicious use of the Internet has increased and spread to social networking.
Malicious hackers have been known to access users’ profiles to steal private
information. Trust plays an important factor in privacy issues [26]. Social inter-
action in previous years was mostly face-to-face. Social networking has undoubt-
edly reduced the occurrence of such social meetings. The physical presence of an
individual is being taken away. The expression, happiness, and joy to be found in
face-to-face meetings are decreasing due to the impact of technology. The younger
generation finds the wall posts, updates; activity feeds etc., on the social networking
websites more attractive. Access to social networking has been banned in many
schools. The research conducted by [28] shows that youth are more likely to
become addicted to social networking and are finding joy in updates made by their
colleagues. Mutual understanding might be better with social networking but
sometimes has a deleterious effect in the real world. Individuals have been known to
be offensive to strangers in the real world because their social interactions have
been limited to social networking.

Furthermore, the users of social networking have to be well aware of disad-
vantages that they might face when using the application. Users tend to utilize it to
its maximum extent without being aware of the consequences that they may
encounter. One drawback of social networking comes from the information
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required to access the network. It is seen that people with different attitudes and
perspectives access the information. In the research conducted by [26], it was found
that accepting multiple contents from the web at the same time may scatter attention
and can have adverse effects on memory and cognitive development. While
searching for the information online, there are situations where the users end up in
viewing irrelevant information. There are plenty of applications online that might
confuse some users, but this situation can be relatively improved as the user gets
used to searching for information [27].

In a social networking environment, there are situations that could embarrass an
individual or educational institution. Social networking promotes sharing of
information. In an educational system, if the staffs are asked to share their profiles
with the students, the institution is at risk. It has been seen that individuals, when
conversing on social networks, may lose control; but when an individual is rep-
resenting an organization, it can be an embarrassment to the institution. Institutions
need to have well-defined policies before engaging in a social network [14]. The
malicious use of the Internet has increased and spread to social networking.
Malicious hackers have been known to access users’ profiles to steal private
information. Trust plays an important factor in privacy issues [26]. Finally, Social
interaction in previous years was mostly face-to-face. Social networking has
undoubtedly reduced the occurrence of such social meetings. The physical presence
of an individual is being taken away. The expression, happiness, and joy to be
found in face-to-face meetings are decreasing due to the impact of technology. The
younger generation finds the wall posts, updates; activity feeds etc., on the social
networking websites more attractive. Access to social networking has been banned
in many schools. The research conducted by Ahn [28] shows that youth are more
likely to become addicted to social networking and are finding joy in updates made
by their colleagues. Mutual understanding might be better with social networking
but sometimes has a deleterious effect in the real world. Individuals have been
known to be offensive to strangers in the real world because their social interactions
have been limited to social networking.

5 Research Gap

The research in improving the education sector with social networking examined
the characteristics of social networking. New research has to be conducted focusing
on developing social networking in a way that takes into account the country’s
culture. The cultural characteristics of different countries might not be compatible
with all aspects of social networking and this notion needs to be investigated by
researchers. A study related to the effects of social networking on student behaviour
would benefit the student community. This research focuses on the advantages and
disadvantages of social networking in terms of students; however, a study that has
the potential to encourage teachers to motivate students with the help of social,
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networking, would be beneficial. There is also scant research on differentiating
classroom practices by the use of online social networks and the digital education
required to implement social networking.

6 Research Method and Question

This research aims to address and answer the following question “What are the
advantages and disadvantages of using social networking in India’s higher educa-
tion sector?” In this research, an online survey was generated based on the current
literature review by using Qualtrics, a tool used to create an online survey and
providing various other facilities. The Internet is the main advantage of the online
survey as it is been used by different sectors of society and helps us to reach people
quickly. The online survey helps us to communicate easily with potential respon-
dents through emails, social networking websites, mobile applications etc. [29]. The
online survey must meet certain requirements, including approval from the ethics
committee and the research supervisor.

The survey tool generates a link via Qualtrics through which a respondent
obtains information about the purpose of the research and the university personnel
involved in the research well before starting the survey. These factors encourage the
respondents to take the survey seriously, because it looks professional. People are
fed up with online surveys, which make them spend the least amount of time in
completing it, mainly due to a lack of awareness of its impact, but this tool helped
us to explore the importance of the survey, which in turn obtained the responses
considerably from the respondents.

The online survey was generated and developed based on the current literature
review and it consists of five distinct parts. The first part of the survey presents
information regarding the aims of the research and the associated legalities. It also
includes a questionnaire about gender and age. The second part asks respondents to
state their profession and/or field of study. The third part asks respondents to give
information about the number of hours spent daily in social networking activities
and Internet for email. It also provides the opportunity for the respondent to
elaborate on the hours spent over the Internet and social networking. The fourth part
of the online survey consists of a 5-point Likert scale designed to cover the positive
and negative effects of using social networking for education and for personal
interactions. The last part gives participants the opportunity to elaborate on what
they perceive to be the negatives associated with social networking.

The online survey design has been used by many researchers to collect and
examinee data, such as [30–34]. Moreover, the Internet is the quickest way to
obtain responses from people located in different parts of the world, which is
accomplished through an online survey. The online survey has several features,
which allow us to obtain a range of opinions about a particular topic. A number of
other researchers have described the positive and negative factors involved in the
online survey. Jøsang et al. [35], believes that the online surveys are one of the most
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important factors in decision-making. In the study, the respondents need to be
acquired from different parts of the world, so the online survey was used for data
collection. In addition, data can be collected quickly with the help of various online
applications such as email and social networking websites.

Tiene [36], states that the research conducted through an online survey would
trigger online discussion with students. Online survey methodology has been used
in this research for various reasons such as [37]: Obtains data through various
resources. The online survey uses the technology to reach the person quickly,
allows the user to complete it at any time, whereas the face-to-face interview is
time-consuming, and requires a certain protocol to be followed. The online survey
also helps the researcher to target a specific population. Hence, it makes grouping
and analysing of data more efficient compared to face-to-face interviews. The online
survey helps the respondents to express themselves better as they can do the survey
anytime and they have the opportunity to think more about the questions. It is also
cost-effective, as the researcher does not have to travel to different locations in order
to conduct a face-to-face interview.

The online survey also has the following disadvantages [32, 37]: It requires that
the participant to have some knowledge and experience with online applications.
Apart from the above issues, several other issues such as sample and accessibility
issues are faced. The sample issues involve grouping of the participants according
to their location, but the recent online survey tools would solve such issues. The
disadvantages were considered in this research, were found to be minimal, and can
be avoided through recently available online survey tools such as Qualtrics. The
researcher was able to distribute an online survey through email and online net-
working sites involving the online tools experience.

A sample of 131 (valid respond rate) is obtained from the southern part of India;
the online survey was created to suit the current situation of education and social
networks. Using Qualtrics, the survey was distributed to people in the southern part
of India. Data collected undergo further quantitative analysis in order to evaluate
the responses generated by the survey, and are analyzed using the statistical soft-
ware analysis tool, SPSS. The data collected from Qualtrics are entered into SPSS,
and various data analysis techniques take place. The analysis in intended to obtain
information about the factors that is pertinent to the southern part of India. The
research explores both the advantages and limitations of using social networks in
education.

The sampling method used in this study is adopted from the empirical study
conducted by Lin et al. [38] Heckathorn [39], whereby we contact three friends
requesting that they complete the survey, and ask them to suggest three more
people, who in turn will suggest three more and so on; this is how more respondents
were recruited for this study.

The data which is been collected will be analyzed using SPSS version 24. The
data obtained through the survey are entered into the SPSS tool and various sta-
tistical tests are performed. The result obtained by the SPSS tool depends on the
type of tests that we perform along with the type of tests required for this study. The
factors are selected after various tests, which then will be recognized as the critical
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components in the outcome of the research. In order to check the variation in the
sample variables with that of the actual population, factor analysis is conducted.
Reliability tests help us to ascertain the consistency of our findings.

As per Mark et al. [40] the reliability and validity of the data can be derived
through the application of three principles: By checking whether the results are
similar on other occasions; By testing whether the same observations are made by
other researchers; By ensuring the transparency of the data; In this study, to test the
reliability and validity, the statistical technique Cronbach’s Alpha test is conducted,
and the result is analyzed.

7 Results

Data was compiled mainly with the help of social networking websites, instant
messaging applications, and email. The online survey link generated by Qualtrics
was distributed using these tools and data was collected. The lecturers in India were
contacted by mail and asked to distribute the questionnaires to the students. Few of
the lecturers were available on Facebook or LinkedIn; therefore, they were con-
tacted via instant messaging. The groups in instant messaging applications such as
WhatsApp and Viber were also used to contact the students. Table 2 shows gender,
and age of the online survey respondents. The participants for this study were 175
(131 valid respond rate) from Garden City College, which is located in the Southern
part of India. 52% are male, while 48% are female. For this study, the highest
participants’ age is 48% from ranged 22–32.

While Table 3 presents the participants’ fields of study; the accounting sector is
considered the highest respond rate (34.34%) for this study followed by science and
engineering (11.45%).

Table 2 Gender and age—
prepared by the authors

Gender
Response %

Male 91 52
Female 84 48
Total 175 100
Age
18–22 54 30.86
22–32 84 48.00
32–42 29 16.57
42–52 7 4.00
Over 52 1 0.57
Total 175 100
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Table 4 shows that Bachelor’s Degree holders are the highest participants who
completed the online survey with 33.33% followed by Master’s degree (20%) and
Diploma (12.12%).

Table 5 shows that Indian participants (46.99%) are spending less than 1 h on
social networking daily (not including email), followed by 35.54% up to 5 h daily.

From the survey results (see Table 6), it was noted that the majority (48.41%) of
the participants spend on social networking (not including email) less than an hour
daily; on the other hand, 53 of the participants spend 33.76% while 34% spend up to
5 h on the social networking.

The Cronbach’s Alpha is conducted to test the internal consistency of the
variables. Values ranging from 0.7 to 0.9 are recommended, even though values as
low as 0.5 are slightly significant [41]. In this study, to test the reliability and
validity, the statistical technique Cronbach’s Alpha test is conducted, and the result

Table 3 Fields of study—
prepared by the authors

Field of study
Response %

Accounting 57 34.34
Business law 16 9.64
Economics and finance 8 4.82
Information systems 4 2.41
Information technology 10 6.02
Computer science 14 8.43
Management 11 6.63
Marketing 4 2.41
Health sciences 1 0.60
Humanities 3 1.81
Science and engineering 19 11.45

Art and design 6 3.61
Others—please specify 13 7.83
Total 166 100

Table 4 Highest education
level—prepared by the
authors

Highest education level
Response %

Primary education 18 10.91
Higher secondary/Pre-university 6 3.64
Professional certificate 13 7.88
Diploma 20 12.12
Advanced/Higher/Graduate diploma 11 6.67
Bachelor’s degree 55 33.33
Post graduate diploma 9 5.45
Master’s degree 33 20.00
Total 165 100
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is analyzed. For the advantages and disadvantages the Cronbach’s Alpha is 0.99
and based on the rules of thumb >0.9 is Excellent [37, 42] (Table 7).

Furthermore, the KMO for the Advantages and disadvantages are Marvellous
according to Beavers et al. [43]. The Bartlett’s test of sphericity is highly significant
for both advantages and disadvantages, χ2 = 5632.949, 6657.093 df = 300 and
435 respectively and p < 0.000, indicating that the items of the scale are sufficiently
correlated to factors to be found [9] (see Table 8).

Table 9, the component matrix—advantages, generated three new factors from
the Indian perspective, and these new advantages are namely: rapidly research study
and personal skills; global awareness, new knowledge and communication; and
romance relationship. These advantages will assist the Indian students to obtain the
necessary skills and knowledge via assimilating social networking in the education
sector especially in India.

Table 10 present the component matrix for the disadvantages via the social
networking in India. From the online survey results two new disadvantages are
generated namely Elude social activities; deep thinking and stress and averts from
traditional activities and privacy. A warning message generated from this result, as

Table 5 Number of hours
spent on social networking
daily, not including email?
(Per day)—prepared by the
authors

How many hours do you spend on the social networking
daily, not including email? (Per day)

Response %

Less than an hour 78 46.99
Up to 5 h 59 35.54
5−10 h 21 12.65
10–20 h 4 2.41
Over 20 h 4 2.41
Total 166 100

Table 6 Number of hours
spent on the Internet for email
(per day?)—prepared by the
authors

How many hours do you spend on the internet for
email? (Per day)

Response %

Less than an hour 76 48.41
Up to 5 h 53 33.76
5–10 h 19 12.10
10–20 h 7 4.46
Over 20 h 2 1.27
Total 157 100

Table 7 Reliability statistics
—Cronbach’s alpha for
advantages and disadvantages
—prepared by the authors

Reliability statistics
Cronbach’s alpha N of items

Advantages 0.991 25

Disadvantages 0.994 30
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using the social networking tools in the education sector especially in India, can
prevent and isolate users from the social and personal activities and develop type of
anxiety; traditional activities and Intellectual property and security. The respondents
are worried about the privacy concerns related to social networking. Privacy issues
depend on how the technology is used; hence, it is incumbent upon the organization
providing a platform for social networking to address this issue and safeguard the
users as much as possible. The Indian educators should address these disadvantages
by preparing and presenting workshops and seminars among the Indian students to
raise and promote social networking usage and awareness.

8 Discussion, New Findings, Limitations
and Recommendations

There is evidence that students have generally had positive experiences associated
with the use of social networking, apart from a few negative concerns. The data
collected provided new findings on social networking in terms of the Indian con-
text. The analysis helped us to identify the advantages that can be concentrated and
implemented as part of the curriculum, bearing the disadvantages in mind. The
research question for this study concerns finding the advantages and disadvantages
of using social networking in the higher education sector of India, and the study
primary goal is to conduct a study on social networking to ascertain its importance
in higher education (see Table 11).

The researchers then study the requirements of social networking from the
Indian perspective. India is a vast country with the second largest population in the
world; it is difficult to implement procedures, which can meet everyone’s needs and
wishes.

The researchers explore the advantages that an Indian student can obtain through
social networking. The researcher also provides suggestions that can be used by
institutions when considering the adoption of social networking in line with gov-
ernment policies on education. The researchers answered the objectives of the
study; as they identified the evidences, which lead to the generation of advantages
and disadvantages of using social networking. Social networking creates advan-
tages, but the social connectedness is not similar to normal interactions. It com-
pletely depends on the users and the way they see social networking; some users are
comfortable with face-to-face interaction and some preferred social networking.

Table 8 KMO and Bartlett’s test—advantages and disadvantages—prepared by the authors

KMO and Bartlett’s test Advantages Disadvantages

Kaiser-Meyer-Olkin measure of sampling adequacy 0.926 0.926
Bartlett’s test of sphericity Approx. chi-square 5632.949 6657.093

df. 300 435
Sig. 0.000 0.000
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Table 9 Component matrix—advantages—prepared by the authors

Rotated component matrixa

Component
New advantages for India 1 2 3

Scrutinize my research study more easily Rapidly research study
and personal skills

0.809 0.424 0.347
Understand and solve study problems
easily

0.783 0.423 0.359

Concentrate more on my reading and
writing skills

0.724 0.381 0.496

Complete my study more quickly 0.718 0.481 0.393
Develop my personal and communication
skills

0.683 0.452 0.478

Acquire new acquaintances—work related 0.678 0.414 0.519
To prepare my professional attitude
toward study and work

0.675 0.431 0.512

Reduce carbon footprint in my activities 0.642 0.439 0.555
Overcome study stress 0.630 0.472 0.461
Study independently 0.617 0.550 0.416
Be more sustainable person 0.579 0.453 0.568
Provide reliable and scalable services 0.566 0.518 0.538
Be more aware of global issues/local
issues

Global awareness, new
knowledge and
communication

0.392 0.831 0.277

Communicate with my peers frequently 0.300 0.790 0.390
Learn new information and knowledge 0.462 0.784 0.206
Gain up-to-date information 0.550 0.759 0.227
To remember facts/aspects of the past 0.430 0.755 0.354
Communicate with my peers from
different universities

0.344 0.733 0.499

Collaborate with my peers frequently 0.297 0.726 0.509
Acquire new acquaintances—romance
relationship

Romance relationship 0.417 0.313 0.785

Do whatever I want, say whatever I want,
and be whoever I want

0.544 0.293 0.709

Acquire new acquaintances—friendship
relationship

0.508 0.409 0.705

Communicate with my different
communities

0.335 0.609 0.626

Develop intercrossing relationships with
my peers (i.e. Artistic talents, sport and
common interests)

0.438 0.580 0.594

Become more “Greener” in my activities 0.558 0.483 0.563
Extraction method: principal component analysis
Rotation method: Varimax with Kaiser
normalizationa

aRotation converged in 9 iterations
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Table 10 Component matrix—disadvantages—prepared by the authors

Rotated component matrixa

Component
New disadvantages for
India

1 2 3

Prevents me from participating in social
activities

Elude social activities,
personal skills and
anxiety

0.808 0.366 0.342

Stresses me 0.771 0.414 0.348
Decreases my grammar and proofreading
skills

0.761 0.372 0.406

Decreases my deep thinking 0.754 0.452 0.371
Prevents me from remembering the
fundamental knowledge and skills

0.715 0.404 0.411

Depresses me 0.708 0.461 0.393
Bores me 0.692 0.549 0.311
Makes me sick and unhealthy 0.686 0.460 0.443
Distracts me easily 0.679 0.403 0.505
Prevents me from completing my
work/study on time

0.673 0.532 0.340

Prevents me from concentrating more on
writing and reading skills

0.643 0.494 0.321

Prevents me from having face to face
contact with my family

0.628 0.589 0.363

Scatters my attention 0.609 0.505 0.503
Makes me addict 0.581 0.571 0.403
Prevents me from talking on the
phone/mobile

Avert traditional
activities

0.454 0.760 0.347

Prevents me from watching television 0.460 0.747 0.415
Prevents me from shopping in stores 0.427 0.731 0.457
Prevents me from having face to face
contact with my friends

0.439 0.730 0.454

Prevents me from reading the newspapers 0.430 0.721 0.476

Prevents me from completing my work on
time

0.520 0.710 0.373

Prevents me from completing my study on
time

0.520 0.704 0.361

Makes me feel lonely 0.569 0.670 0.348
Prevents me from participating in physical
activities

0.423 0.661 0.530

Makes me more gambler 0.606 0.639 0.391
Makes me lazy 0.496 0.625 0.501

(continued)
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The main functionality which social networking takes over from regular interaction
is the creation of awareness along with the potential for constant interaction.

The volunteer organizations and social networking applications are working
together to resolve the social issues. The level of response is very high. In India,
social networking can increase digital education. The policy makers of government
organizations should become more flexible and have a common understanding with
the social networking applications to work towards a common goal. The current
social networking applications work as a business, which needs to be changed to
bring about a change in the society.

The educational system of India can be enhanced with better use of social
networking. The top international institutions provide excellent examples of social
networking within the learning environment. The government of India has taken
many steps to implement social networking in the top universities. The population
and changing technological requirements are considered as central issues; however,
more research has to be conducted to reach the students in remote area who are
forced to travel long distances in search of knowledge and careers.

The web technologies are changing constantly which results in the development
of online tools, which in turn influences the academics. The effects of social net-
working in education have been observed in the research. This chapter reveals the
impact of social networking on education in India; however, the adoption of social
networks in the Indian education sector has not been yet been trailed. The major
objective of this research is to make a concerted effort to forecast the advantages
and disadvantages associated with social networking in higher education. The study
explored a number of positive and negative factors that need to be considered by
education providers, learners, and developers of online tools.

Table 10 (continued)

Rotated component matrixa

Component
New disadvantages for
India

1 2 3

Increase intellectual property concerns Intellectual property
and security

0.414 0.406 0.783
Increase security concerns 0.420 0.410 0.771
Increase privacy concerns 0.407 0.429 0.767
Makes me receive an immoral images and
information from unscrupulous people and
it is difficult to act against them at present

0.488 0.563 0.581

Makes me insecure to release my personal
details from the theft of personal
information

0.548 0.486 0.555

Extraction method: principal component analysis
Rotation method: Varimax with Kaiser
normalizationa

aRotation converged in 8 iterations
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The Indian education system has made web content available to a certain extent
in urban areas. The people from rural areas usually migrate to urban areas in search
of education and careers. Web technologies have to concentrate more on making
information available in rural areas. In India, there is a high student drop-out rate
from educational institutions due to stress, failing units, or losing interest in the
course after a few months, to name a few reasons. In order to address this, future
research on the attitudes of Indian drop-outs would be helpful. Moreover, research
on ways to achieve better enrolment and information about courses through social
networking would be beneficial. Finally, the same research should be replicated in
other areas in India to justify the research aims and objectives.

Finally, it is evident that social networks provides a platform by means of which
one can express, work and interact. It has the capability to withstand population
changes and various internal issues pertaining to India. Information can be made
easily accessible to students who live remote villages, enabling them to work with
other students. Digital education has to be the mantra of the government, but it has
to be well handled with consideration given to the potential disadvantages.

Table 11 New advantages and disadvantages by using social networking in Indian higher
education—prepared by the authors

New Advantages by 
using Social 

Networking in Indian 
higher education 

Rapidly research 
study and 

personal skills

Global 
awareness, new 
knowledge and 
communication

Romance 
Relationship

New Disadvantages by 
using Social 

Networking in Indian 
higher education 

Elude social 
activities, 

personal skills 
and anxiety 

Avert traditional 
activities

Intellectual 
property and 

security 
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9 Conclusion

Next to China and USA, India plays a major role in providing a workforce that
contributes to global development. Social networking helps to people to form
relationships with others who have similar interests, and this is a good thing.
However, we can see conflict arising between the traditional and modern media.
The rural students have to make more contribution in future. Accessibility of the
information in rural areas would help to improve the global knowledge. Social
networking is the best way to access and share the information. Digital education
will play a crucial in coming years and has to be initiated. The technologies have
been a boon but if consumed more than expected, they are going to destroy the
planet bit by bit. Finally, to the researchers conclude that the list of disadvantages
associated with social networking lengthens with the new online technologies, so in
order to increase social relationships we need to think as one. In the researchers’
opinion, social networking helps people to be part of the community and it is our
responsibility to make sure the community does not receive a bad reputation
because of our actions. Finally this research generated three new advantages and
disadvantages of social networking usage by students from the southern part of
India. Further research will be carried out by the researchers to replicate the same
study in other areas in India to justify the research aims and objectives.
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