
123

Fatna Belqasmi
Hamid Harroud
Max Agueh
Rachida Dssouli
Faouzi Kamoun (Eds.)

Emerging Technologies 
for Developing Countries
First International EAI Conference, AFRICATEK 2017
Marrakech, Morocco, March 27–28, 2017 
Proceedings

206



Lecture Notes of the Institute
for Computer Sciences, Social Informatics
and Telecommunications Engineering 206

Editorial Board

Ozgur Akan
Middle East Technical University, Ankara, Turkey

Paolo Bellavista
University of Bologna, Bologna, Italy

Jiannong Cao
Hong Kong Polytechnic University, Hong Kong, Hong Kong

Geoffrey Coulson
Lancaster University, Lancaster, UK

Falko Dressler
University of Erlangen, Erlangen, Germany

Domenico Ferrari
Università Cattolica Piacenza, Piacenza, Italy

Mario Gerla
UCLA, Los Angeles, USA

Hisashi Kobayashi
Princeton University, Princeton, USA

Sergio Palazzo
University of Catania, Catania, Italy

Sartaj Sahni
University of Florida, Florida, USA

Xuemin Sherman Shen
University of Waterloo, Waterloo, Canada

Mircea Stan
University of Virginia, Charlottesville, USA

Jia Xiaohua
City University of Hong Kong, Kowloon, Hong Kong

Albert Y. Zomaya
University of Sydney, Sydney, Australia



More information about this series at http://www.springer.com/series/8197

http://www.springer.com/series/8197


Fatna Belqasmi • Hamid Harroud
Max Agueh • Rachida Dssouli
Faouzi Kamoun (Eds.)

Emerging Technologies
for Developing Countries
First International EAI Conference, AFRICATEK 2017
Marrakech, Morocco, March 27–28, 2017
Proceedings

123



Editors
Fatna Belqasmi
Zayed University
Abu Dhabi
United Arab Emirates

Hamid Harroud
Al Akhawayn University
Ifrane
Morocco

Max Agueh
LACSC - ECE
Paris
France

Rachida Dssouli
CIISE
Montreal
Canada

Faouzi Kamoun
ESPRIT
Tunis
Tunisia

ISSN 1867-8211 ISSN 1867-822X (electronic)
Lecture Notes of the Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering
ISBN 978-3-319-67836-8 ISBN 978-3-319-67837-5 (eBook)
https://doi.org/10.1007/978-3-319-67837-5

Library of Congress Control Number: 2017956082

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

AFRICATEK 2017 was the first edition of the EAI International Conference on
Emerging Technologies for Developing Countries. It focuses on the use of new
technologies (e.g., cloud computing, IoT, data analytics, green computing, etc.) in
developing countries. Building innovative solutions and services based on cutting-edge
technologies is very challenging in developing countries for several reasons. The
limited IT infrastructure and Internet penetration are two of the key hindering barriers.
The goal of this conference is to bring together researchers and practitioners from
academia and industry to share their results and ideas on how to benefit the developing
world from the advances of technologies despite the existing limitations.

AFRICATEK 2017 received 41 submission, including full papers, short papers,
invited papers, and posters. Of these submissions, 22 were accepted as full papers. The
authors are from several countries and institutions, including Morocco, Algeria,
Tunisia, South Africa, Benin, UAE, Japan, Pakistan, Belgium, Portugal, Italy, France,
Canada, and the USA. Some contributions were also joint works between several
institutions and countries.

The accepted papers cover several topics related to emerging technologies and their
use in developing countries in particular, and in rural areas in general. These topics
span different infrastructures, technologies and paradigms, and application areas.
Examples of targeted infrastructures are wireless sensor networks, vehicular area net-
works, mobile networks, and the cloud. The technologies and paradigms used include
virtualization, cloud computing, Internet of Things, data analytics, knowledge man-
agement, Web services, software engineering, and artificial neural networks. The
application areas covered span e-services and mobile-based applications (e.g., e-health,
e-learning, e-commerce, and e-collaboration), smart energy, disaster management,
language-based applications (e.g., speech recognition), and security.

We would like to express our gratitude and thanks to the many people who con-
tributed to the organization of this first edition. Without their support and dedicated
efforts, this would not have been possible. Special thanks go to the Organizing
Committee members and to all the persons who voluntarily put much effort in creating,
planning, advertising, and organizing the event. Many thanks to the authors who
contributed their work to the conference; to the Technical Program Committee chairs
and committee members, who dedicated their time to thoroughly review the submitted
papers and share their comments to enhance the technical quality of the program; and
to our valuable keynote and tutorial speakers, who enriched the program with their
contribution.

Special thanks also go to the Kingdom of Morocco for its openness to promote
advanced technologies in developing countries. We are also grateful to the EAI support
throughout the process and to our sponsors and supporters.

August 2017 Fatna Belqasmi
Max Agueh

Hamid Harroud
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Seamless WSN Connectivity Using Diverse Wireless Links

Omar Alfandi1(✉), Jagadeesha RB2, and John Beachboard1

1 Zayed University, Abu Dhabi, United Arab Emirates
{omar.alfandi,john.beachboard}@zu.ac.ae

2 National Institute of Technology, New Delhi, India
jagadeesha_rb@yahoo.com

Abstract. Data transfer using wireless sensor networks (WSN) is bound by its
limited coverage range. In order to communicate data beyond the coverage capa‐
bility of a WSN link and make it pervasive, the authors here propose a method of
information handover using heterogeneous wireless links for sensor-based data
transmission. They draw on connectivity, one of the main features of a pervasive
network. In the handover method proposed here, the WSN link is part of a wireless
module which integrates various heterogeneous wireless links. All these wireless
links are combined and coordinated using media independent handover functions
(MIH) in accordance with the 802.21 Standard. As wireless modules have
multiple wireless links, each module can communicate with the others using any
one of the active links. When these wireless modules consisting of multiple links
move beyond the communication range of the WSN link to maintain continuous
connectivity the MIH in the module triggers the other wireless links to hand over
the service with the help of access points in the surrounding area. The concept is
discussed here in the context of a smart home application which transfers the
sensed information continuously to a remotely located controlling station using
the existing wireless infrastructure.

Keywords: IEEE 802.21 · WSN · MIH · Pervasive

1 Introduction

The wireless sensor network has become a prevalent network due to its simplicity of
protocol stacking, network formation, durability, and suitability to a wide range of
common applications involving unattended monitoring compared to the other wireless
standards. When the WSN nodes are deployed to monitor an activity and to transfer the
monitored data directly to a remote controlling station, the data transfer is possible as
long as the nodes are in communication range of each other. However, as they move out
of the physical range, communication gets interrupted.

As a solution to this problem, one can adopt various network topologies though each
has its own capabilities, and an ideal solution may not be plausible. A strategy involving
the Internet of Things (IoT) may be the best solution with modifications to the existing
internet system. Nowadays, it is common to find wireless communication devices
enabled with several wireless standards to facilitate communication with similar devices.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
F. Belqasmi et al. (Eds.): AFRICATEK 2017, LNICST 206, pp. 3–11, 2018.
https://doi.org/10.1007/978-3-319-67837-5_1



For example, a mobile phone equipped with 3G, GPRS, Wi-Fi, or Bluetooth facility can
communicate data through any device which has any one of these standards.

The current wireless environment motivates development of a method of achieving
seamless connectivity between wireless sensor network nodes using other wireless
standards. This paper proposes a method for integrating wireless standards into a single
module and communicating in a coordinated manner. In this proposal, the IEEE 802.21
media independent handover functions are used as a platform in which wireless stand‐
ards of varying types coexist and hand over the data between similar wireless modules.
The IEEE 802.21-2008 is a standard [1] to provide handover facility between 802 and
non-802 devices such as IEEE 802.11, IEEE 802.16, and 3G cellular networks. It
consists of a set of functions called media independent handover functions which form
the core regulating the overall functionality of such a stack. The media independent
handover (MIH) function comprises an event, command, and information services to
monitor network parameters and to regulate, validate and gather information for efficient
communication between any two nodes.

In this proposal, the communication capabilities of the ordinary IEEE 802.15.4 based
WSN node are extended using this feature of media independent handover functions.

According to this model, a wireless node consists of multiple wireless standards like
IEEE 802.11 (Wi-Fi), IEEE 802.16 (Wi-Max), and 3G cellular interface, along with the
IEEE 802.15.4 (WSN) which is called a combined wireless node (mobile node) as shown
in Fig. 1. The MIH functions direct the overall interaction between them and enable other
wireless links to perform a handover whenever a node moves out of range. Such an
enabled link, with the assistance of its home network, transfers the data to the destination.

Higher Layers

802.15.4 LLC

802.15.4 MAC 

MIHF 

802.11 LLC 802.16 LLC

3G 

802.11 MAC 802.16 MAC

Physical Layers

Combined Hardware Layer 

802.11 
RADIO 

802.16 
RADIO 

Cellular 
RADIO 

802.15.4 
RADIO 

Fig. 1. Mobile node architecture
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2 Literature Review

The handover feature of MIH has appeared in several previous works. Kim, Moon and
Cho [2] discussed a handover method between Wi-Fi and Wi-Max links using a prospec‐
tive candidate for handover. Introducing a new framework for MIH, as in the works of
Lim and Kim [3] as well as Ali-Yahiya and Bullot [4] provides faster handover between
802 links. The cross-layer design for the stack in Vulpe, Obreja and Barbu [5] provides
handover between the 802 and cellular networks. In this example, the new network
selection policy engines and mobile node architecture are discussed. The Qualnet simu‐
lation [6] for mobile node handover deals only with limited parameters. For efficient
handover, an information server and a new architecture and prototype are evaluated in
Fratu, Popovici and Halunga [7]. Their results show optimum processing time in hand‐
over and vary based on the application. To collect the handover information from the
information servers effectively, center node architecture is proposed in Andrei, Popovici
and Fratu [8]; this system collects information from all servers to update the network as
in Popovici, Fratu and Halunga [9]. Handover techniques are similarly analyzed in RB
[10], Chukwu [11], and Fallon and Murphy [12].

Until now, MIH features have been used to provide handover between 802 or cellular
networks. In this paper, the MIH is used to trigger the handover process whenever the
WSN node is about to lose connectivity with the destination to continue the data transfer.
In this case a wireless node (the MN) is a portable wireless unit with a stack consisting
of multiple wireless links and MIH.

3 Specifications

3.1 Technical Aspects

The technical aspects of this work mainly involve the development of architecture to
support handover between the WSN (802.15.4) and other wireless links by having them
all reside within the same module. The wireless module that integrates all the wireless
links and MIH and coordinates them is called a combined wireless module or mobile
node (MN). The media independent handover functions can provide three set of services:
event, command, and information services. The event services deal with reporting of
events related to the change in link behavior, link status such as link up or down, or any
changes in the link parameters of the communication link.

Media independent command services are generated by any higher layer which
enables them to control the lower layers (PHY, DLL) to set up the network connectivity
based on the reported parameters of the event services. In this way, command services
enable the user to select the best network for the task.

As the IEEE 802.21 standard does not specify the handover service for WSN, the
architecture has an internal partition to separate the communication traffic of other wire‐
less links from the WSN link. The MIH service has another important terminal called
the Information Server which maintains the database of all the wireless nodes to share
with the access points. Information from all the networks operating within a physical

Seamless WSN Connectivity Using Diverse Wireless Links 5



region including their network type, address information, and services offered will be
stored in the server to make it available during the time of handover.

The combined wireless module (MN) proposed here has an architecture that consists
of a union of heterogeneous radio links such as 802.11, 802.16, 3G cellular, or 802.15.4
on the same board as integrated hardware as depicted in Fig. 1. The data link layer
consists of link-specific MAC and LLC along with MIH functions. The MIH functions
are used to regulate and coordinate between these wireless links for information transfer.
The higher layers are defined according to the user’s preference.

As per this protocol for data transfer, initially the nodes communicate via WSN link
(802.15.4) for sensor-based data transfer. Meanwhile, the MIH within a module continu‐
ously monitors the link status using its service functions. If any of them moves out of its
limited coverage range, the data communication will be interrupted. During such a situa‐
tion, in order to have continued connectivity between the modules, the application in
conjunction with the MIH functions in the module trigger the handover process by
enabling the other wireless links like 802.11, 802.16 or 3G because they offer a better
coverage range than the WSN link and attempt to resume connectivity with the destination.

In order to achieve this, the information about all the network links must be dynam‐
ically maintained in a central database called the information server (IS) located such
that it must be reachable from any one of the wireless links in a module at any time. The
proposal therefore emphasizes the need for an improved network formation procedure
rather than the one described by IEEE in January 2009 [1].

The proposed network formation method suggests using the wireless module to
transfer all its network parameters and link specifications to the coordinator as soon as
it joins the WSN coordinator or the access point. The coordinator transfers this infor‐
mation to the information server. Additionally, the server periodically transmits the
status of all the wireless modules to indicate the network status. This enables all the
network elements to recognize each other, as there is a good chance in a dynamic network
that some of the nodes may become inactive in the due course of network formation.
The periodicity of this transmission can be configured based on the required quality of
service. The transmission of this information is made in a link-independent manner to
enable all modules to receive via any link. As a result, all the nodes will confirm connec‐
tivity to any particular access point. This process eliminates the need to search for a
potential candidate to perform the handover as the link goes down. When compared to
the existing method of MIH handover as described in IEEE [1], the proposed method
also proves to be power efficient due to the reduced number of communication steps.

3.2 Technical Aspects

We will now describe the technical aspects of this proposal using the example of a smart
home to automate the process of monitoring the various events in the home such as
variations in temperature, pressure, and humidity conditions using WSN-enabled
sensors and reporting data to a remote monitoring station. In such a scenario both inte‐
grated wireless modules are equipped with multiple link technologies. If a user wants
to access the sensor-monitored data while traveling in a car with a controlling station,
communication is not possible beyond a certain range of the WSN link. Nevertheless,

6 O. Alfandi et al.



to facilitate user access to the data continuously, we exploit wireless links operating near
the home where sensor-based data is generated and link to the user’s new location where
data is collected. As a link goes down due to the user’s movement, the MIH within the
module continuously monitors the link status. As the node transmits its link details to
the server and they are received, the network information from the information server
will be continuously updated. As a result, as soon as the signal strength goes below a
certain threshold, the MIH triggers the handover by enabling the IEEE 802.11 link which
joins the appropriate access point and tries to serve the node. If the node is beyond the
coverage range of this link, a higher order link is enabled to perform the data transfer.
The selection of the link in this proposal is made as in the order 802.11, 802.16, 3G.

Figure 2 depicts a scenario in which the sensor data from the home must be trans‐
ferred to the controlling station using a WSN link. As the collecting mobile node (MN)
moves away from the coverage range, in order to have continued connectivity, the
surrounding wireless infrastructure is utilized. The newly enabled link associates with
the homogeneous point of service (its access point) and communicates the data without
interruption. Each node has distributed data in its architecture to exchange the data
collected from various links. As an example, whenever the WSN link goes down to the
threshold, the 802.11 link of the same wireless module gets enabled by the MIH and
associated with the 802.11 access points present in the surroundings and then transfers
the data to the controlling station. Thus, data communication continues uninterrupted.
In case the node is not reachable through the 802.11 link, the node can enable other links
with higher coverage range like Wi-Max or cellular and try the same procedure. This
quicker handover is made possible by the proposed network formation method.

The network information server is located at a place where all the nodes can conven‐
iently reach it by any one of its active links. The information server has access to the
Internet backbone; thus any link like Wi-Fi, Wi-Max, or cellular that can access the

Fig. 2. Smart home scenario

Scan and Associate via 802.15.4 
Link

Transfer Network Information to 
AP and IS

Receive IS Updates Periodically

Is Link Going 
Down? 

Enable 802.11 Link and Trigger MIH

Hand Over the Service 

Continue with 
802.15.4 Link 

Is Association 
Possible? 

Retry via
Higher Order Link 

N

N

Y

Y

Fig. 3. Flow chart for implementation of
network formation
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Internet will be able to access the information server. Figure 3 shows the sequence of
the network formation handover scheme.

4 Analysis of Handover Delay

In this section, we investigated the delay involved in the handover of information between
the links. The handover delay as per the 802.21 based handover process is due to a series
of message exchanges between the initiating node, its point of service/access point, the
information server and the prospective candidate network [1]. This is necessary to acquire
the network parameters essential to knowing about the future point of service. Each of
these messages has a fixed length. Whenever a node finds the signal strength falling below
the threshold, it triggers the handover process by transmitting a packet to collect the list
of possible links in the surrounding area to which it can connect. When the message
reaches the receiver, it sends the acknowledgment; in this way multiple packets are
exchanged between multiple network elements [12]. Here we analyze the delay involved
in performing the handoff as per the 802.21 handover procedure.

A node starts to transfer the data at an initial time Tinit .The data generation time Tgen
depends on the amount of data to be transmitted and the data transfer rate of the link.
The transmitted data reaches the receiver after a certain propagation delay Tpron When
this data reaches the receiver it sends an acknowledgement after turnaround time TTA.
Thus the total delay involved in sending a part of the handover process takes

Tinit + Tgen + Tpro + TTA

Performing handover after N message transmissions (assuming acknowledgments
are received within the short interval) is therefore expressed as follows:

TN = Tinit +

N−1∑

i=0

Tgen(i) + Tpro(i) + TTA(i)

However, with the proposed method of network formation, as soon as a node asso‐
ciates with the coordinator, it has to transfer all its link details to the coordinator/point
of service. This information will be exchanged between the point of service and the
information server (IS). In turn, the information server periodically transmits the
network information to all the nodes independent of the link. The nodes will have a
ready reference to all the link parameters as a result; the handover process does not
involve the exchange of query information. Thus, the total delay involved in handover
will be as follows:

Tpro + Tgen + TTA

Figure 4 shows the performance delay in the handover process. We compared the
delay for each handover command transmission in the conventional MIH as in IEEE
802.21 and the proposed method. In this simulation, a random delay is considered
between each command transmission for both cases. The graph shows that the delay

8 O. Alfandi et al.



increases for each command transmission in the conventional method, whereas delay is
held almost constant in the proposed method.

Fig. 4. Comparison of handover delays Fig. 5. Data loss for several wireless standards

If multiple nodes request handover at a common access point, the total time needed
to process all the requests will be the sum of the handover duration for the individual
nodes. But in the case of handover by the method proposed here, which precedes proper
network formation, there will not be any need to request the access point because the
network information will be periodically updated by the information server. As a result
of this the total delay in processing the handover requests of ‘N’ number of nodes will
be the same as the duration of a single node.

Similarly, by considering the buffer capacity of each of the wireless transceivers, the
amount of time involved to transmit a data packet requires transmission attempts based
on data buffer size.

In the case of the proposed handover scheme, the number of transmissions required
to perform the handover is lesser, which leads to minimum power consumption. Yet
another parameter investigated here is the amount of data loss that occurs in different
wireless standards due to delay in handover. The key factor to initiate the handover
process is signal strength falling below the minimum threshold level. Once the signal
falls below the threshold level, the service is terminated. However, in this case, we
considered a margin signal strength ‘P’above the minimum threshold level of the signal.
Below the threshold, the received data is no longer useful as the BER is unacceptable.

In such a case, the time spent receiving the signal between these two events without
performing the handover results in unnecessary power consumption without contribu‐
tion to valid data reception. If PThr is the minimum threshold of signal strength and P is
the marginal signal strength above the threshold, then for different wireless networks
offering various data rates (WSN 250 kbps, Wi-Fi 11 Mbps, Wi-Max 40 Mbps, 3G 7.2
Mbps), the amount of data loss in a conventional MIH handover can be calculated as
follows:

Data loss =
P − PThr

Total time spent
∗ Data Rate

Seamless WSN Connectivity Using Diverse Wireless Links 9



The parameter Total Time Spent is the total duration of data communication. As
shown in Fig. 5 the simulation is done for different wireless standards by considering
their data rate and various margin values ‘P’ by considering the threshold (PThr) as 40
percent. It is clear from the graph that, for lower marginal values of signal strength, the
amount of data loss in all the standards is less compared to situations of higher marginal
values, due to the decrease in time required for handover when the signal strength is
approaching threshold. Thus, the improvement of handover efficiency lies with the
quickness of the algorithm performing the handover to prevent data loss. This data loss
is proportional to handover delay due to lack of network information. In the proposed
method, the network handover process is simplified by the periodic transmission of
network information.

5 Results

As indicated in Table 1, the conventional method of handover using the media inde‐
pendent handover functions as in IEEE 2009 [1] would require more handover time due
to the need to exchange several commands between access point, mobile node and IS.

Table 1. Handover performance

Handover
Method

Parameter Performance

Conventional Handover time TN =
∑N−1

i=0 Tpro(i) + Tgen(i)+TTA(i)

Handover time at access point due to N
nodes

N ∗ TN

Handover command TX time N*(Data_ in_one Command /
Buffer size)

Proposed Handover time TN = Tpro + Tgen + TTA

Handover time at access point due to N
nodes

TN

Handover command TX time Data_in_one Command /Buffer
size

Thus, the total time is the sum of the transmission time for all commands. In the
proposed handover, the nodes have the network information and, as a result, require a
single command transmission time. Because of this the time to serve multiple nodes at
the access point is the same as the handover time, whereas in the conventional method
it is additive. Similarly, due to the need to transmit multiple commands in the conven‐
tional method, time to transmit the handover command for the same sized data packets
and buffer is higher.

10 O. Alfandi et al.



6 Conclusion

The proposed scheme of handover services for wireless sensor networks using multiple
wireless links and media independent handover functions is a novel method as it
addresses the integration of wireless modules within an MIH based stack.

It works efficiently due to the concept of a new network formation method. The
efficiency of the handover with the proposed network formation method is reflected in
reduced handoff delay when compared to conventional MIH-based handover methods.
The proposed method eliminates the burden at the access points during multiple hand‐
over requests as information from the information server is periodically transmitted and
the wireless modules acquire enough information to manage the handover with a
minimum number of transmissions. The number of periodic transmissions can be
configured by considering the required quality of service.

This scheme also reduces use of power by reducing time and reduces data loss by
reducing handover delay.
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Abstract. The next generation of wireless networks is marked by a vari-
ety of access networks. A mobile user desires to run a service seamlessly
regardless of his access network. This makes the continuity of service
during handover and QoS relevant issues to deal with. In this context,
Media Independent Handover (MIH) standard was developed to facili-
tate the interworking between IEEE and non-IEEE Access technologies.
This paper suggests an aggregated method for the best access network
selection. This method combines Technique for Order Preference by Sim-
ilarity to Ideal Solution (TOPSIS) and VIse Kriterijumska Optimizacija
kompromisno Resenja (VIKOR) decision algorithms together with Shan-
non entropy to assign handover criteria weights. Entropy is an adequate
tool to weigh up the handover criteria. Compared with TOPSIS and
VIKOR, mixed method performs better in terms of handovers number,
packet loss rate, end to end delay, and throughput. Simulations are real-
ized within the scope of MIH using NS3 simulator.

Keywords: Heterogeneous networks · Seamless handover · QoS

1 Introduction

The unification of Heterogeneous wireless Networks (HetNets) affords better
QoS. Vertical Handover (VH) happens when a user switches his access network.
This mechanism is divided into three phases: The first phase is the network
discovery when the Mobile Terminal (MT) recognizes all the available access
networks. The second phase is the handover decision, when the MT selects its
target network. The third phase is the handover execution, when MT switches to
the elected network. Seamless handover [1] allows mobile users to be always con-
nected to the best network. It involves decision making criteria and algorithms.
To be always best connected, the handover should start at the suitable time
and select the adequate target network. The IEEE organization participates in
the provision of interoperability and seamless VH via a standard called MIH [2].
MIH serves to connect IEEE and non-IEEE technologies, and establish handover
via a set of protocols and mechanisms.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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To choose a network that meets user needs is a challenge, because some
criteria may conflict with each other. The network selection turns into a Multi-
Criteria Decision Making (MCDM) problem [3]. This paper proposes an app-
roach, which combines two MCDM methods: TOPSIS and VIKOR. It employs
the ranking results of TOPSIS [4,5] and VIKOR [6,7], to re-rank the available
access networks. We also propose Shannon entropy to calculate the objective
weights of handover criteria. Number and latency of handovers, packet loss rate,
end to end delay, and throughput, are measured to evaluate QoS and network
performance. Results of the suggested method are compared with those of TOP-
SIS and VIKOR. Simulations are performed in an IEEE 802.11, IEEE 802.16,
and LTE system. The rest of the paper is arranged as follows: Sect. 2 reviews the
related work, Sect. 3 introduces MCDM methods. The suggested decision mak-
ing method is introduced in Sect. 4. Section 5 evaluates the proposed method.
Conclusions are given in Sect. 6.

2 Related Work

In the literature, various VH algorithms [8] have been proposed. Radio Signal
Strength (RSS) based algorithms [9] employ RSS value and other metrics (cost,
bandwidth, power consumption, etc.). They afford low handover latency but a
low to medium throughput. Other algorithms determine a cost function for every
candidate network [10]. Mainly, cost function algorithms offer the same through-
put level as RSS algorithms. Also, delays are higher because of the information
collection and cost function computing complexity. Fuzzy logic and artificial
neural networks [11], are extensively used in the literature to make handover
decisions [12]. The use of these complex algorithms is required by the com-
plexity of handover decisions and wireless networks dynamic conditions. The
context-aware [9] handovers depend on informations related to the MT, net-
work, and other contextual factors. MCDM methods integrate informations in a
problem decision matrix to select the best from among the possible choices. Some
of them have been suggested to make handover decisions [2,4,5,8,10]. MCDM
algorithms afford high throughput [5]. However, their complexity raises the han-
dover delay. This is also true for more complex methods like artificial intelligence
and context-aware methods. In [4], the author analyses two MCDM approaches:
TOPSIS and Simple Additive Weighting (SAW). For many considered criteria,
TOPSIS performance is decent. VIKOR, TOPSIS, PROMETHEE (Preference
Ranking Organization METHod for Enrichment of Evaluations) and Analytic
Hierarchy Process (AHP) [14] are used to seek the most appropriate target net-
work for the MT [7,14]. Authors in [15] found out that the final ranking of the
possible network choices differ across MCDM methods. Authors [17] introduced
a comparison of SAW, TOPSIS and VIKOR. They noticed the identical ranking
of TOPSIS and SAW which is different from VIKOR ranking. They assumed that
both TOPSIS and VIKOR are appropriate to give results not far from reality.
Authors [16,20] presented a comparative study of TOPSIS and VIKOR. These
algorithms adopt different normalization and aggregation methods.
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Researchers noticed that in many cases, every MCDM approach gives a dif-
ferent result. To fix this problem, some aggregation methods have been sug-
gested [13]. A decision problem is solved with many MCDM methods. Then, an
aggregation of applied methods results gives the final decision. The reason why
researchers try aggregation methods for decision making is to improve selection
confidence of MCDM methods.

3 MCDM Methods

Handover decision making can be treated as an MCDM problem where there
are n candidate networks, and m performance criteria. Rows and columns of the
decision matrix present the alternatives A1 ... An and criteria C1 ... Cm, respec-
tively. aij defines the quantity of alternative Ai against criterion Cj . Weights
w1 ...wm have to be positive and designated to all criteria. They define the
criterion importance to the decision making.

3.1 TOPSIS

TOPSIS is one of the extensively adopted classical MCDM tools. It is based on
the following idea: the best alternative is assumed to have the shortest distance
from the positive ideal solution and the longest distance from the negative ideal
solution. Appropriately, TOPSIS is a reliable method for risk-avoidance as the
decision makers may want a decision that not only augments the profits but also
prevents risks. TOPSIS steps are:

step 1: decision matrix normalization

pij = (
aij√∑n
i=1 a2

ij

) (1)

step 2: weights are multiplied to the normalized matrix as follows

vij = wjpij (2)

step 3: positive ideal solution is A+ = (v+
1 , ..., v+j , ..., v+m), where v+

j is the
best value of the jth attribute over all the available alternatives. Negative ideal
solution is A− = (v−

1 , ..., v−j , ..., v−m), where v−
j is the worst value of the jth

attribute over all the available alternatives. They are computed as follows:

A+ = {(maxivij |j ∈ J), (minivij |j ∈ J ′)|i = 1, 2, ..., n}
A− = {(minivij |j ∈ J), (maxivij |j ∈ J ′)|i = 1, 2, ..., n} (3)

J{1, 2, ...,m} and J ′{1, 2, ...,m} are the sets of criteria which need to be maxi-
mized and minimized, respectively.
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step 4: the normalized euclidean distance between alternatives and ideal solu-
tions is applied

d+i =

√√√√
m∑
j=1

(vij − v+
j )

2
and d−

i =

√√√√
m∑
j=1

(vij − v−
j )

2
(4)

step 5: the relative closeness Ci to the ideal solution is computed

Ci =
d−i

d−i + d+i
(5)

The best ranked alternative is the one with the maximum value of Ci.

3.2 VIKOR

VIKOR [20] was created to provide compromise solutions to optimization prob-
lems that include conflicting criteria with different units. The compromise rank-
ing of alternatives is accomplished by comparing the measure of closeness to the
ideal solution. Any exclusion or inclusion of an alternative could affect VIKOR
ranking results. In VIKOR algorithm ν is the strategy weight of the maximum
group utility, usually it takes the value 0.5, whereas 1 − ν is the weight of the
individual regret. VIKOR aggregate function is always close to the best solution,
while in TOPSIS it must be distant from the worst solution even if it is not very
close to the ideal solution. This makes VIKOR adequate for obtaining maximum
profit. The VIKOR procedure is described below:

step 1: determination of aspired (f+
j ) and tolerable (f−

j ) levels of benefit and
cost criteria, respectively where j = 1, 2, ...,m

f+
j = max

i
aij , f−

j = min
i

aij

f+
j = min

i
aij , f−

j = max
i

aij
(6)

step 2: calculation of utility Si and regret Ri using the following where j =
1, 2, ...m

Si =
m∑
j=1

wj

f+
j − fij

f+
j − f−

j

Ri = max
j

(
wj

f+
j − fij

f+
j − f−

j

)
(7)

step 3: The index Qi is calculated. Smin and Rmin are the minimum values of
Si and Ri, respectively. Smax and Rmax are their maximum values, respectively.

Qi = ν
Si − Smin

Smax − Smin
+ (1 − ν)

Ri − Rmax

Rmin − Rmax
(8)

Qi, Si, and Ri, are three ranking lists. The alternatives are arranged in a descend-
ing order in accordance with Qi values. They are also arranged in accordance
with Si and Ri values separately. The best ranked alternative A1 is the one with
the minimum value of Qi. A1 is the compromise solution if:
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Condition 1: Q(A2) − Q(A1) ≥ (1/(n − 1)), where A2 is the second best
alternative ranked by Qi.

Condition 2: A1 must be also best ranked alternative by S and/or R.

If one of the conditions is not fulfilled, a group of compromise solutions is pro-
posed: A1 and A2 if only condition 2 is not satisfied. A1, A2, ..., Am if condition
1 is not satisfied. Am is defined by the relation Q(Am) − Q(A1) ≤ (1/(n − 1)).

4 Mixed Method for Vertical Handover Decision Making

apparently, different decision making methods give different results in accordance
with their hypotheses. Since seamless VH decision making is very critical, it is
better to employ more than one method. To overcome this problem, we present
an aggregate method named mixed or Rank Average method. As it implies
other methods results and details, mixed method is capable of being perfect for
access network selection. It ranks alternatives based on the average of implied
approaches rankings. The ranking Rmixed(i) of the ith candidate network is
acquired as follow, where k is the number of implied MCDM methods:

Rmixed(i) =

∑
k

Rk(i)

k
(9)

This average ranking is invaluable because it is capable of adding the respective
powers of each implied method. In our scenario, TOPSIS and VIKOR rank the
alternatives. Then mixed method computes the average of their results for all
alternatives. We choose TOPSIS and VIKOR for three reasons: (1) Each of them
is advantageous and efficient for handover decision making. (2) They employ
different aggregation and normalization functions. So, they give distant results
for the same decision problem. For example, a selected alternative as the best
by TOPSIS may be considered as the worse by VIKOR. (3) Mixed method can
take advantage from their complementary powers regardless of their differences,
and make efficient handover decisions.

We employed entropy [18,19] to compute the appropriate weight of each
criterion. Entropy has the benefits of computational simplicity and efficiency. It
determines the weights through the following steps:

step 1: normalization of the decision matrix using Eq. (1), in order to eliminate
the criteria units.
step 2: calculation of the entropy value for each criterion, where k is the Boltz-
mann’s constant

Ej = −k
n∑

i=1

pij ln pij where k =
1

ln n
(10)

step 3: extraction of objective criteria weights

wj =
1 − Ej∑m

j=1(1 − Ej)
(11)
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5 Performance Evaluation and Results

In this section, we assess and compare mixed method, TOPSIS, and VIKOR
through some important performance metrics: throughput, end to end delay,
packet loss rate, and handover decision delay [21]. We added MIH module to
NS3 under which we have run simulations. We have considered WiFi, LTE,
and WiMAX HetNets. Two MTs are equipped with three network devices of
every access technology, and an MIH interface. MIH is needed to establish a list
of local interfaces, obtain states and control the behaviour of these interfaces.
MTs are initially connected to Wifi1 network while they are running real time
applications: Voice over Internet Protocol (VoIP), and video streaming.

• MT1 starts to run a VoIP application while moving with a constant speed
equal to 1 m/s. The VoIP application uses a G.729 codec, with 8,5 Kbps data
rate and 60 B packet size.

• MT2 starts to run a video streaming application while moving with a constant
speed equal to 1 m/s. The video streaming application sends MPEG4 stream
using H.263 codec, with 16 Kbps bit rate.

mixed method, TOPSIS, and VIKOR are implemented in the MTs. Table 1 shows
the list of simulation parameters. The measurements are taken every 10 s.

5.1 Throughput

Throughput figures among important QoS statistics. In our context, it is the
number of bits received successfully by the MT divided by the difference between
the last packet reception time and the first packet transmission time. The results
in Fig. 1 shows that the three methods maximize the throughput. Mixed method
is able to enhance the transmission throughput of real-time services. It offers a
bit higher throughput than TOPSIS and VIKOR.

(a) VoIP (b) Video streaming

Fig. 1. MTs throughput



18 S. Driouache et al.

Table 1. Simulation parameters

Simulation parameters Values

IEEE802.11 frequency bandwidth 5 GHz

IEEE802.11 transmission radius 100 m

IEEE802.11 data rate 20 Mbps

IEEE802.16 frequency bandwidth 5G Hz

IEEE802.16 transmission radius 600 m

IEEE802.16 channel bandwidth 10 MHz

Propagation model COST231 PROPAGATION

IEEE802.16 modulation and coding OFDM QAM16 12

MAC/IEEE802.16 UCD interval 10 s

MAC/IEEE802.16 DCD interval 10 s

LTE uplink bandwidth 25 resource blocks

LTE downlink bandwidth 25 resource blocks

LTE link data rate 10 Gbps

LTE channel bandwidth 5 MHz

Maximum transmission Power 30.0 dBm

LTE path loss model Friis propagation

LTE transmission radius 2000 m

Mobility model constant-position

Fig. 2. Packet end to end delay between MT and its correspondent node

5.2 End to End Delay

End to end delay is computed for each received packet. Figure 2 shows that mixed
method has a better end to end delay performance than TOPSIS and VIKOR.
Since real-time flows such as VoIP and video streaming are very sensitive to
delay. We can say that decreased delay is a potential benefit of mixed method.
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Fig. 3. Packet loss rate

5.3 Packet Loss Rate

To achieve seamless VH in HetNets, it is essential to guarantee service conti-
nuity and QoS, which means low latency and packet loss rate during handover.
Figure 3 shows that the three evaluated approaches guarantee low packet loss
rate. Furthermore, mixed method assures null packet loss. This enhances the
QoS for real-time-services.

5.4 Handover Delay

Handover delay is the time taken by the MT to make a decision and select the
best access network. Every time we employ mixed method, TOPSIS, or VIKOR.
We monitor the MN for 1000 s to get the number of handovers, and measure
decision delay for each handover event. Figure 4 shows the obtained results.
The number of handovers executed by VIKOR is higher compared to TOPSIS
and Rank Average. For VoIP at 10s, the three evaluated methods executed
a handover, but mixed method has handover delay greater than TOPSIS and
VIKOR. This is because mixed method waits for the ranking results of TOPSIS
and VIKOR to compute their average for every alternative. Even if the proposed
VH approach requires more delay to decide a handover, it can accomplish better
performance than conventional TOPSIS and VIKOR, with respect to end to end
delay, packet loss rate, and throughput.

Ping-pong effect is the unnecessary handover to the neighbouring access point
that returns to the original network after a very short interval of time. This
unnecessary back and forth handover engenders heavy processing and switching
loads. For example, mixed method compared to VIKOR reduces the number of
unnecessary handovers. Hence, resources are saved and the number of dropped
calls is reduced, thereby the VH QoS is improved. Since, mixed method and
TOPSIS have less total number of handovers compared to VIKOR, the ping-
pong effect is decreased.



20 S. Driouache et al.

Fig. 4. VH decision delay

6 Conclusions

In this paper, we used mixed method as a VH decision making method in which
two powerful but different ranking methods were implied: TOPSIS, and VIKOR.
Mixed method is useful to determine which method is close to perfect VH deci-
sion, and which one is not. Performance of the three compared methods were
assessed under NS3 simulator within MIH scope. The employed criteria are
throughput, end to end delay, handover decision delay, and packet loss rate.
Mixed method has the best performance in accordance with simulation results,
except for decision delay. It can reduce the number of unnecessary handovers,
ping-pong effects, end to end delay, packet loss rate, and improve throughput.
So, mixed method has the ability to add the powers of applied methods (TOPSIS
and VIKOR), and find a compromise between their proposed solutions despite
their differences.
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Abstract. The Cognitive Vehicular Network (CVN) has emerged as a promising
solution providing additional resources and allowing spectrum efficiency.
However, vehicular networks are highly challenging for spectrum sensing due to
speed, mobility and dynamic topology. Furthermore, these parameters depend on
the CVNs’ environment such as highway, urban or suburban. Therefore, solutions
targeting CVNs should take into consideration these characteristics. As a first step
towards an appropriate spectrum sensing solution for CVNs, we first, provide a
comprehensive classification of existing spectrum sensing techniques for CVNs.
Second, we discuss, for each class, the impact of the vehicular environment effects
such as traffic density, speed and fading on the spectrum sensing and data fusion
techniques. Finally we derive a set of requirements for CVN’s spectrum sensing
that takes into consideration specific characteristics of CVN environments.

Keywords: Cognitive radio · CVNs · Spectrum sensing · Data fusion

1 Introduction

Recently, Vehicular Ad hoc Network (VANET) [1] has attracted a lot of interest from
industries and research institutions, particularly with increasing number of vehicles on
the road especially in urban area. VANET is a special kind of Mobile Ad hoc Networks
MANETs that are applied to vehicular context. They provide Vehicle to Vehicle (V2 V)
and vehicles to infrastructures (V2I) communications. On the opposite of MANET, in
VANET the movements of vehicles are predictable due to the road topology. Besides,
the high mobility leads to a higher probability of network partitions, and the end to end
connectivity is not guaranteed [1]. The VANET applications can be classified into two
categories: safety applications which provide the drivers with early warnings to prevent
the accidents from happening, this represent the higher priority traffic, and user appli‐
cations which provide road users with Network accessibility which represent traffic with
less priority. Growing usage of applications such as exchanging multimedia information
with high data in car-entertainment leads to overcrowding of the band and thereby giving
rise to communication inefficiency for safety applications [1]. Furthermore, the 10 MHz
reserved in the IEEE 802.11p standard as a common control channel is likely to suffer
from large data contention, especially during peaks of road traffic [2], which might not
provide sufficient spectrum for reliable exchange of safety applications. To alleviate this
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problem Cognitive Radio (CR) technology has been proposed [2]. The main role of CR
is to allow the unlicensed users (a.k.a Secondary Vehicular Users: SVUs) to identify
spectrum holes and exploit them without interfering with the licensed users (a.k.a
Primary Users: PUs). This makes the spectrum sensing (SS) a crucial function in CR
networks. Even if spectrum sensing in CR networks is well studied, however the research
solutions proposed in static CR networks may not be directly applicable to CVNs due
to high dynamic networking environment.

The works in [3–5] provide comprehensive surveys about spectrum sensing in
CVNs. The authors in [3] review the existing studies related to SS in CVNs and provide
the open issues in this area. In [4, 5], the authors provide an overview of distributed and
centralized cooperative SS for CVNs and review some challenges and open issues in
CVNs. In this paper, we provide an overview of spectrum sensing mechanisms and we
propose a classification for existing CVN schemes. In fact, four classes are presented:
centralized, distributed, partially centralized and integrated schemes. Indeed, the main
characteristic that influences the spectrum sensing mechanisms used in CVNs is the
changeable topology of vehicular environment which may be urban, suburban or
highway area. The common features of these vehicular environments are the vehicles
speed, fading and traffic density. But, the effect of these features differs from vehicular
environment to another. Therefore, we analyze for each class the impact of the charac‐
teristics of each vehicular environment including speed, fading and traffic density on the
SS techniques and data fusion techniques used to combine the reported or shared sensing
results for making a cooperative decision. This analysis allowed us to derive the main
spectrum sensing requirements in CVNs. The rest of this paper is structured as follows:
in Sect. 2, we present background information on CVNs and we present the most used
spectrum sensing techniques. In Sect. 3, we classify the existing CVNs sensing schemes.
In Sect. 4, we analyze the environment effects on the sensing mechanisms used by these
classes and we derive the corresponding spectrum sensing requirements for each envi‐
ronment. Finally, we draw final conclusions in Sect. 5.

2 Background on CVNs and Spectrum Sensing

2.1 Cognitive Vehicular Networks

The CVNs are composed of vehicles equipped with the CR system, allowing SVUs to
change their transmitter parameters based on interactions with the environment in which
they operate. Similarly to the traditional CR, The execution of CVNs is defined by a
cycle which is composed by four phases: observation, analysis, reasoning and act [6].
Observation consists of sensing and gathering the information (e.g. modulation types,
noise, and transmission power) from its surrounding area in order to identify the best
available spectrum hole. In analysis phase, after sensing, some parameters have to be
estimated (e.g. interference level, path loss and channel capacity). In reasoning phase,
the best spectrum band is chosen for the current transmission considering the QoS
requirement. The optimal reconfiguration is finally done in Act phase. But, the main
novel characteristic that differentiates CVNs from the traditional CR is the nature of
SVUs mobility. In one hand, due to road topology and usage of navigational systems,
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the vehicles can predict the future position and then it can know in advance the spectrum
resources available on its path. On the other hand, the mobility increases spatial diversity
in the observations taken on the different locations. This may influence the sensing
performance. Furthermore, fast speed increases the number of collected samples which
improves the sensing performance and requires less cooperation from other SVUs [7].
But, when the high fading (i.e. correlated shadowing) and the presence of obstacles are
taken into account, the correlated samples affect the performance [8]. Besides, with
faster speed the SVUs will have a higher probability to miss detect the PUs, because the
PU will be outside the sensing range of SVU very quickly [9]. In addition, another
parameter which can affect particularly the cooperation is the traffic density; the road
topology becomes congested with dense traffic which declines the speed and the vehicles
tend to be closer to each others, this decreases the performance due to correlation [8].
Thus, the main features of vehicular environment which influence the sensing are speed,
fading, traffic density and the obstacles. These parameters vary according to the area
type (i.e. urban, suburban, or highway).

The urban area is characterized by high fading, and dense traffic with low speed
(around 50 km/h). The main features of suburban area are light traffic with medium
speed, surrounded by some buildings which give rise to fading. The highway area is
characterized with few surrounding structures which decline the fading effect, and vehi‐
cles can exceed 120 km/h [10].

2.2 Spectrum Sensing Techniques

The Spectrum Sensing (SS) techniques are divided into two types local SS (performed
individually) and Cooperative Spectrum Sensing (CSS) [11]. Depending on the availa‐
bility of the knowledge about the Primary Users (PUs), the local SS techniques can be
classified into two main classes: informed and blind SS techniques [12].

2.2.1 The Local Informed Sensing Techniques
These techniques require the prior knowledge about PU’s features such as sine wave
carriers, hopping sequences, pulse trains, repeating spreading, modulation type etc. [12].
In addition they are robust to noise uncertainties, but their implementation is complex.
In the informed techniques, we mention Matched Filtering Detection (MFD) [12] and
Cyclostationary Detection (CD) [12]. The MFD could achieve the higher sensing accu‐
racy with less sensing time, whereas sensing accuracy in CD requires long sensing time
and it is not capable to differentiate the PUs from the secondary users.

2.2.2 The Local Blind Sensing Techniques
The blind techniques don’t require any information about the primary signal. Among
these techniques: Energy Detection (ED) [12], Eigenvalue-based Detection (EBD) [12]
and the Compressed Sensing (CS) [11]. They present the advantage of requiring less
sensing time. Even if the ED is the most popular technique due to its simplicity, it is the
worst performer technique, especially in the case of noise uncertainty. The EBD deals
well with noise uncertainty than the ED, while the CS facilitates wideband SS, and

24 A. Riyahi et al.



reduces the channel switching overhead of narrowband SS. However the CS incurs
additional hardware cost and computational complexity [11].

2.2.3 Cooperative Spectrum Sensing
The Cooperative Spectrum Sensing (CSS) has been proposed in [11] and [13] to improve
the performance of SS under fading environment conditions which is especially in the
case of vehicular channels characterized by a strong fading. The key concept of CSS is
to exploit spatial diversity among observations made about the status of channel by
multiple SVUs [11]. The process of CSS requires the use of some techniques such as:
local observations using individual sensing techniques, cooperation models, eventually
a user selection technique can be used, reporting, and data fusion [11]. However the gain
of CSS is limited by cooperation overhead which includes: sensing delay, shadowing,
energy efficiency, mobility and security [11].

Table 1. Summary of SS techniques

Blind SS techniques Informed SS techniques
ED EBD CS CD MFD

Sensing time short medium short long short
Performance low high high high high

3 Classification of the Spectrum Sensing Schemes in CVNs

In literature, CVNs are usually based on the cooperative spectrum sensing, but can also
integrate a geo-localization database to assist the traditional SS. Hence, in this section,
we classify these spectrum sensing schemes in CVNs into four classes: centralized,
distributed, partially centralized and integrated. And we identify the SS and fusion tech‐
niques used in these classes (Table 2).

3.1 Centralized CVN Schemes

In centralized CVN schemes, a central node act as fusion center (FC) that controls the
process of cooperation. In the case of V2I a fixed node such as RSU (Road Side Unit)
or BS (Base Station) acts as a FC [14, 15]. But, having a fixed FC may not be always
possible in the case of CVNs. Thus, some works focus on a clustering strategy where
the vehicles are selected to act as a FC cluster head [16, 17]. The cooperation process
is defined as follow: Firstly, the SVUs sense the channels selected independently by the
FC using Compressed Sensing (CS) in [14], Eigenvalue-Based Detection (EBD) in [15]
and Energy Detection (ED) in [17]. The FC combines the local sensing received from
SVUs for making a final decision by using the data fusion techniques such as Hard
Fusion (HF) [14, 17], Soft Fusion (SF) [15] or Hidden Markov Model (HMM) [16].
Using SF at FC provides better sensing accuracy than HF [11], because the SVUs report
to FC the entire local sensing samples. However it incurs control channel overheads in
terms of time and energy consumption especially with large number of cooperating
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SVUs. While, the HF requires much less control channel because the SVUs report to
FC one decision bit (0 or 1), the performance can be decreased. While, the HMM is used
to speed up the detection of PUs by indicating to FC the observations’ number that should
be received before making the fusion [16]. Once the final decision is made, the FC
broadcasts it to SVUs.

3.2 Distributed CVN Schemes

Works in [18–20] focus on using decentralized CVN architectures where SVUs are
cooperating in a distributed way. In [18], a distributed scheme based on the belief prop‐
agation algorithm is proposed specifically for highway, where each SVU senses the
spectrum independently. Then, each vehicle combines its own belief with information
received from other neighbors and a final decision can be generated after several itera‐
tions. In [19] the road topology is taken into account, where the highway road is divided
into equal short segments which can be recognized with a unique identifier. Periodically,
each SVU senses the spectrum, stores the results in its internal memory and share it later
to inform others vehicles about spectrum holes in their future segments. This framework
is further enhanced in [20] by an experimental study. The measurements are undertaken
from moving vehicle travelling under different urban conditions and vehicular speeds.
And then, a cooperative spectrum management framework is proposed, where the corre‐
lated shadowing is taken into consideration. Data fusion in [19, 20] is based on a
weighted algorithm.

3.3 Partially Centralized CVN Schemes

The partially centralized CVN schemes [21, 22] are composed of two sensing levels.
The first level is fast sensing (generally energy detection) performed by a central node
[21] or by a set of selected nodes using cooperation [22]. In the second level, the
requesting vehicles (RVs) rescan the list of holes received from coordinators using fine
sensing such as cyclostationary detection [21, 22]. This may reduce the overhead of
identifying all holes. Besides, the RVs use the sensed holes without seeking permissions
from the coordinator. This scheme is then a partially unshackle master/slave sensing
relationship between FC and SVUs.

3.4 Integrated CVN Schemes

In CR the integrated concept is based on the use of a geo-localization database. This
later is described in [23] as a spectral map of available channels in a given geographical
area, that can be provided to secondary users according to their location. However, its
implementation may not be suitable for CVNs when road traffic is congested which leads
to many vehicles trying to query the database. Thus, to mitigate the problems above, the
use of database is combined with traditional sensing [24, 25]. In [24], in each segment
of the highway, the vehicles should dynamically select their role (Mode I, Mode II or
Sensing-only) according to the traffic load. In low traffic, vehicles choose the mode II
to access the spectrum database through an internet connection. In mode I the vehicles
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get informed from vehicles on mode II. While in high traffic, the vehicles perform
Sensing-only and cooperate to detect PUs. In [25], a BS is directly connected to a TV
white space and database similarly to [24], the vehicles should dynamically select their
role but this time according to the traffic load and the coverage of BSs.

Table 2. Summary of classification of CVN schemes

Classes Ref. Coordinator
nodes

Sensing technique Data fusion
algorithm

Road
Topology

Centralized [14] Base station Compressed sensing Hard fusion Highway
[15] Base station Eigenvalue-based

detection
Soft fusion Not specified

[16] vehicle Not specified Hidden markov
model

Not specified

[17] Three
vehicles

Energy detection Hard fusion Highway/
Suburban

Distributed [18] Coordination
is not needed

Not specified Belief algorithm Highway
[19] Energy detection Weighted

algorithm
Highway

[20] Energy detection Weighted
algorithm

Urban

Partially
centralized

[21] RSU or
vehicle

– Energy detection at
coordinator
– Fine sensing at
RVsa

Data fusion is not
needed

Highway

[22] Three
vehicles

– Cooperation among
coordinators
– Fine sensing at
RVsa

Hard fusion
(Majority rule)

Highway/
Suburban

Integrated [24] Coordination
is not needed

Dynamic detection:
Mode I, Mode II or
Sensing-only (local
or cooperative
detection)

Data fusion is not
needed

Highway

[25] Hard fusion
(Majority rule)

Not specified

aRVs: Requesting Vehicles

4 Derived Requirements of Spectrum Sensing in CVNs

As seen in previous section each area has its own features including speed of vehicles,
traffic density, and the surrounding obstacles. In fact, the spectrum sensing accuracy
depends on the vehicle’s speed, traffic density and the channel fading. To the best of our
knowledge, the conditions of the surrounding area are not taken into account in literature.
In this section, we first analyze the impact of the vehicular environment (i.e. highway,
Suburban and Urban), especially the effect of traffic density, mobility and fading, on
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both spectrum sensing and fusion techniques for each class. Second, we derive the
corresponding spectrum sensing requirements for each environment.

4.1 The Impact of CVN Environment on the Local Spectrum Sensing

The detection techniques for local spectrum sensing include cyclostationary detection
(CD), matched filtering detection (MFD), energy detection (ED), compressed detection
(CS) and eigenvalue-based detection (EBD). Each of these techniques has its pros and
cons in terms of sensing time and performance as shown in Table 1. Thus, the choice of
the appropriate SS according to the environment properties is very important.

In highway context, high speed requires fast detection (ED, CS and MFD). However,
ED could be used for open space but with high fading, it is better to use the fast and
accurate detection (CS or MFD). In suburban context, the speed is light which can affect
the sensing performance, and fading effect is more challenging than highway context.
Thus, in these cases the fast and accurate detection (CS or MFD) is favored. Whilst in
urban context, the fast detection is not necessary due to low speed, but the accurate
detection (EBD, CS, MFD or CD) is required due to strong fading.

4.2 The Impact of CVN Environment on Data Fusion of the Centralized Schemes

Generally, the cooperative spectrum sensing schemes are a composition of local SS and
data fusion. As previously mentioned, each fusion technique in centralized schemes such
as soft fusion (SF), hard fusion (HF) or hidden Markov model (HMM), has its pros and
cons in terms of delay and overhead. Thus, we have to carefully choose the appropriate
fusion techniques according to the environment properties.

In highway context, the data fusion such as HF and HMM present the advantage of
fast fusion, but due to low density, sometimes there will not be enough vehicles to
cooperate for sensing, thus the SF is preferred. In suburban context, the traffic density
effect is challenging than highway context. Thus, it is better to use fast fusion. While in
urban context, the fast fusion is vital due to high traffic.

4.3 The Impact of CVN Environment on Data Fusion of the Distributed Schemes

The data fusion techniques which may be used in distributed schemes are belief algo‐
rithms and weighted algorithms. In belief algorithm, the data from different cooperating
vehicles is merged considering the spatial and temporal correlation of different obser‐
vations hence the performance of this algorithm will be affected by fading (i.e. correlated
shadowing). Furthermore, belief procedure is rather time consuming when larger
number of SVUs participate in the process. While in weighted algorithm, the data is
merged using weights and only if the correlation between the sensing samples of two
vehicles are below a given threshold. Besides, the performance of weighted algorithm
degrades under low density.

In highway context with open space, belief algorithm performs well under low
density. But, if fading is considering this algorithm is not preferred. In both suburban
and urban contexts, the data fusion techniques are affected by dense traffic and fading.
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Hence in this case, it is better to use the selection of cooperating nodes (i.e. correlation
selection) either to reduce the number of cooperating SVUs and to select the uncorrelated
SVUs. Generally, for both urban and suburban contexts, belief algorithm may not be
suitable due to fading and high traffic density. While, weighted algorithm is required
because it performs well under dense traffic.

4.4 The Impact of CVN Environment on the Partially Centralized Schemes

As mentioned in Sect. 3, in the partially centralized, the first level (i.e. fast sensing) is
based on the local sensing at the coordinator or at a subset of selected coordinators. At
second level (i.e. fine sensing), it is possible to use cyclostationary detection (CD) or
eigenvalue-based detection (EBD).

In highway context, to speed up the detection at first level it is required to use fast
detection or both fast and accurate detection according to fading effect. While in the case
of cooperation at first level, it is possible to use fast fusion. At second level, it is better
to use EBD because sensing time of EBD is less than CD. In suburban and urban context,
it is favored to use at first level the cooperation among the coordinators to alleviate the
problem of hidden PU due to presence of obstacles. At second level, it is required to use
EBD in the suburban context because the effect of speed is considered, while in the urban
context it is possible to use CD and EBD.

4.5 The Impact of CVN Environment on the Integrated Schemes

For integrated schemes, an optimal ratio between querying the spectrum database and
sensing according to the traffic density and BSs coverage is required. In dense traffic the
SVUs perform in sensing-only mode (local SS or cooperative sensing). The accuracy in
this mode is also important; hence the choice of the appropriate sensing and fusion
techniques depends on the environment requirements as mentioned above in Subsects.
4.1, 4.2 and 4.3. Generally, in highways, it is preferred to use mode I and mode II due
to low traffic density. While in suburban and urban context, it is possible to use sensing-
only mode due to high traffic density. However, as mentioned above, due to the hidden
PU issue it is better to use cooperative spectrum sensing (CSS) at sensing-only mode.

4.6 Summary of Spectrum Sensing Requirements in CVNs

The main constraints in urban and suburban context are hidden PU, strong fading and
dense traffic. The hidden PU issue requires CSS among SVUs, but due to fading and
dense traffic a correlation selection is very important. The cooperation in highway
context is affected by fast speed and low density, thus the accurate SS techniques with
short sensing time at local SS are required such as matched filtering detection (MFD)
or compressed detection (CS). The fusion techniques in CSS (centralized or distributed)
should be adequate with the surrounding environment. For example, soft fusion (SF)
and belief algorithm are favored in low traffic, while, hard fusion and weighted algorithm
are required in dense traffic. In contrast, we can observe that these requirements are not
always respected in literature, as in [14] where the CS with hard fusion (HF) is
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considered for highway. Hence the effect of low density is not taken into account by
using HF. In [17], the energy detection (ED) with HF is considered applicable for both
highway and suburban, which could not be optimal since SF is preferred for highway
and ED does not provide the required accuracy in urban context. Furthermore, the
schemes in [15, 16] are considered applicable for all contexts, and in [16] the SS tech‐
nique is not also specified.

Therefore, the real features of the surrounding area are not studied well in the liter‐
ature either for centralized or distributed CVNs. Generally, it is important to use
adequate SS and fusion techniques according to the properties of the surrounding envi‐
ronment. Furthermore the restricted and predictable mobility is not addressed for
improving the SS accuracy (Table 3).

Table 3. Summary of spectrum sensing requirements in CVNs

Classes Context
Highway Suburban Urban

Centralized Fast and/or accurate
local detection with
soft fusion

Fast and accurate local
detection with fast
fusion

Accurate detection
and fast data fusion.

Distributed Fast and/or accurate
local detection with
belief algorithm

– Fast and accurate
local detection
– Weighted algorithm

– Accurate local
detection
– Weighted algorithm
with correlation
selection

Partially centralized – First level:local SS
or CSS
– Second level: EBD

– First level: CSS (fast
local detection with
fast fusion)
– Second level: EBD

– First level: CSS (fast
local detection with
fast fusion).
– Second level: EBD
or CD

Integrated Mode I and Mode II Sensing-only mode
(CSS)

Sensing-only mode
(CSS)

5 Conclusion

In this paper, we have analyzed the impact of environment effects (traffic density, speed
and fading) on spectrum sensing and fusion techniques applied in CVNs. And then, we
have derived the main spectrum sensing requirements in CVNs. This analysis enabled
us to conclude that the real effects of vehicular environment are not studied well in
literature for CVNs, this motivate further research needed for practical implementation.
Thus, our discussions on the environmental effects on CVNs are needed to be grounded
in established empirical studies as a part of future directions pertaining to CVNs. In our
future work, we will be interested in spectrum sensing in urban context. Firstly, because
the spectrum sensing in urban context is not studied well and secondly there are many
challenging constraints in urban context such as high traffic, high fading and the PU’s
hidden problem. However, exploiting advantageously the predictable mobility may
enhance the spectrum sensing performance.
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Abstract. VANET (Vehicular Ad Hoc Network) is actually an impor-
tant field for the development of a variety of services. In VANET charg-
ing and billing of services could not be enabled in the same way as in
3GPP networks and MANET (Mobile Ad Hoc Network) because of the
characteristics of such network namely the high speed of nodes, frequent
disconnection between nodes, rapidly changing topology and the large
size of the network. The purpose of this work is to propose a flexible
high level charging and billing scheme to allow a high availability of the
charging and billing process in VANET.

Keywords: VANET · Charging · Billing · Prepaid · Online/Offline
charging

1 Introduction

In recent years, the field of vehicular ad hoc network (VANET) has attracted
a growing amount of interest. VANET [1] is a term associated with technolo-
gies (architecture, data, and protocols) developed and standardized under the
umbrella work of intelligent transport systems (ITS) [2]. Standardization of
ITS is done in various governmental and nongovernmental standard develop-
ment organizations namely IEEE, ISO, ITU. VANET comprise vehicle-to-vehicle
and vehicle-to-infrastructure communications based on wireless local area net-
work technologies. Vehicular networking offers a wide variety of applications [3],
including safety, non safety and infotainment applications. The abundance of
VANET applications is a benefit for a wide range of parties: governments, vehicle
manufacturers, operators and consumers. For the operators promoting their ser-
vices in VANET a robust charging and billing architecture is needed. Although
many works have been done in charging and billing in ad hoc environment,
most of them does not addressed the high availability of charging and billing
process when nodes move from VANET infrastructure to a pure infrastructure-
less VANET environment. Charging and billing process relies on an existing
infrastructure which constitutes a severe limitation and raises a highly complex
problem for which no satisfying solution exists.
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To address this problem, we propose a scheme making the charging and billing
control available even out of VANET infrastructure. We address this problem
from two perspectives: First, when a vehicle under online charging and billing
in VANET environment moves to an infrastructure-less environment; Second,
when a vehicle under online charging in VANET moves to a different autonomous
VANET domain or network.

This paper is structured as follows: Sect. 2 provides background information
on vehicular networks and charging/billing systems in traditional mobile net-
works. Section 3, proposes requirements for billing and charging in VANETs and
provides a critical overview of existing solutions. Section 4 proposes a hybrid
charging and billing mechanism to take into consideration VANETs character-
istics. We conclude our work in Sect. 5.

2 Background on VANET and Charging/Billing

2.1 Vehicular Ad Hoc Network

Ad hoc networks are communication networks that are formed in a more or
less spontaneous way and comprise an arbitrary number of participating nodes.
They typically comprise wireless communication terminals forming a wireless
stand-alone network. Examples of such networks are mobile ad hoc network
(MANET) [4] and vehicular ad hoc network (VANET). The current trend in
ad hoc networks is vehicular ad hoc network. VANET is an emergent technol-
ogy that receives, recently, the attention of the industry and research groups.
It allows different deployment architectures in highways, urban and rural envi-
ronments [5]. In VANET architecture, the communication can be either among
nearby vehicles or/and between vehicles and roadside units leading to three
possibilities: Vehicle-to-Vehicle (V2V) communication, Vehicle-to-Infrastructure
(V2I) communication and Hybrid architecture (as shown in Fig. 1):

Fig. 1. VANET communication architecture
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Vehicular ad hoc networks present some particular characteristics despite
being a special case of classical mobile ad hoc networks namely the high speed of
nodes, the rapidly changing topology, frequent disconnections between nodes [1]
and in several cases the large size of the network. The particularities of VANET
make it a very interspersing domain which deserves in the last years several
studies addressing different aspects, such as: applications [6,7], communication
[8], security [9,10], routing protocols [11–13], access [14] and cloud computing in
VANETs [15–17].

Although researchers have achieved much great progress on VANETs study,
there are still some challenges that need to be overcome and some issues that
need to be further investigated (e.g., security, services.). Especially, one aspect
that has not been tackled by research namely the charging and billing issue.

2.2 Charging and Billing

Charging is the process of collecting, evaluating and accounting a network
resource usage [18]. This resource usage is related to an event that can be either
a voice communication or an internet session or a value added service. Billing
is the step that follows the charging operation, it consists of two mains steps:
mediation step that collect, validate, filter correlate, aggregate and convert data
to create data record called data Detailed Record (CDR) and rating step which
is a process that puts a cost on a call or a service (monetary values). After the
rating step bills are generated.

There exist two modes of charging: postpaid and prepaid. In postpaid mode
a bill is generated in arrears periodically stating what was owed to the service
provider by the customer. The subscriber is then expected to settle the bill
(payment). In Prepaid mode of charging and billing, the customer pays a sum
in advance. The paid amount is depreciated as telecoms services are consumed.

In mobile networks (GSM/UMTS/LTE) online and offline charging are two
mechanisms used to charge subscribers for rendered services [18]. Offline charg-
ing is a mechanism that consists of a chain of logical functions, this chain end by
generating charging information (CDR) related to a resource usage in the net-
work which is then transferred to the billing system to generate the subscriber
bill. In this scenario the charging process does not affect, in real time, the service
rendered. Offline mode is used to charge a postpaid user. In the same fashion, the
online charging information passes through a chain of logical functions. However,
authorization for the network resource usage must be obtained by the network
prior to resource usage to occur. The online mode is used to charge prepaid
users.

3 Requirements and Critical Overview of Existing
Solutions

3.1 Requirements

The charging and billing system in VANET must be different from the charging
and billing process in other mobile networks. We identified main charging and
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billing requirements to be fulfilled by a charging and billing system in order to
carry out its basic tasks in vehicular ad hoc network:

(a) The VANET charging/billing system should take into consideration the high
speed of vehicles in terms of controlling the charging process and insuring
its high availability.

(b) The VANET charging/billing system should be flexible. In fact, due to fre-
quent disconnections, the charging solution needs to be aware of the under-
lying environment updates and adapt to the network topology changes.

(c) The VANET charging/billing system should allow the roaming of the charg-
ing function between different VANET providers. In fact, when a vehi-
cle travels long distance it is not unusual to traverse different VANET
infrastructures belonging to different domains. A service should be charged
continuously and accurately in this context.

3.2 Related Work

To the best of our knowledge there is no solution dedicated to VANET envi-
ronments for billing and charging issues. However, some research works have
addressed this problem in peer-to-peer and MANET networks. Authors in [19]
propose the MMAPPS (Market-Managed Peer-to-Peer Services) charging solu-
tion for peer-to-peer networks. The MMAPPS accounting and charging system
addresses, mainly, the issue of accountability in peer-to-peer environments and
associated problems.

The work [20] proposes a Secure Charging Protocol (SCP). SCP aims at
answering the complex authentication, authorization, accounting and charging
(AAAC) problem in MANET. It provides a view based on a different business
model. This later has been adjusted to cope with technological changes. The
work also addresses the improvements made to the SCP protocol in terms of
Quality of Service (QoS) and User Interfaces.

The work in [21] proposes a solution for charging in MANET. The solution
enables charging without any access to external networks. For example, when
a communication is initiated by a mobile communication device within an ad
hoc network, a small initiation fee is stored securely on the device, typically
on a smart card. Transfer of the charging information may then occur more
or less automatically and/or when the device reaches a coverage area of the
operator network. When the network operators system receives the charging
information from a communication device (i.e. when it comes into contact with
the infrastructure) the corresponding account is updated and charged with the
activities that have occurred since the last update.

3.3 Analysis and Discussion

Generally, the works discussed above provide a suitable charging and billing
solution for peer-to-peer networks and ad hoc environment but did not meet the
requirements highlighted previously. Specifically, the peer-to-peer architecture
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proposed in [18] does not consider mobility and then does not meet the require-
ment (a) and (b) in term of flexibility and high availability. The SCP protocol
proposed in the work [19] has only addressed the security issue in charging
process assuming an existing solution. As far as the work in [20] is concerned, it
does not take into consideration the requirement (b) and (c). In fact, this work
focus on updating the operator charging system with data collected during offline
charging. The cooperation between the offline and online charging systems is not
considered. Therefore, when a node roams from an environment with VANET
infrastructure to an environment where the infrastructure of VANET is absent
(i.e. no RSUs and no possible connection with external networks) the charging
process is interrupted. Similarly, when the vehicle traverses different autonomous
VANET systems the charging is interrupted or may not be possible to update
the operator charging system. Therefore the high availability of charging and
billing is not considered at all.

4 Proposed Solutions for High Availability Charging
in VANET

The main goal of this work is to insure the high availability of charging and
billing control in vehicular environment. First, we propose a high level mecha-
nism to address the problem of a vehicle leaving the VANET infrastructure while
it is under online charging and billing process. Then, we propose a high level
mechanism for seamless charging between VANET and 3GPP domains. Both
cases involve a context-aware charging and billing system. Both mechanisms
rely on a context-aware charging and billing solution. Through this solution, the
operator will be able to continuously control its resource usage in VANET and
out of VANET. Indeed, the roadside units will be responsible for detecting if a
vehicle is under VANET control or not using some protocol (e.g. heartbeat pro-
tocol) or when the Signal Noise Ratio (SNR) reaches some predefined thresholds.
Following is the presentation of our proposed schemes.

4.1 Online to Offline Charging and Billing Roaming

In this scenario, vehicles establish a V2V session (e.g. direct voice call service
between vehicles). We propose to equip the vehicles with a prepaid system such
as smart card or virtual storage in the operating system running on the vehicle.

However, the charging of the call is carried out by the VANET online Charg-
ing and billing infrastructure (OCS), the RSU collects the charging data (V2I
communication) and send them to billing domain BD (Fig. 2). The data charging
are information related to the call such as start time, duration of the call and
end time of the call.

Since the communication between vehicle A and B is Vehicle-to-Vehicle com-
munication, the media channel is not controlled by the RSU. Therefore, when the
two vehicles leave the VANET charging area (i.e. the zone covered by VANET
infrastructure namely RSUs) to a non VANET charging area (i.e. area where
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Fig. 2. Online charging based system

Fig. 3. Charging flow interruption

there is no VANET infrastructure and where VANET become a pure peer-to-
peer mobile environment) the communication is not interrupted but the charging
of the call is lost (Fig. 3).

From the VANET provider’s business perspective, the scenario above present
a crucial problem since the wireless resource (bandwidth) is used for free. To
avoid this problem, we propose that the VANET provider implements an on-line
context-aware charging and billing system (Context-aware OCS).

This system will collect several parameters in order to decide to switch auto-
matically to the prepaid charging system implemented in the vehicle (e.g. smart
card). We propose to use two parameters: the SNR (signal to Noise Ratio)
between the RSUs and the vehicles, and/or GPS positions of RSU’s zone edges.
For the SNR, When the signal power reaches a predefined threshold the charg-
ing OCS system upload the charging profile to the prepaid system storage. As
for the RSU edges GPS positions, the system (eventually the RSU) records the
vehicles’ GPS positions in each instant and compare them with a preconfigured
table containing the GPS positions of RSU’s zone edges. If the vehicle is near
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Fig. 4. Context-aware OCS and prepaid system

of these positions, the system switches the charging control to the prepaid by
uploading the charging profile to the vehicles prepaid system.

The charging profile consist of subscription information namely, vehicle ID,
owner of vehicle (subscriber), accounts, balances, services (voice, data, sms,
video...), subscription time, expired time. The prepaid system is not necessarily
a smart card it could be for example a virtual storage in an operating system
implemented in the vehicle which stores the charging profile. Once the charging
profile information is uploaded from the OCS to the vehicle’s storage, the pre-
paid system will have a real-time control on the call. Therefore, a credit, or an
appropriate amount of credits, is deducted from the currently available credits
(Fig. 4). Consequently the user will be denied to make any VANET communica-
tion when it runs out of credits.

4.2 VANET-Online Charging to Non-VANET Online Charging
Roaming

Similarly, in this scenario the service charging is carried out by the VANET
online Charging and billing infrastructure (OCS). But the vehicles A and B
move from a VANET infrastructure domain to a non charging VANET domain
but covered by external network such as 2G/3G or 4G, (Fig. 5). When vehicle
A and vehicle B leave the VANET charging environment to 3GPP domain, the
operator loses the charging and billing control. To avoid this, the OCS system
and the vehicle should include context-aware functions.

For the OCS system, we propose to measure the signal power parameter
between the RSU and the vehicle, and collect GPS positions of RSU’s edges. For
vehicles, we propose to measure the signal power parameter received from both
RSU and Radio Access Network (RAN) node. Thus, when the vehicle reaches the
RSUs edges, it measures and compares the signal power of RSU and RAN node,
when the signal power of the RAN node is higher, then the charging control



40 M. Darqaoui et al.

Fig. 5. VANET to 3GPP

Fig. 6. VANET-to-3GPP charging roaming

is switched to the 3GPP network (Fig. 6). The charging switching is preceded
by an authentication procedure of the vehicle in the visited 3GPP network.
This authentication is, generally, performed by an authentication server of the
operator such as Authentication, Authorization and Accounting server (AAA).
Therefore the high availability of charging and billing is granted.

5 Conclusion

Vehicular ad-hoc network are a challenging environment especially for charging
and billing. Nowadays many VANET research are addressing several aspects (e.g.
access, routing and services). However, no works have been found in charging
and billing systems. In this paper we showed that existing solutions mainly for
MANET and peer-to-peer do not meet our proposed requirements and therefore
are not suitable for VANET. Hence, we described two high level proposals for
insuring the high availability of charging and billing in vehicular ad hoc envi-
ronment especially when a vehicle moves from a VANET charging environment
to a non-VANET charging one. In the next steps of our work we will detail our
solution in term of, business model, architecture, functional entities, protocols,
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procedures and interfaces and in order to best enforce our solution a simulation
of the work is also planned.
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Abstract. Effective implementation and evaluation of development
projects depends on access to accurate, complete, and timely informa-
tion about the outcomes of project implementation. We explore the
proposition that next-generation ICTs offer solutions for development
actors operating in decentralised and extremely low-power environments
to improve data collection, monitoring, and project feedback. This paper
describes the potential integration of novel distributed monitoring tech-
nologies and techniques within the health sector in developing countries,
and in particular the use of Internet of Things (IoT) technologies for mon-
itoring widely distributed projects in areas with little or no infrastruc-
ture. We discuss the application of an emerging low-power wide area
networking technology, LoRa, which is ideally suited to resource-limited
contexts due to its low cost, low power usage, and long range. We describe
our experiences in implementing a pilot project carried out in Kikwit,
DR Congo to develop a LoRa-based wireless network to track the tem-
perature of blood products, ensuring their security and viability through
a decentralised, low-power, and low-cost monitoring system.

Keywords: LoRaWAN · e-Health · ICT4D · IoT for development ·
Smart fridge · Cold chain

1 Introduction

The Internet of Things (IoT) uses tiny, low-cost devices equipped with sensors
and low-power radios to build networks that are capable of sensing and control-
ling the physical world. In recent years, many IoT technologies have appeared
on the market, enhancing quality of life and solving nontrivial problems. These
technologies have emerged mainly in developed countries due to the widespread
availability of and market for consumer goods and the existence of high levels
of underlying networking, electrical, and basic service infrastructure supporting
these technologies. Examples of these innovations include the development of
IoT applications for hyper-connected “smart city” infrastructure, agricultural
monitoring and control [1], and remote sensing and data collection to support
personal health care, particularly in the domain of elder care [2].
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However, IoT applications remain largely oriented toward high-income coun-
tries and consumer markets, and relatively little research has been conducted
as to how emerging IoT technologies can be applied and tailored to developing
country contexts. Yet, as others have argued [3,4], the IoT has the potential
to benefit the development sector immensely, leveraging appropriate new tech-
nologies and techniques for monitoring widely distributed projects in areas with
limited existing infrastructure. In these environments, emerging IoT technologies
may hold tremendous potential to offer low-cost, low-power solutions to make
service delivery and project monitoring ‘smarter’ (i.e. better informed through
more efficient and effective monitoring).

Meaningful planning and responsible governance of development projects
depends on access to accurate, complete, and timely information about the out-
comes of project implementation. Key stakeholders engaged in development work
often lack data about what is really happening ‘on the ground’, in part due to
the inherent difficulties involved in Monitoring and Evaluation (M&E) in the
face of large geographic distances, lack of infrastructure, and limited resources
[5, pp. 71]. Quality M&E is critically important for responsive and responsi-
ble development project planning and implementation, as it provides a means
to assess how precious human and material resources should be allocated, and
to respond quickly to crisis situations or system failures. The lack of access
to timely, reliable, and comprehensive data and feedback on project outcomes
hinders the decision-making of development actors. In theory, the use of IoT
technologies in this context could enable near real-time monitoring of projects,
allowing stakeholders to more quickly study, refine, and optimise the execution
of projects based on changing facts on the ground.

In the health sector in particular, near real-time monitoring and feedback is
essential not only for saving lives but also for safeguarding essential supplies. In
the past ten years, an abundance of literature has explored the emerging field of
‘mHealth’ and the uses of mobile technologies in the health sector in developing
countries [6–9], but this has rarely been extended to explore the application of
the next-generation of ICTs (such as IoT technologies) in developing countries.

To address this gap in the literature and explore the applicability of emerg-
ing IoT technologies in the health sector in development contexts, we conducted
an exploratory pilot project in the Democratic Republic of Congo. This paper
describes our experiences with our deployment of a LoRa Wide Area Network
(LoRaWAN) for medical cold chain surveillance in an environment with unre-
liable electricity and a distributed health system. LoRa is a next-generation
network technology that is ideally suited to resource-limited contexts due to its
low cost, low power usage, and long range. This case study enabled us to test in
practice the theoretical potential of IoT for real-time monitoring and feedback,
to identify potential political and socio-cultural barriers to its effective local
adoption, and to determine whether the economic and technological limitations
of using this emerging technology in a developing country context are consistent
with its application in highly developed countries.
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Next we will describe the local context of our case study in the health sector
in Kikwit, DR Congo, with its distributed health system and precarious access
to power. The subsequent section describes the LoRa network and end devices
used for monitoring blood supplies. Finally, we will offer some reflections on the
lessons learned and future applications for this sort of IoT in the context of the
health sector in developing countries and for development projects more broadly.

2 Project Context

Many sectors in DR Congo are currently confronted by insufficient capacity for
effective and timely data collection and monitoring. Conflict and political insta-
bility have compounded the challenges of serving a population distributed over
a vast geographic area with limited infrastructure [5]. Decentralised mechanisms
for data collection and M&E are critically important in this context. This is
particularly true for the health sector, due to the extensive reliance on donor
funding and the distributed nature of both state health structures and donor-led
health interventions [10].

Our pilot project is based in Kikwit, DR Congo, a representative example of
a low-infrastructure environment. Kikwit is a secondary town in the interior of
the country, located 525 km southeast of the capital, Kinshasa. The town was
the site of a serious Ebola outbreak in 1995, which spurred an influx of bio-
medical technologies and expertise [11]. However, the town of about 1.2 million
inhabitants spread throughout an area of 92 km2 remains cut off from the elec-
tricity grid. The primary form of energy supply in Kikwit is thus provided by
petrol-powered generators or solar panels. Although there have been some donor-
supported initiatives to partially electrify critical locations (such as the general
hospital) with more sophisticated solar systems, the vast majority of health cen-
tres do not have a regular electricity supply (a best-case scenario usually involves
a generator running at most a few hours per day).

The state health infrastructure in DR Congo is decentralised, with a large
number of provincial and district health offices involved in the distribution of
essential medicines, vaccines, and blood products. The cold chain extends only to
the district level, as community health facilities usually lack access to any elec-
tricity, and GSM coverage—although improving—is still lacking in many rural
areas. The distances between health centres and the extremely degraded state of
the roads compound the challenge of delivering essential medical supplies. The
ability to monitor the integrity of the cold chain is vitally important for supply
safety, as is the ability to coordinate supply levels and stock movements.

The second author conducted fourteen months of anthropological fieldwork
in the health sector in Kikwit (since January 2015), which has revealed signifi-
cant challenges associated with data collection, the urgent need for monitoring of
projects, and the desire for new technologies to ease the strain on over-burdened
and under-resourced organizations and individuals. In particular, local health
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institutions lack reliable, systematic, and cost-effective monitoring for medical
supplies cooled by these often sporadic power sources. For example, the current
approach to monitoring medical cold storage is time- and labour-intensive, based
upon manual twice-daily temperature measurements with no electronic records.
Furthermore, when temperature-controlled medical supplies such as blood, vac-
cines, and insulin leave the central office, their status is no longer monitored,
introducing scope for unsafe use.

This location is thus an ideal site for the our LoRa case study because it
features a large, decentralised population and health infrastructure without any
reliable power source. Health facilities face serious challenges in ensuring the
medical cold chain, and M&E is crippled by constant barriers to electricity and
communication. Moreover, given the paramount importance of foreign donors in
supporting both state and private health institutions in the region, local partners
have a strong desire for improved monitoring capacity and any means of produc-
ing more reliable measurements and evaluation of project results and successes
(in order to help secure future funding and support from these donors).

We conducted our initial pilot in collaboration with the Provincial Centre
for Blood Transfusion (Centre Provincial de Transfusion Sanguine, or CPTS),
the local body responsible for coordinating the collection, testing, and storage
of blood and blood products. CPTS is centrally located in the Plateau neigh-
bourhood of Kikwit, but it oversees and coordinates transfusion-related activities
throughout the Bandundu region (a large territory encompassing 52 health zones
across the former Bandundu province, now comprising the provinces of Kwilu,
Kwango, and Mai-Ndombe). CPTS relies heavily on a network of fridges and
cooler boxes (for the transportation and storage of blood products) and has
expressed an interest in the monitoring capacities that IoT technologies could
provide (e.g. to verify fridge temperature or stock levels of different blood types,
or potentially even to identify individual donors by code or RFID tag). They are
usually able to keep their blood stored at safe temperatures in a solar-powered
fridge, the temperature of which is monitored manually and recorded twice daily.
However, this system can on occasion break down, for example due to the large
amount of dust in the air during the dry season, reducing the efficiency of the
solar panels. From the CPTS central office, they distribute blood to smaller
health zones where and when it is needed. When blood is distributed to the
surrounding health centres, however, no temperature monitoring is carried out.

Although the initial pilot encompasses only the surveillance of temperature
for blood products, we envisage this quite easily being extended to the moni-
toring of other aspects of the medical cold chain in Kikwit and the surrounding
region, particularly for the transportation of vaccines and other temperature-
sensitive medications. The central office of the health district, for example, has
a critical need for monitoring the temperature of fridges for vaccines and other
medications, and could benefit greatly from systematic monitoring technology
(both in terms of efficiency and the security of ensuring cold chain integrity).
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3 Project Implementation

In this section, we will describe our experience of rolling out a communication
network and monitoring system suitable for development projects in DR Congo,
and offer a technical description of the technology we have implemented.

3.1 Choice of Technology

The limited existing infrastructure and unreliable electricity access that charac-
terised the local context, as described above, necessitated the use of networking
infrastructure with the following key features:

– Low cost: network and devices should have low manufacturing costs and
should not depend on a cellular connection so as to eliminate recurring net-
work fees.

– Long range: given the wide geographic distribution of the local health system
(as is the case for many sectors in developing countries), hardware should
have an inherently long range and should support software for extensible
mesh networking, enabling sequences of wireless devices to form arbitrarily
large mesh networks.

– Low power: since power infrastructure is unreliable or absent and projects are
often too widely distributed for manual battery changes as a feasible solution,
operational power requirements should be very low and capable of running
on locally available alternative solutions such as solar systems.

With these general goals in mind, we evaluated a number of emerging technolo-
gies that would enable the realisation of a robust wireless network serving the
community in Kikwit. Numerous competing technologies have emerged on the
market that realise Low Power Wide Area Networks (LPWANs) that do not
depend on cellular network coverage. The most notable of these are the SigFox
[12] and LoRa [1] radio technologies, both of which are already being employed
to support IoT applications in Europe and North America. The two technologies
differ significantly in their marketing models: SigFox requires users to subscribe
to licensed network providers, whereas LoRa enables users to establish their own
private network infrastructure. In the DR Congo, there is currently no estab-
lished SigFox infrastructure [12] and the authors are not aware of any current
plans to establish one in the near future. It is thus also likely that until SigFox
networks are established in the developing world, it will remain an unsuitable
technology to support such applications.

In contrast to SigFox, the LoRa radio technology enables users to establish
their own network infrastructure using any one of the numerous gateways or con-
centrators available on the market at low prices (ranging from e100 to e1200).
Such gateways offer an effective range of over 15 km and offer end device battery
lives of more than 10 years with messages sent daily. Furthermore, the range of
the network can be arbitrarily extended by building a ‘mesh’ of networks wherein
each node serves as a router, as described below. This technology thus fulfills
our three essential criteria (low cost, long range, low power) outlined above.
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These features make the LoRa radio technology ideally suited to widely distrib-
uted monitoring where there is little or no existing infrastructure.

3.2 Gateway Infrastructure

For our pilot implementation, we installed LoRa-based network infrastructure
at the CPTS office in Kikwit, as shown in Fig. 1. This was an ideal location to
place the networking infrastructure as it covered a large majority of the most
important health facilities in Kikwit (marked with a cross symbol) and enables
the monitoring of all of the frequently used schools and churches where the CPTS
carries out blood collection drives.

We installed a Multitech R© Conduit MTCDT-H5 gateway [13] equipped with
a LoRa mCard to provide the base station at the CPTS offices. This was
equipped with a Taoglas R© 5dBi antenna [14] mounted on the antenna pole of
the building at approximately 5 m above the ground level.

To enable the gateway to operate continuously without the need to draw on
the sporadic energy sources available at the CPTS offices, we also installed an
independent solar system. The continuous power consumption of the gateway
was found to be approximately 15 W, and we established that we could reliably
power the gateway using a 150 W (peak) solar panel together with a 100 Ah
battery.

3.3 Sensing Devices

The sensing element of the solution attains low power and long range opera-
tion via the combination of the LoRa radio technology with the µPnP platform.
µPnP provides zero-configuration customisation of wireless sensor nodes with
diverse sensors at 10 million times lower power than USB and a cost overhead
of just 1 cent per sensor. A technical description of the µPnP system is avail-
able in [15]. The devices themselves use Microchip’s RN2483 LoRa radio mod-
ule, which is connected to a µPnP board, allowing up to 3 sensors to be con-
nected. A detailed technical description of the final solution can be found in [16].

(a) (b)

Fig. 1. LoRa deployment in Kikwit: (a) Range testing area; (b) LoRa gateway and
fridge sensor devices
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For this pilot, we have chosen this particular architecture based on pre-existing
tools in order to enable rapid development and deployment, as well as flexibility
for future expansion and experimentation (i.e. the ability to add new sensors
and other custom devices).

3.4 Network Topology

Our pilot project initially concentrated on the implementation of a network
based on a star topology (i.e. having centralised concentrators in the network),
due to the small scale and relatively concentrated project sites involved in the
initial pilot. However, one of the key benefits of the technology we have selected
is the ability to flexibly expand the network as the project develops. Hence,
this topology can be modified in the future to have either a star-of-stars or a
mesh-based topology in order to expand the coverage as far as possible.

Mesh networking allows for the building of arbitrarily long-range networks by
expanding the role of a low-power wireless device from a simple transmitter to a
combined transmitter and router. All wireless devices then establish multi-hop
routes to the gateway and therefore do not need to be within direct range (i.e.
being in range of any of their peers is sufficient). This approach enables cover-
age over greater distances, without modification to the hardware. Our approach
builds on classical approaches to low-power mesh networking such as Low Power
Listening [17] and time synchronisation [18], though these must be adapted to
the hardware platform developed.

3.5 Temperature Monitoring System

Our initial pilot concentrated on developing a robust automated temperature
monitoring system for the fridges used by CPTS. We deployed two small dual
12V DC/220V AC-powered fridges, which enabled flexible operation either from
solar panels or from the 12 V power outlet of a vehicle, and additionally by
AC power when connected to a generator. One of the two fridges also featured
the ability to freeze ice packs, extending the cooling capacity of the fridges
during offsite blood collection drives at various locations in the community.
We equipped these ‘smart’ fridges with our monitoring devices (sensors and a
battery-powered LoRa end device) already integrated inside. We designed these
‘LoRa MediFridges’ to be completely independent units, with the flexibility to
be used either onsite at the CPTS central office or on the road as mobile fridges
for blood collection or distribution.

However, our objective was also to introduce a robust monitoring system
to be used with the existing cooling infrastructure already in place. Hence, we
additionally integrated our temperature-sensing devices into the existing solar-
powered fridges already installed at the CPTS offices. Because the generator is
used only sporadically to power computers or laboratory equipment for testing
as needed, the blood, blood products, and testing reagents are regularly stored in
the solar fridge. Unfortunately, the system is prone to temperature fluctuations
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and hence close monitoring of this fridge is essential. Our sensing device was ini-
tially installed as a supportive monitoring system alongside the manual system,
but the aim is that it can replace manual temperature measurements, reduc-
ing workload for CPTS staff and increasing the reliability of their monitoring
system.

Based on consultation with the staff of the CPTS, we configured these devices
to generate a sensor reading every 15 min. This interval was chosen to balance
reactionary potential with battery life (i.e. sufficient frequency of measurement
to enable timely intervention, but infrequent enough to ensure a battery life in
the order of years [16]). These readings included information about the internal
and external temperature (i.e. both inside the fridge and the ambient air tem-
perature), and the humidity. Following initial deployment, we realised the need
to monitor the solar system in order to predict the expected operational dura-
tion of the fridges. The flexible plug-and-play nature of µPnP [15] enabled us
to quickly adapt the configuration to additionally include measurements of the
voltage of the solar system, so as to be able to monitor the total energy input
and consumption.

This sensor data is transmitted to the central gateway, where it is stored
and a local web page is generated automatically. This web page is accessible
via a WiFi network run by the gateway, and enables the CPTS staff to access
and evaluate this data. If the temperature of one of the fridges rises above the
optimal temperature range of 1 ◦C to 6 ◦C, the staff are able to intervene quickly
to ensure the safe storage of the blood and blood products by either transferring
them to another fridge operating at a safe temperature, using the generator or
12 V system to cool a mobile fridge as a temporary solution, or transferring
the products to another fridge in Kikwit (such as at the general hospital) for
safekeeping. For our own research purposes, we also transfer this data over a
GSM modem to a central database in Belgium, where we also provide a web-
based interface to access the data remotely (i.e. off-site locations and beyond
the range of the local WiFi network). An example of the temperature trace from
the solar-powered fridge is shown in Fig. 2. However, it is important to note
that the local web interface does not depend on any external GSM network or
internet connection to function, and the staff can access the information locally
regardless of whether the data is transmitted to the remote database.

Fig. 2. Trace of daily temperature profile from solar-powered fridge
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3.6 Limitations and Lessons Learned

Our experiences in implementing this pilot project revealed that there are several
limitations to these technologies. With limited networking experience and infor-
matics literacy, transferring sufficient knowledge and skills so that local actors
can continue to use, apply, and extend the project outcomes after the comple-
tion of the pilot remains a challenge. This is particularly true given that we are
collaborating with health professionals with no background in computer science,
rather than specialists in this field. One potential solution is to incorporate a
collaboration with local universities and incorporate training on networking and
emerging IoT technologies and their local applications as part of informatics
courses. This speaks to the need to foster local IoT innovation and experimen-
tation [19] rather than merely transplanting solutions developed in Northern
countries or other disparate contexts.

Moreover, our range test results in Kikwit indicate that the effective range
of µPnP-WAN devices is not consistent with the coverage radius of the LoRa
gateway [16]. This is attributed to interferences in the operational environment,
and we expect that deploying the gateway in locations with higher altitude
might alleviate this problem. However, it is not always practical to find such
high-altitude locations, so other techniques to improve the range and reliability
of the ad-hoc LoRa networks should be investigated. The redundancy offered by
a mesh network, as described above, is also expected to improve reliability by
providing multiple paths between the gateway and each LoRa device.

A final limitation relates to the scalability of network infrastructure installed
in this environment. Although it has been shown that LoRa wide area networks
scale well in urban areas to support thousands of devices per gateway [20,21], the
local political and economic context may hinder scalability. Even in rural areas,
solutions like ours may readily integrate into particular projects or coordinated
NGO programmes, but integration into weak and under-resourced state health
infrastructures is more challenging. Hence, widespread deployments at national
or regional levels may be slow or difficult without external (i.e. donor) support.

4 Conclusion and Future Work

This paper has described how emerging IoT technologies may be applied to
facilitate the meaningful planning and responsible governance of development
projects by providing accurate, complete, and timely information about the out-
comes of project implementation. We have described the ways in which emerg-
ing technologies like LoRa are ideally suited to data collection and monitoring
in decentralised and low-power environments, and our experiences applying this
technology in the health sector in DR Congo.

In implementing our experimental pilot project in Kikwit, we have confirmed
that IoT technologies like the LoRaWAN can indeed function in resource-limited
contexts and areas with very little existing infrastructure. Although the project
is in its infancy with preliminary results only, the technology shows sufficient
potential to warrant further investigation and experimentation. Since there are
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few others using this technology in similar settings, the field of study would ben-
efit greatly from further applied research projects on how to effectively integrate
the IoT into development contexts.

While the scope of this research project to date has been limited to col-
laboration with the CPTS and monitoring the temperature of blood and blood
products, the scope for expansion of this project is immense and the potential
applications of similar technologies and systems are many. The most immediate
and simplest opportunity for expansion is to extend our temperature monitor-
ing system to other health-related institutions in the Kikwit area, such as the
general hospital and the central office of the health zone. This would extend
the scope of the cold chain monitoring beyond the domain of blood transfusion
to include the surveillance of vaccines and life-saving medications that require
refrigeration.

As described above, our research group is working on a mesh protocol for
gaining ground and extending the reach of our LoRa network in Congo. As the
size and range of the network expands, real-time monitoring of portable coolers
(i.e. insulated boxes filled with cold packs and medical supplies) could for the
first time extend the medical cold chain to rural health facilities. Scalability on
this level would take time, resources, and coordination, but seems technically
quite feasible.

Moreover, given the fact that GSM coverage in rural areas remains lim-
ited and unreliable, there is a second-order effect to be gained from rolling out
a mesh network by creating new lines of communication between the smaller
health centres and the central health offices. Once such a network is available,
the possibilities of offering more than just temperature monitoring start to be
realised. For example, one critical problem faced by the health sector is the logis-
tics of provisioning all the local health centres with essential medicines. Given
the poor state of the roads and long transport times, many deaths are caused by
the inability to monitor and anticipate stock levels in the remote health centres
and distribute medicines before they are needed (rather than merely responding
to stock shortages).

The potential to automate the monitoring of stock and facilitate communica-
tion with a central distribution point is just one example of how the integration
of novel distributed monitoring technologies and techniques could make a sig-
nificant impact within developing countries. Given the vast selection of different
sensors on the market, there are many possibilities to look beyond health and
apply this type of IoT-based monitoring solution to other sectors and develop-
ment projects (such as water quality or agricultural monitoring).
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Abstract. The Internet of Things (IoT) is the science of connecting multiple
devices that coordinate to provide the service in question. IoT environments are
complex, dynamic, rapidly changing and resource constrained. Therefore, proac‐
tively adapting devices to align with context fluctuations becomes a concern. To
propose suitable configurations, it should be possible to sense information from
devices, analyze the data and reconfigure them accordingly. Applied in the service
of the environment, a fleet of devices can monitor environment indicators and
control it in order to propose best fit solutions or prevent risks like over consump‐
tion of resources (e.g., water and energy). This paper describes our methodology
in designing a framework for the monitoring and multi-instantiation of fleets of
connected objects. First by identifying the particularities of the fleet, then by
specifying connected object as a Dynamic Software Product Line (DSPL),
capable of readjusting while running.

Keywords: Multi-instantiation · IoT · Smart-environment · Dynamic software
product lines · DSPL · Self-adaptation · Context · Environment · Fleet

1 Introduction

The Internet of things is a global infrastructure that enables advanced services by inter‐
connecting physical and virtual things like smartphones, sensors, computers, machines,
vehicles, buildings, roads, cities or countries, and even people and animals [1]. These
services vary from basic context information like location or weather, to much more
complex setups. Smart environments are primary applications of the IoT, mainly
concerned with issues related to pollution, limited resources, energy optimization, and
fault tolerance.

Connected objects can monitor environment indicators like temperature, air and
water quality, energy consumption, or radiation. This helps collect information about
the surrounding, and prepare solutions to eradicate several phenomenon, or prevent
some of the risks. In this context, our work consists of a platform that monitors a fleet
of device to preform intelligent and dynamic change for an optimal configuration. When
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a fleet is implemented, it bears a configuration (FConfig) that is characterized by the set
of corresponding devices along with their respective configuration (DConfig). However,
the IoT system is complex, rapidly changing, highly variable, heterogeneous, prone to
risks and failure, and extremely dynamic. This implies that in the face of change, the
system should have the ability to adapt itself in order to continue offering the needed
performance. Dynamic proactive adaptation in particular is required to provide adjust‐
ments at runtime [2]. Furthermore, and thanks to IoT devices which are growing expo‐
nentially in number and performance, it is much more conceivable to collect real time
context data, and react accordingly. Additionally, a Device Management (DM) platform
monitors every device in the fleet. It can inspect specific information about the services
provided by the device (coffee readiness, light status, expired merchandize, speed of car,
motor condition, …), it can collect information about the context of the fleet (tempera‐
ture, light, location, …) and it can report on the characteristics of the devices themselves
(battery life, memory, software version, etc.). In addition to that, and poster to processing
the collected data, it is responsible for controlling the fleet in order to adjust its behavior.

In this sense, the paper describes our process in designing a framework for the smart
monitoring and reconfiguration of a fleet of connected devices. The paper starts by
presenting a motivational example–a smart irrigation fleet, which will be depicted all
along the development of our framework. Our process will then be elaborated. The first
step identifies the requirements for the management of fleets of connected objects. The
second step discusses the particularities of IoT devices and their surroundings. Three
representative dimensions are conceived; the system, the context, and the environment.
The third step studies the self-adaptation approaches, and selects the Dynamic Software
Product Lines (DSPL) paradigm as the mechanism that fits best our set of requirements.
The fourth and final step introduces an architecture skeleton; it considers the outcome
of the previous stages; the three dimensions on the one hand, and the engineering
processes involved in DSPL on the other hand.

The paper is structured as follows: Sect. 2 presents a motivational example.
Section 3 describes our methodology by presenting the requirements needed from the
DM platform, describing the characteristics of IoT environments and overviewing the
mechanisms for self-adaptation. Section 4 presents the DSPL based framework. And
finally, Sect. 5 presents the related works before concluding.

2 Motivational Examples

In this section, we intend to illustrate the need for proactive self-adaptation of fleets of
connected objects. We consider the following irrigation system example: Dust and air
humidity sensors, temperature sensors, water sprinklers, water taps, and a smartphone
compose a fleet of devices, installed in an agriculture field. Sensors collect data about
the dust and air humidity, and about the temperature. When humidity is low, the tap or
sprinkler provides dust with the needed water. When the temperature is too high or too
low, alerts are sent to the smartphone. The fleet does not take into consideration the
specific knowledge related to the domain of agriculture. For instance, instead of watering
the plants a days before a rainy day, the fleet could consider the weather forecast to
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readjust its configuration, and wait for the rain instead of unnecessarily using the water
supplies. In this scenario, the proactive adaptation would be possible by implementing
a Device Management (DM) Platform that monitors devices and their surroundings,
processes the data, and reconfigures the fleet by reconfiguring associated devices.

3 Methodology

As we intend to design a framework that manages run-time variability in a fleet of
connected objects, the following section outlines our methodology.

3.1 Main Requirements Elicitation

In order to insure the proper management of the fleet, the DM is required to provide the
necessary mechanisms to monitor IoT devices, to propose best-fit adaptions, to manage
different levels of variability and to support a large number of connected devices. Our
system’s requirements can be identified as follow.

Smart proactive self-adaptation: the platform should provide the necessary mecha‐
nisms to analyses collected data and adapt the system in problematic situations. In a
resources constrained environment like ours, every planned adaptation should be subject
to validation to insure its necessity.

Uncertainty management: It is not always possible to predict the events that will
trigger a reconfiguration. Thus, the platform is required to evaluate the qualities the
system offers in comparison with the ones requested by users.

Variability management: in a fleet of connected devices, variability can be captured
at different levels. The platform should be able to manage this separately throughout the
system’s lifecycle.

Physical abstraction: the platform should support communication with heteroge‐
neous devices and various technologies in order to monitor and actuate. This requirement
will not be discussed in this paper. Only preliminary concepts will be introduced.

3.2 Identifying Dimensions for IoT Systems

In IoT applications, it is important to take into consideration the mutual dependency
between objects and their surroundings -context and environment; change in the
surrounding has repercussions on the proper functioning of devices. Similarly, the
reconfiguration of the fleet changes the state and behavior of the surrounding. We
observed that relevant information comes from three main elements, that we call dimen‐
sions. The system is the fleet. It is represented by the embedded devices and their
configurations. It is managed in a way that its outcome allows the achievement of goals
specified by the domain expert. The context is everything that surrounds the systems,
and has an impact on it. Context is represented by measurements captured by devices
that surround the system. Context data can also originate from the user, and it can be
time or space bound. Finally, the environment illustrates knowledge related to a
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domain. It holds universal information that might not have a direct impact on the system
at a time being. However, it could be significant in other dispositions.

It is important to note that these dimensions are dynamic. Devices that form the
system at a particular configuration might not be the same involved in another instance
of the same fleet. They could become part of the context. Similarly, information that had
an impact on the system in a configuration, might become irrelevant in another, and be
part of the environment instead. This confirms the need for variability management. One
configuration could correspond to fleet is installed in a covered field during the summer.
This installation protects the plants from the burning sun and harmful UV, and helps
control the temperature inside the covers. For this installation, the system is the water
sprinkler, the water tap, and the smartphone. The context is the inside temperature, and
the dust humidity. And finally, the environment is the outside temperature, the weather
forecast, the national irrigation laws and the agriculture best practices. During the spring,
the field is uncovered. The configuration then switches, the fleet is now installed in an
open space. The system is still the water sprinkler, the water tap, and the smartphone.
The context on the other hand now includes the brightness, the air temperature, the dust
and air humidity, and the weather forecast. The environment contains national irrigation
laws and the agriculture best practices. In accordance with these dimensions and with
the requirements presented above, a DM platform is required to adjust the fleet to answer
the user’s needs. The next session discusses self-adaptation mechanisms and selects the
best fit for our application.

3.3 Selecting a Self-Adaptation Mechanism

A Self-Adaptive Software (SAS) is a system that can automatically modify itself in the
face of a changing context, to best answer a set of requirements. The Self-adaption
capacity can be provided by programming languages in the form of exceptions, param‐
eters or conditions. However, adaptation through these mechanisms is application
specific, error prone and poorly scalable. In contrast to these mechanisms, numerous
external approaches contribute to the development of runtime adaptation of software.
The following will present an overview of the most notable -but not all- approaches for
designing self-adaptive systems.

Overview of self-adaptive approaches. Different approaches for SASs can be found
in the literature. Reviews and surveys in the matter are available in [3,4]. This section
enumerates the most notorious ones, and the design technics they fall into. Architec‐
ture-based self-adaptive techniques formulate and process changes in an architectural
model [5] that describes the properties of software through a set of bound components
and interconnections. The two concepts are strictly separated, which allows their rear‐
rangement and replacement. The Rainbow Framework [6] and the three Layer Archi‐
tecture [7] are the most acclaimed architecture-based approaches for SASs. Agent-based
approaches model systems as a collection of autonomous agents which can interact
within an environment to realize common goals; they create a Multi-Agent System
(MAS). In MASs, agents are systems that sense the environment they are part of, and
act on it in order to realize a purpose [8]. Reflection is the capability of a system to
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observe and modify its composition at runtime [9]. This technic is used to inspect the
internal behavior of a system by implementing additional components for monitoring
purposes. It is also used to adapt behavior or structure of a system by changing or
replacing or adding features. Reflective middleware like ReIOS [10] are a prominent
way to reason about self-adaptation. Model-driven engineering (MDE) shifts the focus
to the creation and use of domain models, to automate code generation. Models abstract
the application and its context, as well as the relationships between them. With regards
to self-adaptive systems, MDE provides means for designing manageable systems along
with reconfiguration mechanisms to generate executable applications, supported by
runtime models during execution [11]. The MUSIC Framework [12] and the Dynamic
Software Product Line (DSPL) [13] are model driven approaches. The latter uses models
at runtime to address variability and context changes during system execution.

The DSPL mechanism. DSPL uses software product lines principles to build systems
that can adapt to context fluctuation, new user requirements and variant QoS states.
These principles include software reuse, variability modeling and management, and
automatic product derivation.

We consider the DSPL paradigm the most fitting approach to provide autonomic
scalable support for a fleet of connected devices, from design to execution [14]. First,
DSPLs provide a systematic and non-restrictive way to deal with SASs [15], also they
successfully realize the MAPE-K loop [16] as tested by Bencomo et al. in [17]. Besides,
on the one hand, monitoring and controlling are the main activities for the fleet manage‐
ment. On the other hand, these same two activities are central tasks in DSPLs, which
makes the paradigm a good fit for the self-adaptation of the fleet. Also, with regards to
uncertainty, the quality of a product can be measured against user requirements by the
mean of Goal-based approaches. Goal models can represent the system requirements at
the domain level of (D)SPLs, in the form of variable reusable components. Furthermore,
variability is a key challenge in the management of a fleet of connected things; it takes
place at different levels. Static variability is concerned with similarities and variations
between devices, dynamic variability is dealing with the runtime reconfiguration, and
temporal variability, describes the alterations of the three dimensions. Dealing with
variability is by far the greatest asset of DSPL, since it adopts essential concepts from
SPL [18].

The fleets–an irrigation system installed in different fields—can be considered as a
DSPL. Each fleet is a product that shares common characteristics with other fleets, but
still answers the specific needs of the customer it serves. For instance, some of the
devices installed in Sarah’s field are like the ones at Omar’s. Still, unlike him, Sarah is
also interested in measuring the fertility of the soil, and applying fertilizers when needed.
A fleet has the capacity to re-adjust itself when requirements are no longer fulfilled. A
New FConfig implies a different set of devices with a different DConfig.

Designing a Framework for Smart IoT Adaptations 61



4 Designing a Fleet as a DSPL

The first level in the process is the creation of assets. As described in Fig. 1, a meticulous
study of the domain in question helps define the qualities the system should satisfy, while
specifying the variability and the variation points. The result of a domain study is a fleet
line (a). The second level is the creation of the final product. The requirements of each
customer are described in formal language. The selection of features is carried out
accordingly, and then adjusted to fit the exact needs of the customer. Features are finally
derived, linked, tested and deployed in order to instantiate the Product—the fleet (d).
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Fig. 1. The DSPL Process

DSPLE takes the SPL process one phase further. Each product is thoroughly moni‐
tored (c) to determine the structural or behavioral state that dissatisfies requirements.
When these are no longer fulfilled, a new configuration is planned (b). This one achieves
the optimal satisfaction of primary goals. Features are then re-selected, re-adjusted, re-
derived and re-linked (re-tested and re-deployed) to create a new product—a new
configuration for the fleet. This process is repeated whenever the system fails to fulfill
requirements, in light of contextual change.

From one engineering process to the other, the fleet’s three dimensions defined in
(3.2) have different designations, as described and illustrated in Fig. 2. At the domain
level, each one of the concepts contributes to the creation of assets. With regards to the
system (1), a domain expert thoroughly studies the domain in order to determine the
functionalities the system should provide and qualities to comply with. In this sense, the
system is where domains requirements are extracted, which are then translated to goals,
features, components or assets. Context (2) is where the initial requirements are updated
to answer the needs that weren’t captured by domain experts, but arose after the deploy‐
ment of the fleet. Environment (3) holds more generic information about domains and
devices. It can contribute to the evolution and extensibility of the system by supporting
an open Marketplace. This one could supply the system with new components, device
specifications, documentation, and other related information.
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Fig. 2. A DSPL three-dimensional Framework

At the domain level, each one of the concepts contributes to the creation of assets.
With regards to the system (1), a domain expert thoroughly studies the domain in order
to determine the functionalities the system should provide and qualities to comply with.
In this sense, the system is where domains requirements are extracted, which are then
translated to goals, features, components or assets. Context (2) is where the initial
requirements are updated to answer the needs that weren’t captured by domain experts,
but arose after the deployment of the fleet. Environment (3) holds more generic infor‐
mation about domains and devices. It can contribute to the evolution and extensibility
of the system by supporting an open Marketplace. This one could supply the system
with new components, device specifications, documentation, and other related infor‐
mation. At the application level, the monitoring and controlling aspects take place. In
relation to the system (4), for each product, devices are monitored in order to determine
situations when reconfiguration is required. Sensed or calculated information, feed‐
backs, battery level, computational performance, network and data accessibility, and
other characteristics are relevant. Context (5) on the other hand deals with stakeholders
that surround the system, and have an impact on it. Devices that are not part of the system,
but contribute to its activity are part of the context, user activity and logs also matter,
the time and space of the fleet is also responsible of how it is configured. The environ‐
ment (6), finally, is place to generic information about the surroundings of the system,
that might, but still do not have an impact on the fulfillment of requirements. Devices
around the fleet can be in this category, laws, rules or conditions constrained by a time
or place are too, part of the environment. Monitoring the environment gives the platform
proactive qualities, this helps avoid waste of resources in unnecessary adaptations.

5 Related Works

To face the growing complexity of IoT environments, several researchers have identified
the need for Frameworks and architectures that support the management of fleets of
cooperative devices, considering self-adaptation a core requirement. Inox [19] combines
IoT and service architectures to provide enhanced application and service deployment
capabilities. The architecture enables the service and network infrastructure with self-
management capabilities. In [20], the authors propose an architecture, where agents
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collect data about protocol operations, measurement-based learning assess the opti‐
mality of the control parameter and if necessary, adaptation is realized by applying the
new policies to agents. The Focale project [21] introduces an architecture for orches‐
trating the behavior of heterogeneous distributed resources. Data models support the
derivation of different models from a core model, and ontologies reason about the
change. The ACE model, proposed in the Cascadas Project [22], defines a agent-based
architecture that enables service components to dynamically adapt their behavior based
on their context. In [23], a cognitive management framework finds the optimal way to
deliver an application in different contexts by enabling the reuse of virtual objects.

With the exception of the Focale Project, none of the above frameworks realize
proactive adaptation. Furthermore, in the discussed architectures, no mechanism was
proposed to validate the need for intelligent adaptation. Finally, variability is not consid‐
ered a fundamental concern, thus not managed.

Several SPL based architectures can also be found in the literature. In [24], a DSPL
based architecture, combined with preference based reasoning, provides the necessary
mechanisms for reasoning about change; this allows the realization of decentralized self-
managed system. Gaia-PL [25] is an extension of the Gaia platform for the analysis and
design of multi-agent systems in active spaces. A requirement specification pattern
captures the behavior of a system in dynamic conditions, and reuses the software assets
for future similar systems. In [26], the author proposes a multi-view blueprint architec‐
ture, a basis for future smart city projects, based on the SoaSPLE [27] framework for
run-time variability management of service-oriented software product lines. Finally,
authors in [28] propose a SPL based process for the development of connected devices,
defined by the means of CVL, to provide reuse mechanisms for the development of a
family of agents.

In contrast with the aforementioned (D)SPL based approaches, our framework intro‐
duces variability management at different stages of the process, as explained previously,
including static (devices), dynamic (configurations) and time-bound (dimensions alter‐
ations) variability. None of the proposed SPL based approaches introduce the environ‐
ment dimension, necessary for a smart proactive adaptation.

6 Conclusion and Perspectives

As a result of a successful COP22 [29], held in 2016 in Marrakech, several Paris agree‐
ments were put into practice, including new funds to support climate technologies in
developing countries. The IoT paradigm supports this claim by enabling services that
manage limited resources, insure service durability, maintain the quality of service, etc.
This is possible by supplying connected devices with the necessary mechanisms to
readjust their behavior in the face of resource shortage, internet interruptions or service
unavailability.

Connected objects can monitor environment indicators, and then a DM Platform
processes the information about the surrounding, and prepares solutions to best answer
the needs of users. Our work consists of designing a framework for the monitoring and
control of a fleet of connected devices, which allows preforming intelligent and dynamic
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changes for optimal configurations. The first step in our process defines the main
requirements needed from the DM platform. The second step defines the characteristics
of the fleets, its context and its environment, along with their mutual dependencies. The
third step selects DSPL among the various self-adaptation mechanisms as a basis for the
framework composition. Considering it is capable of managing uncertainty by capturing
inconsistency and readjusting the system’s configuration. Eventually, the various
modules of the framework are depicted.

This paper has investigated the problem regarding IoT fleets adaptation and proposed
a framework for developers to build adaptable applications. Future work includes the
validation and implementation of the framework using the VariaMos [30] Tool [31],
and an agriculture field case study.
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Abstract. Nowadays sharing data among organizations plays an impor-
tant role for their collaboration. During collaborations, the organizations
need to access shared information while respecting the access control
constraints. In addition, most organizations rely on cloud based solu-
tions to store their data (e.g. openstack). In such platform, data access
is regulated by Access Control Lists (ACLs). ACL defines static access
rules. It assumes the knowledge of the whole set of users and possible
access requests. This make ACL unusable in collaborative context due to
the dynamic nature of collaborative sessions. In this paper, we consider
ABAC, a flexible and fine-grained model, as an access control model for
cloud-based collaborations to overcome the ACL limitations. We pro-
vide an architecture that integrate ABAC in the storage level of a cloud
platform.

Keywords: ABAC model · Swift · Collaborative session · Access con-
trol

1 Introduction

Nowadays, sharing information among multiple organizations plays an impor-
tant role to ensure an optimal utilization of distributed resources to improve
productivity and profits. In order to reach this objective, a tight collaboration
among organizations should be established. Collaborative applications allow a
group of users to collaborate, communicate and cooperate through distributed
platforms in order to perform common tasks, such as document sharing.

As most organizations rely on cloud-based solutions to store their data, cloud
platforms [1] provide a considerable convenience to support the collaboration as
well as the information sharing [8]. In this direction, OpenStack cloud platform
represents a very interesting solution. OpenStack [6] is an open source IaaS
(Infrastructure as a Service) software adopted by many cloud service and tech-
nology providers such as Rackspace, IBM, Dell and RedHat.

During collaborations, the organizations need to access and use the informa-
tion shared by other collaborating organizations. This information often contains
sensitive data. It is meant to be shared only during specific collaborative sessions
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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[5]. This arises the access control issue [4]: The organizations need strong access
control model to permit or deny a specific request of other organizations.

Using OpenStack cloud platform, the collaborating organizations store their
data and information as objects in the Swift storage [7] (an object storage service
in OpenStack). Swift uses the access control lists (ACL) to manage the access
permissions. However, ACL model is too simple, static, and a coarse-grained
model that does not provide the rich semantics for the collaboration. During a
collaborative session, users may intervene dynamically without a prior knowl-
edge of which user will access which objects. Specifying access rules during a
collaboration is a difficult even an impossible task to accomplish using ACL. A
fine-grained access control model is mandatory to support the requirements of
the collaborative systems [5].

In this direction, Attribute Based Access Control model (ABAC) is of a great
interest. ABAC model [9,10] overcomes the limitations of the classical access con-
trol models (i.e., ACL, MAC and RBAC). This model is adaptive and flexible.
ABAC is more suitable to describe complex, fine-grained access control seman-
tics, which is especially needed for collaborative environments. In ABAC, access
requests are evaluated based on the user attributes, the object attributes and
the environment attributes. Therefore, in this paper, our main contributions are
twofold: (1) Ensuring the access control dynamicity in collaborative session on
the cloud based on the ABAC model. (2) Providing an architecture to integrate
ABAC in the storage level of the cloud and providing an enforcement model.

The paper is organized as follows: Sect. 2 presents the background of this
work. In Sect. 3, we present the related work. Section 4 describes the suggested
architecture and the enforcement model. Section 5 discusses the implementation
performance. Finally, we conclude in Sect. 6.

2 Background

This section aims to present the necessary background of this work. This section
mainly focus on the presentation of the concept of Cloud based collaborative
application. Then, it gives an overview of the OpenStack cloud platform. Finally,
it presents the attribute based access control model.

Cloud based collaborative applications. Collaborative applications are
among the services that can be provided by the cloud computing. They enable
collaboration among users from the same or different tenants of a given cloud
provider [2,3]. During collaborations, the participants need to access and use
resources held by other collaborating users. These resources often contain sensi-
tive data. They are meant to be shared only during specific collaborative session
[5]. The collaborative session is an abstract entity, comprising a set of users,
called members of the session, playing the same or different roles. These users
may have concurrent access to shared objects in this session depending on the
access control policies. As most organizations rely on cloud-based solutions to
store their data, cloud platforms provide a considerable convenience to support
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the collaboration. In this direction, OpenStack cloud platform represents a very
interesting solution.

Openstack. OpenStack is a robust open-source IaaS software for building pub-
lic, private, community or hybrid clouds. OpenSteck is adopted by many cloud
providers such as Rackspace, IBM and RedHat. OpenStack contains the fol-
lowing components: Nova, Swift, Glance, Cinder, Keystone, and Horizon. Each
component acts as a service which communicates with other sevices via message
queues. Keystone provides authentication and authorization for all OpenStack
services. In our work, we focus on the Swift object storage. Swift is a multi-
tenant, highly scalable and durable software defined storage system designed to
store files, videos, virtual machine snapshots and other unstructured data [7]. It
allows building, operating, monitoring, and managing distributed object storage
systems that can scale up to millions of users.

The Account Server is responsible for listings of containers, while Container
Server is responsible for listings of objects. A container is a mechanism that stores
data objects. An account might have many containers, whereas a container name
is unique. A user represents the entity that can perform actions on the object in
the account. Each user has its own account and is associated to a single tenant.
Swift uses the access control lists (ACL) to manage the access permissions. In
fact, the ACL model defines static access rules. It is not suitable for collaborative
environment. In this direction, Attribute Based Access Control model (ABAC)
is of a great interest.

ABAC Model. ABAC is an adaptive and a flexible access control model for
the collaboration in the cloud. The core components of ABAC model [9] are:

– U , O and E represent finite sets of existing users and objects and envi-
ronments respectively. A is a finite set of actions might be noted A =
{create, read, update, delete}.

– UATT , OATT and EATT represent finite sets of user, object and environ-
ment attribute functions respectively.

– For each att in UATT ∪OATT ∪EATT , range(att) represents the attribute’s
range, which is a finite set of atomic values.

– attType : UATT ∪ OATT ∪ EATT → {set, atomic}, specifies attributes as
set or atomic values.

– Each attribute function maps elements in U to an atomic value or a set
• ∀ua ⊆ UATT. ua : U → Range(ua) if attType(ua) = atomic
• ∀ua ⊆ UATT. ua : U → 2Range(ua) if attType(ua) = set

– Each attribute function maps elements in O to an atomic value or a set
• ∀oa ⊆ OATT.oa : O → Range(oa) if attType(oa) = atomic
• ∀oa ⊆ OATT.oa : O → 2Range(oa) if attType(oa) = set

– Each attribute function maps elements in E to an atomic value or a set
• ∀ea ⊆ EATT.ea : E → Range(ea) if attType(ea) = atomic
• ∀ea ⊆ EATT.ea : E → 2Range(ea) if attType(ea) = set

– An authorization that decides on whether a user u can access an object o
in a particular environment e for the action a, is a boolean function of u,
o, and e attributes: Rule: authorizationa(u, o, e) → f(ATTR(u), ATTR(o),
ATTR(e)).
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3 Related Work

In the Task based access control [13] (TBAC), the permissions are granted in
steps that are related to the tasks progress. The TRBAC [14] model is con-
structed by adding task to the RBAC model. In TRBAC, the user has a rela-
tionship with permissions through roles and tasks. On the other hand, in the
Team Access Control Model (TMAC) [12], the permissions are granted to each
user through its role and the current activities of the team. These models enable
fine-grained access control but they do not incorporate contextual parameters
into security considerations and do not support dynamic collaboration during
collaborative sessions.

Current access control models for cloud are built on role-based access control
(RBAC). There have been very few works for implementing ABAC in cloud.
Attributes based access control (ABAC) [10] model brings out many advantages
over traditional identity or role based models. Jin et al. [15] present an ABAC
framework for access control in cloud IaaS. This paper provides formal models
for the operational and administrative aspects of this framework for cloud IaaS.
Authors present the implementation of the models based on the open source
cloud platform OpenStack. However, this ABAC framework is not dedicated for
the swift environment.

Biswas et al. [16] proposes an extension of Swift Object Server where policies
might be specified on a Swift object at the content level and let different users
access different parts of it. Biswas et al. [17] presents an attribute based protec-
tion model for JSON documents. Security-label attribute values are assigned to
JSON elements and authorization policies are specified based on these attribute
values. This approach is specific to JSON documents, whereas our suggested
architecture might be applied to any objects.

4 Architecture and Enforcement Model

In this section, we present the implementation of the ABAC model on the swift
storage component. First, we describe the architecture of the extended ABAC
module. Then, we present the enforcement model. Finally, we evaluate the imple-
mented approach to demonstrate its feasibility.

4.1 System Architecture

We implemented the ABAC model on the swift storage component. This compo-
nent acts as a service that communicates with other components (Nova volume,
nova compute, nova network, glance and keystone) via message queues. These
components are loosely coupled. Keystone is the identity service used by Open-
Stack for authentication and authorization. It provides a token signed by each
users private key.

Let us consider a telemedicine scenario where the School Hospital (SH), the
Emergency Medical Services (EMS), and the Home Hospital (HH) are three
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collaborating organizations. These organizations share a common private cloud
openstack. We consider that these organizations use the swift component for the
storage service. In this use case, each organization is assigned to a swift account.
(e.g. the accounts ACC SH, ACC EMS and ACC HH represent the organizations
SH, EMS and HH respectively).

This cloud provides a service of collaborative sessions for these organisations.
This service allows a group of users, from different tenants, to collaborate in order
to observe and treat a patient admitted in the Home Hospital (HH) emergency.
In this example, we have a collaborative session CS1 of a telemedicine type.
During a collaborative session, users may intervene dynamically without a prior
knowledge of which user will access which object.

In order to support ABAC Model in the OpenStack Swift environment and
overcome the limitations of Swift ACL, we propose to extend the Swift com-
ponent by implementing a new ABAC Module (Fig. 1). The ABAC module is

Fig. 1. The system architecture
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composed of five components: User attributes, object attributes, environment
attributes, authorizations and the policy decision component. In the following,
we describe each of these components:

– User attributes: The security administrator defines the user attributes as
a function that takes user as input and returns a value from the attribute’s
range. (user1 : attr1 : val1) means that for the user user1 the value of
the attribute attr1 is val1. For example, a user attribute function such as
Role ∈ UATT maps user1 ∈ U to a value neurologist. Furthermore, the
cloud administrator defines the attribute function UOwner to specify the user
owner. For instance (user1 : UOwner : ACC SH) means that the user user1
is owned by the account ACC SH. Finally, the administrator defines the
attribute function JoinCS to specify which users could join the collaborative
sessions. The value of this attribute is either true or false. (user1 : JoinCS :
true) means that the user user1 could participate in the collaboration.

– Object attributes: The tenant administrator assigns the object attributes
as a function that takes object as input and returns a value from the
attribute’s range. (obj1 : attr1 : val1) means that for the object obj1 the value
of the attribute attr1 is val1. Furthermore, the cloud administrator defines
the attribute function OOwner to specify the object owner. For instance
(MR1 : UOwner : ACC HH) means that the object MR1 is owned by the
account ACC HH. Finally, the administrator defines the attribute function
SharedCS to specify which objects could be shared in the collaborative ses-
sion. For example, (Per info1 : SharedCS : false) means that the object
Per info1 (personal information) could not be shared in the collaborative
session.

– Environment attributes: The security admin defines the environment
attributes that describe the environment parameters which represent the
context in which the information access occurs. This repository is respon-
sible for users management (e.g. to join/leave the collaborative session).
The members of the collaborative sessions are specified with the attribute
Member as follows: (CS1 : Member : {ACC user1, ACC user2}) means
that for the collaborative session CS1 the value of the attribute Member is
{ACC user1, ACC user2}.
Regarding the shared resources management: (CS1 : Shared : {MR1,MR2})
means that for the collaborative session CS1 the value of the attribute shared
is {MR1,MR2}. Moreover, in this component the tenant admin defines other
attributes related to the collaborative session such as: Template [5] (a pattern
for a collaboration activity), State of the session. Finally, the administrator
specifies the tenant trust relation established by the truster account as defined
in [11] in order to support cross-domain collaboration. These relationships
are specified with the attribute function trustUser as follows: (ACC SH :
trustUser : ACC EMS), which means that the tenant ACC EMS is autho-
rized to assign values from ACC EMS’s user attributes to Tenant ACC SH’s
users that will join the collaborative sessions. In order to support the resources
sharing in a collaborative session owned by another tenant, the tenant admin-
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istrator defines a new trust relationship by using the attribute function
trustObject as follows: (ACC SH : trustObject : ACC EMS), which means
that the tenant ACC EMS is authorized to assign values from ACC EMS’s
object attributes to tenant ACC SH’s objects that will be shared in the
collaborative sessions.

– Authorizations: The administrator specifies the authorizations policy. In
our scenario, we consider that each tenant defines its policy rules. Note that at
this level, we suppose that the security policy rules are valid and conflict-free.
The policy rules are specified here as follows: read−u : role : tenant admin∧
cs : template : neuroEmergency ∧ cs : member : u ∧ cs : shared : o ∧ o :
objecttype : MR ∧ u : UOwner : UH ∧ o : OOwner : UH, which means
that for the action ’read’, this authorization is valid if only if : (1) The user
u plays the role tenant admin in the session cs; (2) There is a collaborative
session cs that is an instance of the template neuroEmergency; (3) The user
u is member of the collaborative session cs; (4) The object o is shared in the
session cs; (5) The object type of o is the MR (medical record); (6) The user
u is owned by the tenant UH; (7) The object o is owned by the tenant UH.

– Policy decision: This component is responsible for evaluating the access
request to the resources in the collaborative session based on the collected
attributes values and authorizations. When a user sends a request to access
a resource stored in the cloud swift, the policy decision component evaluates
this request according to the policy rules in order to decide whether the user
is authorized to access this resource or not.

4.2 Enforcement Model

The ACL model defines static access rules. During a collaborative session, a set
of users from the same or different tenants join this session and share multiple
resources. In our use case, user1, user2, user3, user4 and user5 are the members
of the collaborative session CS1 and the objects MR1 and Scan1 are shared in
this session.

A general authorization process for Swift component with ABAC module is
illustrated in Fig. 2. When the user user1 attemps to access the resource MR1
stored in the swift. First, (1) The user requests keysone to get his/her token. (2)
Keystone generates a token and sends it to the user. (3) The user sends a request
to ABAC module by using his/her token to access the resource MR1. The Policy
decision component receives this request to evaluate it. (4) During the evaluation
process, the policy decision component requests the components: user attributes,
object attributes and environment attributes. (5) to receive user1’s attributes,
MR1’s attributes and the attributes related to the collaborative session wherein
this user is member. (6) The policy decision component requests the authoriza-
tions component and (7) receives all the policy rules stored in this component.
These attributes and policy rules will be used by the policy decision to evaluate
access request in order to decide whether the user is authorized to access this
resource or not. (8) the policy decision will execute an ACL command to assign
the authorization decision (permit or deny) to the user in the swift environment.
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Fig. 2. The enforcement model

(9) The policy decision component executes a swift API command in the swift
component using user1’s token in order to send the user1’s access request to
swift. (10) user1 access to the resource MR1 if the authorization decision is
permitted.

5 Implementation and Evaluation

In this paper, we implement the ABAC model on the swift storage component
of openstack. Our experiments were run on a virtual machine with the following
characteristics (Memory 1024 MB, 2 cores CPU, Hard Disk 30 GB). We consider
the download time of a Swift object with and without ABAC module. We observe
that the performance of enforcing our approach depends on many factors, such
as numbers of rules, number of attributes and number of concurent collaborative
sessions. In our analysis, we have used a synthetic dataset that contains up to
500 rules, 200 user attributes and 25 concurent collaborative sessions.

Figure 3(a) shows that the average time to authorize the access to a Swift
object increases with 25% and 30.5% for policies of 100 and 500 rules respectively
using the ABAC Module. The waiting time for getting a policy decision becomes
larger when there are too many authorizations to be collected. We acknowledge
that our implementation works well for a medium number of authorizations.

Furthermore, we compute the running time for access/deny decisions to a
Swift object with and without ABAC module for 200 rules and user attributes
with 40 to 200 UA assignments. Figure 3(b) shows that the average time for
download of a Swift resource increases with 26% and 33% for 40 and 200 user
attributes assignments respectively using ABAC Module. We acknowledge that
our implementation works well for a medium number of authorizations.
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Fig. 3. Running time overhead for access/deny decisions

Finally, we compute the running time for access/deny decisions to a Swift
object with and without ABAC module for 500 rules, 80 UA assignments and
number of concurrent collaborative sessions with 5 to 25 active ones.

Figure 3(c) shows that the average time for access/deny decisions to Swift
resources increases with 30.5% and 61% for 5 and 25 concurrent collaborative
sessions respectively using the ABAC Module. We observe that our implementa-
tion works well for a medium number of active concurrent collaborative sessions.
The overhead reaches 61% in an unusual situations where there are 25 concurrent
parallel collaborative sessions.

6 Conclusion

In this paper, we provide an architecture that integrates ABAC in the stor-
age level of the cloud platform. This arcitecture is implemented on the cloud
platform Openstack to allow the use of the access control policies based on the
ABAC model. It interacts with the Swift component of Openstack for policy
enforcement. Therefore, this arcitecture provides a fine-grained access control
to support collaborations between multiple organizations allowing a secure data
sharing during a collaborative session. The evaluation results have shown that
the suggested approach has a very limited overhead when the ABAC module is
used.
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Aydoğan, R., Hadfi, R. (eds.) Modern Approaches to Agent-based Complex Auto-
mated Negotiation. SCI, vol. 674, pp. 153–167. Springer, Cham (2017). doi:10.1007/
978-3-319-51563-2 10

12. Thomas, R.: TMAC: a primitive for applying RBAC in collaborative environment.
In: 2nd ACM, Workshop on RBAC, Fairfax, Virginia, USA, pp. 13–19 (1997)

13. Thomas, R., Sandhu, R.: Task-based Authorization Controls (TBAC): a family of
models for active and enterprise-oriented authorization management. In: 11th IFIP
Working Conference on Database Security, Lake Tahoe, California, USA (1997)

14. Sejong, O.H., Park, S.: Task-role-based access control model. Inf. Syst. 28(6), 533–
562 (2003)

15. Jin, X., Krishnan, R., Sandhu, R.: Role and attribute based collaborative admin-
istration of intra-tenant cloud iaas. In: 2014 International Conference on Collabo-
rative Computing: Networking, Applications and Worksharing (CollaborateCom),
pp. 261–274 (2014)

16. Biswas, P., Patwa, F., Sandhu, R.: Content level access control for OpenStack swift
storage. In: CODASPY, pp. 123–126 (2015)

17. Biswas, P., Sandhu, R., Krishnan, R.: An attribute based protection model for
JSON documents. In: NSS, pp. 303–317 (2016)

http://csrc.nist.gov/publications/drafts/800-145/Draft-SP-800-145-cloud-definition.pdf
http://csrc.nist.gov/publications/drafts/800-145/Draft-SP-800-145-cloud-definition.pdf
http://www.openstack.org/
https://swiftstack.com/openstack-swift/architecture/
https://swiftstack.com/openstack-swift/architecture/
http://dx.doi.org/10.1007/978-3-642-31540-4_4
http://dx.doi.org/10.1007/978-3-319-51563-2_10
http://dx.doi.org/10.1007/978-3-319-51563-2_10


Smart Energy and Disaster Management



Evaluating Query Energy Consumption
in Document Stores

Duarte Duarte and Orlando Belo(✉)

ALGORITMI R&D Centre, University of Minho, 4710-057 Braga, Portugal
obelo@di.uminho.pt

Abstract. Today’s system users demand fast answers when querying their own
databases. Their impatience still high when waiting for the results of a query when
they take more than one or two seconds to appear on the screen. However, having
fast querying answers it is not the only aspect that determines the quality of a
database system we are using, but also the energy consumption involved with.
The development of database systems increasingly economic in terms of energy
consumption has led to great technological advances in this area. Today, many
of the entities that manage large data base systems pay particular attention to this
issue, not only for environmental reasons but also for economic reasons, obvi‐
ously. In this paper we address the issue of queries energy consumption evaluation
in database systems, with particular emphasis to those that are executed in a envi‐
ronment of a document store. Based on the information provided by the execution
of a query in MongoDB, we designed and developed a process that determines
the energy consumption of queries launched in a document store, approaching
different alternatives in query designing, implementation and execution.

Keywords: Document stores · NoSQL · Query processing · Energy consumption
plans · Green computing · Green queries · And MongoDB

1 Introduction

For a long time, relational database management systems have dominated database
systems market. Although still constitute the most common data model used in database
systems, from the time intensive data processing applications (big data applications)
began to be common. Thus, other data models began to gain their place in this market,
having very sophisticated solution for large databases, with performance, storage and
scale characteristics quite interesting when compared to the traditional relational data
model—e.g., key-value, wide-column, graphs and document stores [10]. In general
terms, we can say that these data models are the ones that support today the large emer‐
gence of the overall NoSQL approaches. They sustain a large number of real world big
data applications, providing support for large scalable, reliable and fast databases.
However, as it happens in relational database systems, NoSQL systems consume also a
lot of energy in querying processing. In order to evaluate their energy consumption, we
selected one of the NoSQL systems that is quite popular and highly adopted in many
database systems applications: the document stores, also known as document-oriented
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databases [12]. The use of this type of NoSQL database is growing significantly as well
is the energy concern in the IT domain. This induced us to study and develop a process
to allow for evaluating the energy consumption carried out by queries executed in a
document store, providing as well as some specific information for design and imple‐
ment less energy consuming queries. Our idea is quite simple. The power consumption
of a query alone is something that we could classify as ridiculous. However, in an envi‐
ronment of a document store in which thousands of queries are executed every day, at
the month-end the sum of the energy consumption of all queries is no longer a ridiculous
thing, on the contrary.

In this paper we present the work we have done for evaluating querying energy
consumption in a document store management system. The main goal of this work was
to establish an effective way to determine energy consumption of different querying
approaches that produce the same results, pointing out the less energy-consumption one
without degrading its execution time, if possible. We intend to contribute for reducing
as much as possible the energy consumption of querying processes in document stores
without affecting its performance on providing results. Next, we present a brief related
work about energy consumption in database systems (Sect. 2), exposing the way how a
document store system process a query (Sect. 3), and how we evaluated the energy
consumption of a query in a document store maintained in MongoDB [11] (Sect. 4),
with particular emphasis on its implementation and validation. Finally, we present the
usual section of conclusions and future work (Sect. 5).

2 Related Work

In 2008, Khargharia et al. [5] warned of the need to manage well the consumption of
energy and to create environmental standards for reducing power consumption in
computer platforms, with a framework and a methodology for autonomous energy
management in data centers. But it was only the following year, with the appearance of
Claremont report [1] that concerns about power consumption in database systems were
well evidenced for all stages of their development process. In that same year, also
Harizopoulos et al. [4] alerted architects and database system builders about the great
energy consumption the systems they built do, pointing out several relevant aspects that
could improve substantially the reduce of energy consumption. Meanwhile, other initia‐
tives were done. Note, for example, the works done by Lang and Patel [7] and Lang et al.
[8], in which were designed and developed, respectively, some energy efficient data
processing techniques changing performance by energy reduction, and a framework for
energy-aware database query processing, augmenting query plan optimization and adding
some complementary information for energy consumption prediction, and producing an
energy response time profile. In the same year, Rasmussen [13] presented another
approach for energy consumption estimation of database operations, and Kunjir et al. [6]
demonstrated some valid alternatives to reduce the peak of energy consumption on data‐
base management systems in tasks involving complex SQL queries processing. Later, in
2014, Gonçalves et al. [3] presented another method for estimating at compile time the
energy consumption of database operators integrated in a query execution plan, building
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up its corresponding energy consumption plan for executing the query. Later, the same
authors extended their work to the data warehousing systems domain, evaluating the
energy consumption of a conventional star-query launched in a data warehouse [2]. All the
works referred here are only a small part of a large set of initiatives especially oriented to
reduce the energy consumption in many functionalities and services of database systems.
The majority of these works approached querying processing in relational databases
systems. To the best of our knowledge, and based on the search we made in the literature
and in the Web, there is not for now any kind of initiative covering the issue of energy
consumption in NoSQL database systems or document stores in particular.

3 Querying Processing in Document Stores

Studying the basic structure of a query in a document store and the execution plan built
by the system to execute it, we get detailed information about the most elementary
element used and the resources involved with, processing time and memory usage. To
support this work over document stores we selected one of the most successful products
in this field, which has been the preference of many NoSQL users for the last few years:
MongoDB [10]. Basically, processing a query is an act of converting a search instruction
for a given database written in some querying language and translating it into a set of
primitive commands understandable by a system database. Additionally, processing a
query also includes choosing the most efficient method to get the results corresponding
to the querying instruction. In a relational database system, the queries are usually
defined in SQL. However, this is not the case in non-relational databases, including
document stores systems. In MongoDB queries are made in JavaScript. They have a
different processing when compared to conventional relational database systems. A
query in MongoDB is processed into two main steps: planning and execution. In the
first step, the system aims to discover the best way to execute the query, assessing what
it needs to be executed, the order for executing the various elements of the query, and
how it will perform them defining a querying plan. Then, in the second step, the system
performs the querying plan defined in the previous phase, using when possible the
indexes defined on the collection in which the query will be executed so that its results
may be obtained faster.

Fig. 1. An example of a query in MongoDB.

To understand a little better what we done to evaluate the energy consumption of a
query, it is useful to see how queries are in fact implemented in MongoDB. Queries in
MongoDB return a set of documents that are contained in a given collection. For this,
MongoDB provides a specific method: db.collection.find(). Let’s see how this happens,
analyzing the execution of a very simple query that is presented in Fig. 1—a query that
provides us the first 10 orders recorded in a document store that have a quantity greater
than 20. The query is organized in four distinct blocks, which are marked, respectively,
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with 1, 2, 3 and 4. The block 1 includes a predicate defining what you want to search,
which is, in this case, all documents in the collection that has orders with a quantity
greater than ‘20 ‘- {“quantity”: {$gt: 20}}. Next, in block 2, a projection is set, indicating
which fields should be included the results—{_id: 1 quantity: 1}, and in block 3 is
indicated which is the field that will define the presentation order of the results and the
sort criterion—{quantity: −1}, which is in this case a descending sort (‘−1’). Finally,
the block 4 includes the results cursor modification (limit (10)), which limits the number
of documents in the result set. After defining the query we want to process, we submit
it to the MongoDB’s engine to be executed. The choice of an execution plan is made
using a specific caching system, which maintains all the execution plans used previously
that were considered viable for correspondent queries. Then the plan that was choose
for the query will always be used in all future executions of the same query. However,
if there is no implementation plan already established for the query, MongoDB will
generate a new execution plan for it. The execution plan capable of responding to a
particular query can be obtained adding the explain() command to the query. The explain
command allows for consulting the execution plan for a given query and for obtaining
statistics about its execution. The results produced by the command explain are
presented in the form of a state tree. Figure 2 shows a small excerpt of an execution plan
that was generated by MongoDB for the query presented previously in Fig. 1.

Fig. 2. An excerpt of a query’s execution plan.

MongoDB leaves “footprints” during the execution of a query. They can be analyzed
later, in order to understand the various states passed by MongoDB’s engine during the
execution of the query. For example, in Fig. 3 we can see the tree of corresponding states
to implement the query of Fig. 1. The execution of the query was divided into five states,
namely: (a), (b) the CollScan, (c) the Filter, (d) Sort, (e) Limit and, finally, (f) Projection.
The CollScan is able to do research on a collection and return the documents in this
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collection. These documents are passed to the Filter condition and are filtered according
to the query that has been set. In this case the query restricted all documents had to
exceed 20 units. The remaining documents carried over to the Sort state where they will
be sorted according to defined key.

a 

b 

da 

c d e f 

Fig. 3. The state tree of the execution of a query.

4 Defining an Energetic Comsumption Plan

The model we propose allows for a document store system administrator to compare the
energy level consumption made by different queries. With this it is intended that, in
addition to the definition of an execution plan for the query, something quite usual in
most DBMS, you can now also possible to calculate the total energy consumption made
in implementation. With this information we can improve the query or choose another
to produce the same result. Let’s see now, how we defined the energy measurement
process of a query in MongoDB (Fig. 4a). In general terms, a query (A) is sent for
execution (a) and analysis to the environment for energy consumption assessment (c).
Then, using a specific meter (c), the measurement of the energy consumption is made
(c1) from the time the query starts to run (b). Finishing the execution of the query also
finishes the measurement of its energy consumption (c2). Then, the measurement
process ends, returning a set of documents as the result of the query along with some
energy consumption data gathered during the execution of the query. However, we can
see a more low level view presenting the main tasks of the querying and energy meas‐
urement processes (Fig. 4b). As we can see, the process starts sending the query (A) for
the energy consumption evaluation environment and preparing its execution (a). Then,
the system gets the most efficient execution plan (b) for the query in the caching system
and initiates the execution of the query (c) and, simultaneously, the energy meter starts
measuring the energy consumption of the query (d). When the execution of the query
ends, the energy measurement process is terminated, and the querying results are joined
(e), integrating the documents that satisfy the query and the correspondent energy
consumption data. Finally, the system returns the results (f) in a JSON file (B).
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Fig. 4. A schematic view of the energy consumption process.

To support the execution and energy consumption tests we used an operational
system integrating four processors Intel(R) Core(TM) i3-2100 CPU @ 3.10 GHz, each
one with 8 GB of RAM, using as operating system the Ubuntu 14.04.4 LTS, and as
document store management system MongoDB, version 3.2.6. The energy consumption
meter was implemented in RAPL Power Meter using the driver RAPL (Running
Average Power Limit) from Intel. For programming the services of the energy consump‐
tion meter we used jRAPL, a variant of the JAVA programming language for the RAPL
Power Meter. Using the jRAPL, the results of the evaluation of the energy consumption
of the query are a combination of three distinct values, which are related namely with
the energy consumption of the: RAM, processing unit, and evaluation process
programs [9].

In order to implement the energy measurement process of a query in MongoDB it
was necessary to create a specific mechanism to start the measurement process, execute
the query, obtain the results (related to the execution of the query and its energy
consumption) and finally, finish the process. All this was done in jRAPL. Thus, to
determine the energy consumed by a query with a nice accuracy level, we executed 25
times all the queries we designed for our tests, always measuring each time the energy
consumption. The final energy consumption of the query was calculated using the
average of all energy consumption values recorded each time the query was executed.
Despite the meter provide the total value of the energy consumption of all the queries,
we need to have into account that this value can be influenced by other sources that
usually affect the operation of the system, and of course its energy consumption. In order
to withdraw the amount of energy absorbed by these sources, we had to analyze the
energy consumption of the system in an idle state, having no query or application
running. Thus, the system was monitored 100 times, during 10 s each monitoring time,
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and then the average energy consumption value was calculate taking into account all the
measurements made each time the system was monitored in idle status.

To demonstrate the utility of the consumption model we developed, and evaluate the
energy consumption of a given query in a document store, we prepared ten distinct
queries. Then, we grouped them two by two. Each group of two queries returns the same
results, which means that the queries are equivalent, but are executed in different ways.
For this, one query group was implemented using Map/Reduce (M/R), and the other was
implemented using the MongoDB’s aggregation functionality (Aggregation). All the
queries were used over the same document store in a MongoDB system, containing a
collection of 150 000 documents produced by the TPC-H [14] and converted for a format
compatible with MongoDB, mapping the relational data to a document store with
embedded documents containing replicated data along different documents. This is
necessary due to the fact that it is not possible to join documents in MongoDB. To
validate the consumption model we developed, both in terms of execution time and
energy consumption, we selected a specific set of queries that were used over a document
store containing a single collection (“LineItems”) of 150 000 documents—Fig. 6
presents an example of one of the queries we selected, which returns a price summary
report.

Query1 M/R

1 var red = function(doc, out) { 
2 out.count_order++; 
3 out.sum_qty += doc.quantity; 
4 out.sum_base_price += doc.extendedprice; 
5 out.sum_disc_price += doc.extendedprice * (1 - doc.discount); 
6 out.sum_charge += doc.extendedprice * (1 - doc.discount) * (1 + 

doc.tax); 
7 out.avg_disc += doc.discount;}; 
8 var avg = function(out) { 
9 out.avg_qty = out.sum_qty / out.count_order; 
10 out.avg_price = out.sum_base_price / out.count_order; 
11 out.avg_disc = out.avg_disc / out.count_order; 
12 }; 
13 db.lineitems.group( { 
14 key : { returnflag : true, linestatus : true}, 
15 cond : { "shipdate" : {$lte: 19980801}}, 
16 initial: { count_order : 0, sum_qty : 0, sum_base_price : 0,  
17 sum_disc_price : 0, sum_charge : 0, avg_disc : 0}, 
18 reduce : red, 
19 finalize : avg 
20 });

Fig. 5. An example of a query in MongoDB M/R – Query1.

All queries follow the model presented in Fig. 5, M/R and another in Aggregation
and then were tested and analyzed their execution plans and energy consumption. As
mentioned above, in MongoDB resort to explain command. However, explain returns
a JSON document and to be more easily interpretable JSON was converted to a visual
level. However, the explain command is only valid in the aggregation model as M/R
does not. In terms of consumption, for each query is returned a list that discriminate
three types of consumption, namely memory consumption, CPU consumption and
package execution consumption. In Fig. 6a and b, respectively, we can see the results
for the three types of consumption of Query 1 for the case of use of aggregate framework
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and Map/Reduce respectively. With results equal to these and for all queries used for
testing was possible to reach a representative chart of all queries executions (Fig. 7).

a)

b)

Power consumption of dram: 0.0290893000004871 power consumption of cpu:
3.13843540000016 power consumption of package: 3.94761509999989 time:2186

Power consumption of dram: 0.00538629999937256 power consumption of cpu:
0.510784899999998 power consumption of package: 0.661329599999953 time:402 

Fig. 6. Consumption results for Query 1 using aggregation (a) and using M/R (b).

a) b)

Fig. 7. Energy consumption (a) and execution time (b) of all queries.

Figure 7 presents the energy consumption of all the queries used in this work. In this
figure, we can see that all the queries that have a lower energy consumption, except
query 1—the case of Map/Reduce—which had a great energy consumption. Further‐
more, the use of indexes in the queries also allowed for saving energy, except in the case
of query 1, just as before. As expected the use of indexes has clear advantages in having
better query execution time (except again for test 1), but would be expected to their use
would a disadvantage. It is something that occurs with the use of indices inserts become
slower and more costly the energy level. To verify this property we used two tests, one
of 50 000 insertions and another 100 000. These two tests were carried out for two cases
as and without indexes in the collection, before insertion already in the collection
100 000 documents—all the tests were performed 25 times each.

a) b)

Fig. 8. Energy consumption (a) and execution time (b) of insert operations.

Regarding the execution time, it seems that the use of indexes has some impact, as
expected. More specifically, the impact we measured was about 25.6% and 4.5%,
respectively, for the execution of 50 000 and 100 000 insert operations in the document
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store. This is due to the work that is required to add these new documents to the data
structure (a tree) that contains the correspondent indexes. In Fig. 8, we can see that the
use of indexes has an impact on the energy level for insert operations as it happened for
the execution time. This impact is about 5.6% and 3.4%, respectively, for the same insert
operations cases done before −50 000 and 100 000 inserts. With this, we verified the
advantage acquired when we done the inserts using a document store—an associated
negative weight. With regard to the energy consumption, despite the higher consumption
this is not very significant. Regarding the execution time for a large number of insert
operations, it has a reduced impact. In fact this impact is more relevant in the document
store if compared to the one of common search queries, as it happens usually in any
database. However, in a regular day of operation, in a database system insert operations
are much lower than the number of search operations.

5 Conclusions

Today, in all branches of activity, companies are discussing and promoting energy
consumption measures and actions in order to have more efficient energy consumers. In
information technology such concern is rising each passing day, with particular
emphasis in databases. See, for instance, the case of Google. The Google’s search engine
makes a day about 3.5 billion searches, and an abysmal number of 1.2 thousand of
billions searches per year, worldwide. Thus, if there is a way to save a tiny amount of
energy, even small, for each of these searches, it will be possible to transform that saving
in a huge amount of energy at the end of a year of activity. With this, companies with a
similar magnitude to Google can reduce significantly their energy costs and contribute
to the reduction of their ecological footprint—in the case of Google this is already a
concern.

In this work we presented and described a tool we implemented for helping document
stores administrators to assess the energy consumption of the different queries that are
usually launched in these systems. The way two different queries producing equal results
interact with the engine of a document store may cause a significant difference in the
energy consumed by each one of them. Modifying a query to optimize its energy
consumption could not be always possible, since such improvement can worse its own
execution time. Thus, sometimes the differences in the implementation of a query do
not allow for any kind of improvement in terms of energy consumption, due to some
kind of application or operational requisites. However, this was something that was not
observed in this work. We verified that the fastest queries were also the most energy
efficient, which is a very encouraging result. Despite this, more extensive tests must be
done to reinforce these results. Finally, we need also to do all the tests performed in this
study using a different document store management system, as well as a different appli‐
cation context with other operational conditions, in order to verify the findings we got
here—shorter execution time, lower energy consumption. However, this cannot be
generalized at the moment to all document stores management systems, since they all
have different kinds of implementations.

Evaluating Query Energy Consumption in Document Stores 87



Acknowledgments. This work has been supported by COMPETE: POCI-01-0145-FEDER-007
043 and FCT—Fundação para a Ciência e Tecnologia within the Project Scope: UID/CEC/
00319/2013.

References

1. Agrawal, R., Ailamaki, A., Bernstein, P., Brewer, E., Carey, M., Chaudhuri, S., Doan, A.,
Florescu, D., Franklin, M., Garcia-Molina, H., Gehrke, J., Gruenwald, L., Hass, L., Halevy,
A., Hellerstein, J., Ioannidis, Y., Korth, H., Kossman, D., Madden, S., Magoulas, R., Ooi, B.,
O’Reilly, T., Ramakrishnan, R., Sarawagi, S., Stonebraker, M., Szalay, A., Weikum, G.: The
claremont report on database research. Commun. ACM 52(6), 56–65 (2009)

2. Belo, O., Gonçalves, R., Saraiva, J.: Establishing energy consumption plans for green star-
queries in data warehousing systems. In: Proceedings of the 2015 IEEE International
Conference on Green Computing and Communications (GreenCom 2015), Sydney, Australia,
pp. 11–13 (2015)

3. Gonçalves, R., Saraiva, J., Belo, O.: Defining energy consumption plans for data querying
processes. In: Proceedings of the 4th IEEE International Conference on Sustainable
Computing and Communications (SustainCom 2014), Sydney, Australia, 3–5 Dec 2014

4. Harizopoulos, S., Shah, M., Meza, J., Ranganathan, P.: Energy efficiency: the new holy grail
of data management systems research. In: CIDR (2009)

5. Khargharia, B., Hariri, S., Yousif, M.: Autonomic power and performance management for
computing systems. In: Proceedings of 2006 IEEE International Conference on Autonomic
Computing, pp. 145–154 (2006)

6. Kunjir, M., Birwa, P., Haritsa, J.: Peak power plays in database engines. In: Proceedings of
the 15th International Conference on Extending Database Technology, pp. 444–455 (2012)

7. Lang, W., Patel, J.M.: Towards eco-friendly database management systems. In: CIDR (2009)
8. Lang, W., Kandhan, R., Patel, J.M.: Rethinking query processing for energy efficiency:

slowing down to win the race. IEEE Data Eng. Bull. 34, 12–23 (2011)
9. Liu, K., Pinto, G., Liu, Y.: Data-oriented characterization of application-level energy

optimization. In: Lecture Notes in Computer Science (including subseries Lecture Notes in
Artificial Intelligence and Lecture Notes in Bioinformatics), pp. 316–331 (2015)

10. Moniruzzaman, A., Hossain, S.: Nosql database: new era of databases for big data analytics-
classification, characteristics and comparison. Int. J. Database Theory Appl. 6(4), 1–14 (2013)

11. MongoDB: MongoDB. https://www.mongodb.com (2016). Accessed 19 Aug 2016
12. Person. L.: World NoSQL Market—opportunities and forecasts, 2013–2020 (2015)
13. Rasmussen, N.: A.p.c. determining total cost of ownership for data centers and network room

infrastructure. www.apcmedia.com/salestools/CMRP-5T9PQG/CMRP-5T9PQG_R4_EN.
pdf(2011). Accessed from 3 Sept 2016

14. TPC-H: TPC-H, An ad-hoc decision support benchmark. http://www.tpc.org/tpch/(2016).
Accessed from 19 Aug 2016

88 D. Duarte and O. Belo

https://www.mongodb.com
http://www.apcmedia.com/salestools/CMRP-5T9PQG/CMRP-5T9PQG_R4_EN.pdf
http://www.apcmedia.com/salestools/CMRP-5T9PQG/CMRP-5T9PQG_R4_EN.pdf
http://www.tpc.org/tpch/


Joint Energy Demand Prediction and Control

Mehdi Merai(&) and Jia Yuan Yu

Concordia Institute of Information System Engineering, Concordia University,
Montreal, QC H3G 1M8, Canada
m_erai@encs.concordia.ca

Abstract. Joint electricity predictor and controller (JEPAC) is a system that
allows energy suppliers to better predict their electricity grid activity and then,
optimize their energy production, management and distribution. In fact, the
more accurate the prediction is, the lesser its negative impact on the economy
and environment. Once the JEPAC system is installed in the energy consumer
place, it will collect indoor ambient parameters and energy usage and thus
predict the individual future consumption. This prediction will be frequently
transmitted to the energy supplier as a formatted commitment then later, the
same device will try to respect this commitment by adjusting wisely the user’s
appliances and HVAC. As a result, the energy supplier will then crowdsource
the global energy demand by aggregating highly detailed individual consump-
tion commitments. This will allow a better prediction and control of the future
energy demand.

Keywords: Machine learning � Smart grid � Energy prediction and control �
HVAC � Micro grid

1 Introduction

Forecasting accurate electricity consumption is a challenge. To perform this task,
electricity suppliers use aggregate prediction due to the lack of information about
individual electricity usage and behavior. If the utility suppliers predict energy con-
sumption at the scale of the individual service subscriber, they can better manage their
electricity grid; consequently, optimizing their energy production (for example; uti-
lizing more renewable energy for example) and improve their distribution [2]. In this
article, we propose a system that jointly predicts individual energy consumption and at
the same time, wisely adjusts the HVAC in order to maximize the fit with the per-
formed prediction. Then, the predicted individual usage details will be transmitted to
the energy supplier as a commitment in a structured format that can be automatically
processed. The energy consumption commitment will include a highly detailed pre-
diction performed based on the frequency defined by the energy supplier. This process
will be performed without impairing the privacy of the user. The individual energy
usage will be locally performed and the commitment will only include timely aggre-
gated energy consumption prediction. The energy supplier will therefore crowdsource
all predicted data to build an accurate and detailed energy demand prediction. Ulti-
mately the system will contribute to the emergence of a new electricity consumption
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paradigm. In fact, by helping energy supplier to better predict the energy demand, the
latter will directly benefit of an important positive economic and environmental impacts
that could be shared with the consumer as part of a reward system.

In Sect. 1, we introduce the JEPAC hardware architecture and the ambient
parameters it collects. The Sect. 2 describes the machine learning technics executed by
the device in order to predict the future energy consumption for an individual resi-
dence. In Sect. 3, we describe how the performed predictions are collected by the
energy supplier and how JEPAC maximizes the respect of those predictions. In Sect. 4,
we share the results of JEPAC device execution experience. Finally, in Sect. 5, we
describe our future work perspectives.

2 Ambient Parameters Collection

In order to collect and determine indoor ambient parameters, the JEPAC device will use
several sensors like temperature, humidity, Lux, etc., (a) [6]. The collected information
is directly consumed for the needs of the device (to adjust HVAC or to perform an
accurate prediction) or used to infer other information like user behaviour (example:
sleeping mode, travel mode, etc.), [4]. The JEPAC device will certainly insure its
primary role; adjusting appliances in order to reach a specific configuration of ambient
parameters (like temperature, humidity, etc.) like shown in (d). As part of the system,
the ambient parameters configuration could be specified by the end user or automati-
cally determined [9]. Indeed, the JEPAC device will be connected to the internet via a
regular internet router (c1). It requires an internet connection to get access to some web
services that provide external useful data that can’t be collected by its own sensors like

Fig. 1. The JEPAC system design
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outdoor weather. The internet access represented by f will also allow the JEPAC device
to send energy consumption commitments to a specific software hosted by the energy
provider (c2) to update the JEPAC embedded software when it is necessary (c2).

3 Regression Based Prediction

By collecting indoor, outdoor and behaviour usage data [8], the JEPAC device will
learn appliances configuration related to each ambient parameter combination (indoor
measurements, outdoor measurements and other useful data like energy consumer
behaviour). Then, the JEPAC device will use the predicted appliance configuration to
deduct the user future energy consumption that will be communicated as a
commitment.

In order to perform the energy consumption prediction, JEPAC uses an embedded
machine learning algorithm [7] and produce a commitment. It includes the energy
consumption prediction details during the entire following day. The prediction gran-
ularity is by default fixed to one prediction each hour. It means that each commitment
will include 24 predictions that cover the energy consumption of the proceeding day.
The number of predictions per day could differ depending on the accuracy level
requested by the energy supplier. As represented in Table 1, the training set will be
organized in separate slots, each represents a unique daily hour. Those slots will be
used as a training base for a set of regressions that output a set of predictions related to
each slot. Given that our regression model includes multiple regressor variables, we
opted for multiple linear regression [1], i.e., for all s = 1, 2, …:

Y
_

S ¼ h
_

S � XS

h
_

S ¼ arg min
xeRd

Xs�1

j¼1

ðYj � Xj � xÞ2

The entire slots predictions will represent the daily prediction that will be com-
muted as a commitment between the user and the energy supplier. It means that during
a day, the machine learning will predict a set of Ŷ where Ŷs = {Ŷ0, …, Ŷs} and s is the
time slot identification. The training set consists of a consistent dataset composed of
n records where each one is formed by a vector X which is paired with a value
Y. Considering Xs as inputs vector in the slot S having I features and N samples. We
can note it as follow: Xs = {xs, 0,0… xs, i, n} where xs, i, n is the ith input feature of the

Table 1. Training set for energy consumption prediction

Slot 0 Slot S

X0 Y0 Xs Ys
X0; 0; 0 � � �X0; i; 0
..
.

X0; 0; n � � �X0; i; n

Y0; 0
..
.

Y0; n

Xs; 0; 0 � � � Xs; i; 0
..
. ..

.

Xs; 0; n � � � Xs; i; n

Ys; 0
..
.

Ys; n
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nth JEPAC collected sample in a time slot s. Y is collected by the energy supplier using
the smart meter installed at the user location.

3.1 Prediction Driven Control

The JEPAC device will act as a controller by adjusting the user appliances in order to
respect the predicted electricity usage committed with the energy supplier. The
appliance control can also be managed based on the user preferences and behaviour
(sleeping mode, travel mode, outside mode, etc.). In fact, JEPAC gives the priority to
the manual configurations in order to allow the user to have the final control of his
appliances. JEPAC extends the reactive systems like the proportional controllers.
Those ones are mainly based on a feedback loop that control their behavior dynami-
cally. A simple reactive system acts as a proportional controller [10]. Like the
non-smart thermostats, the proportional controller collects a current state y(t) through
its sensors and compares it with a desired one z(t). Then, it calculates the difference
between these values in order to determine the error e(t) that will proportionally adjust
the system to reach the desired output.

In general, the proportional controller algorithm follows a mathematical model that
Eq. 1 describes. We consider that uout(t) refers to the proportional controller algorithm
output. In our case, JEPAC is coupled with an HVAC system. So uout(t) refers to the
control action taken by JEPAC and decides how much electricity the appliance system
should supply to reach the setpoint. Kc refers to the proportional gain that adapts the
magnitude of input signal collected by the JEPAC system to the magnitude used for by
the JEPAC controller. However, in our system the reference setpoint is automatically
defined and results from the combination between the commitment c(t) and the user
manual configuration z(t). y(t) refers to the current ambient state collected by the
JEPAC system through its sensors. Finally, u0 refers to the control action taken by
JEPAC which is necessary to maintain ambient parameters at the steady state when
there is no error.

uoutðtÞ ¼ KcðzðtÞ � yðtÞÞþ u0 ð1Þ

The JEPAC augments the proportional controller by taking the committed energy
consumption into consideration. As in Fig. 2, rather than trying to reach only a user
defined setpoint z(t), the current system reference will consider a combination of the
energy consumption commitment c(t) (resulting from the learning model) and the user
desired setting z(t). The JEPAC system is composed by coupling the prediction system
(represented by the orange boundary) and the controller (represented by the blue
boundary). The prediction system forecasts the future energy consumption, and sends it
to the energy supplier as a commitment c(t). This commitment will be used the fol-
lowing day in conjunction with the manual settings z(t) in order to control the HVAC.
More specifically, the system will update the reference initially defined by the user with
a temporary setpoint respecting the commitment made between the energy consumer
and the energy supplier. The difference between the commitment setpoints and the user
defined ones should be smaller than a certain ratio in order to ensure that the system
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meets at a certain level the user comfort desires. Also, the end user has the possibility to
explicitly ignore the commitment setpoint.

In general, by adding the commitment data to the initial control system reference,
different strategies with different advantages and costs can be considered. As repre-
sented in the Eq. 2, the function f (c(t), zs(t)) that represents the new control system
entry can be updated by the user as needed. More strategies will be part of our future
work.

uoutðtÞ ¼ Kcðf ðcðtÞ; zðtÞÞ � yðtÞÞþ u0 ð2Þ

Algorithm 1. Future consumption prediction and
commitment 

Result: Energy supplier aggregates individual predictions to
evaluate the global energy demand 

1. Use an existing training set to train the machine learning algorithm; 
for each day d (example: Sep 1st) do

for each time slot s (example: 13h00) do
1 Provide an energy consumption prediction Ŷs; 
2Add Ŷs to the commitment c(t) (that includes the next 
day electricity consumption);

end
3.1 As soon as the commitment c(t) is fully completed, 
display its content in a user-friendly way (Optional step); 
3.2 Wait for the users’ commitment confirmation c(t) (Optional 
step); 4 Send the commitment c(t) to the energy supplier; 
5 At d, energy supplier will c(t) energy consumption 
commitment; 6 At d + 1, Adjust the users’ appliances in
order the respect the energy consumption communicated in
c(t);
7 At d + 1, the energy supplier compares real energy consumption et
to the predicted one e!(t) previously communicated in c(t) to
produce δ. δ measure how much the energy consumption 
prediction (already received) fits with the real consumption; 
8 In addition to e(t), the energy supplier will use δ rate to
determinate the right charging formula; 

end
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3.2 The Energy Demand Prediction

As in g1 (Fig. 1), the energy supplier will receives energy consumption commitments
from users. It aggregates those commitments c(t) in order to build a larger prediction
concerning specific clusters of energy consumers like an energy consumer in some
specific area. This aggregation will be performed by a software hosted by the energy
supplier. In fact, thanks to the formatted structure of data provided through the users
commitments, the electricity demand can be predicted through a simple aggregation of
the commitments records. Furthermore, energy supplier can perform a horizontal
aggregation; Aggregating all the energy consumption prediction records provided by
different commitments in a specific for a specific time [5]. As a result, the energy
supplier can predict easier the future activity of its electricity grid. For example; it can
determine how many turbines it has to activate, estimates better the electricity demand
in a specific geographic zone and improves renewable energy use thanks to more
predictable energy demand [5]. As represented in g2, by using d rate, the energy
supplier will reward the user based on the fitting level between the real and the
predicted energy consumption. The more the commitment c(t) (predicted energy
consumption) is respected, the more the reward will be. To encourage energy con-
sumers adhesion, the commitment respecting rate will be used exclusively to reward the
user. In case of non respect, the user will pay the energy supplier with the regular
pricing formula. He will only lose the reward.

Fig. 2. Joint energy demand prediction and control
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4 Simulation

For experimentation, we use a public dataset provided by OpenEI that includes 8760
data records collected hourly at the same residential place.1 Each data record includes
energy consumption details such as heating, electrical devices, etc. This dataset was
used to train a machine learning algorithm in order to perform the energy consumption
prediction. The data is ordered by time stamps and splitted into 24 slots where each one
represents a unique daily hour (Example: 13h00). The JEPAC machine learning algo-
rithm runs a set of multiple linear regressions applied on each time slot. In terms of
technology, we use Statsmodels Python module to implement multiple linear regression
using an ordinary least squares method to perform the multiple linear regressions [3].

4.1 Tests and Results

Once trained, JEPAC system was able to predict the next day energy consumption
details with an accuracy equal to 91,83% for all of the 24 time slots. In Fig. 3, we used
an error bar representation to visualize the predicted energy consumption during one
day. It also includes the prediction errors in comparison with real energy consumption
for the same day. We noticed that the prediction accuracy was lower in a small number
of time slots due to the lack of data used for the simulation (in our case, it concerns the
time slots 18:00, 19:00 and 20:00. This gap will be naturally filled once the training set
grows up. Once a consistent training set will be constituted, the JEPAC machine
learning algorithm will be able to extend its prediction over one day. Finally, once the
prediction will be performed, it can be sent to the energy supplier as well as to support
the JEPAC controller to better adjust the user devices’ respecting the energy con-
sumption commitment [5].

Fig. 3. Energy consumption prediction for an entire day (kW)

1 Link: OpenEI.org - EPLUS TMY2 RESIDENTIAL BASE.

Joint Energy Demand Prediction and Control 95

http://OpenEI.org


5 Future Work

Our future work will focus on two main research paths: Firstly improving and
expending our prediction driven control system and secondly building an incentive
plan for reward distribution by taking into regards the engagement user.

5.1 Expension of the Current JEPAC System

Our future work will extend the combination strategy between the manual and the
commitment based setting. Represented by the function f (c(t), z(t)), we intend to build
a more complex combination function that combines user’s convenience and com-
mitment respect.

5.2 Reward Distribution Incentive Plan

In order to encourage users to respect the commitment, the energy supplier should have
an efficient incentive plan. In our future work, we intend to build an incentive and fair
rewards distribution model that could improve users’ envolvement in such energy
consumption program.
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Abstract. Assessing trust of cloud providers is considered to be a key factor to
discriminate between them, especially once dealing with Big Data. In this paper,
we apply Multiple Linear Regression (MLR) to develop a trust model for
processing Big Data over diverse Clouds. The model relies on MLR to predict
trust score of different cloud service providers. Therefore, support selection of
the trustworthiness provider. Trust is evaluated not only on evidenced infor-
mation collected about cloud resources availability, but also on past experiences
with the cloud provider, and the reputation collected from other users experi-
enced with the same cloud services. We use cross validation to test the con-
sistency of the estimated regression equation, and we found that the model can
perfectly be used to predict the response variable trust. We also, use bootstrap
scheme to evaluate the confidence intervals for each pair of variables used in
building our trust model.

Keywords: Trust � Multiple Linear Regression � Cloud � Big Data �
Community management

1 Introduction

With the abundance of cloud services sharing the market space, it becomes challenging
to select the appropriate, and trustworthy cloud providers that guarantee user’s quality
preferences and ensure continuity of service provisioning especially when dealing with
Big Data. Big Data processing requires trustworthy cloud provider who ensures service
delivery with high QoS guarantee. The dynamic nature of cloud makes it hard to
evaluate the trust of cloud providers to process Big Data as it is dynamic in nature and
can be subject of continuous resource availability, high dependability, and fault tol-
erance. Previous trust models are non-dynamic and lack of real-time adaptability,
which makes them unsuitable in the context of Cloud and Big Data. Building trust only
based reputation can be irrelevant if the users are untrustworthy or subjective. Also,
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trust models have used local trust and recommendation trust using weights that are not
necessarily dynamic and suitable to the user’s preferences. Therefore, we need trust to
be dynamic and relies on evidenced information collected about cloud resources
availability, past experiences with the cloud provider, and the reputation calculated
from other users experienced with the same cloud services. The trust model we aim to
develop in this paper will fulfill the following requirements: (1) Supports dynamic trust
score calculation and update, (2) Provides credibility validation through community
management system, and (3) Collects reputation information dynamically using rep-
utation request messages broadcasted to community members.

In this paper, we first describe trust approaches in Cloud. We then, formalize trust
evaluation of cloud providers using Multiple Linear regression. Afterwards, we
describe our trust prediction scheme, and we evaluate it using data generated from a
simulator we have developed for this purpose.

2 Background and Related Work

2.1 Properties of Trust

Few research initiatives described various properties of trust some of which are Sub-
jectivity, Dynamicity, and Context Dependency [1]. Trust by nature is subjective
because it depends on user’s opinion and it is based on personal perspective and
preference. However, assessing trust objectively depends on real evidenced measure-
ments, which make it challenging to achieve due mainly to two factors: incompleteness
and uncertainty. Subjective assessment is usually studied using probability set and
fuzzy set techniques [2]. Another property of trust is dynamicity, where the trust is
subject to time elapse, amount of interaction, external factors like authority control and
contract rules, and even physical resource capabilities decay over time. This necessi-
tates the periodic refreshment of trust evaluation. Trust also is context depended
because an entity can be trusted in a service domain but not in another. This property is
modeled in various works in the literature as in [2–4].

2.2 Trust Model Approaches

Many classifications of Trust model for clouds were proposed in the literature. Authors
in [5] described four main categories: self-managed case-based, SLA-based,
broker-based, and reputation-based approaches. Other classification schemes relied
either on the user or provider perspectives, or both, in building trust model such as in
[6]. While in [7] trust models were classified into policy, reputation, recommendation,
and prediction, the necessity of prediction models arise when there is no previous
communication with the cloud service provider. Additionally, a reputation-based trust
model is based on the opinions of other users towards service providers. We further
classify reputation-based models into service quality-based and resource quality-based
models. The service quality-based model performs trust assessment based on the
Quality of Service of the cloud. However, the resource quality-based model relies on
the cloud resources quality and availability to evaluate the trust.
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Many trust model approaches relied on previous experience with the service pro-
vider. Authors in [8] built trust score evaluation based on historical records were the
Last-K algorithm is adopted. Nevertheless, this method could decrease accuracy
because of the limited number of used quality attributes. Other approaches adopted
game theory to evaluate trust like in [9–11].

Trust model based on service quality reputation has been proposed in [12], where
kept information about service providers are kept in a registry using a discovery
system. The credibility of a service provider was evaluated using the ratio of the period
of time over which a service is provided to the number of times the service is offered to
evaluate. In [13], the trust score of a cloud resource is evaluated based on multiple
QoCs attributes. The weights were manually and evenly distributed, so it was inflexible
to user quality preferences for services. In the context of Big Data and cloud com-
puting, authors in [3] suggested a category-based context-aware and recommendation
incentive-based reputation mechanism to enhance the accuracy and protect data against
attacks. Authors in [14] suggested a trust framework for cloud service selection that
uses QoCs monitoring and feedback ratings in trust assessment.

Prediction-based trust models typically use statistical techniques for trustworthiness
evaluation and prediction. In [7], they study the capabilities and the historical repu-
tation of the service provider and predict its future behavior. These approaches use
Fuzzy logic, Bayesian inference, or regression models to estimate the trust of service
providers calculated as the probability of providing satisfactory QoCS to users [15].
These models are usually used when there is no previous historical interaction with the
cloud service provider. They are also resilient to false reputation attacks especially the
logistic regression models that are known to detect outlier values [16]. Bayesian
inference is widely used as it considers trust as a probability distribution and is simple
with strong statistical basis. However, the belief discounting technique is resilient to
false attacks [15]. The fuzzy logic uses approximation to evaluation trust based on
ranges between 0 and 1 rather than binary sets. It is widely used despite it incur some
implementation complexity and low malicious behavior detection [2].

2.3 Trust Score Computation Approaches

A simple way to evaluate reputation scores is to calculate the difference between the
number of positive ratings and the number of negative ratings, which was used in
eBay’s reputation forum [17]. Yet, this approach might give weak results. A refined
method was proposed by some commercial websites such as Epinions and Amazon,
where they compute the average of all the ratings. Other approach suggested using a
weighted average of all the ratings based on the rater’s age, credibility, and difference
of the rate value to existing ratings. Similar approach was also used in [18]. Other
computational reputation models include Bayesian Systems, Regression Analysis,
Belief Models, Fuzzy Models, and Flow Models. However, not all of the aforemen-
tioned approaches are used for cloud provider trust evaluation because of unsuitability
or simply untried.

The different computation methods are also associated with how the trust scores are
scaled. The different scales for trust that are represented in literature include binary,
discrete, nominal scale, and continuous values [1]. One problem with several trust
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score evaluation methods is that they are based on sophisticated and time-consuming
mathematical models. This is unsuitable for a Big Data environment with its own
special characteristics (multi-Vs). Most of the aforementioned trust models are
non-dynamic in nature and unsuitable for Big Data and the cloud environment. Some
base their trust only on reputation, which can be misleading especially if the users are
untrustworthy or subjective. Other trust models have used local trust and recommen-
dation trust using weights that are not necessarily dynamic.

3 Trust Evaluation Model

3.1 Problem Definition

In this section, we describe the trust evaluation problem in competing cloud envi-
ronment as follows: a user wants to select a Cloud Service Provider (CP) to execute
some Big Data processing task. Given a history of previous service interactions
received from members of community, the user will predict whether CPi is trustworthy
or not. We define a trustworthy CP as being able to satisfy a set of QoCSs. The goal is
to reach a high prediction accuracy.

For each service interaction with CPi at time t, a record containing the observed
quality level of this service ytk by user k with respect to a set of quality attributes atki that
is a real value [0,1]; where:

CP ¼ cpiji ¼ 1; 2; 3; . . .nf g ð1Þ

A ¼ ajjj ¼ 1; 2; 3; . . .m
� � ð2Þ

Pt ¼ p1; p2; p3. . .pmf g ð3Þ

where t is the time stamp of the observed service transaction, cp1, cp2 … cpn are the
possible n alternative cloud service providers CPs available to the user k, a1, a2,…, am
represent QoCS attributes (criteria) such as reliability, availability, and throughput.
p1, p2,…, pm represent the performance level of a1, a2,…, am respectively.

Then, trust is the score that CPi will achieve according to set of QoCS at time
t described by pt vector. Let yti ¼ ytki [ ytui; k 6¼ u

� �
where ytui is an observation of

neighbor u about a prior service experience with CPi provided to user k. The obser-
vation record is in the form of {Pt, yt} specifying the performance of each quality
attribute at time t. Let yi = fyti; t ¼ 1; . . .;Ng represent the set of observations gathered
by a user k which includes both self-experience and collected observations from
neighbors in [0, N]. And, let p = fPt; t ¼ 1; . . .;Ng be the corresponding performance
level of the quality attributes in [0, N].

We suggest to use Multiple Linear Regression (MLR) to solve this problem and
model the relationship between the trust score which we consider the dependent
variable y and some explanatory (also named independent) variables p using a linear
function of the independent variables [19].
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E ytijpi
� � ¼ b0 þ

Xm

i¼1
biPi þ e ð4Þ

where bi = [bi, i ¼ 1; 2; 3; . . .m] is a column vector of coefficients that are estimated
values from the available data, and e is the ‘noise’ which is a random variable having
an independent normal distribution with mean equals to zero and unknown constant
standard deviation r.

We estimate the values for bi coefficients by minimizing the sum of squares of
differences between the predicted values and the observed values in the data given by:

XN

i¼1
yi � b0 � b1xi1 � � � � � bmximð Þ2 ð5Þ

Let the ordinary least squares (OLS) b̂0; b̂1; . . .; b̂m be the optimized coefficients
that minimize Eq. 5. Then we substitute the computed values in the linear regression
model in Eq. 4 to predict the trust score for one CP according to the following:

ŷ ¼ b̂0 þ
Xm

i¼1
b̂iPi ð6Þ

To summarize, history experience {p, yi} is a collection of self-experience QoS
performance of CPi and reputation provided by neighbors upon their experience
dealing with CPi. We perform the multiple linear regression processing for each CP
calculating the expected ŷ. The selected CP would be the one with the highest ŷi value,
i.e. the one with highest predicted trust score, which means the highest probability of
providing satisfactory QoS performance. The algorithm shown in Fig. 1 describes the
CP selection process according to trust score prediction using MLR algorithm. A trust
score is predicted for each CPi. The algorithm then recommends a CPi having the
highest score.

Fig. 1. MLR algorithm for cloud service provider (CP) selection
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3.2 Community Management

Our trust evaluation scheme depends on the CP’s reputation within the community
neighborhood. Initially it requires establishing a degree of trust towards information
providers, and then the neighbors need to be motivated and willing to offer reputation
information. Hence, we propose a community management system to facilitate the
aforementioned requirements. Community is defined in the Oxford dictionary as “the
condition of sharing or having certain attitudes and interests in common”. With this
viewpoint, the community members dealt with the possibility of acquiring CP repu-
tation information from other community members. Many Community management
initiatives were presented in the literature as in [20, 21]. An important issue in com-
munity management would be the adaptability to the cloud environment dynamic
changes and being robust against false information or malicious attacks. We propose a
third party entity to maintain a database of community members’ information. A user
will send request to join the community, and when accepted, the new member is
provided with an identification number.

4 Trust Prediction Scheme

Figure 2 describes the set of entities involved in our trust prediction system.

Trust Module: It is responsible for analyzing the reputation database to predict the trust
score for each cloud provider, and producing a selection decision to the user using the
algorithm explained in Sect. 3.1. It generates a predicted trust score for each cloud
service provider (CSP) from the logs containing QoS performance and trust score
generated by neighbors. The user will choose the CSP having the highest probability of
giving a satisfactory QoS.

Transaction Monitoring Module: It monitors all communications with other cloud
providers and logs the performance information. A record for each communication
transaction exchanged between the user and the cloud provider is logged to the

Fig. 2. Trust prediction scheme
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database called reputation database. This record contains QoS evidence that can help to
evaluate a cloud provider’s trust score. This information might contain for example, the
invocation time, data size, response time, cost and distance between the user and cloud
and success status (success or fail).

CP Reputation Module: This module is responsible for sending requests to other
neighboring users asking for their own previous experience with other CSPs. In
addition, it handles replies received. The request message contains the list of the CSPs
to be evaluated. Each reply message contains a list of cloud providers; their QoS
performance and their trust scores calculated by the neighboring users. It also analyzes
all the reply messages and stores this information in the Reputation database and is
eventually communicated to the Trust module for the final trust evaluation. The request
messages are sent periodically and the reply messages are collected during this time
period. The reputation database is updated whenever a reply message is received.

Reputation Database: It is a local database containing the self-experience and the
collected logs from neighbors who were asked to provide their own historical expe-
rience with each CSP. Each log contains QoS performance values and the trust score.
For scalability reasons, we keep the most recent transaction logs.

5 Implementation and Experimentations

In this section, we describe the experimentations we have conducted to evaluate our
proposed trust model. We explain experimental setup, and then we describe the sim-
ulator system including all modules.

5.1 Trust Prediction Implementations

The following is the implementation details of the main components involved in our
trust prediction model which we have developed in Java to test our proposed trust
model. Our simulator implemented all modules described in Sect. 4 including user
modules, which are the trust module, CP reputation manager, transaction monitoring
module, cloud provider’s components, as well as neighbor components (e.g., other
users). The simulation generates database logs that are analyzed using Weka MLR to
predict the trust scores for each CP.

We considered the following default simulation parameters: Number of cloud
providers: 1 to 50, number of nodes within each cloud: 1 to 100, cloud provider’s
properties: proximity, average node performance and unit storage price, node proper-
ties: available resources, memory, disk space, processing power, round trip delay
(RT) and bandwidth, QoCS attributes: data size, distance, cost, response time, avail-
ability and confidence, and number of community members: 3 to 100 neighbors.

All statistical results were obtained using R language and the packages MASS,
DAAG and RELIMPO.
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5.2 Experiments

In this experiment, we generate 50 observations from one provider of the dependent
variable Trust denoted by Y and six explanatory variables data size (X1), distance (X2),
availability (X3), response time (X4), confidence (X5) and cost (X6). First, the variable
cost can’t be included in the model generated by one provider. It can only be used to
compare between different providers. We tested the correlation between the explana-
tory variables and the response variable, and we can clearly conclude that the corre-
lations are significant with all independent variables except the confidence variable
(X5). Also, we note that the data size and the response time are highly correlated
(r ¼ 1). Therefore, the estimated regression equation is expressed by

ŷ ¼ 0:00631þ 0:0243X1 þ 0:0165X2 þ 0:0194X3:

The three variables have a significant positive effect (all p-values are close to zero).
This means that the trust will increase with the increase of each of these explanatory
variables. As depicted in Fig. 3, the residuals satisfy the assumptions of normality
(p-value for Shapiro-Wilk normality test is 0.1689), constant variance and indepen-
dence. Using the cross-validation procedure to evaluate the consistency of the esti-
mated regression equation, using three folds, we found that the model can perfectly be
used to predict the response variable trust as depicted in Fig. 4.

Fig. 3. The regression residuals plot

Fig. 4. Cross-validation for predicted values.
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By calculating the relative importance for each explanatory variable, we found that
the data size has the most relative importance for explaining the trust variable, roughly
more than 62% followed by the distance variable, which has 25% of importance. The
three variables explained 100% of the variability of the trust variable. To evaluate if the
difference between the relative importance for trust is significant, we used the bootstrap
procedure to calculate the confidence intervals of the difference between the relative
importance of each pair of variables, see Fig. 5.

Using the LMG metric, the 95% bootstrap confidence interval (BCI) of the relative
importance of data size variable is (51.43%, 71.56%) while using the LAST metric; we
note that the coefficient of determination is explained only by the data size and distance
variables. In this case, the 95% BCI of the relative importance of data size variable is
(78.29%, 89.32%).

6 Conclusion

In this paper, we proposed a Trust model for processing Big Data over different clouds.
The model applies the MLR to predict trust scores for different cloud providers. Trust is
evaluated based on evidenced information collected about cloud resources availability,
past experiences with the cloud provider, and the reputation collected from other users
experienced with the same cloud services. The trust model we have developed supports
dynamic trust score calculation and update, provides credibility validation through
community management system, and retrieves dynamically reputation scores. The
model has been evaluated with few experiments and the results we have achieved prove
that our Trust model exhibits high prediction accuracy. To evaluate the prediction
accuracy, the consistency of the estimated regression equation, and the trust signifi-
cance, we used the cross-validation method. As a result, we found that the model can
perfectly be used to predict the response variable trust. Finally, we estimated and
compared the relative importance of each explanatory variable in the model using the
bootstrap confidence intervals for the difference between the relative importance of
each pair of variables. We found that the data size variable explains the largest relative
importance in the proposed trust model followed by the distance variable.

Fig. 5. 95% bootstrap confidence interval of relative importance for the trust.
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Abstract. The Opinions Sandbox is a running prototype that accesses
comments collected from customers of a particular product or service,
and calculates the overall sentiment toward that product or service. It
performs topic extraction, displays the comments partitioned into top-
ics, and presents a sentiment for each topic. This helps to quickly digest
customers’ opinions, particularly negative ones, and sort them by the
concerns expressed by the customers. These topics are now considered
issues to be addressed. The Opinions Sandbox does two things with this
list of issues. First, it simulates the social network of the future, after
rectifying each issue. Comments with positive sentiment regarding this
rectified issues are synthesized, they are injected into the comment cor-
pus, and the effect on overall sentiment is produced. Second, it helps
the user create a plan for addressing the issues identified in the com-
ments. It uses the quantitative improvement of sentiment, calculated by
the simulation in the first part, and it uses user-supplied cost estimates
of the effort required to rectify each issue. Sets of possible actions are
enumerated and analysed showing both the costs and the benefits. By
balancing these benefits against these costs, it recommends actions that
optimize the cost/benefit tradeoff.

Keywords: Social commerce · Opinion extraction · Topic extraction ·
Actionable analytics

1 Introduction

Sentiment analysis and topic extraction have been very active research fields in
recent years. The emergence of social media and the availability of a vast amount
of user-produced information, make it possible to automatically identify users’
emotions about the topics they discuss. Although data from a variety of social
media have been analyzed for different purposes, the processing of data related
to users’ opinions as expressed in reviews has been of major interest.

Existing work has focused on providing useful information to users who want
to check the sentiment expressed by others with respect to a business, service or
product before buying it or marketers who want to know the general sentiment
for their brands [5]. While the problem of topic extraction and discovering of
sentiments polarity has been recently addressed in the literature [2–4]. there is
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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no existing work to examine how topics and related sentiments can be used for
providing actionable analytics for businesses. By actionable analytics, we mean
data analysis and metrics that can enable businesses to better understand and
improve their clients’ opinions about their products and services.

In this work, we propose the Opinions Sandbox, a framework integrating
topic extraction, sentiment analysis for extracting topics and their associated
sentiments from an opinion database, and analytics for recommending actions.
We propose a set of metrics that can contribute to developing exact strate-
gies for influencing customers’ opinions. Our methodology is based on existing
popular techniques, including Latent Dirichlet Allocation (LDA) [6] for topic
extraction, and the “bag-of-words” sentiment analysis algorithm where polarity
is determined based on the frequency of occurrence of positive/negative words in
a document. As a next post-processing step, we apply a procedure to incremen-
tally inject into the corpus, comments that express opinions with the polarity
of our choice. Thus we have a clear perceptive on how to influence the corpus.
Although, business cannot inject opinions in social media, our Opinions Sandbox
tool, gives insights on the number and style of opinions that could be generated
for the specific topic and the specific customer base. Injected comments simulate
the future situation after the business owner has taken steps to rectify the con-
ditions that led customers to express negative opinions. This allows the business
owner to determine the effect of various rectifying steps, and to decide which to
do. We describe our running prototype that implements the these ideas.

We experiment on our ideas using the Opinosis 1.0 dataset [16] that con-
tains reviews for many businesses. Our approach can be easily extended to any
type of social media content. We use LDA and a frequency-based algorithm for
opinion mining but our approach can work with any selection and combination
of topic analysis and sentiment analysis algorithms. Our contribution is to pro-
vide actionable analytics for creating efficient strategies that can influence the
opinions and the discussions of the customers.

The rest of this paper is organized as follows: we discuss related work, present
the Opinions Sandbox idea, and describe an example implementation that pro-
vides recommendations that balance minimizing costs with maximizing social
opinion. We discuss the main points and point to future work.

2 Related Work

While the problem of topic extraction has been addressed in the past, in recent
years research is relating topic extraction with sentiment analysis. In their work
[8] the authors are interested to mine users’ opinions on Weblogs, analyzing the
sentiments for subtopics. In their approach the authors propose a probabilistic
mixture model called Topic Sentiment Mixture (TSM) where words are sampled
by a mixture model of background language, topic language and two sentiment
language models. They present a mechanism for extracting subtopics, associating
with every subtopic a positive or a negative sentiment and how the opinions over
a topic change over time. Their approach does not use LDA and the sentiment
model is applied as a post-processing step to the topic discovery.
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In their work [2] the authors present JST, a method that is using a weakly-
supervised approach to draw words taking into consideration both topics and
sentiment labels from a corpus of documents thus extending LDA. As a result,
JST performs document level sentiment classification where topics and senti-
ments are detected simultaneously while it can extract sentiment oriented topics
effectively evaluating the sentiment of each topic. In [1] the authors extend JST
proposing the Sentiment LDA, where sentiment labels are associated to topics
instead of documents and introduce sentiment dependency in their calculations.
In more recent work, [11], the authors argue that the sentiment should not be
used to influence the topic as done in JST but sentiment polarities as well as
topics of text should be analyzed at the same time. They propose Double Latent
Dirichlet Allocation (DLDA) for sentiment analysis in short texts. A review of
on LDA-based topic extraction in sentiment analysis is presented in [7].

As already presented, there is a diversity of approaches in the literature
regarding the extraction of topics and their associated sentiments. In our work,
we are not attempting to provide yet another approach in addressing this prob-
lem, but we are making a next step and we are considering the following problem:
given any approach on topic-sentiment analysis how can we improve the senti-
ment and how much will it cost to do so.

3 The Opinions Sandbox

Given a set of reviews about a specific product, service or business, such as a
specific hotel in a city, we execute Latent Dirichlet Analysis [6], which partitions
the reviews into disjoint sets. Each set pertains to a specific aspect mentioned
in the reviews, such as the check-in experience, or the cleanliness of the rooms.
LDA also generates a set of words associated with each set, from which it is
possible to get some idea of the unifying themes and concerns discussed in a
given set of comments.

Some of the reviews for a given topic express a positive sentiment, such as
“The check-in procedure was a good experience.” or “The cleanliness of the room
was very satisfactory”, while others express a negative sentiment. Some reviews
express a combination of views. There are a variety of techniques to assess the
overall sentiment or mixture of sentiments attached to a review, and also to any
set of reviews, including the entire set. The proposal in this paper is a framework
that depends on the existence of some method of extracting the sentiment, but
is not dependent on any particular method.

The Opinions Sandbox uses the subsets of reviews as generated by LDA
partitioning, and the sentiment assessed for each partition subset, to generate
actionable recommendations aimed at addressing the issues mentioned in the
reviews and improving future sentiment analysis results. The Opinions Sandbox
is a recommendation system to be used by business owners to address their
clients’ concerns and thereby improve their online profile.

The business owner works cooperatively with the Opinions Sandbox to iden-
tify the issues that are both addressable and damaging to the overall sentiment.
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After the reviews are partitioned by LDA, the sentiment of each partition is
assessed. The business owner can see which partition is least positively assessed
and can see the unfavourable reviews in that partition, starting with the least
positive. He or she assesses the issues mentioned in the partition assesses whether
and to what extent each can be addressed. The Opinions Sandbox generates pos-
itive reviews in sufficient number and strength to counter the negative reviews
that the business owner is considering to address. Given the generated positive
comments, the sentiment within the Opinions Sandbox will rise for the topic.
The business owner continues until sufficient positive reviews are generated so
that sentiment assessment achieves a level that is satisfactory to the business
owner. This gives the business owner a clear understanding of the degree of
work that needs to be done in order to redress issues mentioned by customers
in the reviews.

Thus the Opinions Sandbox provides an aid by which the business owners can
efficiently traverse the set of online reviews and quickly identify any deficiencies
in their business offering. First, it use partitioning to cluster the issues on similar
topics. Second it assessing the sentiment on each topics. Third it takes advice
from the business owner who estimates the degree of work needed to address
those issues. Fourth it predicts the overall change in the online opinion after that
work is done, by creating simulated positive comments that might arise when the
work is done, and re-assesing the sentiment that would result. Finally, it presents
a set of options ordered by degree of work, which the business owner can consider
as a set of recommendations that maximize his or her return on investment while
addressing issues that aggravate customers and negatively affecting the online
reviews.

4 An Opinions Sandbox Example Implementation

The Opinions Sandbox is a framework and we also provide a specific implemen-
tation in R/Shiny [12]. The framework depends on an LDA-based partitioning of
comments and on some technology for assessing sentiment. The implementation
uses a concrete method for partitioning documents in the tm package [13] and
the topicmodels package [14]. Topic selection is done both by Gibbs [10] and
CTM [9] techniques. The user is shown both results. While there are a variety of
techniques for assessing comments, the implementation currently uses a straight-
forward opinion assessment based on assigning sentiment to certain words, either
positive and negative. The sentiment of any collection of words, whether a single
comment, a cluster of comments, or the entire set of reviews, is based on the
number of occurrences of positive and of negative words. The Opinions Sandbox
implementation is illustrated using comments collected online and made avail-
able publicly from the Opinosis 1.0 Dataset [16]. This dataset consists of 51 files,
each containing about 100 comments, selected from various sources.

More specifically, our opinion assessment strategy applies to a single review
or to a set of reviews. It considers each review or set of reviews to be a bag of
words, which is a multiset, i.e. a set of word instances. We use a given set P of
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words associated with positive sentiment such as “good” and “satisfactory”, and
a set N of negative words. These categories are provided by the General Inquirer
dataset [15]. Given a bag B of word instances, comprising either a single review
or a set of reviews, we assess each word instance as either having no sentiment
or of having positive or negative sentiment according to whether it belongs to
the positive set P or to the negative set N . We associate a sentiment metric S
based on each word occurrence: S is the fraction of sentiment words in B that
are positive.

S(B) = |{B ∩ P}|/|{B ∩ (P ∪ N)}|
Similarly we compute the N(B) to measure the negativeness of the corpus B.

N(B) = |{B ∩ N}|/|{B ∩ (P ∪ N)}|

In the Opinions Sandbox framework, it is suggested to simulate the effect
of addressing client’s issues by creating and injecting positive comments into
the reviews. However, in our initial implementation we circumvent this step,
because of the simplicity of the sentiment assessment. When the business owner
identifies a set of comments to have been addressed, we simulate the result of
that work having been done by increasing the positive word count by a number
equal to the negative word count. In effect, this simulates having each negative
opinion countered by a new positive opinion. For instance, suppose there are
100 sentiment words in a set of reviews, of which 40 are positive and 60 are
negative. Given our assessment method, this would generate an assessment of
40/(40 + 60) = 0.4. Once the business owner deems them as addressable, the
future assessment is predicted to be (40 + 60)/(40 + 60 + 60) = 0.625, as if 60
new opinions, each expressing a positive sentiment, were added. This strategy
will always increase the sentiment of a given set of comments, and will always
convert an assessment below 0.5 to one above 0.5.

We also consider a more powerful injection mechanism, where the positive
comment completely counters the effect the negative comment. In our previous
example with 40 postive and 60 negative comments, the effect of adding 60 new
postive comments to counter the negative comments brought the sentiment to
0.625. However, if the positive comments nullify the negative comments, the new
sentiment is (40+60)/(40+60). Currently our system uses this mechanism. The
goal, then, is to create a sentiment of 1.0 for the whole corpus.

5 System Description

The flow of the Opinions Sandbox system is described in Fig. 1. The user is free
at any time to restart at any section, for instance, to consider a new business,
or analyse a new partition. Screen shots of the running system are shown in
Figs. 2, 3, 4, 5 and Table 1, which shows the user accessing various parts of the
flow mentioned in Fig. 1.

We consider a specific example of a hotel in the San Francisco area. During
the review, the business owner is deemed to want to address the comments in
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1. Select the business, service or product, Figure 2.
2. Load the comments.
3. Select the number of topics of interest, or use the suggested topics
4. Partition the comments into topics, Figure 3.
5. For each partition:

a) Review the comments, Figures 5.
b) Estimate and provide the cost of addressing all comments in each topic.

6. Review the report telling the effect of addressing comments, the cost of doing so
and the effect on sentiment, Table 1.

Fig. 1. User’s steps: flowchart for opinions sandbox

Fig. 2. The start screen allows the user to select reviews for a business, product or
service and to choose a number of topics. Thus user can also select from a precomputed
selection of topics from this dataset, which is available within the Opinosis 1.0 dataset.

each of the seven topics. The cost of doing so is estimated to be 500, 400, 800,
800, 1200, 1400, and 800, respectively, in some unspecified monetary units. We
do so by placing different weight on each of the two criteria, and by ordering
the various combinations either by sentiment or by cost. Table 1 show the partial
enumeration of the 2n possible choices of addressing or not addressing each of the
n = 7 topics. If nothing is done, the cost is zero and the sentiment is predicted
to remain at 0.73. If all of the comments are addressed, the cost is 5900, but the
online sentiment will have a positive comment for every negative comment, and
thus under the stronger form of injection, achieves a high score of 1.

We also provide in this paper the cost and expected resulting sentiment for
each of the 27 combinations of the the seven sets of comments, in Table 1. As that
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Fig. 3. Once the number of topics is selected, the user can review the topics that
were selected. The user can choose either Gibbs or CTM sampling for partitioning into
topics.

Fig. 4. Within a drop down selection list, the user can see the current sentiment for
each topic, as well as the number of positive and negative comments. The topics with
lowest sentiment are at the top of the list.

table shows, the result of addressing all of the comments is an absolutely positive
online sentiment, assuming the stronger form of comment injection where the
new positive comment is assumed to override the existing negative comment.

The system then blends two criteria in Table 1, cost and benefit, to make a
recommendation of which jobs to do. The blend can be oriented toward lower
cost by slightly weighting the cost criterion. In this case the system recommends
addressing the comments for topics 1, 2 and 3 at a cost of 1700 to raise the
sentiment to 0.86. The system can also be tuned to consider higher sentiment as
more important. In this case, the system recommends addressing comments in
topics 1, 2, 3, 4 and 7 at a cost of 3,300 and raise the sentiment to 0.93.
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Fig. 5. Comments are presented along with their sentiment. Parking issues elicit neg-
ative sentiment in Topic 6.

Table 1. Description and cost for each job, and the resulting sentiment

Job combination Cost Sentiment result

do nothing 0 0.73

t2 400 0.78

t1 500 0.77

t3 800 0.77

t4 800 0.77

t7 800 0.77

t1 + t2 900 0.82

t5 1200 0.76

t2 + t3 1200 0.82

t2 + t4 1200 0.81

t2 + t7 1200 0.81

t1 + t3 1300 0.81

t1 + t4 1300 0.81

t1 + t7 1300 0.81

t6 1400 0.78

(continued)
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Table 1. (continued)

Job combination Cost Sentiment result

t2 + t5 1600 0.81

t3 + t4 1600 0.81

t3 + t7 1600 0.81

t4 + t7 1600 0.80

t1 + t5 1700 0.80

t1 + t2 + t3 1700 0.86

...
...

...

t1 + t2 + t3 + t4 + t7 3300 0.93

...
...

...

t1 + t2 + t3 + t5 + t6 + t7 5100 0.96

t1 + t2 + t4 + t5 + t6 + t7 5100 0.96

t2 + t3 + t4 + t5 + t6 + t7 5400 0.96

t1 + t3 + t4 + t5 + t6 + t7 5500 0.95

t1 + t2 + t3 + t4 + t5 + t6 + t7 5900 1.00

6 Conclusions and Future Work

The Opinions Sandbox is a tool that helps business owners to assess the severity
of online criticisms. It first partitions the set of online reviews according to topic.
Each partition pertains to one or a small set of issues to which the business owner
can respond. After working with the business owner to identify the issues, how to
resolve them and the degree of effort required, the Opinions Sandbox then injects
positive comments that counter the effect on the existing negative comments,
thus simulating future situation where the issues are addressed. It allows the
business owner to contrast the current online sentiment with a forecast of the
future sentiment. The Opinion Sandbox helps the business owner to quantify
the amount of work to address issues mentioned, and the result that doing so is
likely to have on the online opinion. It enumerates the combinations of actions
that can be taken, and the effect of each on the online opinion, so that the most
cost-effective method can be found for addressing some or all of the issues. In
summary, the Opinions Sandbox helps the business owner to quickly understand
the online issues, to consider the possible redress actions, and to find a selection
of actions that provides the most expedient way to improve online sentiment.

This product is particularly relevant for developing economies, and in regions
including the Middle East and North Africa, where online tourism attracts poten-
tial customers making their first visit. These customers rely heavily on online
recommendations, sometimes only on these recommendations, before making
significant purchases. In future we will experiment with different topic classifi-
cation techniques, and with different techniques for measuring sentiment. Com-
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ment synthesis is a relatively new area and we plan to contribute. We are also
planning trials with clients in the tourism industry, where opinions have direct
economic impact.
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Abstract. There has been a long discussion on knowledge creation in the health
care environment. Recently, the action research approach is attracting consider‐
able attention. Action research supports a learning process where collaboratively
the healthcare stakeholders are cooperating to produce knowledge that will influ‐
ence their practice. Usually physicians are involved in case study research where
information is produced but it is not used to offer insights back to the community.
In this paper we propose a healthcare learning platform (HLP) that enables
members of the health multidisciplinary communities to collaborate, share up-to-
date information and harvest useful evidence. In this e-health platform knowledge
is created based on patient feedback, the dynamic creation of communities that
involve the participation of several stakeholders and the creation of an action
learning environment where problem identification, investigation and planning,
action and reflection is a cycle that enables knowledge and experience to
contribute to healthcare knowledge creation.

Keywords: E-health · Knowledge creation · Action research

1 Introduction

E-health systems have been evolving the last years towards the direction of generating
increased knowledge, value and innovation [3]. Tacit knowledge that resides on the
peoples’ mind and innovation that can be derived by human interactions are new aspects
that need to be considered when we evaluate healthcare systems. Healthcare professio‐
nals are exploring new ways if interactions and knowledge sharing and in that process
they have incorporated social media in their practice. In [2] the authors show that the
benefits of staying connected with colleagues, sharing knowledge and benchmarking
have contributed towards the use of social media. On the other hand, time, trust and
information anarchy when using social media create reservation. In a similar study [5]
a strong network with several related participants, with trust and shared language can
be a motivating factor for participating in knowledge creation and knowledge sharing
activities. Hence there is a need for an e-health platform that will cater to an adequate
set of professionals creating dense network, that will use a variety tools of digital
communications tools, that will foster a cross-disciplinary approach and will do in a
structured and trusted environment.
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On the other hand, in the discussion of knowledge creation, the action research
approach is attracting considerable attention. Action research supports a learning process
where collaboratively the stakeholders are cooperating to produce knowledge that will
influence their practice. Action research is cyclic process where the participants are
sharing information, planning and design action in order to address a problem, then they
reflect and they re-execute the cycle [10]. Although usually physicians are involved in
case study research where information is produced, it is not used to offer insights back
to the community.

In this work we propose an innovative platform in the context of e-health that will
enable the sharing of information and contribute towards knowledge creation. Our
proposal is motivated by the recent observation in the bibliography that sharing best
practices, mistakes and feedback exchanges, contributes to better and innovative health
care services.

2 Related Work

In recent research on healthcare systems, the need for the development of user-centered
systems which span across different domains of health and incorporate ethical and social
care aspects has been identified [1]. The need of digital collaborative environments has
been identified in the literature, where the authors in [4] present a survey of knowledge
exchange portals and conclude that they are beneficial because they provide a one-stop
point for information sharing while identifying the need to further examine their contri‐
bution to evidence-informed decision making. Out platform is making a next step and
provides a digital place where not only content is retrieved but people are communi‐
cating, different levels and type of data are provided and this is done across disciplines
in a dynamic environment.

An interesting approach on patient value co-creation is presented in [6] where the
authors identify its need and importance and examine the factors that motivate the
patients to active participation. In the same context in a previous work [7] the authors
identify as cooperation, co-learning, connecting with family, friends, doctors and other
health professionals, co-production and positive thinking as activities that can contribute
to measure for patient value co-creation. Our approach considers all these aspects and
provides a digital environment that supports and strengths all the above activities.

Although several digital solutions have been proposed in the literature for healthcare
collaboration most of them caster only to a subset of collaboration. For example, in [7]
the authors propose a platform for safe and easy communication between patients and
healthcare providers. In [8], the authors propose a cloud based solution for sharing of
clinical images between clinicians and researchers. While the authors in [9] identify the
problem of poor collaboration of clinicians and statisticians and provide a platform to
enhance this collaboration.

From the above discussion it is evident that there is lack of a platform that will be
able to be dynamically create and provide a forum consisting form a diverse set of
healthcare stakeholders, enabling knowledge exchange and creation. This gap is
addressed by our research and by our proposed platform.
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3 The Healthcare Learning Platform (HLP)

In this paper we propose the Healthcare Learning Platform (HLP), as a new and inno‐
vative approach towards knowledge creation. HLP platform creates a collaborative
environment where users can exchange information and create knowledge. The platform
supports the action research knowledge creation cycle with a variety of tools. The main
parts of the platform are the stakeholder involvement, the community action research
module and the stakeholder profiling. Figure 1 presents the HLP system architecture.

Fig. 1. HLP system architecture
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3.1 Stakeholder Involvement

Stakeholders like patient will participate in the platform contributing with their lived
experiences being able to convey the experience through a diverse set of tools and
formats i.e. uploading images, videos, chatting in forums etc. Our learning platform
values the idea that patient experience and feedback is central to the healthcare learning
process and should be recorded and taken into consideration. Such participation chal‐
lenges the traditional way of knowledge creation where a set of experts choose the
information based on which knowledge is created. It suggests an expectation of a part‐
nership with the patients and other stakeholders where through a collaborative relation‐
ship she/he can contribute to learning.

This module will enable the upload of learning material and information, in various
formats and from various tools and it will provide a set of tools that the stakeholders can
use for uploading the data, for labeling thus adding semantics information to the data
module. Stakeholders can communicate and interact in this process as well, outside and
within the communities.

HLP adopts a critical reflective approach that enables dialogue to happen. It incorpo‐
rates evidence based practice but at the same time it considers the knowledge contributed
by the patients and other relevant stakeholders. These lived experiences are creating
multiple stories and present multiple possibilities. In this way, physicians can critically
reflect on their own practices and result in the transformation of their practical knowledge.

3.2 Stakeholder Profiling

Each user/stakeholder will participate in the platform with a profile. The profile will
register a physician with relevant information. The profile of a user will constitute with
information provided by the user himself and statistics that are derived based on the user
behavior within the platform.

The information derived by user participation will be extracted by the evidence of
user behavior within the platform. This information shall consist of metrics like the
number of communities that the user participated, the number of posts he contributed
to the communities, the number of cases he shared, the number of times the patients
commended on the user (positively/neutral/negative), the number of times the fellow
doctors commented on the cases/data the user uploaded to the platform and the nature
of comments (positive/neutral/negative). The stakeholder profiling will have a part that
will be public so that other members can view information about the user and a private
one. It will be mainly used by the community creation submodule of the Community
Action Research Module. Communities will be created by marching the community
requirements to users’ profiles. As a result, HLP will support a dynamic community
creation and deletion environment that will be able to address the changing needs and
unexpected requests for knowledge creation.
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3.3 Community Action Research Module

HLP is supporting community based action research for healthcare. Communities are
statically and dynamically created within the platform based on their common interest
on a problem. The purpose of each community is to contribute to extending and
augmenting the understanding of the problem and its surrounding environment and thus
resolve the problem while creating new knowledge.

The main principle of community creation is to support a multidisciplinary group
where several stakeholders will participate. Possible participants could be physicians of
different level of expertise, physicians from different disciplines, researchers, clinical
staff, patients etc. Several search tools and guidelines will be offered for the static and
dynamic creation of the communities.

HLP will support the basic action research routine: look, think and act by providing
a road map where participatory action research can take place. In the look phase infor‐
mation will be gathered from different resources. This information will be structured
and the participants will contribute to define and describe the problem. In the second
phase the exploration and analyze process will occur. Physicians will comment on the
information, analyze it, interpret and explain it (how and why things are as they are and
try to theorize). In the last stage action will occur. A report will be build that will describe
plans for future action. This process will be re-cycled as the same or similar problems
will re-occur and the communities will discuss them. In each cycle the report from
previous cycles and previous communities will be considered as part of the collected
information and will be evaluated and added to the cycle. The community will reflect
on the previous results, and decide upon modification on their actions.

This knowledge creation is a collective process where the links and the relationships
within the community are empowered. Since these steps cannot occur in a strict sequen‐
tial manner, HLP for each community will provide tools (i.e. libraries for information
uploading, sorting and collection, tags to characterize a contribution to the community
as look, think or act, grouping of the posts based on the tags etc.) so that each community
member will be able to express his/her opinion but at the same time the platform will
contribute to maintain an action research approach towards producing a result.

HLP provides the platform for the interested parties to make meaning of their expe‐
riences as a result of their own experience and their relationships to others in the context
of their environment. It enables the implementation of participatory action research
approach enhanced with the use of communication technologies thus improving the
engagement and community interactions compared to traditional approaches. For
example, physicians can create online journals where they can record their experience
on a subject and reflect on the changes as influenced by other physicians, their data, the
patients’ info and the clinical and other relevant participants.

In this process the participants will have the chance to reflect on the situation and they
can address misconceptions, misinterpretations, share a broader set of information and be
involved in a constructive analysis. This sharing of a diverse knowledge, cases, opinions
and expertise by physicians and patients will improve the community life by improving
healthcare practice. The idea behind the HLP platform is not only to produce knowledge
that will potentially be published in journals or magazines or that will provide a set of
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best practices. It goes beyond these objectives and aims to make a difference and improve
the everyday life of the participants. Hence physicians that participate in HLP platform
should improve their everyday practice and their reputation, patients should have a better
treatment, academics should be able to produce quality research etc.

4 Conclusions and Future Work

In this paper we presented a system architecture for an innovative system for e- health‐
care knowledge creation. Our proposed solutions take into consideration that there is a
need for a multidisciplinary involvement and interaction when creating knowledge in
the healthcare field. Moreover, it addressed the problem that knowledge creation can be
better served not by specific platforms that enable communication among specific stake‐
holders but by a generic platform that will allow the dynamic creation and termination
of communities based on the information needs and the stakeholders’ skills, treating
each problem separately. As a future work, we intent to implement a pilot project and
run a pilot study.
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Abstract. Web services allow businesses to offer their services and consumers
to retrieve and use them. Businesses own some services and can reuse services
that belong to other businesses to perform new transactional activities. By doing
this, they achieve outsourcing, cost, and resources optimization. The advances in
design principles, architectures, protocols and languages have helped to solve
some of the problems related to the composition of business applications. Web
service composition technology emerged as a new approach for efficient auto‐
mation and integration of business processes based on Service-Oriented Archi‐
tecture (SOA). SOA provides a set of principles to create distributed computing
systems that support the creation of loosely coupled applications in heterogeneous
and distributed environment. Service computing or engineering covers the entire
lifecycle of services that include: modeling, creation, realization, deployment,
publication, discovery, composition, delivery, collaboration, monitoring, adap‐
tation, optimization, and management. In this paper we propose an architecture
for dynamic composition of web services that is guided by live testing technique.
The main focus is on the framework and composition requirements.

Keywords: Web services · Dynamic composition · Live testing · Runtime
monitoring · Runtime trace analysis · Architecture framework

1 Introduction

Service-Oriented Architecture (SOA) consists of a wide range of standards, specifica‐
tions and tools. Standards from W3C and OASIS have been established to manage web
service lifecycles and service-client communication. These standardized protocols and
proposed languages played key roles in the development of web services. The challenges
in service composition are mainly related to live real-time dynamic service composition:
(1) efficient web service discovery; (2) efficient selection of basic services at run time;
(3) on the fly verification and validation of composite web service; (4) user preferences
driven discovery of basic web services; (5) context aware composition of services; (6)
end to end quality proprieties of composed services: determination and guaranty; (7)
dynamic assessment of quality of service; (8) verification of web service selection for
transactional composition; (9) billing and pricing management; (10) service
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management, monitoring and adaptation; (11) intellectual and ownership rights. In this
paper we only address a subset of the listed challenges.

The paper has the following sections: background information, related work, require‐
ments for dynamic composition of web services, architecture framework for dynamic
composite of web services, and then the conclusion.

2 Background Information

Service composition is used for application integration. A service is a means to transfer
information from one component to the other. It can transfer information such as a
message. A service is operable from any type of platform or operating system. It is in
itself flexible. It is well known that a service has the following set of principles to be
followed: (1) standardized contract; (2) loose coupling; (3) abstraction; (4) service reus‐
ability; (5) service autonomy; (6) service statelessness; (7) service discoverability; (8)
composability. It is also known that Service Oriented Architecture (SOA) has 6 core
values: business, strategic goals, intrinsic inter-operability, shared services, flexibility,
and evolutionary refinement. The remaining parts of this section present the life cycle
of web service composition, and related of service composition, dynamic composition,
live testing and testability, runtime monitoring, runtime verification and runtime trace
analysis.

Fig. 1. The life cycle of services composition [30].

To better understand what is involved in composition of services, we introduce its
lifecycle. The life cycle of web services composition is now well described in the liter‐
ature [30]. It is composed of several phases (Fig. 1 shows the life cycle) that starts with
a user’s request for an added value service that doesn’t exist as a standalone service.
The request is forwarded to a service designer that will define the new service as a
composition of existing services. Composition templates or design pattern can help.
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This will trigger several activities that compose this life cycle such as services discovery,
services selection, and composition of a service. An obtained composite service will be
registered, and it will be deployed and executed as per the user’s request.

To our knowledge there is no work addressing dynamic composition of services that
is guided by live testing. In the following, we will address related work of all activities
that are required by runtime composition of web services that is guided by live testing.

2.1 Dynamic Composition of Services

There are two types of service composition: (1) static that is done at design time [3];
and (2) dynamic that adapt to dynamic environment changes [1, 3, 42]. The authors of
[4] offer a survey reviewing web composition. Paper [25] offers a framework for
dynamic web service composition to different components. They use a graph-based
approach to the web service composition. They take into consideration both functional
and non-functional properties. The authors in [5, 6] identify a lifecycle for a web service
composition. In each, a business aspect to identify the need for the composite web service
is identified. In [2], there is a proposal for an approach that will render the composition
of web services by rendering them self-aware of the context in which they are being
composed. They intend to augment the semantics defining a web service in order to
allow it to grow and adapt their behavior to a changing context. The authors have gener‐
ated a UML activity diagram portraying a scenario to which an OWL-Ctx ontology
representing their context, hence supporting their approach. In [17], context awareness
is also in study for parallel multi-core components. This entails the possibility of
executing multiple tasks in parallel which improves speed.

Nonfunctional requirements are important to service users. In [8], requirements are
accessibility, availability, reliability, and performance. Additional requirements in [8]
are mentioned such as execution price, execution duration and reputation. The require‐
ments are non-functional characteristics that aim to ensure that both the client and service
provider’s experience with web services is up to scale. The authors in [7] have adapted
a model they named publish-find-bind by integrating certification and verification tran‐
sitions in relation to the quality of service. In [9] a concern related to security is raised
in terms of authentication, authorization, confidentiality, cryptography, accountability,
security administration, and non-repudiation.

Dynamic composition of web services palliates a known issue with static composi‐
tion of web services: the inability to adapt to a changing context. This type of compo‐
sition opens the path for live-testing as it pushes research towards self-awareness and
context-awareness [10, 11, 27, 31]. Self-awareness of the web service would facilitate
and optimize the dynamic composition due to the ability to satisfy fluctuating business
requirements, in being aware of the new context, and integrating it. The challenge is the
performance and the means for data storage. The amount of data needed for a service
can be voluminous, and its performance could be affected. Making a context self-aware
has been discussed and analyzed in many articles such as in [2, 10, 11, 17]. In [12], the
authors discuss the design of an architecture to support and maintain self-awareness and
enable live-testing through dynamic composition of web services.
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2.2 Live Testing and Testability Related Work

Testing is the most used validation technique. It is expensive and technically chal‐
lenging. A lot has been done on software testing. In this paper, the focus is on testing
web services for their composition [43]. Live testing/runtime testing is an emerging
research topic that is necessary to update at runtime composition of services with high
availability requirements. Runtime testing is performed during the normal operation of
services within its execution environment [38]. Most of the runtime testing approaches
are platform dependent. For general work on runtime testing, concepts can be found in
Brenner et al. publication [35]. All the proposed runtime testing techniques assume a
predefined set of test cases. The research question is how to select a subset of test cases
to be applied in relation with an observed event, a property violation, or an identified
context. Runtime testing is applied in areas of embedded systems as a built-in-test [37],
finance and e-commerce, as well as telecommunication systems. Gonzalez et al. [36]
defined prerequisites to runtime testing, such as test sensitivity and test isolation notions,
which are also important for runtime composition. A most recent work on safe and
efficient runtime testing of distributed systems has been proposed by Lahami et al. [38]
where the distribution of monitors and tester is the main focus. This work uses a set of
predefined test cases. This limits their ability to generate additional test cases to adapt
to unforeseen bugs and to diagnose their causes. The originality of our proposed frame‐
work is the architecture that allows the generation of test cases on the fly. The generation
algorithm is guided by runtime trace analysis and objectives.

2.3 Runtime Monitoring, Verification and Trace Analysis

Early work on software monitoring focused on off-line monitoring, where data is
collected at runtime and analyzed off-line. Runtime verification is an approach that
allows insertion of services properties into the systems’ code and verify them at execu‐
tion time. The objective is to verify that services’ properties are not violated, and the
traces satisfy the composite service specification. The research challenges of runtime
monitoring and runtime verification include constructing efficient monitors under the
assumption of resources sharing with the observed service. The main concepts and
foundations of runtime monitoring can be found in Viswanathan’s PhD thesis and a
survey [32, 33]. Survey and future challenges of distributed monitoring are addressed
in [34]. Model based runtime verification/monitoring has been addressed in several
papers listed in Zhao’s early work [41].

Runtime trace analysis faces the same challenges as runtime monitoring and verifi‐
cation activities. They both require a valid specification of expected behavior, compu‐
tation and memory resources. In addition, they should not interfere with the service and
degrade its performance. Trace analysis is more specific to service behavior with the
intention to detect nonconformance to the specification. Very often, they differ in the
level of granularity in data collection, a trace analyzer is high level granularity in
comparison to a monitor. To the best of our knowledge, a runtime composition of
distributed services supported by guided live testing has not been studied yet.
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3 An Architecture Framework for Dynamic Composite
Web Services

We propose an architecture framework for live testing guided dynamic composition
based on a broker (see Fig. 2). These types of architecture were used for QoS based
selection of services for composition [37, 39]. We propose that the composition broker
not only guides the client in offering web services composition, but also handles the
guided dynamic composition itself and the verification aspect of the composition. In this
architecture, modules for dynamic web service composition and live testing are located
on the same system for efficiency and performance reasons. Depending on a type of
service and the resources available at service provider, as well as the flexibility in
instrumenting the service, the monitor can be either an insertion of monitoring code or
a mobile agent attached to the monitored service. If the provided platform does not allow
such insertion, then observation, monitoring and data collection are performed at the
broker side. Runtime monitoring also helps in acquiring self-awareness during dynamic
composition which allow adaptation of services.

Fig. 2. Broker based architecture for live test guided dynamic composition of web services.

In this architecture we assume that composition templates and constraints exist or
can be created by the service developer. The issue that we would like to address is to be
able to abort or rollback the dynamic composition if needed after a step in testing. For
this purpose, the dynamic composition needs to be guided (validated) by live testing.

The dynamic composition of services guided by live testing algorithm is depicted
below (see Fig. 3). We use a composition algorithm that takes a pair of web services
that have been selected. Then, monitor the states of services, collect information for
possible rollback if needed. Afterwards, test web services invocations in sequence with
a set of available inputs. In doing this, we use testing strategy, collect the outputs, and
return a verdict by comparing the observed output with the expected one. If the compar‐
ison holds, the live testing module will generate the next invocation (composition).
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If the observed output is different from the expected one, then the composition can
simply abort if there is no damage or rollback, and move to the next pair of services to
be composed. Monitoring and testing are under timing constraints to allow real-time
dynamic composition.

Fig. 3. General dynamic composition guided by live testing algorithm.

In the following we define the components of the architecture and address some
challenges of live testing guided dynamic composition of web services.

3.1 Challenges of Live Testing Guided Dynamic Web Services Composition

The open problems are in user driven creation and composition of services in the context
of dynamic environments. Usability and real-time discovery, selection, verification and
composition of services are important issues. Scalability is becoming an important issue
when dealing with large number of services. Proprieties of services are hidden problems
such as accuracy, reliability, security and QoS that need to be reviewed and dealt with
in the context of dynamicity and real-time composition of services. The following will
describe the set of activities that are needed and is specific to live test guided dynamic
composition of services.

3.2 Live Composition of Services

The aim is to develop techniques that compose services without stopping their operation.
This type of composition faces several challenges, such as their readiness to be
composed, how to capture information about services that are in operation and need to
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be composed, how to capture and isolate components that need to be composed, how to
analyze the impact of the composition on services’ behavior, properties, and perform‐
ance, and most importantly, how to foresee it before each step of the composition, how
to verify services proprieties in run time, and how to rollback a composition that might
impact a services’ reliability, security and correctness. Live composition needs a pre-
composition phase that is dedicated for instrumentation during the operation of the
services to be composed. This step is to be done at runtime. Instrumentation is necessary
for information acquisition, run time monitoring or verification, run time testing, and
test result analysis for live guided testing.

Live composition is based on specification requires modeling at different levels of
abstraction. It requires investigating both cases: (1) shared computation infrastructure
between composition and services infrastructures; (2) collaborative computation infra‐
structure for composition, verification, testing and trace analysis to achieve the required
performance and efficiency for runtime activities. The composition of services is a
recursive activity that is performed by selecting, monitoring, isolating, pre-testing, inte‐
grating, verifying and post-testing all the services and their integration. To perform all
the mentioned activities, scheduling of activities plays an important role. Contributions
will be in regards to the development and construction of a composition engine of
distributed services that is supported by a guided runtime testing, runtime trace analysis
and diagnostics.

3.3 Live Testing of Services Composition

The objective of live testing is to be able to test services while they are in operation.
This technique is complementary to traditional active and passive testing. Live testing
requires instrumentation, monitoring and test results analysis. It can be used in conjunc‐
tion with runtime verification of proprieties. The published research considers an
existing set of test cases and a selection taking place during the execution of the service.
This is in order to avoid interference between testing activity and the normal operations
of the service and to minimize the impact of the performance. In this case, test cases are
generated offline following testing method and test generation algorithm. The challenge
in this type of testing is the selection of a minimal subset of suitable test cases that will
reveal composition related bugs. This technique requires isolation of the services that
are to be tested. A sensitivity analysis is carried out and test architecture is known or
deduced. Guided Live Testing generates useful test cases on the fly and applies them in
anticipation manner on selected and isolated services. Guided means that the generation
of next inputs are based on previous inputs and the analysis of outputs (traces).

The generation algorithms have important performance requirements. Contrary to
offline test generation algorithms, the guided live test generation algorithms should have
strategies on what to test and why. How to perform distributed testing at runtime while
avoiding interferences with the services under test. In addition, the challenge in perform‐
ance and efficiency will be linked to what to drop and what to test. Guided live test
algorithm uses objectives to generate suitable test cases that will detect interaction, and
violations of specification and properties. Guided live testing is useful in the case of
runtime composition of services, it helps cope with unexpected events and conditions
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during the composition, and it helps locate the bug by generating additional test cases
and performing runtime trace analysis. It can also help rollback the composition if
needed.

3.4 Runtime Monitoring

Runtime monitors construction is still a research challenge. It is related to the instru‐
mentation and trace collection at certain locations of the services. The monitors share
resources with the monitored services, and have some impact on resource utilization in
terms of computation and memory consumption; they may degrade the services perform‐
ance. The additional challenge is the selection of the location of monitors and their
choreography, coordination and possible migration. Monitors can be seen as mobile
agents that can migrate according to the tasks and the locality of observation to be gath‐
ered. Monitors may be constructed with sort of contract to be preserved. We are going
to build on our strengths in verification of mobile agents and their commitments with
dynamic setting. Runtime verification of additional properties is known as lightweight
verification technique that verifies whether a service execution satisfies or violates a set
of given properties. It is partial to avoid state space explosion problem. It also has the
capacity to scale with the number of proprieties to verify. Normally, runtime verification
is implemented by constructing specific monitors.

3.5 Run-Time Test Results Analysis

Also known as oracle is an analyzer of test results with the intention to check whether
the service under test has behaved correctly on a particular test case execution. It is a
comparison between the observed behavior and a specified behavior that is assumed to
be correct. Runtime test result analyzer is more complex due to time consumption and
interferences with services operations and performance. For that particular reason
runtime analyzers are very often partial. The challenges are many: how to filter only
useful and relevant traces to analyze, existence of a specification, test architecture,
computation resources and memory, execution efficiency, and time budgeting strategies.
In this proposed research we will address the specific case of live guided test case
generation, where a test input is generated based on the analysis of previous traces
(outputs) and a model specification. This implies that trace analysis has to be partial and
performed at runtime. In addition, not all traces are important to analyze, a selection of
what to analyze and it dependency and impact on next operation of the service is impor‐
tant and challenging.

4 Conclusion

The objective of this is the development of broker-based architecture that allow QoS/
guided live test dynamic composition of web services. The goal of the broker is to
support live composition of web services with QoS. In addition, we addressed the
problem of web services testing. The requirements for the implementation of the
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proposed architecture are the development of (1) efficient web services discovery
methods; (2) dynamic web service selection with QoS constraints and user preferences
such as price; (3) dynamic composition and on the fly verification; (4) reliable execution
of composite services; (5) approaches and tools for dynamic composition of mobile
services; (6) develop a framework that will allow users to create mobile services and
compose value added services on the fly; (7) develop a framework for user driven crea‐
tion and composition of mobile services that include cloud computing (for the back end).
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Abstract. Software has become ubiquitous in healthcare applications, as is
evident from its prevalent use for controlling medical devices, maintaining
electronic patient health data, and enabling healthcare information technology
(HIT) systems. As the software functionality becomes more intricate, concerns
arise regarding quality, safety and testing effort. It thus becomes imperative to
adopt an approach or methodology based on best engineering practices to ensure
that the testing effort is affordable. Automation in testing software can increase
product quality, leading to lower field service, product support and liability cost.
It can provide types of testing that simply cannot be performed by people.

Keywords: Automation � Model-driven testing � Human factors �
Reverse-Engineering � Testing effort

1 Introduction

Proprietary frameworks for software tests are common in industry. The resulting test
cases and procedures can be very large, difficult to maintain and hard to compose into
complex scenarios involving parallelism. Migration to a standards-based and more
efficient software testing environment is appealing to organizations seeking to reduce
costs, and to benefit from the continuing advancements in technology. In this paper, we
propose to modernize legacy software tests to a model-driven testing methodology,
based on formalized test cases. The legacy test procedures are initially translated to
Testing and Test Control Notation (TTCN-3) and then abstracted to test cases in the
Test Description Language (TDL). The goal here is to study model-driven test pro-
cedure generation from TDL, and to evaluate TDL as a formal language for expressing
test cases. Software modification is a typical activity in a software system’s life cycle
and especially in the maintenance phase [19]. During maintenance, the challenges of
integration and regression testing are to select a sufficient subset of existing tests to
apply and to create new tests. Test automation is highly desirable for regression testing,
an activity that is generally tedious and time consuming [8].

After many maintenance cycles, a legacy set of Test Cases and Procedures (TCs
and TPs) may become increasingly difficult to adapt to change of the System Under
Test (SUT) or difficult to improve using new functionalities related to test automation.
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This limitation is sometimes exacerbated by the high-cost and the inherent complica-
tions of integration with an evolving SUT environment. At some point or another, an
organization may wish to modernize its software testing framework. Such a migration
is costly, but could bring many benefits: a modern infrastructure that allows better test
management and a higher level of test automation [11]. Furthermore, the migrated set
of TCs and TPs should be easier to change, enhancing the agility of the organization.
Organizations need to be able to integrate additional functionalities seamlessly when
new requirements arise. Then, reengineering of legacy TPs could address some of the
issues. In this paper, we present a pilot project in reengineering of embedded software
TCs and TPs towards a model-driven methodology, whereby executable TPs are
automatically generated from TCs. The modernization process has two phases:

i. The first phase is tool-based; it starts with the automatic translation of legacy TPs
to functionally-equivalent TPs (test implementation) in the TTCN-3 [9]. The
TTCN-3 language was selected for its industrial strength, its ability to enable test
automation, and its recognition as a standard.

ii. In a second phase, the TTCN-3 TPs are abstracted into TCs (test specification)
written as models in TDL [10]. TDL is a standardized scenario-based approach; it
expresses requirements as test objectives and connects them to scenarios that
describe the interaction with the SUT. This approach is suitable for automated TPs
as tests can be derived from the scenarios and automated.

We use the terminology1 of the ETSI TDL and TTCN-3 standards, as defined in
context, to describe various test artifacts and activities. In this paper, we discuss the
modernization of software tests for testing software. The rest of this paper is organized
as follows: Sect. 2 surveys related work; Sect. 3 discusses the modernization approach;
and Sect. 4 concludes the paper.

2 Related Work

In general, system or software migration is performed in order to increase quality, to
manage obsolescence, and/or to satisfy new business requirements. The migration of
legacy software tests may involve the hardware platform, the software framework or
both. A hardware migration implies switching the hardware platform to a modern one.
On the other hand, software migration proposes to change the programing language,
the operating system, and the data or the database. For example, data can be migrated
from a file system to a database management system. In [4], a migration from a
relational to an object-oriented database was implemented to benefit from
object-oriented technology. TPs written in programming languages such as Perl,
Python, C, C++, etc. are considered to be software programs. Therefore, the migration
to a new language is handled as a specific language translation activity. In [15],
massive amounts of TPs that were implemented as Excel and Word files were migrated

1 TDL: Test Description, Test Objective, Test Configuration, Data Set
TTCN-3: testcase, Test Type, Test Data, Test Component, Test Behavior.
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to a centralized test management tool. The authors aimed to achieve better test
management of test artifacts— distributed in an ad-hoc manner— by centralizing them
in one location. In [12], a medium size software system written in PL/IX was migrated
to C++ to respond to new business requirements, such as lower maintenance costs,
higher performance and better reliability. In [16], the authors address the potential and
risks of migrating the software and the hardware platforms of massive software tests
that may require significant computing resources and lengthy execution time to cloud
computing. Several tools and strategies to assist in the migration of legacy systems are
presented in De Lucia et al. [1, 2]. Reliable analysis of source code is essential for
successful software migration. Selecting and comparing analysis tools is usually based
on a defined set of criteria. Analysis tools can be used to support a migration, for
example, by identifying lines in the test code, analyzing the control flow, and providing
information about test data [20]. Our work differs by migrating the software tests to be
used in model-driven testing methodology.

3 Reverse-Engineering of Legacy Software Tests

Most companies that provide solutions to organizations in healthcare use Natural
Language (NL) to express software requirements. In the Requirements Engineering
Management Findings Report [13] several surveys of industry practice are conducted:
“…when asked in what format requirements are being captured, the overwhelming
majority of the survey respondents indicated that requirements are being captured as
English text, shall statements, or as tables and diagrams”.

In our pilot project, the original TPs were written in a proprietary test language
based on Eclipse Ant/XML [3] software is a PC based verification tool used to execute
automated test in order to verify the software. Based on user feedback, manually
creating TPs in Ant/XML can be qualified as labor-intensive. The legacy TPs are the
starting point of the migration as they convey information about test behavior, test
components and test data. In this paper, we propose an approach that starts with the
code migration of these TPs to the TTCN-3 language, which in turns will be
reverse-engineered into TCs in TDL. Once the reengineering of the software tests is
completed, new TCs can be captured directly in TDL, and these TCs can be used to
generate TPs in TTCN-3 or in any other desired scripting language. Furthermore, when
new requirements emerge to demand the evolution of the software tests, this software
evolution can take place at the model level. Figure 1 shows the modernization process
of the legacy software tests.

There are some difficulties with the legacy process shown in Fig. 1. The test
engineer spends a lot of time transforming TC into TP. There is a large gap in
abstraction level between the TC and the TP. The detail level is low in the TC, but very
high in the TP. It is an error-prone, time-consuming task to bridge this gap manually.
Because resources are always restricted, the software quality engineer has less time for
a more intensive TC. For example, Patient Monitors (PM) are electronic medical
devices for observing critically ill patients by monitoring their vital signs. The four
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most important vital signs are the pulse rate, oxygen level, body temperature, and
electrocardiogram (ECG) activity. Doctors and nurses are informed by an immediate
alarm when a vital sign of a patient such as heart rate falls below a given lower limit or
exceeds a given higher limit, so they can provide timely and appropriate treatment.
A malfunction of the PM may result in the death of a patient which makes this
functionality safety-critical and it must be validated accordingly. Figure 2 shows an
example that illustrates a legacy TC for Heart Rate (HR) alarm testing and the trans-
formation to the appropriate TP.

The ultimate goal in the modernization process is to enable automatic generation of
the TPs and to have them migrate to a more standard testing language to benefit from
its important features. The next subsections explain the two activities enclosed in the
modernization process, code-to-code migration and code-to-model.

Modernization
Process

Legacy Process

(1) code-to-code

(2) code-to-model 

TP 
(Ant/XML)
---------------
---------------
---------------

TC (NL)
---------------
---------------
---------------

Software 
Requirements

(5) New 
Requirement

copy

(6) manual
TC evolution

(4)  
Automatic
Generation

developed
manually

developed
manually

(3) extract test 
objectives,

enhance & check

TP 
(TTCN-3)
-------------
-------------
-------------

TP 
(any)

------------
------------
------------

TC  (TDL)
---------------
---------------
---------------

TC (TDL)
---------------
---------------
---------------

Any: Ant,
TTCN-3

(7) 
Automatic
Generation

TP 
(any)

------------
------------
------------

Fig. 1. Modernization of legacy software tests

<project name= “Test LowerAlarm”>  
  <HR Sensor>
    <target name= “target setup”>    <EditField lowerLimit =  "60" upperLimit =  "100">   </target>
    <target name= “target AlarmStatus”>   
          <HROutOfRange="48"/>     <checkAlarm staus="OFF"/> 
          <HRWithinRange="70"/>     <checkAlarm staus="ON"/>    
    </target>
  </HR Sensor>
</project>

Events:  Set PM Normal HR domain 60-100; 
               Stimulus: HR signal below lower limit
               Response: alarm goes off
               Stimulus: HR signal within normal limit
               Response: alarm disappears

TP

TC

Fig. 2. Develop a TP manually from a TC
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3.1 Code-to-Code Migration

From a migration perspective, we consider a set of existing software tests as software
source code. Typical migration approaches [5, 7, 14] fall into three categories:

• New development of the application. For large-scale systems, rewriting an appli-
cation from scratch is difficult, error prone, expensive and time consuming [6].

• Modernizing the legacy code itself. Code modernization is an attractive approach to
organizations as it has the highest probability of success among the three types of
approaches [17]. The migration risks are identified early in the code modernization
process.

• Automated conversion of the legacy application. Automated conversion is an
attractive option when new technology or process improvement initiatives require
legacy software tests to be converted to another language, for example to improve
the test process itself or its environment. The current technology for legacy
migration allows organizations to automate the migration process with lower risk
and in a shorter time.

The need for better test management environments grows with the size of the
testing effort. Organizing test artifacts and resources is a necessary part of test man-
agement and is facilitated in our reengineering process by dispatching elements of the
legacy TPs into its new TTCN-3 implementation— in modular style. Our code-to-code
migration activity is iterative as it requires a repetition of activities to migrate suc-
cessfully the code. The process is composed of the following sub-activities:

• Analysis of the legacy TPs to gain understanding of the code to be translated to
TTCN-3;

• Code translation according to transformation rules, from legacy to TTCN-3, defined
early in the analysis activity; and

• Deployment and Verification of the migrated TPs to ensure their satisfaction of the
legacy TCs, and equivalence to the legacy TPs.

These sub-activities are shown in Fig. 3 and will be explained as we progress after
an overview of the TTCN-3 language below.

TTCN-3 is a standardized language used to write human and machine-readable test
scripts; it is designed specifically for conformance testing. The semantics of TTCN-3 is
clearly and precisely specified. A TTCN-3 test suite can be structured into several
modules. A module is a top-level container for code which is composed of an optional
control part and an arbitrary number of definitions. A TTCN-3 “testcase” is a behavior
description of how to stimulate the SUT. Each TTCN-3 testcase runs on components
that communicate with each other through ports. A TTCN-3 model is composed of an
Abstract Layer and a Concrete Layer. The Abstract Layer can host a test suite that is
composed of several modules to describe the test to be executed. The Concrete Layer is
responsible for communicating with the SUT, coding and decoding the exchanged
messages during the test execution.

144 N. Kesserwan et al.



3.1.1 Analysis of the Legacy Code
It is essential to the success of a migration to understand the functionality of the legacy
software tests and to know how the SUT interacts via its various interfaces. A typical
TP written in Ant/XML is composed of one or more targets where each target may
control several interfaces via sending and verifying commands. For example, if a TP
needs to sense some data, it specifies the interface to be queried, sends the required
commands and reads the result for verification.

After analyzing the legacy TPs, we extracted valuable information that is located
exclusively in the TPs; this information helped us to establish principles for code
migration from Ant/XML to TTCN-3. We determined that a legacy TP contains
instructions pertaining to three aspects: Test Verification, Test Component, and Test
Action. This decomposition of a legacy TP can support the translation to TTCN-3 in a
modular manner. In our translation scheme, the Test Verification, Test Component and
Test Action are respectively translated to Test Data, Test Component and Test
Behavior modules in TTCN-3. The transformation rules should convert legacy TP code
while preserving the semantics. We found that core TTCN-3 contains equivalent
semantics for most Ant/XML language elements, such as sending data, verifying
responses, representing regular expression, defining interfaces and connections, etc.;
however, since the legacy application did not use an XML schema, the data types of the
legacy TP could not easily be rule-transformed. Thus, neither type checking nor value
checking could be performed.

3.1.2 Code Migration
We developed a language translator tool to migrate the TPs automatically to three
TTCN-3 modules. The resulting modules along with the Type module constitute an
executable TTCN-3 TP that is equivalent to the Ant/XML TP. The Type module is

TP translator
tool

Migrated TPs 
(TTCN-3)

Compile 
and Build

Analyze
ErrorsNo

Improve
tool

Deploy and Test

Compiled
TPs (TTCN-3 )

Yes

Equivalent? No
Analyze

Non-
equivalence

Investigate
difference

Equivalent
TPs (TTCN-3)

Yes

Improve
tool

Legacy 
TPs

Translation rules
Ant/XML to 

TTCN-3

Analyze
Legacy

TPs

Fig. 3. Code-to-code migration sub-activities
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produced manually by analyzing the SUT inputs and outputs and the legacy TCs and
TPs as shown in Fig. 4. The architecture of the translator tool combines the following
elements:

• Transformation Rules: a number of rules to transform each Ant/XML construct to a
one or more equivalent constructs in TTCN-3. (one-to-many transformations are
possible)

• Parser: reads legacy TP in order to generate syntactic element tokens encountered in
the TP.

• Converter: based on transformation rules, it transforms the syntactic element,
returned by the Parser, to functionally-equivalent code to the generator.

• Generator: writes the generated TTCN-3 code, produced by the Converter, dis-
patched in each of the corresponding modules.

Table 1 shows the transformation rules. Third column describes how the TP legacy
semantic is preserved using TTCN-3 syntax.

Having a Translator Tool is a key success factor in the migration process. It enables
a high degree of automation and meets economic and timeframe objectives, such as
lower cost, shorter time-to-market, consistent style, and good quality code. However,
the migrated TTCN-3 modules define an abstract test suite, i.e. components residing in
the TTCN-3 Abstract Layer. The migrated code lacks any concrete implementation-
specific information, such as how messages are encoded or how communication with
the SUT actually takes place [21]. In order to execute the TTCN-3 modules, Codecs
and SUT Adapters must be provided. These parts reside in the Concrete Layer and
allow tests to be encoded into a format understood by the SUT and to be executed by it.

3.1.3 Migrate Real-Time TPs
Real-time embedded applications require testing the functional aspect and the timing
aspect of the requirements. The functional aspect of SUT interfaces is concerned with
the sending and receiving of the messages; it is verified by checking the message values
and their order. On the other hand, the real-time requirements require observing time at
the communication ports and associating time with stimuli and responses. Testing
real-time behavior remains a challenge as the test system needs to be time-deterministic
[18], in order to verify accurately the response time, sending time, latency, delay,
jitter, etc.

Translator Tool
Parser

Converter

Generator

Analysis of 
legacy code Transformation Rule #1

Transformation Rule #2
….
Transformation Rule #n

TTCN-3
Data

TTCN-3
Component

TTCN-3
Behavior

TTCN-3
Type 

module

TP 
(Ant/XML)
---------------
---------------
---------------

Fig. 4. Language translator tool
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Table 1. Transformation rules to convert Ant/XML and TTCN-3 languages along with
transformation rules.

Legacy 
code 
element

Equivalent construct in 
TTCN-3

Transformation rules

<project 
name = 
“str”>

module <str_Template> { }
module <str_Behavior> { }
module <str_Configuration> 
{ }

Rule # 1: project element is translated to three module
constructs which together compose a full TP in TTCN-
3. The project name = str is used as a prefix with 
“Template”, “Behavior” or “Configuration” to 
designate each TTCN-3 module. If the project name
contains special characters such as dot or space, they 
are replaced by underscores. 

<target
name = 
“str”>

testcase <target_str> runs on
MTCType system
SystemType 

Rule # 2: target element is translated to a testcase
construct, and the target name is prefixed with the 
string target_

The testcase will contain the action and verify 
constructs (stimulus and response)

<target
name= “all”

depends = 
“str1, str2, 
…, strn”/>

control {
execute (target_str1() );
execute (target_str2() );
execute (target_strn() );
}

Rule # 3: target name = all is translated to a control
construct, and the intermediate targets, str1, str2, … 
separated by commas, identified in depends are 
translated to a sequence of execute statements such as 
execute (target_str1() ); in the control construct.

interface
port = 

“name”

type port interface_name
message {
in sending_msg;
out receiving_msg; }
type component interfaceType 
{
port interface_x interface; }

Rule # 4: Every interface is mapped to a message-based 
port and attached to a component. 

The interface port = name is translated to a type port
message-based construct and attached to a type
component construct. 

function action (name, 
command, str1, …, strn ) runs 

Rule # 5: action elements are translated to functions
and function calls constructs. The action parameters 
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Previously, we transformed Ant/XML TPs, which test the functional behavior of
the SUT, to TTCN-3. Now, we discuss how Ant/XML and TTCN-3 handle the
real-time. The Ant/XML test system, without any additional mediating devices, is
unable to execute precise real-time tests scenarios. The wall clock time is measured at
scripting level, i.e. not at the external test adapters. Ant/XML measures time via tstamp
operation returning time with a millisecond resolution; it controls timing via sleep and
waitfor operations.

Similarly, the core language of TTCN-3 was not originally conceived with
real-time focus in mind. The first problem is the precision of time when it is recorded or
checked by the test system or when it is associated with certain events. There is the
semantic of timers that was not intended for suiting real-time properties, but conceived
only for catching (typically long-term) timeouts [19].

<action key
= “str1”, 

“str2”, …, 
strn />

on componentType {
….
portName.send(command, 
str1, …, strn);
….
}

command, name, str1, …, strn are passed as formal 
parameters to the function definition. The parameter 
name represents the interface name where command 
represents the input to send. Some actions take 
additional parameters to send the command, they can be 
represented by str1, …, strn. The parameter portName 
represents the port via which the input to SUT is sent. 
The action with its arguments in the legacy TP 
represent a stimulus to send to the SUT

< verify
query = 
“str1” 
value= 

“str2” />

template component type 
verifyStep := {str1 := pattern
str2 }
function matchResult(verify, 
portName) runs on
componentType { 
alt {
[] portName.receive(verify) {

setverdict(pass); }
[] portName.receive {

setverdict(fail); }
[] replyTimer.timeout {

setverdict(inconc, "No 
response from 

SUT") } }

Rule # 6: verification is translated to template
construct named verify. One template can host several 
verifications for a given step. Then, the construct 
verify is translated to a function to handle the 
alternative sequences. In the legacy TP, a comparison 
between the expected value and returned one is 
performed: verify query = “str1” value= “str2”

The TTCN-3 TP migrates the expected values and store 
them in templates w.r.t to REGEXP used in the legacy. 
Then, the returned values are matched against the 
expected ones to issue a verdict.

< macrodef 
name = 

“MacroN”
/>

action

<MacroN
interface = 

“interface_n
ame, para1, 
para2, …, 
paran” />

function MacroN 
(interface_name, para1, para2, 
…, paran) runs on
componentType {
…}
MacroN( interface_name, 
para1, para2, …, paran);

Rule # 7: macros elements are translated to functions
and function calls constructs. The macros parameters
interface_name, para1, para2, …, paran are passed as 
formal parameters to the function definition. A macro 
may contain control statement such as looping, if, else. 
These statements are mapped to their equivalent in 
TTCN-3
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A tstamp task is mapped to a TTCN-3 timer declaration followed by start timer
operation. Ant/XML measures duration by computing time difference between two
tstamp tasks. This can be mapped to TTCN-3 start timer and read timer operations.

TTCN-3 was extended with set of constructs for real-time testing RT-TTCN-3 [10]
that introduces a mechanism to store the arrival time of messages, procedure calls at
system adapter level and to control the timing for the stimulation. We have not yet
attempted to use RT-TTCN-3. For now, only the core language is used in our pilot
project.

3.1.4 Deployment and Testing of a Migrated TPs
As illustrated in Fig. 3, the code migration process is an iterative approach, as the
Translator Tool needs improvement and corrections after an unsuccessful attempt to
migrate the functionality. The migrated code may not compile or may fail to link to
produce a build; in such cases an analysis is performed to improve the tool and fix the
problem. It is essential that the legacy and migrated test suites are functionally
equivalent and have full consistency in their verdicts that are produced by applying the
same stimuli. In order to properly evaluate their conformance, the migrated code should
not be manually modified during the process by diverging from the TC. Any
enhancement should be added only after a successful migration has been declared.
Accordingly, as shown in Fig. 5, testing the functional equivalence can be determined
by comparing the original and migrated test verdicts’ and the SUT’s observable states
— actions triggered by SUT in response to events sent by the TP.

The correctness relationship holds when the migrated TPs, for the same test input,
make SUT behave the same way as legacy TPs do. In other words, the legacy TPs are
used as an oracle version, if the behavior of the SUT differs when stimulated by the
migrated TPs, then the correctness relationship breaks and the tester needs to analyze
the problem and investigate the difference. Annex 1 shows the TTCN-3 test suite
migrated from the legacy TP in Fig. 2. After a successful code equivalence migration to
TTCN-3, the second phase starts by reverse-engineering the migrated code in TTCN-3
to abstract models in TDL.

SUT

Legacy
result

Migrated 
result

Output Output

Compare for SUT
output conformance

Test OutputTest Output

Test Input

Compare for SUT 
states conformance

TP 
(Ant)

---------------
---------------
---------------

TP 
(TTCN-3)

---------------
---------------
---------------

Fig. 5. Validation of legacy and migrated test suites equivalence
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3.2 Code-to-Model

In the second phase of the reengineering process, we obtain the TCs by
reverse-engineering the migrated TTCN-3 TPs. In most industrial domains, a test can
be conceived at two levels of abstraction: a test specification (or test case) and a test
implementation (a test script or procedure). Our goal is to abstract the latter to obtain
the former. Here, the test implementation is the migrated TTCN-3 TPs containing
concrete information. It is often considered useful to express TPs as stimulus-response
scenarios. This is the path that we explore here using TDL.

Let’s consider the modules of a TP.

• The Test Behavior module is composed of test events (stimuli and responses as
interactions) that express the test behavior.

• The Test Data module contains information about the test input and the expected
test output.

• The Test Component module consists of a set of inter-connected test components
with well-defined communication ports and an explicit test system interface.

Next we consider a TC. It should use abstract types and instances to refer to test
data, and should describe the system components and their actions and interactions
with a minimum of details. In our project, to raise the level of test specification, we
choose the TDL notation. It has the benefit of being complementary to TTCN-3. For a
given test, a description is specified in TDL, whereas TTCN-3 is used to define a
detailed implementation. An overview of the TDL concept follows.

TDL is a new language for the specification of test descriptions and the presentation
of test execution results [10]. The introduction of TDL is being driven by industry to
fill the gap between the high-level expression of what needs to be tested i.e., the test
purposes, and the complex coding of the executable TP in TTCN-3 [18]. TDL is used
primarily— but not exclusively— for functional testing, its major benefits include:
high-quality testing process through scenario design of test cases (test descriptions) that
are easy to review by non-testing experts. The TDL language was designed on three
central concepts [10]: (1) a Meta-Modeling principle that expresses its abstract syntax,
(2) a user-defined Concrete Syntax for different application domains, and (3) the TDL
semantics that can be associated to the meta-model elements. Any minimal TDL
specification consists of the following major elements:

• A set of Test Objectives that specify the reason for designing either a Test
Description or a particular behavior of a Test Description. It can be written as a
simple text in NL and it can be complemented with tables and diagrams;

• A Test Configuration, which is a set of interacting components (tester and SUT) and
their interconnection;

• A set of Data Instances used in the interactions between components in a test
description; and

• A set of Test Descriptions to describe one or more test scenarios based on the
interactions of data exchanged between tester and SUT.

In order to obtain the TC (TDL specification) from the TP (TTCN-3 modules), we
developed transformation rules to define TC elements from the TTCN-3 TPs’. These
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rules are meant for human processing; they are based on the equivalence between
elements of both languages. The rules aim to remodel the TTCN-3 modules into more
abstract TDL elements. The language-sensitive editor understands the concrete TDL
syntax, based on the TDL meta-model.

Next, we show how each TDL element is derived from its corresponding TTCN-3
module by applying these rules. However, extracting the TDL Test Objectives cannot
be rule-based since the TTCN-3 TPs do not have a concrete representation of the Test
Objective. Nevertheless, the test objectives can be extracted from the legacy TCs and
copied in TDL corresponding elements.

3.2.1 Remodel Test Data Sets
The concrete data definition, stored in the TTCN-3 Test Data module (TestData.ttcn3),
is mapped to TDL Data Instances using TDL elements that link the data aspects
between TDL and TTCN-3. These Data Instances are grouped in Data Sets and are
considered as abstract representation of the corresponding concepts in a concrete type
system.

3.2.2 Remodel Test Configuration
In a TDL specification, the Test Configuration element consists of a Tester, SUT
components and a Gate. The corresponding TTCN-3 Component module contains
equivalent objects with many more details. Specifically, it consists of a set of inter-
connected test components with well-defined communication ports and an explicit test
system interface. TDL does not have a receive construct, instead it uses a send con-
struct for the interaction between a Tester and the SUT. Therefore, the mapping of TDL
Tester and SUT components is validated with the TTCN-3 interaction.

3.2.3 Remodel Test Description
The Test Description element in the TDL specification language defines the TC
behavior. The enclosed scenario is mainly composed of actions and interactions
between the Tester and the SUT components.

In the TTCN-3 Test Behavior module, the action is a function implementation or
physical setup. The interaction is represented as a message being sent (from a source)
or received (from the target). We remodeled the interaction and the action to their
equivalent in TDL by applying the rules listed in Table 2. In the Test Behavior module,
numerous sequences of events are possible due to the reception and handling of
communication timer events. The possible events are expressed as a set of alternative
behaviors and denoted by the TTCN-3 alt statement. Each TTCN-3 object in the Test
Behavior is remodeled to an equivalent TDL construct by applying the transformation
rules. In our experimentation, we used a TDL Editor to edit and validate the syntax of
the TDL specifications.
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Table 2. Transformation rules from TTCN-3 to TDL based on the proposed concrete syntax.

TDL Meta-model 
elements

(abstract syntax)

TTCN-3 
statements

Our proposed 
TDL 

concrete syntax

Description of 
transformation from 

TTCN-3 to TDL 

TestConfiguration module <tc_name> { 
}

Test Configuration
<tc_name>

Map to a Test Configuration 
statement with the name < 
td_name >

GateType

type port
<port_type> message 
{
}

Gate Type <port_type>
accepts <Data_Set_name> 

Map to a Gate Type statement 
with the name <port_type> that 
accepts Data Set elements

ComponentType

type component 
comp_type{
port <port_type> 
<port_name>;
}

Component Type 
<comp_type> { gate types : 
<port_type> Map to a Component Type 

statement with the name 
<comp_type> and associate a 
<port_type> to it.

instantiate <comp_instance> 
as Tester of type
<comp_type> having { gate
<gate_name> of type
<port_type> ; }

ComponentType

type component 
system_comp_type{
port <port_type> 
<port_name>;
}

Component Type 
<comp_type> { gate types : 
<port_type>

Map to a Component Type 
statement with the name 
<system_comp_type> and 
associate a <port_type> as a 
port of the test system interface 
to it.

instantiate
<system_comp_type> as 
SUT of type <comp_type> 
having { gate <gate_name> 
of type <port_type> ; }

Connection

map (mtc: 
<comp_type>, 
system
<system_comp_type
>)

connect <comp_type> to 
<system_comp_type >

Map to a connect statement 
where a test component is 
connected to test system 
component. 

TestDescription

module <td_name> {
import from
<dataproxy> all;
import from
<tc_name> all;
}

Test 
Description(<dataproxy) 
<td_name> { 
use configuration: 
<tc_name>; { }
}

Map to a Test Description 
statement with the name 
<td_name >. The <DataProxy> 
element passed as formal 
parameters (optional) is 
mapped from an import 
statement of the <DataProxy> 
to be used in the module. The 
import statement of the Test 
Configuration <tc_name> is 
mapped to use configuration 
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TDL Meta-model 
elements

(abstract syntax)

TTCN-3 
statements

Our proposed 
TDL 

concrete syntax

Description of 
transformation from 

TTCN-3 to TDL 
property that is associated with 
the 'TestDescription' 

Alternative
Behaviour

alt {} alternatively { } Map to alternatively statement 

Interaction

<comp_name_source
>.send(<concreteDat
a>)

<comp_name_source> sends
instance < data_name > to
<comp_name_target>

Map to a sends instance 
statement with respect to the 
sending component

<comp_name_source
>.receive(<concreteD
ata>)

<system_comp_name_sourc
e> sends instance < 
data_name > to
<comp_name_target>

Map to a sends instance 
statement when the sending 
source is SUT component

VerdictType verdicttype
<verdict_value>

Verdict <verdict_value>

Map <verdict_value> that 
contains the values: 
{inconclusive, pass, fail}to its 
corresponding value

TimeUnit
time_unit {1E-9,1E-
6, 1E-3, 1E0, 6E1, 
36E2 

Time Unit <time_unit>

<time_unit> contains the 
following values: 
{tick,nanosecond,microsecond,
miliisecond,second,minute,hour
}

VerdictAssignment setverdict 
(<verdict_value>)

set verdict to
<verdict_value>

Map to a set verdict to 
statement 

Action function 
<action_name>()

perform action
<action_name>

Map to perform action 
statement

Stop stop stop
Map to a stop statement within 
alternatively statement

Break break break
Map to a break statement 
within alternatively statement

TimerStart <timer_name>.start(t
ime_unit);

start <timer_name> for
(time_unit) Map to a start statement

TimerStop <timer_name>.stop; stop <timer_name> Map to a stop statement

TimeOut <timer_name>.timeo
ut;

<timer_name> times out Map to a times out statement

Quiescence/Wait

timer <timer_name>
<timer_name>.start(t
ime_unit);
<timer_name>.timeo
ut

is quite for (time_unit)
waits for (time_unit)

Map to is quit for statement or 
to waits for 

InterruptBehaviour stop interrupt Map to interrupt statement

BoundedLoop
Behaviour

repeat repeat <number> times

Map to repeat statement. The 
repeat is used as the last 
statement in the alternatively 
behavior.

DataInstance type_keyword 
<data_name>

Data Set <any_name> {
instance <data_name> }

Map any <type_keyword> to 
an instance and group it in Data 
Set element
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3.2.4 Model Real-Time in TDL
Previously, we mapped real-time elements enclosed in legacy TP to TTCN-3 timers’
objects. TDL defines time package to express:

• A Time instance or time duration is expressed by a real positive value. The unit of
Time instance is described by predefined instances for the TimeUnit. There are two
Time Operation that can be applied on Tester components or on Tester gate:
– Wait: defines the time duration that a Tester waits; and
– Quiescence: defines the time duration during which a Tester shall expect no

input from a SUT;
• A Time Constraint element resides within a test description; it is used to express

timing requirements over two or more atomic behavior elements; and
• A Timer element defines a timer that is used by the following Timer Operation:

– TimerStart: it sets the period property to define the duration of the timer from
start to timeout. The Timer changes from idle to running state;

– TimerStop: it stops a running Timer, the state of the Timer becomes idle; and
– TimeOut: it specifies the occurrence of a timeout event when the period set by

the TimeStart operation has elapsed. The Timer changes from running to idle
state.

The TDL time package can be modeled from the TTCN-3 timer operations as
shown in Table 2 that illustrates the transformation rules from TTCN-3 to TDL based
on the versions in [9, 10].

4 Conclusion

The modernization of software tests to a new platform is often pressured by business
requirements to reduce the cost and effort of testing. In this project, we automatically
restructured legacy TPs, written as Ant/xml files into the TTCN-3 language that pro-
vides strong typing, structured constructs and for modular code. This migration
enforced coding standards and offered a more readable, simple to modify and easy to
understand test code. Next, we reengineered the code and data to a higher level of
abstraction to obtain (model-driven) TPs. Our overarching goal is to support test
automation, to reduce the effort involved in testing and to lower maintenance cost while
meeting software tests’ evolution requirements.
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Annex 1

The migrated Heart Rate Test Procedure in TTCN-3
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Abstract. Pay with a (Group) Selfie (PGS) is a novel payment system developed
at Khalifa University in the UAE, and currently under test at the Institut de Math‐
ématiques et Science Physique (IMSP) in Benin. The PGS system uses a group
selfie to gather all information items needed to encode a purchase: the seller, the
buyer, the service/product and the agreed price. Using Visual Cryptography (VC),
the photo is then “digitally ripped” into two shares, one for the buyer and one for
the seller. In the current version of PGS, these shares are eventually and inde‐
pendently sent to a Bank that cooperates to offer the digital payment service to
population living in rural areas. When the purchases of a buyer at a given seller
pass a pre-set threshold, the Bank executes a traditional fund transfer between the
two. This way, PGS spreads the Bank’s transfer fee over multiple purchases,
decreasing the financial cost of each purchase. This paper discusses the challenges
of transparently coupling the PGS payment system with digital wallets holding
a crypto currency, bringing the financial cost of each purchase to zero.

Keywords: Payment metaphors, mobile payment systems · Visual Cryptography
· Trust · Crypto currency

1 Introduction

Pay with a (Group) Selfie (PGS) [1] is an innovative payment system that uses a group
selfie to collect all information items behind a purchase: the seller, the buyer, the service/
product and the agreed price. Using Visual Cryptography (VC), the selfie is “digitally
ripped” into two shares, one transmitted to the buyer’s phone and the other kept on the
seller’s one. In the current version of PGS, these shares are eventually and independently
sent to a Bank who accepted to cooperate to offer the PGS service to population living
in rural areas. When the purchases of a buyer at a given seller’s shop pass a pre-set

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
F. Belqasmi et al. (Eds.): AFRICATEK 2017, LNICST 206, pp. 159–168, 2018.
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threshold, the bank executes a traditional fund transfer transaction1. While PGS provides
an entirely new metaphor for delayed payments (the ripped banknote), its innovation in
the back-end consists in splitting the cost of a traditional fund transfer across multiple
purchases. In this paper, we discuss backing our PGS payment system with digital
wallets integrating a crypto currency. We believe that this idea can overcome a number
of societal challenges connected with payments in emerging economies. However, here
we shall focus on technical challenges only. We start by describing the PGS payment
system in Sect. 2. Section 3 will discuss the rationale for putting a virtual currency behind
PGS while Sect. 4 will offer a concise overview on digital wallets and crypto-currencies.
Among available crypto currencies, Sect. 5 will discuss our choice for the implemen‐
tation of the next version of the PGS payment system. In Sect. 6 we will discuss the
different challenges and ways to overcome them. Finally, Sect. 7 will present the way
forward.

2 Pay with a (Group) Selfie Payment System

PGS is a payment system that provides a virtually costless micro-payment system suit‐
able for open-air markets in emerging economies. It is based on a powerful, easy-to-
understand metaphor and does not require “always on” connectivity: PGS works well
in environments where network connectivity is patchy. PGS is based on three key design
principles: (i) embedding in a simple digital object (a selfie) all information about a
purchase: the actors (buyer and seller), the product or service being sold, and the price
agreed upon between the parties; (ii) producing secure shares of the original selfie, so
that each single share has no value, but their combination using the human visual system
can reconstruct the original image and provide proof of the purchase; (iii) integrating
the validation of the selfie with mobile money transfer facilities, or via innovative
systems exploiting virtual currencies. In its original design, PGS was not intended to
replace existing mobile payment infrastructures, but to extend their reach wherever data
connections are not guaranteed due to patchy network coverage, cost concerns or usage
habits. PGS distributes the cost of a financial transaction (the fund transfer) across arbi‐
trarily many selfie-encoded purchases. The idea of using a selfie as proof of purchase is
inspired to the traditional way in which business is conducted in open-air markets. The
human visual system has been used for countless years to establish the context of each
sale: the purchaser, the supplier, the purchased goods or services, the price to be paid,
as well as the time and location of the purchase. PGS’s proof of purchase is self-vali‐
dating, just like a banknote, and like a banknote ripped in two it can be held jointly by
the two parties until the money transfer can be finalized. Behind the scenes, PGS uses
Visual Cryptography (VC) to split the selfie, generating two random-looking shares. VC
provides unconditional security [2]: owning a single share gives no possibility to recon‐
struct the original image, and tampering with it makes the reconstruction impossible.
PGS fully supports the metaphor of putting back together the two parts of a ripped
banknote. Indeed, the reconstruction of the selfie could be even performed without a

1 The Bank alerts the sellers if the buyer’s funds become insufficient for the eventual transfer.
Each seller can decide whether to block or allow further purchases.
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computer, simply by stacking the shares printed on two transparencies. In the current
implementation, reconstruction is performed by a desktop application that stacks the
shares provided by the parties, using the mobile applications (Fig. 1), to validate the
transaction.

Fig. 1. The interfaces of the three components of PGS. The pictures of the modules are identical
on purpose to let users feel the same environment.

Another important aspect of PGS design is that no “always on” assumption is made:
when no network coverage is available, money exchange is deferred until shares have
been independently and securely delivered to a payment service provider, who will stack
them and validate the transaction.

3 Rationale for a Virtual Currency Behind PGS

As mentioned above, PGS original design relied on (i) a single Bank to accept selfie
shares as proofs of the buyer’s obligation to pay the seller, and (ii) mobile telco operators’
network services to deliver the shares to the Bank. This design is distinct from (though
related to) the design of so-called mobile money systems, which are bound to a specific
mobile telecommunication operator who plays also the role of the Bank. All mobile
money users are required to hold accounts with the same operator to be able to transfer
their mobile money (often, in the form of minutes of conversation) between each other.
In the case of PGS, any mobile telco provider can be used to deliver the selfie shares to
the Bank, but all PGS users (sellers and buyers alike) are supposed to hold accounts at
the same Bank, as it is the latter that executes fund transfer2. A first attempt to alleviate
this constraint is adding a “Broker” module. The PGS design will then operate as

2 Of course, inter-bank arrangements could be made to support account holders from other banks.
This would however increase the financial cost of the transactions.
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described in Fig. 2. This solution relies on the trusted Broker to act as a store-and-forward
transport layer (where trust in the broker plays the role of security controls [3]), pushing
selfies between PGS users on one side and multiple Banks on the other side.

The PGS implementation being tested in Benin is based on this design [1]. In this
paper, we discuss how to dispense with the Banks entirely, by integrating PGS and
digital currencies in a fully transparent way. Users will see cash transfers, possibly
unaware that a virtual currency is used behind the scenes. This way, PGS will get close
to catching the so-called “mobile money unicorn”: an electronic purchase whose cost is
the communication one only. The coming section aims at presenting a summary of the
concepts related to virtual currency and it will then open way to the selection of one of
them for implementation.

4 Crypto Currencies and Digital Wallets

Virtual currencies, e-money, digital wallets, crypto currencies, payment technology,
distributed ledger and block chain are terms that often popup in conversations, many
people using them loosely. This section will present some clarifications so that the rest
of this work can accurately use these terms when and where needed. Electronic
money, or e-money, is a fund balance expressed in a traditional currency but recorded
electronically, e.g. on a stored-value pre-paid card. To generate e-money, the real
currency (e.g., in form of cash) is handed over to banks and financial institutions who,
in turn, load the corresponding e-money balance into microprocessors embedded in the
cards. Digital currency has been proposed as an Internet-based form of currency. Any
amount denominated in a digital currency is called digital money. The same way tradi‐
tional physical money, such as banknotes and coins, is used in transactions, digital
money can be used for digital transactions. Digital currency has its own generation and
distribution mechanisms that prevent double-spending and inflation of digital money.
Financial institutions worldwide tend to stress on the difference between digital
currency/money and e-money. In 2012, the European Central Bank (ECB) has defined
digital currency as “a type of unregulated, digital money, which is issued and usually
controlled by its developers, and used and accepted among the members of a specific
virtual community” [4]. Digital currency is a digital representation of value. Even though
it functions as a medium of exchange, as a unit of account and as a store of value, it does
not have legal tender status [5]. The Committee on Payments and Market Infrastructures
(CPMI) of the Bank for International Settlements (BIS), a financial entity cooperatively
owned by the world’s Central Banks, asked a working group to draft a report on digital
currencies. That report, published in November 2015, defines digital currency as an
asset represented in digital form and having some monetary characteristics [6, p. 5].
Unlike today’s traditional currencies, which are managed by Central Banks3, a digital
currency can be centralized or decentralized. When centralized, the virtual currency has
a single administrating authority that controls the system. That authority issues the
currency, establishes the rules for its use, maintains a central registry of ownership,

3 This was however not always the case. Some traditional currencies managed by multiple
authorities have survived until the late 1800 s.
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maintains a central payment ledger, and has authority to redeem the currency (i.e., with‐
draw it from circulation). A decentralized virtual currency is distributed, open-source
and peer-to-peer. It has no central administrating authority, and no central monitoring
or oversight. Crypto-currencies are good examples of decentralized digital currencies.
A cryptocurrency is a digital currency that relies on cryptography to (i) to regulate the
generation of currency units (ii) verify the transfer of funds, and (iii) secure payment
transactions. The first fully functional cryptocurrency is called Bitcoin. It was initially
proposed by an unknown group or individual writing under the pseudonym of Satoshi
Nakamoto [7]. A virtual- (or crypto)-currency wallet is a system (again, encryption-
based) for holding, storing and transferring virtual currency units. A wallet provider is
an entity that provides a digital currency wallet. The wallet provider facilitates partici‐
pation in a digital currency system by allowing users and merchants to transfer the digital
currency among themselves, making sure (e.g., via digital signatures) that the right
parties are credited and charged. The wallet provider maintains each customer’s virtual
currency balance, ensures transaction security, and performs backup/cold storage.

5 A Digital Currency for PGS

In the last few years, digital currencies have attracted strong interest and even Central
Banks are considering creating their own, or at least are keeping a close eye on them.
We claim that PGS is a natural front-end for crypto-currency transactions, as it is itself
based on visual cryptography. Many works4 [8, 9] have presented comparison of crypto-
currencies, most of them based on, or derived from, Bitcoin. Those cryptocurrencies can
be split into three groups, based on the way the crypto-currency is generated and distrib‐
uted. One group uses proof-of-work and the second group uses zero-knowledge proofs
[10]. The third group is kind of a residual group, including only two currencies that use
central distribution: Ripple (https://ripple.com/) and MaidSafeCoin (https://maid‐
safe.net/safecoin.html). The Proof-of-Work (POW) approach allows (volunteer)
currency generation points (often called Miners) to generate new, valid currency units
each time they solve a problem that requires huge computational effort (for example,
“finding a number x whose image h(x) via a non-invertible hash function h() has two
leading zeros”). Handling a currency system based on POW requires Miners to hold
powerful computational resources which we cannot expect to have among the devices
targeted by PGS. So, the one of the viable solutions for integrating PGS with a POW
crypto-currency is to use Bitcoin, where the generation and distribution of currency units
are already handled by the existing Bitcoin infrastructure, and bitcoin transfers can be
used as a service at virtually no cost. This choice and its implications in terms of risk
will be discussed in Sect. 5.1. A zero-knowledge proof or zero-knowledge protocol is a
method by which one party (the prover) can prove to another party (the verifier) that a
given statement is true, without conveying any information apart from the fact that the
statement is indeed true [10]. Some crypto-currencies use computationally light gener‐
ation techniques for the currency units and then rely on zero-knowledge proofs for
proving each unit’s uniqueness and single ownership at transaction time. Albeit at a

4 https://en.bitcoin.it/wiki/Comparison_of_cryptocurrencies.
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different time with respect to POW, managing this type of currencies also requires huge
computational resources that mobile devices cannot currently afford. For the sake of
conciseness, in this paper we shall not elaborate further on this group of currencies. Both
Ripple and MaidSafeCoin belong to the residual group of digital currencies that use
central distribution. Ripple’s solution is built around an open, neutral protocol (Inter‐
ledger Protocol or ILP) while MaidSafeCoin is issued to the users of the decentralized
Internet called the SAFE (Secure Access for Everyone). These special users, appropri‐
ately called Farmers, make their unused computing resources available to perform many
of the protocols of collective interest (e.g., the Domain Name System) for running the
Internet. In our opinion, farming looks a very interesting idea, as it envisions to use
proof-of-availability to share unused resources (i.e., proof of setting aside resources for
potential work) as a value generation mechanism rather than Bitcoin’s real work,
computing a difficult problem. Also, we find it attractive to couple PGS with a digital
currency whose generation and distribution functionalities can require limited compu‐
tational effort, and therefore can be entirely handled by standard mobile devices looks
attractive. We shall discuss this idea in Sect. 5.2.

5.1 Integrating PGS with Bitcoin

Let us first consider a scenario where some trusted third party (in our case, the PGS
back-end server) holds digital wallets for both PGS buyers and sellers. We assume the
organization running the PGS back-end has collected cash advance payments from PGS
buyers (or, alternatively, has obtained an initial cash pool from a donor organization).
The advance money/cash pool is used to purchase bitcoins, which are stored in the
buyers’ digital wallets. Whenever the proof of a PGS purchase (i.e., the two VC shares
of the group selfie containing item, parties and agreed-upon price) reaches the PGS back-
end, the corresponding bitcoin transfer is triggered between the buyer’s and the server’s
digital wallets. Periodically, PGS sellers can request to withdraw money from their
digital wallets. The PGS back-end handles these requests by exchanging bitcoins held
in the sellers’ wallets into cash. We claim that, although very simple, this scenario has
many interesting features. First of all, it is transparent: buyers and sellers incur into little
additional costs with regard to traditional cash transactions5 and may even not be aware
of the digital currency used by the PGS back-end. Secondly, the ecosystem includes no
financial institution but the digital currency community, so there will be no intermedia‐
tion costs. Let us now consider the PGS back-end’s profit model as if the back-end was
a fund manager trading in and out the digital currency on behalf of investors. In the
simplest case, we consider a single purchase. The PGS back-end receives the advance
money from the buyer and invests it into bitcoins. Later it cashes out bitcoins to pay the
purchase amount out in cash to the seller. Neglecting the cost of running the back-end
in terms of hardware and bandwidth, and assuming no financial costs for the users6, the

5 Here, we neglect both the cost – for the buyer – of having/carrying a mobile terminal and the
saving – for the seller – due to not having to handle cash.

6 Ideally, the only costs PGS users will have are the ICT ones, coming close to the “digital
unicorn” of no-financial-cost payments.
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profit (or loss) of the PGS back-end will depend on the difference in the bitcoin-to-cash
exchange rate at the moment when the cash was advanced by the buyer and at the moment
when it was withdrawn by the seller. Due to the absence of transaction costs, it is difficult
to make general statements about bitcoin exchange rate’s statistical properties [11].
However, a general remark can be made. The Proof-of-Work bitcoin Miners must
provide in order to obtain a currency unit is monotonically increasing, due to a built in
mechanism that cuts the POW-to-reward ratio [7]. This suggests a long-term apprecia‐
tion trend of Bitcoin with regard to traditional currencies. Looking at available empirical
evidence, [12] discusses volatility of bitcoin exchange rate against six major currencies.
Using raw annualized and adjusted data over a four year period from 2010 to 2014, the
authors found that bitcoin had the highest annualized volatility in daily exchange rates.
However, after accounting for the (low) volume of Bitcoin trades, the bitcoin exchange
rate looks much more stable. Using data for the period 2010–2013, [13] showed that
“Bitcoin investment exhibits very high volatility but also very high returns. In addition,
for holders of well diversified portfolios, high risk is compensated by low correlations
with other assets”. So, depending on the actual timings of buyers’ cash-ins and sellers’
cash-outs, the notion of the PGS back-end as an intermediary for investing in bitcoin
may provide a sensible business model. We plan to verify this experimentally.

5.2 Implementing a Digital Currency for PGS

Of course, we can also envision setting up a digital currency system specifically designed
for PGS, including currency generation and distribution functionalities. Due to the
context of the PGS application (payments in open air markets in developing countries)
we need to dispense with approaches based on proof-of-work or zero-knowledge proofs.
Luckily, other notions are available. Dimitris Chatzopoulos et al. have suggested that
the computational hardness of the proof of ownership be replaced with “the social hard‐
ness of ensuring that all witnesses to a transaction are colluders (users assisting the
malicious user to double spend)” [9]. They have then suggested LocalCoin, “an alter‐
native cryptocurrency that requires minimal computational resources, produces low
data traffic and works with off-the-shelf mobile devices”.

LocalCoin perfectly suits the environment of mobile devices, it is a nice candidate
for PGS credits as its generation mechanisms is based on the notion of proof of availa‐
bility to do something useful [8] introduced by Stefan Dziembowski. We focus on the
design presented by Dominic Wörner and Thomas von Bomhard [14]. They suggests
that people can earn digital currency by making their devices available to share data of
public interest, including early warnings of severe droughts and rains, products prices
on local markets, traffic information, providing evidence to support credibility checks
of scoops in social media, as part of the fight against gossip, rumor and hoax. We can
assume our community will coincide with PGS buyers and sellers. Our proposed system
is hybrid: “normal” buyers will buy credits in exchange of cash, as discussed in
Sect. 5.1. Some special buyers, called Sharers, will get PGS credits by provably making
their devices (or themselves) available for some pro bono activity. Once a seller holds
PGS credits in her digital wallet, she can either cash them out or take advantage of the
Sharers’ resource pool. As far as implementation is concerned, we remark that creating
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a crypto-currency is no longer a big deal, as every crypto-currency on the market today
is based on the open source bases like Lite-coin, available on GitHub (https://
github.com/bitcoin). The main features to customize are:

• Creating blocks corresponding to new currency units based on Proof of Sharing
Obligation (POSH) rather than Proof of Work (POW), or by implementing a hybrid
version.

• How many credits Sharers receive when they submit a POSH block (sharing reward);
• The hashing algorithm to be used when creating the POSH blocks;
• The time duration between POSHs creation;
• The rate at which the sharing reward cuts in half (this is needed to ensure the appre‐

ciation trend w.r.t. traditional currencies, see Sect. 5.1).

6 Challenges

Many of the challenges that PGS-plus-digital-currency system will face are societal in
nature: building a community to use the new crypto-currency, setting up a robust and
capable team to handle development and bug fixing, marketing the new cryptocurrency
for Sharers to keep adding value and other users to reinforce trust, bringing merchants
onboard so that users can have a place where they spend their PGS credits, educating
the community on the promises of the new tool and on the risks it bears so that users
will have what they need to secure their wealth. The challenges this work wants to focus
on are basically the technical ones. As PGS is already available on mobile devices using
Android, we need to show the feasibility of a crypto-currency back-end, including (i)
the POSH notion and (ii) a single wallet for PGS and Bitcoin currencies.

7 Conclusions

Traditional purchase of goods and services online are dominated by credit and debit
cards, or PayPal. PGS provides a much simpler alternative to these systems which is
based on a powerful metaphor (ripping a banknote in two) and requires virtually no
technology training. Also, PGS allows to spread the cost of a fund transfer over multiple
purchases. Field experience in Benin [1] has shown that PGS is suitable for low value
purchases typical of open-air market in developing countries. As the relative cost of
processing low value transactions is much greater for traditional payment methods than
for digital money, the latter looks an ideal companion for PGS, further increasing its
competitive advantage [15]. We discussed direct interfacing between PGS as Bitcoin,
as well as the design of a LocalCoin-style digital currency based on the notion of Proofs
of Sharing obligations (POSH). Implementation of the PGS Back-end is currently
underway.
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Abstract. Cloud computing is one of the significant topics of today’s era; due
to the enhancement it brings to the Information Technology world. This trans‐
formation lead to its rapid adoption by different sectors, ranging from enterprise
to personal usage. Organizations are constantly looking for ways to increase
productivity with optimum cost; which derived the need for Cloud environments
and its underlying virtualized infrastructure. With the increase usage of Cloud
based infrastructure, criminals utilized its anonymity factor to hide their criminal
activities; escaping from legal actions. This paper highlights the obstacles expe‐
rienced during Cloud virtual layer forensics acquisition and analysis, due to lack
of specialized forensics tools. We have developed a framework to aid in assessing
the virtual environment readiness for forensics investigation and examine the
applicability of existing state-of-the-art forensics tools to Cloud environment. The
paper reveals the need for having specialized forensics tools for Cloud infra‐
structure forensics.

Keywords: Cloud computing · Virtual layer · Digital forensics · Cloud forensics ·
Forensics analysis · Dropbox

1 Introduction

Cloud computing has significantly transformed the way Information Technology (IT)
services are being perceived. This advancement of technology has changed the tradi‐
tional (IT) resource utilization and consumption, enabling IT service providers to meet
organizations needs for high-end solutions with optimum cost. Cloud is built on the
concept of resource sharing, where a pool of resources are accessed over the network
on demand [1]. Cloud characteristics, as defined by National Institute of Standards and
Technology (NIST), are an on demand self service, resource pooling, wide network
access, and rapid elasticity [1]. The fundamental part of Cloud computing is the virtual
layer; that serves as a platform to optimize resource utilization, transforming a single
physical server into multiple virtual servers, thus increasing return on investment by
reducing the overhead costs.

This growth in Cloud usage has raised concerns about security, integrity and privacy
of data residing in a Cloud environment. With the diverse usage of Cloud environment
and its unique nature, it enables additional functionalities such as IT computational
outsourcing and sharing of resources, the concern of using Cloud as a platform for
cybercrimes is increasing. From a security standpoint, it is critical for law enforcement

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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and digital forensics investigators to detect and solve criminal cases conducted using
Cloud platforms. Unfortunately, the field of Cloud forensics is still immature with
limited support from specialized digital forensics tools. This is possibly due to unavail‐
ability of standardization and interoperability between different Cloud vendors and
deployed infrastructures.

This paper proposes a framework to examine the current state of Cloud virtual layer
forensics. Experiments are conducted using three VMware ESXi Servers; due to its wide
deployment across various enterprises. Servers hard disk images are acquired and exam‐
ined using different forensics analysis tools. Anti-forensics activities, such as detecting
deleted artifacts, is performed. Cloud Storage applications (exemplified using Dropbox)
analysis is conducted to analyze traces availability. As a result of this research, we were
able to highlight the tools that are applicable for Cloud forensics analysis.

2 Background

During the experiments we used a cluster of three Servers with VMware ESXi instal‐
lation, a popular proprietary enterprise hypervisor provided by VMware. ESXi is
installed on the physical servers to create a virtualization layer between the server and
the operating systems [2]. This proprietary hypervisor utilizes the physical server ‘host’
resources such as memory, processor, network and storage, and virtually present them
to several instances of virtual machines ‘guest’ [2]. The created virtual machines (VM)
can run different operating systems independently of the host operating system and
independently of each other; as each VM has its own operating system, memory, BIOS,
network and storage. The hypervisor is responsible for this segregation between ‘guests’
and ‘host’ by the implementation of virtualization layer. VMware ESXi was chosen as
the experiment environment due to its wide deployment and increasing market margin.

3 Literature Review

Cloud computing is rapidly being implemented in different domains from enterprise to
personal usage. Due to its capability and cost efficiency organizations are moving toward
Cloud infrastructure, aiming to reduce their operation expenses. Despite Cloud wide
implementation across the world and the increase usage of Cloud in criminal activities,
there is limited research on the area of Cloud forensics, leading to lack of awareness
about Cloud issues [3]. Ali et al. [4] explained the different available Cloud models
today; stressing on the associated security threats targeting the different Cloud compo‐
nents. Some of the threats discussed are virtual network vulnerabilities, threats on the
communication layer, and privacy concerns due to user inadequate control on their data.
The Authors discussed important security measures such as applying identity manage‐
ment and access control technologies. Pichan et al. [5] also provided a broad explanation
of Cloud challenges and the different solutions; highlighting Cloud issues such as
unknown geographical location, jurisdiction, encryption, and decentralized data. The
Authors used the traditional digital forensics framework as a platform for assessing and
analyzing the current Cloud issues.

172 R. Jabir and O. Alfandi



From the security perspective, understanding the security threats and exploits in a
Cloud environment is imperative to take proactive protective actions. Khorshed et al.
[6] identified that the main Cloud challenges are trust issues, security risks and security
threats. Other Cloud challenges [7] included application security, information leakage,
data segregation, and privacy due to exploits of data confidentiality. To address these
issues the Authors proposed applying fine grained access control and RSA encryption
mechanism to avoid data disclosure; however this increases the complication of the
Cloud forensics investigation process.

One of the main obstacles facing digital forensics examiners is data acquisition, that
is critical to be conducted efficiently [8]. Preservation of possible evidentiary data during
the acquisition and collection process is crucial; to ensure its integrity and admissibility
in the court of laws. Quick and Choo [9] addressed the data integrity challenges during
the evidence collection process, by utilizing public cloud storage providers such as
Google Drive and Dropbox. The Authors findings presented that files metadata remains
unchanged during the process of uploading, storing and downloading. This is applicable
for unaltered files, which is difficult to control in a Cloud environment where files are
shared and modified by different individuals. The Authors also illustrated changes in
downloaded files timestamps when compared to the original file, which may hinder the
forensics investigation process.

With Cloud forensics being a relatively immature domain it is important for a foren‐
sics examiner to understand the nature of artifacts stored in a Cloud environment; to
support the forensic examination and analysis process. Martini and Choo [10] examined
the artifacts available in Storage-as-a-Service Cloud model ‘ownCloud’ on both the
client and server sides, categorized them and assessed their relevance to the forensics
investigation process. The Authors assessed the stored files metadata and the authenti‐
cation artifacts, highlighting their importance in identifying the Cloud instance used in
any criminal activities and linking those acts to Cloud users.

This research will discuss the current state of Cloud environment, customizing tradi‐
tional digital forensics framework and tools to meet Cloud unique requirements. More‐
over this research will also determine detection of anti-forensics activities such as inten‐
tionally deleting artifacts. The research will exemplify Cloud readiness for forensics
investigations and the experienced challenges.

4 Experimental Setup

The purpose of the experiments was to imitate real life scenarios and study the type of
artifacts most likely to be involved in a Cloud environment crime scene. The presented
framework is applicable to forensically analyze various Cloud environments. It consists
of the following main sections:

(1) System Preliminary Assessment: Host examination for any virtual instances traces
and artifacts was conducted by performing manual search and analysis; in order to
collect any available artifacts and identify their location in the Cloud virtual layer.

(2) Host Forensics Analysis: Acquisition and forensics analysis of the selected ESXi
Servers was conducted using commercial and open source digital forensics tools.
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This is to determine the applicability of the current digital forensics process and
tools to Cloud virtual environment.

(3) Cloud Storage Forensic Analysis: Forensics examination and analysis for the arti‐
facts created on a Host during the installation and usage of a Cloud Storage Appli‐
cation was performed. This aims to identify and study the type of evidence created
when such storage applications are used, and to assess the level of security imple‐
mented by these applications.

A. ESXi Servers

During the experiments we used a cluster of three Servers with VMware ESXi
installation, a popular enterprise hypervisor provided by VMware. Each server had five
physical internal SATA hard drives, each with a storage capacity of 500 GB. The servers
were managed using vCenter server which was used to create new virtual machines and
allocate storage space. In addition the system was connected to a VNX storage system,
in which created virtual machines configurations and data files were stored.

B. Performed activities

The experiment was designed to simulate real life scenarios that will be utilized for
subsequent investigations. Virtual Machines were created and assigned to users to
perform certain activities such as log-in/log-off from the assigned machines, accessing
the internet, creating and deleting files; which is important to investigate anti-forensics
actions. In addition Dropbox Cloud Storage application was installed and used to upload
and delete files from the Cloud storage service application. The objective is to investigate
the artifacts that are created when users perform these activities.

C. Forensics Acquisition

To acquire the ESXi Servers hard disk images, each hard drive was removed and
using an ATA serial cable we connected the hard disk to a Tableau SATA bridge, which
also functions as a write-blocker. This is critical to avoid contaminating and tampering
the original servers hard drive while performing the image acquisition. FTK Imager
software was used to physically acquire the images, in raw format, and validate them
by generating two checksums MD5 and SHA1; to ensure their integrity and detect any
errors. The image acquisition process was a lengthy process that consumed approxi‐
mately eight hours for each Hard Disk.

D. Forensics Analysis

We used the best available digital forensics tools throughout our experiments. The
selection was based on the popularity and relevance. The tools used are as follows:

(1) X-Ways forensics: The tool did not allow exploring the disk images file systems.
However it was able to display the disk images in chunks (318 chunks), which
means the investigator should manually open each chunk separately and perform
the analysis. It was also used to perform keyword search for server name, usernames
and used applications. We were able to locate the server name, type and public key
token. This is a tedious process if the search keywords are not known in advance;
being the case in a criminal case investigation.
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(2) Autopsy: We used Autopsy 4.0 to perform keyword search. It was more effective
then X-Ways, as it displayed the entire image in a single window rather than
dividing it into 318 chunks and having to analyze each chunk individually. The tool
detected the system partition, as it supports internal file system structure. Utilizing
the keyword search feature in Autopsy, it displayed details about the volume. The
details are: full volume name, type as ‘File system’, it being an allocated space,
date of creation, modification and access, Internal system ID, and finally the volume
MD5 hash value. Furthermore the search also displayed information about the
VMware ESXi boot details and configuration file. In addition Autopsy also
displayed details about a deleted file, which was placed in the disk unallocated
space. This file contained information about a deleted virtual machine configuration
and the guest operating system as ‘windows 7-64’, the vCenter unique ID, ethernet
card address, guest and host CPU ID. Theses information can be useful during the
investigation process.

(3) Magnet Internet Evidence Finder (IEF): version 6.7 was used as it is known to
support artifacts analysis from different computer domains such as gaming consoles
and Cloud storage applications. The image parsing consumed about three hours,
after which the results were displayed. The software provided information about
the file system type, number of available sectors, volume name and number, and
source details. In addition information about system identifiers were retrieved. The
Security User ID was displayed for accounts that accessed the ESXi Server, with
a corresponding ‘Artifact ID’. We then used this ID to map it with an entry in the
Windows Event Logs; in order to associate an action with a specific user security
ID. The information retrieved are the Event ID, the associated Security User ID,
date and time the event occurred, and finally events description. Another interesting
detected information is details about users login and log-off actions on the ESXi
server. This is important for audit trailing, and associating an activity to a particular
user.

(4) ProDiscover: Version 7 was used as it includes options to view registry entries and
to retrieve deleted files and images. Details retrieved are image type ‘DD image’,
total sectors size, total image size, the volume name ‘ESXi’, volume serial number
(only ProDiscover and IEF Magnet detected this information), File System type,
total clusters and sectors per cluster, the image starting and ending sectors.
However, unlike Autopsy it did not detect the deleted system files.

E. Cloud Storage Application Forensic

These applications popularity is increasing, with shifts from the standard home users
to businesses who are utilizes them for file sharing, document backups and other various
activities. Cloud storage service providers are competing to supply additional features
and even developing mobile applications to allow users to access their files, that were
uploaded to the service website, on the go without geographical restrictions. These
services allowed automatic data synchronization for any modification performed using
any of the installed application connected to the cloud storage account. For example,
when you upload a new document from your laptop, this file will be available when
logging from your mobile device.
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For this experiment, we studied the Cloud storage forensics implications, Dropbox
was used to exemplify Cloud Storage applications; in order to examine the nature of
artifacts produced once the application is installed and used. Initially signed-up for the
Dropbox service and then downloaded the application on a virtual machine. The appli‐
cation created a directory under the used user’s profile, and contained all user’s Dropbox
documents, which is considered as an offline cache of the Dropbox account documents.
This is important to synch accounts data, and so it was reflected in the user’s local
‘Dropbox’ folder.

5 Experimental Results

5.1 System Manual Examination

This phase addresses the major challenge of audit trailing in a virtual environment. In
this aspect, artifacts that can be linked to virtual machine users were investigated. We
found that when a virtual machine is launched, several files were created in the host
machine under the virtual machine home directory. These files are used to allow the
communication between the host and guest operating system. Artifacts that can associate
actions to users of a virtual machine instance ‘guest VM’ were searched. In the inves‐
tigation we focused on identifying artifacts about the virtual machine instance users,
installed/used applications, and other metadata such as date and time of mentioned
actions.

In this experiment, we used VMware, which created a directory called ‘caches’ in
the host machine under the virtual machine home directory. Inside ‘caches’ folder,
another directory was created called ‘GuestAppsCache’ which included two main
subdirectories ‘appData’ and ‘launchMenu’. On browsing the ‘appData’ folder contents,
several files were found each named with a 32 character hex format. Each name was
repeated twice with two different file types ‘APPICON’ and ‘APPINFO’. The file infor‐
mation such as modification date, time, and size were available. For example, a files
called ‘0e469eee0c8567ed0659732027f7ce54.appicon’ of size 52 KB and a its corre‐
sponding file called ‘0e469eee0c8567ed0659732027f7ce54.appinfo’ were created on
the same time, with the preceding being of 1 KB size. We then extracted the files and
viewed them using a Hex editor. The ‘0e469eee0c8567ed0659732027f7ce54.appicon’
file contained information about VM users and launched applications and the corre‐
sponding file ‘0e469eee0c8567ed0659732027f7ce54.appinfo’ contained information
about the appicon file in a human readable format. As part of our observation, it was
noticed both ‘APPINFO’ and ‘APPICON’ file types were created when the virtual
machine users launch any application.

The second folder was called ‘launchMenu’, and contained a file called ‘launch‐
Menu.menudata’. This file had information about the virtual machine Start Menu short‐
cuts. By associating the date and time of the file, an audit trail was established. This is
important for activity monitoring and audit trailing, as it helps in associating an action
on a virtual machine to the right user. Using these information we were able to establish
a chain of events; aiding in crime detection.
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In addition deleted artifacts were examined in attempt to determine anti-forensics
activities. An experiment included deleting an application from a virtual machine and
checking if the corresponding files ‘.APPICON’ and ‘.APPINFO’ on the host were
deleted or not. Interestingly, these files existed and were not removed. This is important
during a crime scene investigation in which criminals attempt to delete their traces as a
form of anti-forensics activity.

5.2 Image Forensics Analysis

VMware ESXi Server ‘Host’ forensics analysis and examination was conducted
utilizing the most reliable traditional digital forensics software in the market. It is imper‐
ative for a forensics investigator to be able to validate the forensics software outcome;
to ensure results reliability and integrity. This was achieved by utilizing different tools
and performing a comparison of their outcome, detecting any inconsistency and error
rates. These tools also save effort by automating the process of searching for artifacts
of evidentiary nature located across the forensic image. We used four different forensics
software X-Ways Forensics, Autopsy, Magnet Internet Evidence Finder and ProDis‐
cover. These tools were used to conduct a thorough and exhaustive analysis on the
forensically acquired image of the ESXi Server using FTK Imager and a write blocker;
to prevent original evidence contamination.

Most of the tools detected the ESXi partitions but failed to parse them and retrieve
evidentiary information. Magnet IEF was the best out of the investigated tools. However
it failed to retrieve deleted files like Autopsy. Each tool retrieved different information
making it difficult to validate their accuracy and error rate. This indeed proved the
incompatibility of current available digital forensic tools to parse and analyze Cloud
virtual layer image. This requires vendors to develop specialized digital forensics tools
customized to meet the Cloud environment needs (Table 1).

Table 1. Artifacts summary

Forensics tool Retrieved artifacts
X-Ways forensics Keyword search: server name, server type, public key token
Autopsy 4.0 Keyword search: server name, server type, volume name and type of space

(allocated), date of creation/modification/access, Internal system ID
Deleted files: Information about guest OS, vCenter ID, guest & host
CPU ID

Magnet IEF 6.7 File system type, number of available sectors, volume details, security user
ID, events details (such as login/logoff actions)

ProDiscover 7 Total sectors/image size, volume name, volume serial number, File System
type, total clusters and sectors per cluster, the image starting and ending
sectors
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5.3 Cloud Storage Application Forensics

Several files were retrieved from the Dropbox directory, and have been investigated to
detect useful artifacts. The investigated files and directories are [12]:

• config.dbx: This is an SQLite file that included information about the associated
Dropbox account, email address, and installation related information.

• filecache.dbx: This file is consisted of tables. It includes information about the files
inside the users’ Dropbox directory.

• bin: This folder includes the executable files that are used by Dropbox application.

Further analysis was performed using Magnet IEF tool that allowed the decryption
of both config.dbx and filecache.dbx file.

• Config.dbx file displayed the Dropbox associated email address ‘xxx@gmail.com’.
• filecache.dbx file displayed records of all the available folders, files and images in

the Dropbox account under investigation. The information obtained are file name,
file path, creation date and time, modification date and time, file size, file version ID;
this is used by Dropbox to avoid data duplication optimizing storage space utilization.
All entries were located in the ‘file_journal’ table.

5.4 Countermeasures

As a security measure, we applied encryption to all confidential files before uploading
them to the Cloud storage application. Boxcryptor application was installed on the our
virtual machine. This software created a drive that is connected to the user’s Cloud
Storage application. By saving the files in this drive we can encrypt and decrypt them
instantly. All files saved to the drive were found to be reflected in the Dropbox folder;
which were then synchronized to the Dropbox account.

6 Analysis and Discussion

The conducted experiments’ outcome demonstrated the limitation of the specialized
state-of-the-art digital forensics analysis tools. This is clearly due to Cloud being a rela‐
tively new domain, with limited research and knowledge. The retrieved artifacts were
a result of our preceding knowledge such as system type and sequence of conducted
events, which is not applicable to traditional crime investigations.

From the vendor perspective, they are competing to deploy enhanced high level
security mechanisms in an attempt to combat criminal attempts to invade Cloud users
confidentiality and privacy. This study aims at directing the focus of forensics investi‐
gation to Cloud environment, due to its increasing large deployment scale, and its future
of being a rich source of digital evidences.
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7 Challenges and Limitations

Despite the advantages introduced with the implementation of Cloud setup, there are
drawbacks to this technology, that affects the digital forensics investigation process:

• Limited documentation about Cloud setup and virtualization layer specifically.
• Inadequate knowledge and lack of trained and expert digital forensics investigators

in Cloud environment.
• Vendors implementation of proprietary file systems and hypervisors, which is an

unsupported format by most of the existing digital forensics tools.
• Lack of specialized Cloud forensics tools that are specialized in virtual systems and

distributed systems.
• Limited control on the data stored in Cloud environment.
• Multiply users, so it is difficult to identify system users and data owners.
• It is difficult to retrieve evidences that are stored in Cloud, as its might involve

breaching the confidentiality of other Cloud users.
• Hard to produce a forensically sound evidence to be accepted in court.
• Legal restrictions, as systems hosting Cloud infrastructure reside on different

geographical locations (can be different countries) each with its own laws and regu‐
lations.

• Service providers are not cooperative, with each Cloud provider having different
Cloud computing setup and approaches.

8 Recommendations

Enhancing the process of Cloud forensics, involves cooperation between all stakeholders
to contribute to Cloud and its underlying components readiness for digital forensics
investigations. Below are some of the recommendations:

• Introducing legal regulations, that enforces cooperation between all countries hosting
cloud infrastructure.

• Training digital forensics investigators and examiners, to be Cloud experts.
• Educating users on the risks of Cloud systems, such as data privacy and confiden‐

tiality.
• Cooperation of Cloud service providers with digital investigations, providing infor‐

mation about the implemented systems and proprietary hypervisors.
• Developing specialized tools, policies, and procedures for Cloud forensics, that is

customized to meet Cloud requirements.

9 Conclusion

In this paper, we assessed the current state of Cloud computing forensics, to evaluate its
readiness for digital forensics analysis and investigation. The most reliable digital foren‐
sics applications were utilized to test their applicability to Cloud environment needs.
During the experiment, all four used tools detected the ESXi Server system partition.
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Manual host examination provided useful information that can be used for audit trailing,
which is one of the major Cloud issues today. This research directs the spotlight to the
need of specialized Cloud tools that are virtualization compatible, and it also aims at
increasing awareness about the significance of establishing partnerships with Cloud
Service Providers for forensics investigators to be up to date with the advancement of
technology and establish understanding about the type of Cloud artifacts.
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Abstract. Throughout the years, hackers’ intentions’ varied from curiosity, to
financial gains, to political statements. Armed with their botnets, bot masters
could crash a server or website. Statistics show that botnet activity accounts for
29% of the Internet traffic. But how can bot masters establish undetected
communication with their botnets? The answer lies in the Domain Name System
(DNS), using which hackers host their own domain and assign to it changing IP
addresses to avoid being detected. In this paper, we propose a multi-factor
cyber-threat detection system that relies on DNS traffic analysis for the detection
of malicious domains. The proposed system was implemented, and tested, and
the results yielded are very promising.

Keywords: DNS analysis � Cyber-threat � Malicious domains’ detection �
Botnets

1 Introduction

With the rapid increase in the newly registered domains around the world, the chal-
lenge of identifying the malicious domains from the legitimate ones becomes more
complicated. It is well known that without the domain name system (DNS), surfing the
Internet would become nearly impossible. Hackers around the world use the DNS to
direct the traffic coming from their botnets, so if a system admin of a specific network
blocks a traffic from flowing to a suspicious IP address, the hacker still can get the
traffic by updating his domain with a new IP address. Blocking the traffic flowing to
suspicious IP addresses would solve the problem in the past, but nowadays using the
frequent DNS entry change feature, this technique is less effective. Therefore, there is a
need for building a system for the detection of malicious domains rather than suspi-
cious IP addresses.

Many cyber-attacks have been launched using botnets, - a botnet consisting of a
group of machines controlled by a hacker, via a command and control center. Such
botnets cannot only be used to launch cyber-attacks, but also to collect a variety of
useful information for hackers. The importance of botnets is such that some hackers
may lease their botnets to other hackers in the dark-net.
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In response to such malicious activities, various companies have taken the
responsibility to detect and stop any botnet reporting to command and control servers.
The key to achieving this role lies in the development of an efficient multi-factor botnet
detection and alarm mechanism.

In the next section of the paper, we give some background information about the
DNS system as well as botnets. This is followed by the methodology we followed to
develop a cyber-threat alarm system. In Sects. 4 and 5, the results obtained are ana-
lyzed and our conclusions are drawn.

2 Botnets and the Domain Name System

2.1 What are Botnets?

A botnet is defined as a group of computers connected to the Internet, which are
controlled by a hacker without the awareness of their users/owners [1]. For a machine
to be controlled by a hacker, it must be first turned into a zombie. This typically occurs
through an Internet port that was left open and was used by the hacker to plant a Trojan
horse or a malicious code with a backdoor on the machine – this backdoor can be used
for later attacks. Whenever needed, the zombie botnet can be used to obey a command
sent by the hacker. The hacker can use botnets to simultaneously send a very large
number of bogus requests to a specific server causing it to crash [1].

2.2 How do Botnets Work?

Typically, botnets wander the Internet looking for exposed computers to quickly infect
them and remain discrete waiting for the right time to perform a task given to them by
their master. Tasks performed by the botnet can be classified into four categories
(Table 1):

• Internet Relay Chat (IRC) signals: This concentration on IRC ports by the bot
masters guided some information security specialist to block all IRC communica-
tions when setting up a business network environment. This has led bot masters to
search for new ways of communicating with their bots, such as the following:

Table 1. Types of Botnet Activities

Sending Botnets are used to send spams, viruses, and malware to different systems
through the Internet

Stealing Botnets are used to steal sensitive information from the infected computers -
information such as credit card numbers, passwords

DoS attack Botnets are used to perform a denial of service attack through redirecting
transmissions to a specific server in the effort of crashing that server and
blackmailing the owners

Click fraud Botnets can be used to click on Internet ads to boost web advertisement
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• JPG files: A more advanced way a bot herder can communicate with his bots is
through the metadata in JPG file. Because those files are transmitted through HTTP
port 80, most computers will allow them.

• Microsoft Word 2007 files: Microsoft Word 2007 files contain XML metadata and
by using this metadata, the bot master can send commands to the bots, which will
not raise any suspicion as the traffic is being passed through port 80.

• LinkedIn.com Status: bots can be programmed to use the LinkedIn API to receive
commands by periodically checking the status message of a dummy account.

2.3 Botnets and DNS

It is obvious that the command and control server must be able communicate with its
zombies. Thus, the perfect way in which a bot master can communicate with its
zombies is a way that can assure that the communication remains undetected and
discrete. Due to this, bot masters tend to use DNS as a communication channel to send
the commands needed to carry out a specific malicious task, because of the following
reasons: First, the fact that there is no effective mechanism to differentiate between the
legitimate DNS queries from the malicious ones. Moreover, DNS as a protocol is left
untouched in terms of firewalling and securing a system in most environments. Another
advantage is the ability to change DNS records frequently, as DNS was built initially as
a distributed system that assures resilience [2]. Fast Flux Networks (FFN) are a subset
of botnets that changes IP and domain name association frequently to pose as Content
Distribution networks (CDNs) in an effort to avoid detection [3]. This helps hackers in
case the C&C IP address was blocked, as changing DNS record will allow botnets to
continue communicating with the bot master.

3 Literature Review

According to Hao, Feamster and Pandrangi, malicious domains can be detected using
certain parameters such as number of queries performed after the domain registration,
the fraction of IP addresses associated with those domains, and the ACs containing the
domains’ records [4]. However, those conclusions were reached based one month of
monitoring using locally installed probes – a technique which presented temporal and
scope related limitations.

Based on Bilge’s work presented in [5], Exposure (a system introduced in the
paper) was scalable enough for detecting malicious domains using passive DNS
analysis. The system was unique because of the 15 behavioral features it uses to detect
malicious domains. The limitation associated with the paper, is that an attacker can
avoid detection by Exposure if he studied the features it looks for and tries to avoid
them. Another limitation of Exposure that was highlighted by Antonakakis et al. [6], is
that it relies on monitoring traffic that is initiated from some local recursive DNS
servers.

Konte et al. [7] focused on the monitoring of URLs associated with scan cam-
paigns, in order to better understand the behavior of fast flux networks as their asso-
ciated rapid changes in DNS mappings. Nevertheless, this work was concerned with
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the study of scam websites, not addressing the issue of malware detection. Spring [8]
presented an anti-phishing black listing can contribute to limiting the lifetime of a
phishing website. Moreover, using specific DNS information may help in the auto-
mated detection method of fast flux networks.

Choi et al. [9] proposed to monitor DNS traffic in order to detect a group activity of
resolving a domain by sending simultaneously DNS queries where this indicate a
distributed botnets trying to resolve a bots’ master domain. This approach was found to
be effective for the detection of botnets. Its main limitation remains its large processing
time. Furthermore, botnets can evade this algorithm if they use DNS only in the
initialization stage. Finally, botnets can paralyze this algorithm by intentionally gen-
erating DNS queries that spoof their source addresses.

Another work that addresses botnets and C&C detection by monitoring the time
period between the domain registration and its first DNS activity is presented by Spring
et al. [10]. In this work, the authors propose a pattern for botnet detection in which
legitimate domain activity will not take a long time to start DNS activity. The main
limitation in this case is that this solution relies on passive DNS sources.

While all the mentioned algorithms tackled DNS activity at the low level of the
hierarchy, Kopis [6] is more interested in the upper DNS hierarch, which ensures global
visibility. The main advantages of Kopis are its use of real data for a period of six
months, in addition to the ability to detect newly created and previously unclassified
malware domains several weeks before their appearance in any blacklist.

Another botnet detection method consists in detecting illegal fast fluxing that
ensures for a bot master a reliable hosting with high availability. In the paper presented
by Holz et al. [11], an automated mechanism for the detection of new fast fluxing
domains is proposed. Although the proposed approach yields low false positive and
false negative rates, the algorithm needs enhancement to be more reliable and detect
complex botnet communities. Freiling et al. [12] proposed approaches to prevent botnet
attacks by observing the communication flow within the botnet and detecting the IP
address that it resolved. Another approach is by terminating the infrastructure hosting
the C&C server, by manipulating DNS replies.

4 Research Methodology

In this work, we propose a multi-factor cyber-threat detection system that relies on
DNS traffic analysis for the detection of malicious domains. In order to achieve this
goal, a simulated network was built. In this network, a computer acts as a bot trying to
communicate with a specific Command and Control (C&C) server through DNS
queries. The DNS queries are passed to a specific DNS server, which we have con-
figured. An IDS implementing a DNS multi-factor detection mechanism is placed in
the network to enable the differentiation between legitimate domains and malicious
ones. In addition to the DNS traffic retrieved from our own DNS server, we also relied
on AUE DNS records obtained for the last month from Etisalat (the main ISP in the
UAE). The retrieved DNS records are analyzed to explore botnet activity in the UAE
cyber space.
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4.1 The Simulated Network Components

As depicted in Fig. 1, the main components of the built simulated network consist of
the following:

1. Domain Name System (DNS) Server: To build our DNS server, we choose the
bind9 open source tool because it has the capability to operate on multiple plat-
forms, nevertheless, adding the feature of forwarding the DNS queries to a real DNS
server. Another reason why bind9 is being chosen is the friendly interface associ-
ated with the tool.

2. Infected Machine: A script to manipulate the cron tab will be planted in the
infected machine, in which it will schedule a malicious communication with our
C&C server. This way, we will ensure that malicious activities will take place in our
environment, using which we can test the effectiveness of our intrusion detection
system [13].

3. Cyber Threat Alarm System: Different applications and network components
were optimized to ensure effective collaboration malicious domains detection.
Figure 2 illustrates the applications used to build our cyber threat alarm system.
Some applications may have features, which other applications do not. For instance,
Snort lacks the ability of showing the geo location while Xplico, a network
forensics analysis tool, provides this information [14]. Snort will be placed online,

Fig. 1. Simulated network components
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thus all traffic will be passed through it. This ensures that all traffic will be examined
and matched to our pre-defined rules [15], which would enable the flagging of any
suspicious traffic. On the other hand, Xplico will provide us with additional analysis
of the traffic where it will reflect a live acquisition of the network. This tool will
automate the process of analyzing the traffic throughout the network, which will
reduce the time needed to inspect suspicious queries. Additionally, the findings,
which are extracted from sniffing the monitored network traffic can be compared to
a list of well-known C&C servers, well-known malicious ports, and owners of other
malicious websites. This list will be built by relying on trusted third party databases,
such as FireEye and others.

To achieve effective results, a multi-factor malicious domain detection mechanism
was developed and integrated with the IDS, to raise alarms in case of malicious activity
detection. The developed mechanism relies on the seven factors listed in Table 2 for
the detection of malicious domains.

Fig. 2. Cyber threat alarm system components

Table 2. Malicious domains detection factors

Factors Definition

Reputation Domain reputation can indicate the suspiciousness of the domain as it
reported from different entities/antivirus/security research center

Geo location Geo location can be used as a factor on detecting suspicious traffic based
on risk rating of the most countries hosting/generating such traffic
(attacks/)

Destination port Many suspicious traffic can be detected based on a well-known suspicious
port it use as a destination (since it communicate to the bot master) adding
to this, some ports which is not included in the list but is from the range of
not allocated ports (1-1024) can also show a suspicious traffic

(continued)
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All the factors mentioned are assigned weights and calculated as a weighted sum,
which if it reached a certain threshold would trigger an alarm at the IDS level. Weight
categories were distributed in a way to cover all possible scenarios that might happen
and require the activity to be flagged. The weighted sum of the different detection
factors is expressed as follows:

S ¼ 1� 0:4 rþ gþ bþ fð Þð Þþ kþ oþ p ð1Þ

If S � 0, flag it as Suspicious DNS record
If S � 0, flag it as good DNS record
S: DNS flag; r: Site DNS reputation.
g: DNS Geolocation; b: Suspicious traffic behavior.
f: frequent DNS changes; k: Known botnet command & control center
o: Blacklisted domain owners; p: Known blacklisted port

Our factors are divided into two categories; the first category contains the must-stop
factors while the other category contains the partial-stop factors. The point where an
alarm flag must be raised is when either one of the must-stop factors is met or if three of
the partial-stop factors are met. Having the three partial-stop factors meet doesn’t
guarantee that the domain being flagged is a suspicious domain, however flag this
domain for further inspection can eliminate the risk of a botnet being deployed in the
network. The weight categories associated with each factor along with the reason of
assigning that much weight is shown in Table 3 below.

Table 2. (continued)

Factors Definition

Known C&C Some leading organization are publishing any new botnets with their
associated C&C. in this project we will refer to one of these organization
(FireEye)

Domain owner In a domain was owned by the same person who owned a well-known
C&C, this also indicate that the new domain is most probably a suspicious
one

Frequent DNS
changes

Changing domain information/record should not be a frequent thing.
Some organization (domain tools and others) keep record of these
changes and raise an alert in case changes were very frequent

Behavior In case that a client resolve a suspicious domain and then establish a
communication with it followed by a misbehaving traffic (such as
generating a DoS attack) then it raise a concern of being infected

Table 3. IDS factors to completely or partially block investigated DNS name

Factor IDS Decision Reason

Known C&C
servers

Must stop Already being flagged as a known C&C by a trusted
third party leaves no doubt that this factor is a
must-stop factor

Known C&C
ports

Must stop Communicating through an already known port as a
preferred random port by C&C is a must-stop
activity

(continued)
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5 Data Collection and Data Analysis

In this project, we will use primary data source in order to get accurate results. Our
primary data will be the internal network is another primary source for data. These data
will be analyzed as explained in the methods where this project will consider a domain
as a malicious domain based on the final score that is assigned to it. The score is
calculated based on several criteria such as the domain registrar information and when
it was register, the review of this domain in the online reputation service as well as the
IP reputation that is assigned to that domain, the behavior of the traffic generated
toward this domain and the port is used for such communication. If most of these
criteria were flagged, then this domain is suspicious. To test and check how accurate
our solution is we compare the results with some ATP solutions such as FireEye. After
verifying the accuracy of our solution, we can then detect C&C in real time.

Tables 4 and 5 depict the test results obtained, as well as the analysis of those
results.

Table 3. (continued)

Factor IDS Decision Reason

Known Owners Must stop The name of known C&C servers’ owners when
associated with a new domain raise a must- stop flag

Reputation Partial stop Some domains may have a bad reputation although
they are legitimate however others are surely
malicious. The key phrase here is “no smoke without
no fire”

Behavior Partial stop When a non-ordinary traffic behavior is experienced
toward a domain a partial-stop flag should be raised

Frequent- change
in DNS entries

Partial stop A frequent change in DNS entries is a popular action
done by bot masters, however other legitimate
domains do that to achieve redundancy that leaves us
with a partial-stop flag

Geo- location Partial stop Some geolocation unfortunately is well known for
malicious activity, however that doesn’t mean that
anything coming from this location is malicious, but
in the other sided it deserves a partial-stop category
flag

Table 4. Obtained Results

Real threat Algorithm decision

ftp.idm.ae No Threat Blocked
office.ontimedata * soluitions.com Suspicious DNS Blocked
zu.ac.ae No Threat Allowed
d99q.cn Suspicious DNS Blocked
datatoad.iptime.org Suspicious DNS Blocked

(continued)
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The malicious domains’ detection accuracy % can be represented by Eq. (2) below:

a ¼ 1� tpþ fn� fp� tn
t

� 100% ð2Þ

a: detection accuracy; tp: True positive decisions.
fn: False negative decisions; fp: False positive decisions.
tn: True negative decisions

Table 4. (continued)

Real threat Algorithm decision

doubleclick.net Suspicious DNS Blocked
fbcdn.net Suspicious DNS Blocked
gstatic.com Suspicious DNS Allowed
aptuslearning.com Suspicious DNS Blocked
Lucydriver * translations.com Suspicious DNS Blocked
rgmechanics.ru Suspicious DNS Blocked
eri.edu.pk Suspicious DNS Blocked
icet-logistics.ro Suspicious DNS Blocked
samdriver.com Suspicious DNS Blocked
www.kareenas.com Suspicious DNS Allowed
www.elderology.net Suspicious DNS Blocked
abrico.info Suspicious DNS Blocked
powervoice-2.tk Suspicious DNS Blocked
esportskart.com Suspicious DNS Blocked
www.lagunasderuidera.net Suspicious DNS Blocked
emazkid.ghettohost.tk Suspicious DNS Blocked
hank-moody2.tk Suspicious DNS Blocked
www.motorfliegen.ch Suspicious DNS Blocked
southwest.icims.com Suspicious DNS Blocked
www.stylenstitch.com Suspicious DNS Allowed
www.tamilkamadesam.in Suspicious DNS Blocked
google.bi Suspicious DNS Allowed

Table 5. Results’ analysis

Suspicious DNS records
True (23 records) False (two records)

Algorithm Decision Positive (22 records) 21 1
Negative (5 records) 4 1
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Based on the obtained results, we conclude that our system yields the following
accuracy:

a ¼ 1� 21þ 1� 1� 4
27

� 100% ¼ 62:9%

6 Conclusions and Future Work

In this work, we presented a multi-factor cyber-threat detection system that relies on
DNS traffic analysis for the detection of malicious domains. The conducted experi-
ments show that our system yields a malicious domains’ detection accuracy rate of
62.9%. This performance in terms of accuracy level can be improved by considering
more factors for the detection. One of the additional factors that can be considered is
the domain owner – a factor that may lead to the detection of malicious domains in
advance and in some cases before that domain starts its malicious activities. This value
comes with an overhead as it requires the tracking of not only the malicious domains
but also their owners, in addition to the monitoring of owners to determine if they
registered any new or existing domains, and if these domains actively change. Domain
monitoring tools such as a domain service provider can assist in detecting dynamic
changes but for the premier users and this is offered as well in their APIs. This will help
detecting the fast fluxing in malicious domains as they depend on frequent changing in
their records. On the other hand, the IDS rules were implemented in order to detect any
suspicious domains by comparing all DNS content with the list of well-known C&C
domains. This list can be obtained from FireEye as they publish all the newly detected
ones. Adding to this, detecting known bad ports as well as any misbehaving traffic are
implemented in IDS rules, which alert the network admin of the existence of a botnet in
the network.
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Abstract. The process of detecting intrusion on network traffic has always
remained a key concern for security researchers. During the previous years,
intrusion detection had attracted many researchers to find anomaly on
NSL-KDD data set. Hence, most of the approaches applied on NSL KDD data
set were supervised approaches. We had conducted statistical analysis on this
data set using Dirichlet Mixture model. We have seen initialization using
Aitchison distance fits better for proportional data. The feature selection highly
affects both the performance and results into an improved evaluation of anomaly
detection by an unsupervised approach.

Keywords: Mixture models � Intrusion � Aitchison distance � Feature selection

1 Introduction

With an emerging growth of networks and rate of transfer of data through networks has
increased the demand for network security. There is a significant literature on Anomaly
detection. Anomaly detection deviates from normal traffic and it is important to find an
anomaly in an era of communication. Although, there are a lot of articles on intrusion
detection, feature selection, and unsupervised learning approach is often underrepre-
sented. There are very limited publicly available data sets for network-based anomaly
detection. Earlier KDDCup99 was used heavily for all kind of intrusion detection
through machine learning methodology. KDDCup99 has a huge number of redundant
records [24]. It was found that around 78% of records in KDDCup99 were duplicated.
Mchugh [21] gave many critics on KDDCup dataset and DARPA data set of 1998 as it
was not good for applying statistical approaches to learning. The new NSL KDD data
set was proposed [2] to overcome the problems present in KDDCup99 and DARPA
data sets [1]. NSL KDD data set does not have redundant and duplicates records. There
is the lot of work which has been done on NSL KDD data set to find an intrusion [3].
All existing approaches are supervised learning approach. The author in [18] had used
Principle component analysis for feature extraction followed by SVM for finding
intrusion in NSL KDD data set. The author in [22] had used a combination of clas-
sifiers or clusters which are followed by supervised or unsupervised data filtering. The
author in [26] had used feature selection technique for a specific group and then
comparing corrected KDD data set of feature selection with NSL KDD data set.
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In our paper, we have used unsupervised approach using Dirichlet Mixture Model.
The initialization of mixture model is done with K-means using different distance
metrics. Aitchison distance metrics shows better results than Euclidean distance for
proportional data. It is followed by feature selection on NSL KDD data which reduces
features from 41 to 16 features. The comparative analysis has been drawn which,
shows that how feature selection and proper initialization increases the detection rate in
NSL-KDD data set.

In Sect. 2 of our paper, we have discussed the feature selection approaches and
results are showed in form of graph. In Sect. 3, Dirichlet Mixture model is discussed
with Aitchison distance being applied on K-means as a distance metrics. Section 4,
gives the result of an experiment performed and comparison table. Finally in Sect. 5
concluding remarks are drawn.

2 Feature Selection

There is a subtle difference between feature selection and feature extraction where
feature selection performs removal of features which are not relevant when computed
with labels during its posterior processes. There are various feature selection methods,
popular are being: Stepwise Regression, Stability Selection, Significance Analysis for
Microarrays, Weight by Maximum relevance, Least Absolute Selection and Shrinkage
Operator (LASSO) etc. Feature extraction transforms the attributes and transformed
attributes are a combination of the original attributes. In this process, linear dependence
between the features are minimized and projection of original data is on new space. The
common feature extraction methods are PCA (principal component analysis), ICA
(independent component analysis), Multifactor dimensionality reduction, Latent
semantic analysis etc. The novel methods of feature extraction on proportional data
were proposed by an author in [20] which extracts features of proportional data using
data separation by Dirichlet distribution. In our paper, we have concentrated upon
feature selection which is different from feature extraction.

2.1 Weight by Maximum Relevance

It has been proposed by Blum et al. [4], is a filter that measures the dependence
between every feature x and the classification feature y (i.e., the label) using Pearson’s
linear correlation, F-test scores, and mutual information [4, 19]. The high score by
mutual correlation reveals the features which are important. The NSL KDD Dataset has
41 features and in order to reduce the complexity and finding an optimal solution we
have reduced to 16 features taking into an account that Weight by Maximum Relevance
score of the feature is f � 0:05. The output obtained can be shown by the Fig. 1.

Weight by Maximum Relevance correlation vector can be defined by Pearson
Correlation coefficient as:

RðiÞ ¼ covðXi; YÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðXiÞVarðYÞp ð1Þ

Intrusion Detection Using Unsupervised Approach 193



The equation can be written as:

RðiÞ ¼
PM

k¼1 ðxk;i � �xÞðyk � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
k¼1 ðxk;i � �xÞ2 PM

k¼1 ðyk � �yÞ2
q ð2Þ

This can only detect the linear dependency between variable and target [17].

2.2 Least Absolute Selection and Shrinkage Operator (LASSO)

Tibshirani Robert [25] explains feature selection by checking vector b which is a
coefficient vector. It minimizes the residual sum of squares which is related to coef-
ficient being less. It shrinks coefficients and set others to zero, therefore tries to retain
the good features of both subset selection and ridge regression. It is given
ðx1; x2; . . .; xDÞ and an outcome be y, the LASSO should fit linear model. The com-
putation of LASSO is a quadratic problem and can be solved by standard numerical
analysis algorithms. LASSO does shrinkage and variable selection whereas ridge
regression only shrinks. The initial idea is to start working with the large value of k and
slowly start decreasing it. The minimization for LASSO can be expressed as follow:

Xn
i¼1

ðyi �
X
j

xijbjÞ2 þ k
Xp
j¼1

jbjj ð3Þ

In this equation yi is the outcome variable, for cases i ¼ 1; 2; . . .; n features
xij; j ¼ 1; 2; . . .; p. Figure 2 represents feature selection by LASSO and reducing fea-
tures to 16 features by taking into an account f � 0:0053.

Fig. 1. Score obtained after applying weight by maximum relevance feature selection technique
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3 Proposed Method

Let X ¼ fX1;X2; . . .;XNg be the data set with N D-dimensional such that Dirichlet
mixture model being applied on it. The density function of Dirichlet mixture model can
be given by

pðXijhÞ ¼
XM
j¼1

pjpðXijajÞ ð4Þ

where aj is the parameter vector of component j, pj is the mixing proportion which
should be positive and always sum to 1. h ¼ fp1; p2; . . .; pM ; a1; a2; . . .; aMg is the
complete set of parameters fully characterizing the mixture M � 1 is the number of
components. Each Dirichlet distribution can be written in the form

pðXi; ajÞ ¼ 1
bðaÞ

YD
d¼1

Xajd�1
id ð5Þ

bðaÞ
QD

d¼1 CðajdÞ
CðPD

d¼1 ajdÞ
ð6Þ

where xid [ 0 d ¼ 1; 2; . . .; D;X ¼ fXi1 þXi2; . . .; þXid ¼ 1g and aj ¼ ðaj1; aj2. . .
ajDÞ represents parameter vector for jth population. Let N D-dimensional vector be
X ¼ fX1;X2; . . .;XNg a data set of with a common, but unknown, probability density
function pðXijhÞ as given in above equation.

Fig. 2. Score obtained after applying LASSO feature selection technique
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We supposed that the number of mixtures component is known. The ML estimation
method consist of getting the mixture parameters that maximize log likelihood func-
tion. The below equation defines the posterior probability obtained after solving log
likelihood function. This function is used in as an E-step of Expectation Maximization
(EM) algorithm.

pðjjXi; ajÞ ¼ pjpðXijajÞPK
k¼1 pikpðXijakÞ

ð7Þ

Now, using this expectation our goal is to maximize complete log likelihood.
During the process we also have to ensure that constraint pj � 0 as well as

PM
j¼1 pj ¼ 1.

In maximization step of the algorithm, we have to update the parameters a until it
converges to get the best result. As it is to be noted that closed form solution of a does
not exist. In the maximization step, the iterative approach of Newton Raphson method
has been used as explained by the author in [11] for estimation of a parameters.

During the initialization of parameters for Dirichlet mixture model, we use
K-means algorithm as given in Algorithm 1 to initialize the parameters. We have
compared our results by changing K-means algorithm using different distance metrics.
We have used Euclidean distance and Aitchison distance inside K-means for initial-
ization of parameters for Dirichlet mixture model. As we know that Aitchison distance
outperforms euclidean distance metrics when proportional data is in question. In order
to increase the performance of an algorithm, we have used feature selection method-
ology [5, 7, 9, 15, 16]. In order to perform feature selection, the first step we have taken
to normalize the NSL KDD data set using Eq. 8.

xi ¼ xi
x1 þ x2. . .þ xD

ð8Þ

After obtaining proportional data, which act as an input for Weight by Maximum
Relevance (WMR) proposed by Blum et al. [4] and Least Absolute Selection and
Shrinkage Operator (LASSO) for selection of features from a data set.

Normalization of data leads vector to ðXi1 þXi2; . . .XiD ¼ 1Þ unit sum constraint
and each Xi � 0. After normalization, we have used Dirichlet Mixture Model with an
initialization of parameters using K-means with Aitchison and Euclidean distance
metrics.

In Algorithm 1, the distance metric which has been used is Aitchison Distance
metric which can be given as:

dADðx; yÞ ¼ 1
D

X
i\j

log
xi
xj
� log

yi
yj

� �
ð9Þ
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Algorithm 1. K-Means Algorithm
1: Set the Initial number of centroids randomly or sequentially
2: Calculate the distance between each data point and cluster centers
3: repeat:
4: Assign the minimum distance data points to cluster center whose distance

is minimum to that point.
5: Recalculate the cluster center using:
6: ci = 1

mi

∑mi
j=1 x (i); mi represents total number of data points in a cluster

7: Re-calculate the distance between each data point and newly obtained cluster
center

8: until : No data point is reassigned.

d2ADðx; yÞ ¼
XD
k¼1

log
xi

gðxjÞ � log
yi

gðyjÞ
� �

ð10Þ

The methodology used in our experiment is as follows:

4 Experiment with NSL KDD Data Set

We have taken NSL KDD 2009 data-set for performing Intrusion detection. The NSL
KDD data set contains 41 features and data set contains normal and attack sets. The
attacks can be divided into four parts which are: Denial of Service Attack (DoS), User
to Root attack (U2R), Remote to local attack (R2L) and probing attack and rest are
normal sets. In our experiment, we have taken only normal and attack sets into con-
sideration without finding different types of attacks. In our methodology, we have used
Dirichlet Mixture Model for clustering of a data set which contains 41 features. While

Algorithm 2. EM Algorithm Dirichlet Mixture Model
1: Input: Data set (X1 + X2...XN ) and specified number of components M.
2: Apply the k-means algorithm as given in Algorithm 1 on N D-dimensional vectors

to obtain initial M clusters.
3: calculate pj =

Number of elements in class j
N

4: Apply moments method to obtain α parameters.
5: Expectation-Maximization step after Initialization
6: E-Step: Compute the posterior probability p (j|Xi, α)
7: M-Step:
8: repeat:
9: Update priors pj using equation 7 .

10: Update the parameters α using Newton Raphson method.[11].
11: until : pj ≤ ε, discard j and go to E-Step.
12: if convergence test is passed then terminate, else go to E-Step.
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performing clustering using Dirichlet mixture model results into 51.12% of accuracy
which was relatively increased to 53.44% when clustering was performed with ini-

tialization of k-means using Aitchison distance dADðx; yÞ ¼ 1
D

P
i\j log xi

xj
� log yi

yj

� �
instead of Euclidean distance in k-means algorithm. In our experiments, we have done
feature selection using the methodology of Weight by maximum relevance where
features were reduced to 16 features. The experiment on 16 features using Dirichlet
Mixture model with euclidean distance in K-means during initialization results into
52.54% of accuracy and 56.37% was obtained when initialization was done with
K-means using Aitchison distance in Dirichlet mixture model as seen in Table 1 and
Fig. 3. To depict our results, we have used confusion matrix as shown in Figs. 4 and 5.
to show the accuracy of our results. Accuracy is defined as the percentage of correctly
classified vectors. The accuracy of results can be written as:

Algorithm 3
1: Input: The Data (Xi) with labels.
2: To Normalize the data using equation 8
3: To find the correlation between data and labels using Weight by Maximum Rele-

vance or
4: To find least square regression coefficients using set of regularization coefficients

Lambda.
5: To select attributes from data set by using figure 1 or figure 2.
6: Output: Dimensionally reduced data set (Xi)
7: Next Process
8: Input To input obtained data without using Labels to Algorithm 2 with number

of mixtures.
9: Output: We get clusters of normal data and anomaly data.

Accuracy ¼ 100� Correctly identified vector
total vectors

ð11Þ

Table 1. Accuracy, Precision and Sensitivity obtained after applying different methods

S.No. Process Accuracy Precision Sensitivity

1. DMM (Euclidean Distance) 51.12% 0.78 0.55
2. DMM (Aitchison Distance) 53.44% 0.76 0.56
3. FS WMR DMM (Euclidean

Distance)
52.54% 0.78 0.58

4. FS WMR DMM (Aitchison
Distance)

56.37% 0.80 0.57
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In our case, we have used only test data without labels. Our results are better than
SVM approach where accuracy determined is 51.90% [19] where the model was
trained before determining the intrusions. The author in [14] obtained results in one of
the clustering method was 47% which is comparably less than our approach.

Fig. 3. Accuracy of DMM models using different techniques

Fig. 4. Confusion matrix of DMM, initialization with K-means euclidean and Aitchison
distance

Fig. 5. Confusion matrix of DMM after feature selection, initialization with K-means Euclidean
and Aitchison distance
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5 Conclusion

In this paper, we have statistically analyzed the entire NSL KDD data set. The analysis
showed that initialization by K-means using Aitchison distance on proportional data
improves the accuracy of the model. It shows that improving the initialization of a
mixture model gives the better result. Every data set is normalized before performing
an unsupervised algorithm which leads to proportional data. The proportional data is
well handled with Aitchison distance. The limitation of above method is that it is
computationally expensive process and further research can be taken place for opti-
mization of this current technique. In NSL KDD data set, 16 features had shown strong
contribution for anomaly detection. Finally, we got better results than previous unsu-
pervised approaches. Our basis is to state the baseline for unsupervised learning for
future IDS solution.
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Abstract. Cloud computing has emerged since almost a decade as a paradigm
for hosting and delivering services over networks. A growing number of business
owners and organizations worldwide has adopted Cloud computing as it enables
users to access a scalable and elastic pool of data storage and computing resources,
as and when required. To build cloud based architectures, virtualization should
be ensured as well. It plays a key role for providing flexibility and consolidation
of the underlying resources. Despite the cloud computing is witnessing a fast and
wide spread across the globe, this technology is not as trendy for some other states,
especially for developing countries. The purpose of this theoretical study is to
explore a new way for developing countries to benefit from cloud computing use
cases and to deal with its challenges and obstacles.

Keywords: Cloud computing · Virtualization · Developing countries · Cloud
services · Cloud benefits · Cloud prerequisites

1 Introduction

People in developing countries are facing every day several challenges including
poverty, hunger, health calamities and even wars. There is no better way to enhance life
facilities than involving technologies in daily life, as it was the case in the developed
world. Obviously, the advance of technologies cannot solve all these difficulties but it
is worth to say that it should be part of the solution.

Cloud computing provides a relatively new business model and is one of the hippest
buzzy word of the last decade. When we mention cloud, virtualization is often mentioned
too. These technologies are not interchangeable but virtualization is fundamental for a
better cloud usage. Developing world should have the urge to embrace these technolo‐
gies as it will help them to increase flexibility, accessibility and cost effectiveness.
However, due to all the instabilities that are hampering investment capacity in infra‐
structure, Cloud computing still only on its early stage in these countries.

This paper will start by introducing and differentiating both of virtualization and
cloud computing concepts. Then, it will highlight the opportunities of cloud utilization
for developing countries. In further sections, cloud infrastructure prerequisites will be
detailed in order to boost developing world to challenge these adoption factors. Finally,
this paper will close with a conclusion.
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F. Belqasmi et al. (Eds.): AFRICATEK 2017, LNICST 206, pp. 205–213, 2018.
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2 Cloud Computing and Virtualization Concept

2.1 Cloud Computing

We can find several cloud computing definitions over the internet, but the most
commonly used is the NIST1 definition as it involves all the approved aspect of this
technology. According to this institute, [1] “cloud computing is a model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications and services) that
can be rapidly provisioned and released with minimal management effort or service
provider interaction”. The NIST describes Cloud Computing as being based on:

– Five characteristics: On-demand self-service, broad network access, Resource
pooling, rapid elasticity and measured service.

– three service models: Infrastructure as a Service (IaaS), Platform as a Service (PaaS),
Software as a service (SaaS)

– four deployment models: Private clouds, Community clouds, Public clouds, Hybrid
clouds

2.2 Virtualization

Virtualization is a technique that provides a layer of abstraction on top of the underlying
hardware or software and allows users to divide computer resources into multiple
isolated execution environments. The main goal of using virtualization is running
multiple operating systems or applications on the same physical server. Virtualization
is ensured by a software called the Virtual Machine Monitor (VMM) also known as
hypervisor. It is generally running on top of hardware to manage and allocate the required
resources.

2.3 Virtualization Versus Cloud Computing

Many non-IT folks have issues to distinguish between virtualized data centers and cloud-
based architecture. In fact, virtualization is a fundamental technique in cloud computing
but it is not the cloud either. There is a weighty gap between these technologies capa‐
bilities.

The term Cloud computing refers to a business model using the paradigm as a service
while virtualization only abstracts physical resources to create various dedicated ones.
Although, virtualization provides a more efficient way to consume hardware resources,
it stills always too far from the level of elasticity, self-service, and automation of cloud.
Moreover, Virtualization offers multiple advantages and benefits that make it plays a
key role in delivering a flexible, scalable, and cost effective cloud services, especially
in computing service.

The first virtualization advantage is consolidation. It means that hardware resources
usage will be optimized by running multiple virtual machines on the same physical

1 NIST: National Institute of standards and technology.
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server. Thus, not only hardware utilization percentage may reach 80% in each server
instead of leaving it shiftless but also this practice reduces considerably hardware
investments and energy consumption.

Besides, Virtualization offers a higher level of security by running each service in
an isolated container on a single physical server. This method is known as “jailing of
services”.

Then, virtualization provides a greater flexibility by running several types of appli‐
cations and operating systems on the same server. So it facilitates building testing envi‐
ronments and labs.

To summarize, Cloud and virtualization should not be confused but it does not mean
that they could not be combined. And what about building cloud without virtualization?
Let’s say it is also possible but it will be with a lower level of efficiency.

3 Cloud Computing and Virtualization for Developing Countries

3.1 Actual State in Developing Countries

In developing countries, Cloud computing has already taken a major part in daily life.
People often use a wide range of cloud provided applications such as Google Maps2,
Facebook3, Microsoft’s Hotmail4, and so on…

In order to enhance the economic growth through cloud services, what is expected
from these nations is almost adopting, exploiting and why not offering this technology
in both of their own states and worldwide rather than a simple consumption of public
cloud services. To do so, developing countries requires at least a bit of awareness of
cloud computing impact in their economic models, and some expertise to plan for an
adoption strategy.

According to a Gartner survey conducted among large enterprises in 2009, half of
the respondents in emerging markets either had not heard of cloud computing or didn’t
know what it meant [2].

Otherwise, since then developing countries are more conscious of cloud computing
benefits and consequently markets are getting wider every day.

3.2 Cloud Computing Impact in the Economic Model

– Increase the Economic Investment
Cloud computing is actually a weighty shift in both of business and economic model.
One of its major impact in the economic model is to decrease business investment by
acquiring a minimum amount of modern IT infrastructure, and then increase corporate
profitability by serving maximum IT resources requests. Balancing these factors not
only leads to a noticeable cost saving percentage in hardware resources but also drives
investment through the reinvestment of retained profits.

2 Google Maps. Find local businesses, view maps and get driving directions.
3 Facebook. online social media and social networking service.
4 Microsoft’s Hotmail. free, personal email service from Microsoft.
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When implemented properly [4], the cloud economic model can drastically reduce
the operations and maintenance cost of IT infrastructures (Fig. 1).

Fig. 1. A Deloitte (Deloitte is the brand under which tens of thousands of dedicated professionals
in independent firms throughout the world collaborate to provide audit, consulting, financial
advisory, risk management, tax, and related services to select customers) study confirms that cloud
deployments delivered greater investment returns with a shorter payback period when compared
to the traditional on premise delivery option [4]

– CapEx and OpEx Savings
Developing countries have the possibility to improve their economic evolution not only
through private deployments but also within public cloud services. When public cloud
model is used, it can play a key role for companies to transform IT expenses from
CapEx5 to OpEx6 through purchasing the use of the service rather than having to own
and manage the resources of that service. Thus, they can eliminate long-term investments
in favor of pay-as-you-go costs.

Besides, the OpEx approach can also provide a suitable level of flexibility which
allows companies to scale up or scale down depending on their needs and save up money
for other investments.

– New Business Creation and Employment
Cloud computing is meant to increase and to have a relevant macroeconomic impact.
This technology has changed the market structure of many sectors thanks to cost savings,
reinvestment of profits and an improved level of competitiveness. This change in the
market induces business expansion or creation and a re-allocation of jobs in developing
countries.

5 CapEx. Capital Expenditures creating future benefits. it is incurred when a business spends
money either to buy fixed assets or to add the value of an existing asset with a useful life that
expend beyond the tax year.

6 OpEX. Operational Expenditures refers to expenses incurred in the course of ordinary business.
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3.3 Benefit of Cloud Usage for Developing Countries

Rather than its economic and socio-economic advantages, cloud can offer other benefits
like elasticity and multitenancy. This section will detail how developing nations can take
profit from cloud computing environmental and technical advantages.

– Green IT
The traditional data centers running Web applications are often provisioned to handle
sporadic peak Loads [8], which can result in low resource utilization and wastage of
energy. Thanks to virtualization, Cloud datacenter can reduce the energy consumption
through server consolidation. Thus, multiple workloads can use the same physical server
and idle servers can be turned off. A recent research by Accenture [9] shows that moving
business applications to Cloud can reduce carbon footprint of organizations.

Developing countries, suffer from pollution due to some local factors such as over-
population. In this context, government should induce cloud utilization as it represents
a green technology initiative which most businesses should adopt. Thus, Cloud
computing and virtualization will reduce energy costs as well as it will offer a lower
carbon emission.

– Scalability
Scalability is one of the most important advantage. In fact, in traditional on-premise IT
infrastructure, consumers are always tied up to the physical constraints limitation such
us hard-drive space, CPU, memory and bandwidth. But with [10] Cloud computing
resources should look limitless and can be purchased at any time and in any quantity.

When Public Clouds are used by development countries, a pool of unrestricted
resources is offered to simple consumers or business. This provide more flexibility and
cost effective resources usage, reduce capital investment in business creation, decrease
or even eliminate the need of hardware resources acquirement.

– Remote Access
With cloud computing, [11] instead of connecting to the network server, a mobile phone
or device connects to the cloud service provider. All services are available from wherever
we are, as long as there is a connection to the network. Armed with such portability and
flexibility in the computing environment, businesses can reach their customers 24/7
anywhere in the world. Students can study online courses from anywhere in the world,
and individuals can socialize on their mobile phones, SMS and do whatever they want
from wherever they are, whenever they want [11].

– Improvement of Life Facilities
According to Kshetri’s report (2010), cloud has several applications in daily life, such
as E-health, E-education, E-commerce, E-business, and supply chain… If applied prop‐
erly, people in developing countries could take a lot of profits from this technology even
in daily life. It will not only build a new generation of skilled ICT professionals, but it
will eliminate repetitive burdens in private or public establishment. The table below
analyses the possible advantages in each application area (Table 1).
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Table 1. Benefits of cloud computing application in different sectors in Developing Countries

Cloud applications Examples
E-education - Enable Academic Cloud based programs in engi‐

neering schools to enhance expertise level in devel‐
oping countries
- Provide unrestricted resources to students for
development and testing purpose
- Enables education for poorer country by offering
remote courses

E-health - Implement healthcare data-sharing and analytics
technologies (example of china)
- Develop insurance platform, to claim and follow
up refund
- Use cloud to build next generation medical
research

E-commerce/ E-business/supply chains - Offer local/worldwide shopping platform
- Automating business processes
- Improve performance and quality of Telecommu‐
nication, banking and IT hosting customer services

E-governance - collaboration with industry and tertiary institutions
to ensure the development of skilled and cloud-
aware ICT professionals
- Implementation of a cloud based platform to
deliver more efficient government services
- Delivering all the services on the web too in an easy
fast and reliable way regardless to the distances and
time
- Reduce costs by reducing repetitive operations and
increase the effective use of resources

E-environment - Access powerful computer to analyze and predict
climate changes

Telecommuting - Build highly available call centers

3.4 Prerequisites and Limitations of Cloud Adoption in Developing Countries

Technical shortcomings and regulatory difficulties are inhibiting fast adoption of Cloud.
This makes it imperative to comprehend the adoption barriers and to find ways to over‐
come them. Barriers can be divided into two main categories: internal and external
barriers.

3.4.1 Internal Barriers
Internal barriers can be summarized in different attitudes towards cloud computing. In
developing countries, there is no regulatory rules that ensure personal data protection
and data transfer security in cloud environments.

That’s why CEO’s and decision makers are always anxious about their data privacy
and security, the location of data and reliability of their services.
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3.4.2 External Barriers
– Government Incentives and Regulations
As cloud adoption stills at a nascent stage in developing countries, governments should
waste no time for defining new policies based on an assessment of cloud solutions and
be rooted in a full understanding of existing ICT and cloud use within countries.
Governments need to be aware of the diversity of cloud use cases and services, the huge
number of cloud users.

To accelerate the adoption process, a governmental cloud strategy should be imple‐
mented in the general national development plan. Governments should ensure the
execution of this strategy by continuous supervision and evaluation. Policy approaches
should be then tailored to the circumstances of individual economies, and be consistent
with the overall strategic framework for national economic development and for lever‐
aging ICTs [13].

Among developing countries, let’s take the example of Vietnam and China [2] which
are notable examples of economies that have meaningful government interventions in
the cloud sector. Cloud computing in Vietnam is driven fundamentally by the govern‐
ment’s belief that this technology would help the country build a skilled workforce. A
government agency uses the cloud to link the government, universities, private-sector
research, startups, and other organizations [14].

– Inadequate Infrastructure
The feasibility of cloud computing depends to a great extent on the availability of reli‐
able, affordable, high-quality communications networks. In practice, this means broad‐
band networks that link all parties in the supply chains [13]. Developing countries suffer
from limited or inadequate access to high-quality and affordable broadband infrastruc‐
ture. Another important environmental factor for cloud adoption is reliable and redun‐
dant power suppliers. It is essential for maintaining large data centers and ensuring
continuous service providing.

Multiple countries, like Tunisia have only one national power supplier which is
insufficient since at least two distinct ones are mandatory in order to be compliant with
the basic standards for cloud oriented data centers.

– Lack of Adequate Legal and Regulatory Frameworks for Electronic Commerce
and Cybersecurity
Online transactions are the most important pillar to benefit from the pay as you go busi‐
ness model. Except that, there is a prerequisite for conducting commercial transactions
online, including electronic payments, is that there is legal equivalence between paper-
based and electronic forms of exchange, which is the goal of e-transactions laws. E-
transactions laws have already been adopted by 143 countries, of which 102 are devel‐
oping countries (UNCTAD, 2015). Another 23 have produced draft legislation in this
area. That leaves nine developing countries with no e-transactions laws and 18 for which
data are lacking. While four out of five countries in Asia and in Latin America and the
Caribbean have adopted such laws, Eastern and Middle Africa countries are lagging
behind the most [15].
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Furthermore, laws may require the establishment of a national certification authority.
However, due to the human and financial costs involved, certification authorities, espe‐
cially in developing countries, have sometimes not been set up, or have been set up only
after an extended period of time. In such cases, e-transactions may lack legal recognition
when the intervention of the national certification authority is required to give legal
validity to the transaction. In addition, a requirement to use cryptographic systems when
conducting e-commerce or e-government operations can represent a barrier to online
transactions [15].

4 Conclusion

Through this study we managed to detail factors and KPIs (key performance indicators)
regarding cloud and virtualization adoption impact on the developing countries and
show the actual state of this adoption is some of them.

Looking deeply in such experiences we managed to extract the main difficulties and
breaks to such a change and we draw process draft that could by involving people,
companies and governments overcome and accelerate such an adoption.

Even though the benefits are undeniable, meticulous planning and long term strat‐
egies are still key elements to successfully achieve the goals behind such a revolution
along with a lot of change management.
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Abstract. The availability of diverse and powerful sensors that are embedded
in modern smartphones has created exciting opportunities for developing
context-aware services and applications. For example, Human activity recog-
nition (HAR) is an important feature that could be applied to many applications
and services, such as those in healthcare and transportation. However, recog-
nizing relevant human activities using smartphones remains a challenging task
and requires efficient data mining approaches. In this paper, we present a
comparison study for HAR using features selection methods to reduce the
training and classification time while maintaining significant performance. In
fact, due to the limited resources of Smartphones, reducing the feature set helps
reducing computation costs, especially for real-time continuous online appli-
cations. We validated our approach on a publicly available dataset to classify six
different activities. Results show that Recursive Feature Elimination algorithm
works well with Radial Basis Function Support Vector Machine and signifi-
cantly improves model building time without decreasing recognition
performance.

Keywords: Human Activity Recognition � Smartphone sensors � Feature
selection

1 Introduction

Human Activity Recognition (HAR) using Smartphones has been widely studied
during recent years mainly because Smartphones are not intrusive and widely used in
everyday life. Researchers are developing many new challenging application scenarios
based on mobile phone sensors in various fields such as in healthcare (e.g., fitness,
diabetes, elderly and obesity assisted surveillance), in smart buildings (e.g., context
aware automatic indoor air quality and thermal comfort control) and in smart cities
applications (e.g., traffic congestion). Actually, modern Smartphone devices have great
capacity for collecting and classifying large amounts of multiple sensor readings.
However, for real-time online implementation, data pre-processing and training steps
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are required to be achieved under hardware resource constraints, such as memory and
battery life. Many solutions have been studied so far in literature to overcome these
limitations [1], for example, by reducing the amount of training data needed in the
learning phase.

In this paper, we present a comparison study based on feature selection approaches
in order to reduce the dimensionality of the training dataset while maintaining high
recognition performance. The remainder of this paper is organized as follows. A brief
overview of the related work is presented in Sect. 2. Section 3 presents the dataset, the
experimental methodology and simulation results. Section 4 presents the conclusions
and future work.

2 Related Work

Many research efforts have been done to implement HAR process on different
Smartphone devices using various data sets. However, for real-time online imple-
mentation, data pre-processing and training steps are required to be achieved under
hardware resources constraints. Recently, researchers focus mainly on mobile phone’s
onboard sensors for real-time online applications. For example, authors in [1] have
reviewed research studies in this domain and stated that only few of them focused on
online training in which classifiers can be trained in real time on mobile phones [2–5].
Authors, in [2], introduced “hardware friendly” adaptation of the classification algo-
rithms in order to overcome the resources constraints. In [6], authors used dynamic and
adaptive sensor selection to save battery energy. Other studies used adaptive sampling
techniques [7] for the same goal.

Classifiers could play a key role in HAR process regarding energy consumption
depending on their simplicity or complexity. Nonetheless, some of them have proven
their suitability for Smartphone implementation, such as K-nearest neighbor (KNN),
Support Vector Machine (SVM) and Decision Tree (DT) [1]. In fact, in the
pre-processing phase, various features (aka. predictors or variables) are extracted from
sensors readings. These features are used by the classifier later during training (aka.
learning), validation (optionally) and testing phases. Moreover, in online activity
recognition, two main types of features are generally used: time or/and frequency
domain features. It has been shown in [8] that time domain features are cheaper than
frequency domain features in terms of computation and storage costs. In practice, large
feature sets may significantly slow down the learning process [9]. In addition, the
“dimensionality curse” phenomenon states that the number of training data needed
grows exponentially with the number of dimensions used [10]. Subsequently, the
online training requires further intensive computation if locally undergone on Smart-
phones [11]. For this reason, the goal of Feature Selection (FS) methods is to select
optimal subsets of variables in the pre-processing step. The main benefits are reducing
the computation cost and storage requirements as well as training time [9].

There are three main approaches for feature selection in literature: (i) Wrap-
per methods for measuring the “usefulness” of the features guided by a classifier
performance, (ii) Filter methods for measuring the “relevance” of the features inde-
pendently of the classifier, and (iii) Embedded methods that are implemented by
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algorithms having their own built-in FS methods for performing variable selection
implicitly while the model is being trained.

Regarding the performance, an important source of influence on the HAR process is
the classifier itself as stated in [11]. For this reason, in our comparison study, we have
evaluated different classifiers belonging to different categories before and after feature
selection. Our final selection included four classifiers: Linear Discriminative Analysis
(LDA), Radial Basis Function Support Vector Machine (RBF SVM), K-nearest
neighbors (KNN), and Random Forest (RF). In order to discriminate test data into
labeled classes, the classifiers need to be trained first. Thus, we trained our selected
classifiers using a 10-fold cross validation technique. The parameters of the best final
models were preserved for testing on holdout data.

3 Experimental Methodology and Results

In this work, we used a publicly available dataset: “Human Activity Recognition Using
Smartphones Data Set” [12], which has been used by the authors to conduct experi-
ments using Support Vector Machine (SVM) classifier [13]. The latest update
(15-Feb-2015) includes labeled data collected from 30 subjects who engaged in six
different activities (standing, sitting, laying down, walking, walking downstairs and
walking upstairs), while wearing Smartphones that embed accelerometer and gyro-
scope sensors. The list of all the measures applied to the time and frequency domain
signals are available in [13]. A total of 561 features were extracted to describe each
activity window (2.56 s) in the dataset. Two files for activity labels and subjects ID
numbers are also available. The classification results of the original work [13] show an
overall accuracy of 96% for the Test data. In our comparison study, we have used the
same “Test” data. In addition, we partitioned the original “Training” data (7352
observations) into “Training/Validation” subsets to avoid overfitting during learning
phases.

In the comparison study, we tried one wrapper algorithm called Recursive Feature
Elimination (RFE) and one embedded algorithm specific to Random Forest (RF) clas-
sifier called Variable Importance (varImp). After running calculations, 20 variables
have been selected with the latter while 50 have been selected with the former. After
looking at the names of those features, we first noticed that the “50 features subset”
include almost all the variables of the “20 features subset” except one. Moreover, we
noticed that only 5 variables in the latter are of frequency domain, against 10 variables
in the former. In both cases, this reduction in the number of frequency domain features
is beneficial in terms of computation cost, because the original feature set contains
many frequency domain features based on Fast Fourier Transform (FFT) [13] which
demands extra computation [8]. Finally, we constructed two new data sets with the
features selected from both methods before applying different classifiers, and con-
ducted a comparison study in order to select the feature subset that works well
regarding the recognition performance and the training time.

Because balanced class proportions assumption is verified in our data sets, good
performance of each classifier can be measured by accuracy metric only, and good
performance of each activity is obtained if that activity can be classified with high
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precision (PR), recall (RC), and F-measure (F1) metrics. As shown in Table 1, we
examined 20, 50 and 561 features datasets for the comparative performance for each
classifier, in terms of classification accuracy (see Table 1 on Left side) and time taken
to build the model in seconds (see Table 1 on Right side). Overall, LDA offered the
highest performance, yielding 96% accuracy for the original feature vector. However,
SVM is the best performing classifier for the “50 features subset” with 93% accuracy.
However, for the sake of concision, we do not show the detailed metrics for each
activity per classifier. Instead, Table 2 shows the averaged precision (macro-PR), recall
(macro-RC) and F-measure (macro-F1) for the “50 features subset” classifiers.

We have also tested our final SVM model on unseen and unlabeled data, which we
kept strictly apart. We noticed that the accuracy has slightly decreased (92%), which
means that there was almost no overfitting in the training phase. In Table 3, the
confusion matrix is presented. We first notice a perfect classification between “moving”
and “non-moving” activities. However, the classifier sometimes confuses and mis-
classifies one activity from another when there are inter-class similarities. Actually, it

Table 1. Comparison of classifier performance for different number of features (N.F): Left side:
overall accuracy; Right side: model building time (in seconds).

N.F LDA KNN SVM RF N.F LDA KNN SVM RF

20 0.90           0.87           0.90           0.84           20 1.5        1.6        4.7        10.7        

50 0.92           0.91           0.93           0.91           50 2.0   1.8        6.9        23.4       

561 0.96           0.90           0.93           0.91           561 21.1        3.0        43.0        276

Table 2. Averaged evaluation metrics for the “50 features subset” classifiers.

N.F (50) Macro-PR Macro-RC Macro-F1

LDA 0.91 0.92 0.91
KNN 0.91 0.92 0.91
SVM 0.94 0.94 0.93
RF 0.92 0.92 0.92

Table 3. Confusion matrix of best performing classifier on test data: (Predicted activities (P) vs
Actual activities)

Activities Laying Sitting Standing Walking Walking-downstairs (T) Walking-upstairs (T)

Laying (P) 537 0 0 0 0 0

Sitting (P) 0 397 35 0 0 0

Standing (P) 0 94 497 0 0 0

Walking (P) 0 0 0 488 12 37

Walking-downstairs (P) 0 0 0 6 370 10

Walking-upstairs (P) 0 0 0 2 38 424
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confuses little bit between all types of walking activities, but little more between
“Sitting” and “Standing”. On the contrary, the “Laying” activity is perfectly classified.

Furthermore, in order to figure out how well they perform over different sized
versions of the training set, we have also simulated the learning curves of the final
SVM models obtained before and after feature selection (see Fig. 1). For this purpose,
the original Training data (7352 instances) was partitioned into Training set (75%) and
Test set (25%), and 10-fold cross validation was used for resampling. As expected,
reducing the feature space helped reducing the amount of training data needed to reach
the same classification performance. For example, in order to reach 90% of accuracy,
approximately 5000 instances were needed before feature selection (Fig. 1, Left side),
while only 3500 instances were needed after feature selection (Fig. 1, Right side).

4 Conclusions and Future Work

In this paper, we have conducted a comparison study using Smartphone accelerometer
and gyroscope sensors data obtained from a publicly available HAR dataset. As the
dimensionality of the original feature set is very high, we used feature selection
approaches in order to reduce the feature space before classifying activities. Results
show that, with RFE algorithm, only around 9% of the original feature set is needed to
achieve the best tradeoff between classification accuracy, model building time, and
confusion matrix. This comparison study is our starting point towards finding energy
efficient techniques for real time HAR based on Smartphone sensors. Further research
would involve an accelerated implementation of the proposed model, which might take
advantage of specific computation platforms, alongside with energy consumption and
performance analysis. HAR over smartphones is also under development for diabetic
control and prediction of hypoglycemia [14].

Fig. 1. Learning curves of the RBF SVM final models obtained: before feature selection (Left
side), after feature selection (Right side).
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Abstract. Professional, transferable, or 21st century skills such as life-long
learning, problem solving and working in a multi-disciplinary team are vitally
important for graduates entering knowledge economies. Students in the devel‐
oping MENA countries have been identified as weak in these skills, which are
challenging to both teach and assess. This paper describes the creation and appli‐
cation of the Computing Professional Skills Assessment (CPSA) in the United
Arab Emirates (UAE), an IT specific instrument to assess students’ abilities in
the professional skills, administered using a Learning Management System
(LMS). As part of this research students were surveyed on their perceptions and
the results revealed a positive response regarding the benefits of the CPSA. It is
suggested as an effective and applicable blended learning method in developing
countries to better enable students to learn and apply 21st century skills. The use
of this method in regions with limited IT infrastructure is discussed.

Keywords: Professional skills · Learning outcomes · Performance task · Online
discussion · Assessment · Learning management system

1 Introduction

Learning Management System (LMS) supported e-learning initiatives in developing
nations have been shown to face specific challenges due to the digital divide [1]. These
include ineffective maintenance strategies, insufficient user/technical support, usability
issues of learning management systems and poor internet connectivity. In this paper we
present a method that is implemented in an LMS and that we believe can be effectively
used in a developing nation despite the challenges mentioned above.

The engineering and computing disciplines around the world place importance
nowadays on graduates being enabled with 21st century non-technical skills, also known
as professional or transferable skills. These skills include teamwork, communication,
critical thinking, ethical and social considerations, and have become a focus of university
programs as measurable learning outcomes. They have also become critically important
as developing countries make the transition to knowledge economies, and studies show
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employers value them more than disciplinary knowledge [3]. Globally, graduates are
weak in professional skills, particularly in the MENA region [4].

Teaching and assessing these critical skills is challenging and even questionably
impossible [2, 5]. Within engineering and technology disciplines, the technical learning
outcomes are more confidently met by programs [2]. To address the difficulties of inte‐
grating professional skills, accreditation bodies such as ABET, the international Accred‐
itation Board for Engineering and Technology, have sought to improve program quality
to increase student attainment of learning outcomes, with some success. A 2006 study
found that graduates from 2004 were better prepared than their 1994 predecessors due
to the emphasis on professional skills [5].

There are six non-technical outcomes which have been identified by ABET as key
graduate skills:

• Ability to analyse a problem and identify solutions;
• Ability to function on multidisciplinary teams;
• Understanding of professional and ethical responsibility;
• Ability to communicate effectively;
• Understanding of the local and global impact of technology;
• Recognition of, and ability to, engage in life-long learning.

To assess these skills simultaneously, the Engineering Professional Skills Assess‐
ment (EPSA) was developed by a team in Washington State University’s College of
Engineering led by Ater Kranov, one of the authors [6]. The EPSA is based on the
performance assessment model, which is an effective way to measure student perform‐
ance on simultaneous learning outcomes in an interdependent way [2]. Prior to the CPSA
the EPSA was the only method in the literature which could assess all of these learning
outcomes directly and concurrently for engineering programs, thereby increasing the
validity of the assessment [7]. The various methods used to assess professional skills
previously, such as e-portfolios and internships, were found to be limited in their efficacy
to assess all of the skills in an integrated and rigorous way. The EPSA consists of a real
world engineering scenario to generate discursive analysis in forty-five minutes, and
these responses are then recorded and evaluated using a rubric.

Inspired by the concept of EPSA, Zayed University (ZU) conducted a study in the
ABET accredited College of Technological Innovation (CTI) to develop a method for
assessing computing programs in the Gulf region in terms of professional skills. (Zayed
University is a federal English-medium institution for Emirati Nationals with gender-
segregated campuses in the UAE). The ABET key learning outcomes for computing
were adopted and the scope of the project included the development of appropriate
region-specific scenarios, a rubric named the CPSA and an implementation strategy
which utilized blended learning with an LMS and asynchronous online discussion
forums as the platform of the performance task. The use of discussion forums in a LMS
is a significant enhancement to the method over the earlier EPSA.

We believe that this method can be used effectively in the developing world as it
does not require a sophisticated level of technology. Provided there is access to the
internet and access to a discussion board, the method may be employed. While we used
the Blackboard LMS any system that provides a discussion board may be used. Minimal
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bandwidth is required and intermittent dropouts are acceptable as there is no synchro‐
nous communication. During the connection to the internet the user just needs to read
the posts of others and upload a post, which could be composed offline. As the users of
the CPSA will have an IT background not much technical support should be required
by the students or instructors.

2 CPSA Method

CPSA was conceived in 2014 for computing related disciplines with the writing of
technology related scenarios, development of the CPSA rubric and the use of asynchro‐
nous online discussion forums as the delivery strategy and main platform for student
interactions and production. The adoption of online discussion technology was due to
its strengths as a communication tool and stage for students to utilise the ABET profes‐
sional skills. Online discussion has become widely integrated in education, and has been
shown to allow for discourse in a more reflective way than oral discussion [8]. The skills
of working in a team and co-constructing knowledge develop strongly through online
discussion, and it’s particularly important in a non- native learning environment to allow
time for reflective responses [9]. There are three stages to the CPSA; a discipline related
scenario, student analysis of the scenario, and a rubric to grade the analysis, which will
be explained further.

The scenarios consist of approximately 700 words regarding a current issue in tech‐
nology and were created by the research team using criteria from EPSA to maintain
reliability and validity, and conform to a Level 12 Flesch-Kincaid Readability Scale for
students working in a second language. The scenarios include local and global tech‐
nology related content, the perspectives of various stakeholders, and overriding issues
such as security or privacy, and use credible news sources and academic articles. Each
scenario has a set of question prompts, which are crafted to guide the students’ thinking
process in alignment with ABET’s professional skills. It’s imperative that the scenarios
contain sufficient facets and complexity to generate analysis according to these prompts.
Examples of successful scenarios which have generated meaningful discussion may be
found in a previous paper [10].

As the method and the use of asynchronous online discussion is new to the students,
the CPSA process is supported by an in-class presentation and walk-through and then a
trial run to familiarize students. During the presentation and walk-through the method
is explained and groups of 5–6 students discuss a scenario. This is followed by a 12-day
semi-guided online discussion board facilitated by the instructor to ensure participation
and on-task responses. Students are given instructions on how to interact within the
online discussion, and regular readings and postings are required for task fulfilment.
During the trial run the instructor provides guidance in the online discussion, with the
aim of facilitating an independent student-led discussion. Students become conversant
with the process and the expectations of this performance task. To ensure participation
by all students the activity is a mandatory graded course requirement.
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Following the trial run a new scenario is presented to students and the method runs
over 12 days with the instructor monitoring rather than participating. The forum
responses are then evaluated using the CPSA rubric, which has been developed in an
iterative process over a two year period, and is now a reliable and valid tool. The first
version of the CPSA rubric was developed from the EPSA model as this was proven in
terms of validity and reliability. Deployment of the rubric involves a team who work
towards calibration through norming sessions, initially with a discussion of the rubric,
aiming for levels of consensus between raters of 70% or greater [11]. Raters work
towards standardisation of rubric use by analysing student responses and comparing
ratings in groups against the criteria, and detailed examples from the discussion text to
support ratings. To arrive at the final ratings, scores from individual raters are calculated
for the mean, with rounding applied, to generate overall scores. An example of the results
from a rating session may be found in a previous paper [12]. The CPSA was run with a
number of student groups and the results are given in a previous paper [10]. The results
showed that we were able to identify areas of strength and weakness for those student
groups in relation to the six ABET outcomes. As the assessment is for program level
the data we obtained showed that the areas of problem solving, impact of computing
and professional development needed considerable improvement; the areas of teamwork
and ethics needed improvement to a lesser degree; and the area of communication was
on target.

3 Survey

During the implementation of CPSA, the efficacy of the scenario and online discussion
forum as a valuable learning activity emerged. The use of a scaffolded asynchronous
online discussion forum as a tool for students to respond to the technology specific
scenarios and utilize their 21st century skills was highlighted as a valuable teaching
method. Students were afforded the opportunity to participate in group problem solving
from mobile devices and various locations, with the benefit of time to create reflective
responses. As the research team has decided to trial adapting the method for teaching
input was sought from the students on their perceptions of the educational value of this
performance task. The particular class of students surveyed consisted of 29 native
Arabic-speaking females, in their early 20’s, who were studying a 3rd year core course.

Once the online discussion board had closed, students received an anonymous online
questionnaire with eight closed-response Likert scale items and three open- ended items.
The open-ended questions asked respondents what they liked about the activity, what
they didn’t like and how it could be improved. The closed-response items were adapted
from the Australian Course Experience Questionnaire (CEQ), a survey addressing
quality in tertiary education. These CEQ questions align with the ABET professional
skills. On a scale of (1) Strongly Disagree to (5) Strongly Agree students evaluated if
the activity helped to develop their ABET transferable skills, and responses were ranked
from highest to lowest according to the mean shown in Table 1 below.
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Table 1. Analysis of survey responses

Question Mean SD
The activity helped to develop my ability to analyse problems 4.21 0.68
The activity helped to develop my problem-solving skills 4.11 0.63
The activity helped to improve my skills in written communication 4.03 0.78
The activity helped me to develop my understanding of ethical, legal and social
issues

3.97 0.50

The activity helped me to develop the ability to analyse the impact of computing
on the world

3.93 0.59

The activity helped me to recognize the limits of my knowledge and the need to
continue to learn more

3.79 0.68

As a result of the activity, I feel more confident about tackling unfamiliar
problems

3.75 0.75

The activity helped me develop my ability to work as a team member 3.55 1.02

The results clearly indicate that respondents felt the CPSA method offered a valuable
opportunity to develop and practice the professional skills. The respondents were partic‐
ularly positive about the benefit of the method for developing their analytical and
problem solving skills, and communication skills. The open-ended items also generated
positive responses related to the opportunity to develop skills for team work, and the
use of online discussion forums, pointing particularly to the allowance for reflection.
The comments included: it gave us time to think before we talk which resulted in great
discussions; it helped us as a team to engage one another and understand different points
of view; my group was going deep into problems; I like the whole idea of a discussion
board because it gave us time to think before we talk which resulted in great discussions.
(The comments have been edited for grammar and spelling to enhance readability). With
a number of comments such as everything was good and helpful, I liked this activity, the
overall response was confirmatory and pointed to developing the CPSA method as a
teaching strategy in addition to assessment.

4 Discussion

Observations of the CPSA method, and positive responses on the survey demonstrated
that CPSA offers a rich opportunity for students to practice and improve their use of
transferable skills simultaneously. The period of 12 days worked well in allowing
students adequate time to collate and share ideas, to conduct further research, to explore
the issues presented in the scenario in depth, and to reflect upon and formulate written
responses. The strength of the method is in its ability to offer the students a means to
utilise and develop all of the six ABET identified professional skills in relation to their
discipline.

To address the gap between workplace requirements in the knowledge economy and
the transferable skill abilities of graduates, CPSA is suggested an innovative blended
delivery performance task for teaching the professional skills at all levels of the curric‐
ulum, with the possibility of development for other disciplines. Additional LMS features
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allow for the mining of response data which can be used for both accreditation and
continuous improvement reporting purposes. The refinement and improvement of the
CPSA is an ongoing process and it will be made freely available.
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Abstract. Information technology for development is the tool that has been
around for ages and it is now mainly focusing on making people lives easy
including of those in a health sector. However, health practitioners and patients
are somehow had not fully experienced this benefits due to sensitive information
distribution and security concerns around the distribution of electronic health
records. There have been various issues and challenges on security breaches,
leakage of confidential patient records and computer attacks which have been
raised on security and privacy concerns in electronic health records. The unau‐
thorized access, denial of services, lack of standardization of the system increases
mistrust on electronic health record system and makes it very difficult for the
parties involved in handling and transmission of patients’ record. Therefore the
aim of this paper is to propose an efficient and cost-effective face recognition
security framework through Wi-Fi to enable the monitoring and access control
on patient record in developing countries.

Keywords: 3D face recognition · Biometric · Mobile device encryption · Patient
electronic health record · Wi-Fi · Mac address · Serial number · International
mobile station equipment identity · Authentication and security

1 Introduction

Healthcare process in developing countries is hierarchy structured based on the type of
service, specialization and location. This means a patient have to carry a paper file or
card with sensitive information and move from one place to a referral practitioner at the
another side of a Health Institution or region [1]. This poses a huge risk for files been
easily accessed by unauthorized persons or fall into the wrong hands and deprive patient
privacy rights. The electronic patient health record is the ideal system that healthcare
professionals around the globe believe it will offload work and help in making work and
patient health record distribution easy by enabling information sharing over the network.
However, electronic patient health record is faced with security threats and challenges
as to how to secure the patient record and who should have what rights on which section
of the electronic health record [2, 6].
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There have been lots of security protocol and framework proposals for e-health
authentications and security improvement but most of them sound time consuming,
expensive and exposes negative impact on the practitioner’s daily work coverage. They
also seem to contribute to health record distribution path error and have a huge potential
on information management risk. The patients are very much worried about their infor‐
mation control access and risks such as information leakage and disclosure. They do not
want everybody at Health Institutions to have access to their information without their
consent [3]. Therefore, they want a full control, tight security and activity log on their
health records of the authorized individuals. On the other hands, both health professio‐
nals and patients don’t like to spend too much time waiting for system authentication or
have to go through lots of hectic authentication processes. Therefore, there is a need for
a more secure, quick, hygienic and accurate authentication technology method. Hence,
this paper proposes a cost-effective and efficient facial recognition technology method
through Wi-Fi for e-health security system to enable the system administrators to have
easy access control on authorized individuals. It is also intended to improve the distri‐
bution of patient record in a securely and efficiently technological environment.

1.1 Objectives and Scope

Electronic patient health record system is the place where everybody wants to go but
the limitation is the best security technologies. Hence, sharing sensitive information over
the network needs tight security. Nowadays smart phones have cameras and this is the
boost for face recognition authentication procedures and can be used to scan the face on
live and authenticate the user within less than five seconds. The proposed e-health system
in this paper will use the mobile device, biometric and network technologies to
strengthen authentication and eliminate security threats.

1.1.1 User Login Credentials
User shall register to creating a profile over the internet using work computers and
notebooks. Use a 3D face recognition application installed on a smartphone to scan a
face.

1.1.2 Device Information Storage
The Smartphone’s information retrieval and verification shall be done by the system
through a request sent via an email or SMS to the user for the account activation. During
a user profile creation process the system solution will link the user, personal computer
and smartphone device information that has been retrieved from Wi-Fi, and then encrypt
and store it on the Web server for future authentication process and auditing.

2 Related Work

Biometric technologies have been used in the different fields but mostly where the
confidentiality matters most such as in army, hospital, finance and intelligence agencies.
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The facial recognition is one of the biometrics that is mostly used in the market today.
The United Services Automobile Association has deployed the face recognition authen‐
tication technology for its members to login to mobile banking with the blink of an eye
literally [4]. ZoOm™ has developed the 3D facial authentication smartphone application
which use the front-facing camera on any smartphone to capture a selfie video and
instantly process frames on the device and compare against previously stored biometric
data [5] (Table 1).

Table 1. Biometric technologies comparisons

Facial
recognition (3D)

Voice
recognition

Signature
recognition

Finger print Iris recognition

Very high
accuracy

Low accuracy Medium-Low
accuracy

Very high
accuracy

Very high
accuracy

Verification time
is generally less
than 5 s

Verification time
is generally less
than 6 s

Verification time
is generally more
than 5 s

Verification time
is generally more
than 5 s

Verification time
is generally less
than 5 s

No face picture or
video can be used

Voice pitch not
always exactly
the same due to
flue and
surrounding
environment

Signature not
always exactly
the same

Can be chopped
off or damaged

No eye from a
dead person can
be used

Non intrusive Non intrusive Non intrusive very intrusive Intrusive
Medium storage
required

Small storage
required

Small storage
required

Small storage
required

More memory
storage needed

Economical Very cheap Very cheap Economical Expensive

Facial recognition 3D technology is indeed the highly accurate, nonintrusive and
economical biometric technology that can be incorporated in e-health security frame‐
work to improve the authentication and security.

3 System Solution Overview

Everybody is sensitive about their health status disclosure that is why carrying the files
to the referred practitioner is always in a massive protected route. Hence, proposes a
cost-effective e-health system to ensure that patient information is highly secured over
the internet in developing countries. It shall be an integrated multi-authentication with
a Web application for transactions, Web servers, Wi-Fi, smartphone, database and facial
recognition applications for authentication.

3.1 Web Authentications

The patients, hospital receptionists, health practitioner assistance, pharmacists or health
practitioners (like Drs and Specialists) are always using the smartphone for different
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tasks every day, but this paper proposes the use of the same mobile device with Wi-Fi
switched on for both registration and authentication process. This will enable the system
to register the device and store the information such as serial number, MAC address and
IMEI on the background linked with the user profile for authentication process.

3.2 Device Role

A device used for profile creation or to activate a user account is the primary device that
will be used in the future to authenticate and link with other devices if the users have
multiple devices. All devices must be on the same network during the process. The user
will need to type in the e-health URL and the device information will be mapped and
linked with the information stored. A web server will reply with a face recognition
application request to user’s smartphone for an auto login authentication process. In a
case of a loss or theft of one of the devices, the system administrator can easily disable
the device from the database at the backend to enable the user to register a new device.

3.3 User(s) Role

The roles will be created based on the levels such as patient, hospital receptionist, health
practitioner assistance (nurses), pharmacist and health practitioner (like Drs and Special‐
ists), whereby the patient have the full control of his or her electronic health record.
Doctors and Specialists will have full view and edit of the records while others will have
row or table level view permission only.

3.4 Face Recognition Application

Smartphone’s front face camera shall be used to capture face live via 3D face recognition
application, processed and sent to the backend for storage. The face recognition appli‐
cation shall also be used for face scanning and a quick user authentication without login
credentials been required.

3.5 Wi-Fi and Smartphone Roles

A smartphone always sends a signal when the Wi-Fi is turned on regardless of connec‐
tions to the network. Therefore, the smartphone information shall be easily retrieved
and used for user identification, matches, face and frame instant processing; and analysis
of activity logs or communication packets. Instead of using computers for authentica‐
tion, smartphone on the same Wi-Fi with the computer will be used for login and access
onto e-health system.
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4 Proposed System Architecture

When devices are on the same network their information can uniquely be retrieved,
paired and stored. They can also establish an easy and fast communication channel to
distribute packages over the network amongst themselves. Hence, it can be told which
device was used and by whom, when and for what purpose.

The proposed system architecture includes several devices and components that
contribute to the effectiveness of a solution. A personal computer and smartphone are
the key components for user identification and authentication, whereby a Wi-Fi network
role is to gel and harmonize the whole solution with the implementation of a 3D facial
recognition application and a database. During the registration process the communi‐
cation channel between the personal computer and smartphone was established whereby
a network has retrieved the device information and stored it temporarily. The system
shall use the channel to forward the response request for the user to launch a 3D facial
recognition application on the smartphone. Then enable a database to retrieve, map,
process and store information gathered from both devices for in future when a registered
user login with his or her personal computer to access a patient electronic health record
via the URL.

In Fig. 1, the high-level system overview illustrates how the solution should work
for user identification and authentication. A user login with his or her personal computer,
and then a network retrieves the device information temporarily for a database to perform
user match for identification and authentication. Then if a device is registered already,
a database will respond with a query for the web server to ask for a launching of the 3D

Fig. 1. Proposed system architecture and interactions
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facial recognition application for authentication. If it’s a new device then it means a new
registration process.

5 Conclusions

This paper proposed the integrated multi-authentication processes into a single login
procedure for e-health system. The system framework includes the popularity usage of
computer networking, 3D face recognition technologies and smartphone device for a
secure login. Integrated multi- factor authentication includes Wi-Fi for mobile device
detection and face recognition pair as well as username and password when necessary.
The proposed security framework can overcome the vulnerability of a traditional authen‐
tication process in developing countries. The idea of this security framework system is
to leverage the mobile device as a personal and unique identifier for each user. The
system brings many advantages in improving the security of the secure authentication
and it is efficient, affordable and easy to implement in developing countries.

Appendix: Acronyms and Definitions

1. E-health- is an electronic patient health record system used to store and help in
centralizing the individual’s medical history.

2. Wi-Fi- a local area network that uses high frequency radio signals to transmit and
receive data over distances of a few hundred feet; uses Ethernet protocol.

3. MAC- a media access control address is a unique identifier assigned to network
interfaces for communications.

4. IMEI- a unique, number to identify mobile phones and satellite phones.
5. Smartphone- is a mobile phone with an advanced mobile operating system which

combines features of a personal computer operating system with other features
useful for mobile.

6. 3D facial recognition- is technique that uses 3D sensors to capture information
about the shape of a face.

7. Drs- General health practitioners.
8. Specialist- a doctor highly skilled in a specific and restricted field of medicine.
9. Nurse- a person who is qualified to treat certain medical conditions without the

direct supervision of a doctor.
10. Pharmacist- member of the health care team directly involved with patient care and

dispense medicines.
11. URL- Uniform Resource Locator is a protocol for specifying addresses on the

Internet.
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Abstract. Paper based medical records face many challenges such as inability
of real-time access to patient data, exchange and share medical data, and monitor
a patients’ health progress. This negatively affects the ability to improve a
patients’ health and carry out medical research. Adopting electronic medical
records (EMR) may help address some issues faced with paper records. However,
standalone EMR systems may not fully mitigate some issues with paper records
due to lack of real-time access to patient data. Cloud Computing presents cost-
effective ways of integrating EMR systems together for different health institu‐
tions to share selected patient data. However, the extent to which South African
health facilities are ready to adopt cloud based EMR, and the nature of patient
data that can be shared on the cloud remains unclear. This study investigates the
viability of a cloud based EMR for health institutions in the Free State province
of South Africa.

Keywords: Adoption · Cloud-Based · Cloud computing · EMR · HealthCare ·
TOE framework

1 Introduction

Majority of health institutions (especially those in developing countries) still use paper-
based medical records [1]. Paper-based medical records face many challenges, including
the inability to get real time access to patient data when needed, inability to exchange
and share medical data among health institutions, difficulties in compiling accurate
medical reports, and in monitoring patient health progress [2]. In addition, paper-based
medical records are often difficult to use for medical research and problematic when
used for clinical studies [2]. In a recent study [3], it was found that inadequate record
keeping is a major obstacle in doing archival research in a rural community in South
Africa. Adopting new technologies, such as an Electronic Medical Record (EMR)
system, may address some of the challenges facing paper-based records [4]. Although
EMRs may help resolve some of the problems with paper-based medical records, if the
EMR systems are not linked or integrated, the problem of real-time accessibility and
exchange of patient data remains unresolved.
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The emerging cloud-computing model, which leverages the Internet to allow the
sharing of IT resources as online services, may offer a cost effective solution of inte‐
grating diverse EMR systems. Cloud computing is a model that offers ubiquitous access
to the network in a convenient way with minimal management effort [5]. Furthermore,
most managers and experts believe that cloud computing may improve health care serv‐
ices and benefit medical research and reduce costs associated with setting up a shared
EMR infrastructure [6]. Integrating EMR systems with the cloud enables the sharing
and exchange of selected medical data among the different healthcare facilities [7].
Despite the benefits of using cloud computing such as lower costs, faster rollout and
anytime, anywhere access, implementing a cloud-based EMR platform faces several
challenges, and key among them is data security risks. Adopting cloud-based EMR,
innovative as it is, requires thorough evaluation before deciding whether it is viable, and
if viable what patient data to move to the cloud and what security provisions to put in
place [6]. The path to cloud-based EMR is likely to differ from one country (or even one
region) to the other based on the prevailing regulatory framework and state of readiness.

The purpose of this study is twofold. First, assess the current state of use of EMR
systems within the Free State (FS) province of South Africa (RSA). Secondly, determine
the extent to which health facilities (both public and private) are ready to embrace cloud-
based EMR in which selected patient data is made shareable among participating insti‐
tutions. In determining this, a set of factors that influences or impedes the adoption of
cloud-based EMR will be evaluated. The study will be anchored on the Technology-
Organization-Environment (TOE) framework, an organizational level framework that
describes key elements which influences a firms’ decision to adopt an innovation [8–
11]. The key deliverable of this study is a framework that can guide the adoption of a
cloud-based EMR system for the Free State province.

The study will target public and private clinics and hospitals drawn from the Free-
State province of South Africa. The results obtained from this study will be used to
propose a model for adopting cloud based EMR in the Free State province.

2 Literature Review

2.1 Cloud Computing and Cloud EMR

The National Institute of Standards and Technology (NIST) defines cloud computing as
“a model for enabling ubiquitous, convenient, on-demand network access to a shared
pool of configurable computing resources (e.g. networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction” [5]. The cloud can help break the barriers to the
adoption of EMR in resource-poor areas, removing the need for building a local infra‐
structure (which includes including a server, network, security, maintenance and power
supply) for each clinic, and having only one server used to cater for all the clinics [12].
Integrating EMR with the Internet provides flexibility in terms of “transferability of
information, greater communication among doctors, and improvement in quality of
care” [13]. Getting the right information at the right time when it is needed saves lives
[14]. Due to its improved accessibility, storing medical data in the cloud enables

234 N. Masana and G. M. Muriithi



physicians and medical staff to collaborate with each other for medical research in order
to improve and offer better quality healthcare services to people [15, 16]. Cloud-based
medical record systems are much better, faster and easier to access than traditional sever-
based storage systems, are more cost-effective, more scalable and results in increased
productivity [17]. However, adopting a cloud-based EMR requires careful consideration
in the face of challenges such as security fears, complexity of integration among other
issues.

2.2 TOE Framework

The TOE framework is an organizational level theory that explains the elements which
influences a firms’ decision on the adoption of an innovation [18]. These elements are
the technological context, organizational context and environmental context [8, 10].
Technological context considers both the existing technologies and technologies that
can be purchased or added to the existing ones for improvement of the firm. Organiza‐
tional context refers to the organization’s resources, which includes how the employees
are structured, communication methods, the size/scope of the firm and managerial struc‐
tures. Environmental context refers to the structure of the industry, consisting of govern‐
ment, community, competitors and the availability of service provider or suppliers [8,
9, 11]. The figure below illustrates the TOE framework developed by Tornatzky and
Fleischer [18] (Fig. 1).

Fig. 1. Technology-Organization-Environment (TOE) framework.
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Since we consider cloud EMR as an innovative approach that is not yet widely
deployed, employing the TOE framework allows us to consider the most relevant factors
when assessing its adoption. The use of the TOE framework is widely supported and
has been utilized in existing literature which addressed the adoption of innovative tech‐
nologies and models [19–21]. The table below presents a summary of some studies that
relied on the TOE framework (Table 1).

Table 1. TOE studies on cloud computing adoption.

Preliminary studies on TOE framework
Source/Study Technological factors Organizational factors Environmental factors
Assessing a new IT
service model, cloud
computing [19]

• Perceived benefits
• Perceived barriers

• Organizational
learning capacity
• Organizational IT
capability

• Competitive
pressure
• Expectation of
network dominance

TOE drivers for cloud
transformation: direct
or trust-mediated?
[20]

• Reliability
• Information security

• Size
• International scope
• IT competence
• Entrepreneurship

• Institutional
pressure
• Structure assurance
• Vendor scarcity

Cloud computing
adoption by firms [21]

• Technology
readiness

• Global scope
• Top Management
support
• Firm size

• Competitive
pressure
• Regulatory support

3 Research Methodology

The study’s objective is to assess the current systems used for recording and storing
patient medical data and identify factors influencing the adoption of a cloud EMR system
using the TOE framework. For this purpose, data will be collected via questionnaires
and follow-up interviews. The study’s population will be health care facilities in Free-
State whereby a sample population will include medical doctors, nurses, administrators,
etc. from (not all but few) public and private health facilities. Beforehand, a pilot study
will be carried out in Bloemfontein to test the effectiveness of the questionnaire. There‐
after the questionnaire will be distributed via SurveyMonkey to the sample population,
and follow-up interviews will be conducted.

The data collected from the questionnaire and interview will be analyzed, and the
results will be used to propose a framework for adopting a cloud-based EMR system.
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