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Preface

The rapid deployment of new infrastructures based on network virtualization and cloud
computing triggers new applications and services that in turn generate new constraints
such as security and/or mobility. The International Conference on Mobile, Secure and
Programmable Networking aims at providing a top forum for researchers and practi-
tioners to present the future networking infrastructures, services and applications and
their security.

MSPN 2017 was hosted by CNAM (Conservatoire National des Arts et Métiers) a
French public institute created in 1794 and dedicated to long-life education. CNAM is
based in the heart of Paris and is associated with the museum of arts and crafts.

We had 35 submissions and the Program Committee accepted 17 papers. Every
submission was assigned to three members of the Program Committee for review. The
accepted papers originate from: Algeria, Australia, China, Colombia, France, Germany,
India, South Korea, Luxembourg, Morocco, Norway, Tunisia, and United Kingdom.
Two brilliant invited speakers completed the technical program. The first speaker was
Dr. Hanène Maupas from OT-Morpho, who presented the vision of industry in terms of
identity and security in the Internet of Things. The second speaker was Dr. Nikolaos
Georgantas, the head of the MIMOVE team at Inria, which is the best research institute
in computer science in France.

We would like to thank the authors for their high-quality paper contributions, the
chairs and the members of the Technical Program Committee (and the additional
reviewers) for reviewing the submitted papers and selecting a high-quality program,
and the general chairs for their support. Our special thanks go also to the Organizing
Committee members for their great help and to the sponsoring institutions.

We hope that all the participants enjoyed this successful conference, made a lot of
new contacts, and had a pleasant stay in Paris.

June 2017 Soumya Banerjee
Selma Boumerdassi
Samia Bouzefrane

Eric Renault
Françoise Sailhan
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Efficient Implementation of Pedersen
Commitments Using Twisted Edwards Curves

Christian Franck(B) and Johann Großschädl

Computer Science and Communications Research Unit,
University of Luxembourg, 6, Avenue de la Fonte, L–4364,

Esch-sur-Alzette, Luxembourg
{christian.franck,johann.groszschaedl}@uni.lu

Abstract. Cryptographic commitment schemes are used in many con-
texts, whereby the size of the secret data and the security requirements
depend on the target application. Using a software library that has been
designed for other purposes (e.g., key-exchange or digital signatures) to
compute commitments can be complicated or inefficient. We present in
this paper a flexible implementation of Pedersen commitments based on
elliptic curves in twisted Edwards form. The implementation supports
a set of five curves of varying cryptographic strength, which are defined
over 127, 159, 191, 223, and 255-bit pseudo-Mersenne prime fields. One
can dynamically (i.e., at runtime) choose one of the curves according to
the required level of security, and it is also possible to adapt to the size
of the data to be committed by varying the number of base points. The
point arithmetic is performed with optimized formulas using extended
coordinates and dynamically pre-computed tables are utilized to speed
up the scalar multiplication. Our implementation is written in ANSI C
(with optional x86 assembler optimizations for the field arithmetic) and
was compiled and tested successfully with Visual C on Windows, gcc on
Linux, and clang on macOS. We present detailed benchmarking results
for the field and point arithmetic on all five curves. When using an Intel
Core i7 processor clocked at 2.7 GHz as test platform, we can compute
more than 38,000 commitments per second on a twisted Edwards curve
over a 127-bit field.

1 Introduction

Traditional coin-flipping, where Alice calls either ‘heads’ or ‘tails’ and then Bob
flips a coin, is not secure when it is done online. The problem is that Alice does
not see the coin toss and Bob could simply cheat and pretend the outcome was
‘tails’ if Alice has called ‘heads’. To prevent Bob from such cheating, Alice can
compute a cryptographic commitment for either ‘heads’ or ‘tails’ and send it to
Bob, instead of sending her choice directly. This commitment is binding Alice to
her choice, but does not actually reveal it to Bob [9]. Alice will then only open
the commitment and let Bob learn her choice once he has flipped the coin and
announced the result. Opening the commitment discloses her choice and proves
to Bob that it is authentic.
c© Springer International Publishing AG 2017
S. Bouzefrane et al. (Eds.): MSPN 2017, LNCS 10566, pp. 1–17, 2017.
DOI: 10.1007/978-3-319-67807-8 1



2 C. Franck and J. Großschädl

What differentiates cryptographic commitment schemes from other crypto-
graphic primitives like digital signatures is that commitments often have to be
secure only for a relatively short period of time. Taking the coin-flipping from
above as example, the commitment needs to be secure for just the few seconds
until Bob has flipped the coin. Therefore, the orders of common multiplicative
groups and elliptic curves used by classical signature schemes (e.g., 256 bits in
ECDSA [21]) are unnecessarily large for short-time commitments, which makes
the computation of such commitments unnecessarily costly. Various short-lived
applications could profit from more “lightweight” alternatives.

A well-known commitment scheme based on the complexity of the Discrete
Logarithm Problem (DLP) was introduced by Pedersen in 1991 [22]. Pedersen
commitments are especially interesting since they are computationally binding
and unconditionally hiding. The latter means for the above example that even
when Bob had unlimited computational power, he would not be able to obtain
Alice’s choice from the commitment [9]. On the other hand, the computational
binding property implies that it is not possible for Alice to change her mind
and open the commitment to a different choice, unless she has the ability to
solve the DLP. Interestingly, it has also been shown that one can prolong the
lifetime of a Pedersen commitment, which means that it is possible to securely
replace a Pedersen commitment with a weak security parameter by a Pedersen
commitment with a stronger security parameter if the need arises [10]. Hence, one
can start with lightweight commitments and switch to stronger ones later on.

In this paper, we introduce a software library that was specifically designed
for the computation of Pedersen commitments [5,22] so that they can easily be
adapted to meet different requirements. The library features:

– Adjustable security level (commitment size). The library can be configured
to use elliptic curves of different strength (i.e., different cardinality) in steps
of 32 bits, ranging from 127 to 255 bits. In this way, the library is capable
to generate commitments of different length and can be adapted for various
security requirements.

– Adaptable to the size of the secret data. In order to generate commitments
for secret data of “large” size, the library supports extended Pedersen com-
mitments [5] on elliptic curves, which require a multi-scalar multiplication
C = s1P1 + s2P2 + · · · + rQ with an arbitrary number of base points. This
allows to maintain the homomorphic properties of Pedersen commitments
even if the size of the secret data is large.

– State-of-the-art elliptic curves. A collection of five elliptic curves in twisted
Edwards form [3], defined over 127, 159, 191, 223, and 255-bit pseudo-Mer-
senne prime fields, comes with the library. These curves satisfy all common
security and efficiency requirements. In particular, the parameter a of these
curves is −1, which facilitates the use Hisil et al’s optimized point addition
formulas for extended coordinates introduced in [16].

– Fast fixed-base scalar multiplication with pre-computation. The library uses
the fixed-base windowing method described in [4], which employs pre-
computed tables containing multiples of the base point in order to speed
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up the scalar multiplication. It is possible to dynamically pre-compute such
tables for any number of base points, and also the number of table entries
can be adapted to allow for trade-offs between speed and RAM footprint.

– Pre-computation of affine or extended affine coordinates. One can choose to
pre-compute either two or three coordinates per point in the table, and the
corresponding optimized formulas will be used for the point addition. The
two-coordinate variant is a bit slower, but reduces the table size by 33%.

– Generic C and optimized x86 assembler code. For maximal compatibility the
library was written in ANSI C99, and performance-critical field-arithmetic
operations were additionally implemented in x86 assembler to minimize the
execution time. The source code was successfully compiled (and tested) on
three different operating systems using three different compilers.

– Resistance against timing attacks. All arithmetic operations (with only one
exception, namely inversion in the prime field) as well as the table look-ups
have constant (i.e. operand-independent) execution time. The field inversion
adopts the extended Euclidean algorithm [15] in combination with a simple
multiplicative masking technique to thwart timing attacks.

The rest of the paper is organized as follows. In Sect. 2, we review the basics
of Pedersen commitments and elliptic curve cryptography. Then, in Sect. 3, we
motivate and describe the details of our implementation. In Sect. 4, we present
benchmarking results for some selected curves, and in Sect. 5, we discuss some
possible applications of our library. We conclude with remarks in Sect. 6.

2 Background

2.1 Commitment Schemes

Cryptographic commitment schemes allow one to commit to some secret value
without having to reveal it (at the time of making the commitment), but it is
possible to reveal the value later and to prove that the revealed value is indeed
the correct value [9]. In general, a commitment protocol is performed between a
committer and a verifier, and consists of the two following steps:

1. Commit: In order to commit to a secret value s, the committer chooses a
random value r and sends the commitment

C = commit(s, r)

to the verifier. The knowledge of C does not provide the verifier with any
information about the secret value s.

2. Open: In order to open the commitment, the committer sends (s, r) to the
verifier. The committer is bound to the value s, which means it is hard to
create another pair of values (s′, r′) such that

C = commit(s′, r′).

As explained in [9], a commitment scheme can be either computationally binding
and unconditionally hiding, or it can be unconditionally binding and computa-
tionally hiding. However, it can never be unconditionally hiding and uncondi-
tionally binding at the same time.
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Pedersen Commitments. The Pedersen commitment scheme, in its original
form as described in [22], uses a prime-order subgroup of Z∗

p as basic algebraic
structure. However, it is also possible to embed the computation of Pedersen
commitments into an elliptic-curve group E(Fp). Assume E(Fp) contains two
points P and Q = αP , both having prime order q, whereby the scalar α < q is
unknown. In this setting, the commitments are of the form

C = commit(s, r) = sP + rQ.

Similar to “classical” Pedersen commitments operating in Z
∗
p, the elliptic-curve

variants are unconditionally hiding since every possible value of the secret s is
equally likely to be committed in C. More precisely, for any s′ �= s, there exists
an r′ �= r such that commit(s′, r′) = C = commit(s, r); this r′ can be obtained
by computing r′ = (s − s′)/α + r mod q. Therefore, the verifier can not learn
anything about s from C, even if she had unlimited computing power. Further-
more, elliptic-curve Pedersen commitments are computationally binding since
the committer can not open a commitment to s as s′ �= s, unless she is able to
solve the Elliptic Curve Discrete Logarithm Problem (ECDLP). Namely, if the
committer could find a pair (s′, r′) that commits to the same C as (s, r), then
it would be easy for her to get α = (s − s′)/(r′ − r) mod q, which contradicts
the hardness assumption for the ECDLP.

The idea of Pedersen commitments can also be extended to multiple values
s1, . . . , sn, as shown in [5]. The commitments are then of the form

C = s1P1 + s2P2 + · · · + snPn + rQ. (1)

As a consequence, one can use Pedersen commitments to commit to messages
of arbitrary length. We assume the points P1, P2, . . . , Q are chosen at random
and their respective discrete logarithms are unknown.

Pedersen commitments also have homomorphic properties. Given the com-
mitments

C1 = s1P + r1Q and C2 = s2P + r2Q

for the values s1 and s2, one can compute a commitment C12 corresponding to
the secret value s1 + s2 and the random value r1 + r2, with

C12 = (s1 + s2)P + (r1 + r2)Q = (s1P + r1Q) + (s2P + r2Q) = C1 + C2.

In order to preserve this homomorphic property for longer messages, one can
not just use a hash function H and compute C = H(s1| · · · |sn)P + rQ, but it is
necessary to compute a commitment as in Eq. (1).

2.2 Twisted Edwards Curves

Twisted Edwards (TE) curves were introduced in 2008 by Bernstein et al. [3] as
a generalization of Edwards curves [11]. Formally, a TE curve is defined by an
equation of the form

E : ax2 + y2 = 1 + dx2y2 (2)
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over a non-binary finite field Fq, where a and d are distinct, non-zero elements
of Fq. Every TE curve is birationally-equivalent over Fq to a Montgomery curve
and, thus, also to an elliptic curve in Weierstraß form. The order of a TE curve
is divisible by 4 (i.e. TE curves have a co-factor of h ≥ 4), and every TE curve
contains a point of order 2, namely (0,−1). Given two points P1 ∈ E(Fq) and
P2 ∈ E(Fq), their sum P3 = P1 + P2 can be computed as

(x3, y3) = (x1, y1) + (x2, y2) =
( x1y2 + y1x2

1 + dx1x2y1y2
,

y1y2 − ax1x2

1 − dx1x2y1y2

)
.

The point O = (0, 1) serves as neutral element of the addition, and the negative
of a point (x1, y1) is (−x1, y1). Note that the addition formula specified above
is unified, which means it can also be used for point doubling. Furthermore, as
shown in [3], the given addition formula is complete (i.e. yields the correct sum
for any pair of points, including corner cases like P1 = O, P2 = O, P2 = −P1)
when the curve parameter a is a square and d a non-square in Fq. In order to
avoid costly inversions in the point arithmetic, one normally uses a projective
coordinate system. A well-known example are the so-called extended projective
coordinates from [16], which allow for particularly efficient point addition when
a = −1. A point in extended project coordinates is represented by a quadruple
(X : Y : T : Z) where T = XY/Z. The projective curve equation is

(aX2 + Y 2)Z2 = Z4 + dX2Y 2, (3)

which can be simplified to aX2 + Y 2 = Z2 + dT 2. The TE curves we use for the
implementation of Pedersen commitments feature a fast and complete addition
law, meaning that a = −1 is a square in the underlying prime field.

3 Implementation Details

In this section, we give an overview of our software implementation of Pedersen
commitments using TE curves. We aimed to reach three main goals, namely (i)
high performance, (ii) high scalability, and (iii) support for a wide range of x86
platforms. In order to achieve fast execution times, we decided to implement all
performance-critical operations, in particular the multiplication and squaring in
the underlying field, not just in C but also in Assembly language. Our software
is scalable because it supports Pedersen commitments of varying cryptographic
“strength” (using TE curves of different order) without the need to recompile
the source code. Finally, to support many platforms, we developed our software
for the standard x86 architecture and refrained from using 64-bit instructions
or SIMD extensions such as SSE. In this way, our implementation of Pedersen
commitments can run on a plethora of x86-compatible platforms, ranging from
high-end 64-bit Intel Core processors down to embedded 32-bit variants like the
Intel Quark [18] for systems on chip. As part of our future research, we plan to
extend the software with an optimized 64-bit Assembler implementation of the
field arithmetic so that it can reach peak performance on 64-bit processors.
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3.1 Prime-Field Arithmetic

The arithmetic operations in the underlying field, especially multiplication and
squaring, have a massive impact on the overall execution time of elliptic curve
cryptosystems, and our TE-based Pedersen commitments are no exception. It
is common practice to adopt finite fields defined by primes of a “special” form
in order to maximize the efficiency of the modular reduction operation. As will
be explained in Subsect. 3.4, the TE curves we use are defined over fields based
on pseudo-Mersenne primes, which are primes of the form p = 2k − c, where
c is small in relation to 2k [15]. The elements of Fp are integers with a length
of up to k bits, and the product z of two such integers a, b is at most 2k bits
long. To reduce z modulo p, one can exploit 2k ≡ c mod p, which results in a
reduction technique with linear complexity. More concretely, in order to reduce
z modulo p, the product z is first split up into an upper part zH and a lower
part zL so that z = zH2k + zL; then, zH is multiplied by c and zHc is added to
zL. These steps are repeated with the obtained result and, finally, subtractions
of p have to be performed to get a fully reduced result (see e.g. [20] for details).

As will be specified in full detail in Subsect. 3.4, the prime fields we use are
defined by pseudo-Mersenne primes of the form p = 2k − c where k is a multiple
of 32 minus 1 (e.g. k = 255) and c is at most 29 bits long (i.e. c fits in a single
x86 register). We represent the field elements by arrays of 32-bit words of type
uint32 t, which means in the case of k = 255 that an array has eight words. In
the beginning of this section we mentioned already that our software contains
two implementations of the field arithmetic, one written in C and the other in
x86 Assembly language. The C implementation is generic in the sense that the
arithmetic functions can process operands of any length. Every function of the
C arithmetic library gets besides the arrays for the operands and the result an
extra parameter that specifies the number of words the arrays consist of. On the
other hand, the x86 Assembler library comes with a dedicated implementation
for each supported operand length, which means, for example, that it contains
five functions for modular multiplication, optimized for 127, 159, 191, 223, and
255-bit fields. Each of these functions was carefully hand-tuned and loops were
fully unrolled to maximize performance.

A multiplication in a pseudo-Mersenne prime field is normally performed in
two steps: first, the field elements are multiplied, yielding a double-length prod-
uct, and thereafter a modular reduction is carried out, taking into account the
special form of the prime. Our Assembler implementation applies the so-called
product-scanning method, which means the 64-bit word-products resulting from
multiplying pairs of 32-bit words are summed up in a column-wise fashion (see
[15, Algorithm 2.10] and [20, Algorithm 1] for a more formal description). The
biggest challenge one has to tackle when implementing the this technique on an
x86 processor is the small register file, consisting of just eight general-purpose
registers, one of which is the stack pointer register ESP. The MUL instruction in
x86 reads one operand from the EAX register, while the second operand can be
either in a register or in memory. It executes an unsigned 32-bit multiplication
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and places the 64-bit product in the EDX:EAX register pair. Our implementation
of the modular multiplication stores the double-length product of the two field
elements in a temporary array on the stack, which is accessed via ESP. Of the
remaining seven registers, three hold the column sum, two contain the pointers
to the operand arrays, and EAX/EDX are used to execute MUL instructions.

The square of a field element can be computed using fewer MUL instructions
than the product of two distinct field elements. Our implementation is based on
the optimized squaring technique described in [20].

3.2 Point Arithmetic

The to date most efficient way of performing point arithmetic on a TE curve is
to use the extended coordinates proposed by Hişil et al. [16]. In this coordinate
system, a point P = (x, y) is represented by a quadruple (X : Y : T : Z) where
x = X/Z, y = Y/Z, xy = T/Z, and Z �= 0. Such extended coordinates can be
seen as homogenous projective coordinates of the form (X : Y : Z), augmented
by a fourth coordinate T = XY/Z that corresponds to the product xy in affine
coordinates. The neutral element O is given by (0 : 1 : 0 : 1), and the negative
of a point in extended coordinates is (−X : Y : −T : Z). A point represented in
standard affine coordinates as (x, y) can be converted to extended coordinates
by simply setting X = x, Y = y, T = xy, and Z = 1. The re-conversion is done
in the same way as for homogenous projective coordinates through calculation
of x = X/Z and y = Y/Z, which costs an inversion in the underlying field.

In the following, we roughly explain the unified addition/doubling formulae
using extended coordinates as given by Hişil et al. in [16, Sect. 3.1]. Let P1 and
P2 be two arbitrary points on a TE curve represented in extended coordinates
of the form (X1 : Y1 : T1 : Z1) and (X2 : Y2 : T2 : Z2) where Z1, Z2 �= 0. When
a = −1 (as is the case for all our curves from Subsect. 3.4), a unified addition
P3 = P1 + P2 = (X3 : Y3 : T3 : Z3) consists of the following operations.

A ← (Y1 − X1) · (Y2 − X2), B ← (Y1 + X1) · (Y2 + X2), C ← k · T1 · T2,
D ← 2Z1 · Z2, E ← B − A, F ← D − C, G ← D + C, H ← B + A,

X3 ← E · F, Y3 ← G · H, T3 ← E · H, Z3 ← F · G
(4)

The factor k used in the computation of C is −2d/a, which means in our case
k = 2d since the parameter a = −1 for all our TE curves. It is easy to observe
that computational cost of the point addition amounts to nine multiplications
(9M) in the underlying prime field, plus a few “cheaper” field operations like
additions. When P2 is given in affine coordinates (i.e. Z2 = 1), the addition is
a so-called “mixed addition” and requires only eight multiplications (8M). Hişil
et al. also introduced a formula for doubling a point P1 = (X1 : Y1 : T1 : Z1) so
that the result P3 = 2P1 is also given in extended coordinates. For TE curves
with parameter a = −1, the sequence of operations to double a point is

A ← X2
1 , B ← Y 2

1 , C ← 2Z2
1 , D ← −A, E ← (X1 + Y1)2 − A − B,

G ← D + B, F ← G − C, H ← D − B,
X3 ← E · F, Y3 ← G · H, T3 ← E · H, Z3 ← F · G.

(5)
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A doubling carried out via Eq. (5) requires four multiplications (4M) as well as
four squarings (4S) in the underlying field. Unlike the addition formula given in
Eq. (4), the doubling operation does not use the auxiliary coordinate T1 of the
point P1. Therefore, the computation of T3 in Eq. (5) could be simply omitted
whenever a doubling is followed by another doubling. A similar observation can
be made for the addition because the coordinate T3 in Eq. (4) does not need to
be computed when the subsequent operation is a point doubling.

In order to accelerate the point doubling operation, we do not compute the
auxiliary coordinate T3 as in Eq. (5) but output the two factors E and H it is
composed of instead. In this way, the resulting point P3 = 2P1 consists of five
coordinates instead of four, which means P3 is actually represented in the form
of a quintuple (X3 : Y3 : E3 : H3 : Z3). The coordinate T3 is split up into factors
E3 and H3 such that E3H3 = T3 = X3Y3/Z3, thereby saving a multiplication in
the point doubling. The subsequently-executed operation can recover T3, when
needed, by simply multiplying E3 by H3. Of course, such a modification of the
doubling requires to adapt the point addition accordingly [8]. We modified the
addition formula specified in Eq. (4) to output the two factors E = B − A and
H = B + A instead of T3 = EH. In this case, when the addition is performed
with P1 represented by (X1 : Y1 : E1 : H1 : Z1) as input, the auxiliary coordinate
T1 = E1H1 has to be computed first since it is used as operand. However, this
modification has no impact on the overall cost of the point addition since the
computation of the coordinate T3 = EH is simply replaced by computing the
coordinate T1 = E1H1. On the other hand, the cost of the point doubling gets
reduced from 4M + 4S to 3M + 4S thanks to this optimization.

Our software for Pedersen commitments actually computes so-called mixed
additions, which means point P1 is given in projective coordinates (in our case
extended projective coordinates in the form of a quintuple, see above), whereas
P2 is represented using affine coordinates. We implemented two variants of the
mixed addition; the first expects P2 in standard affine (x, y) coordinates, while
in the other variant, P2 must be provided in extended affine coordinates of the
form (u, v, w) where u = (x − y)/2, v = (x + y)/2, and w = dxy, similar to
the mixed addition in e.g. [4,20]. The exact formula for the former variant is
specified in AppendixA (Algorithm 1) and has a cost of 8M plus a multiplica-
tion by the parameter d, which is fast for all our TE curves since d is small.
On the other hand, the latter variant takes only 7M (because the product dxy
is pre-computed), but this performance gain comes at the expense of requir-
ing three coordinates for P2, which can be undesirable on certain platforms or
for certain scalar multiplication techniques that pre-compute and store many
points.

3.3 Computation of Pedersen Commitments

The high-level strategy we use to compute the commitments is a generalization
of the fast fixed-base exponentiation techniques described in [6,19,23], which is
also used by Bernstein et al. in [4]. The basic idea is that a scalar multiplication
with a fixed base point, i.e. an operation of the form S = κP where P is known
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a priori (e.g. it is the generator of an elliptic-curve subgroup), can be computed
faster using a (possibly small) table with pre-computed points. To avoid cache
attacks, we use constant-time table look-ups as described in e.g. [4]. In order to
accelerate the scalar multiplication, we write the k-bit scalar κ as

κ =
�k/4�∑
i=0

κi · 16i

with 0 ≤ κi ≤ 15 for i ∈ {0, 1, . . . , �k/4	} and pre-compute 15 multiples of the
base point P , namely the set {16iP, (2 · 16i)P, . . . , (15 · 16i)P} for every i from
0 to �k/4	. This reduces the computation of S to �k/4	 point additions since

S =
�k/4�∑
i=0

(κi · 16i)P.

As will be detailed in Subsect. 3.4, we use primes of the form p = 2k − c, where
k is a multiple of 32 minus 1, and also the bitlength of our scalars is a multiple
of 32 minus 1, similar to [2]. Thus, we can assume 0 ≤ κ�k/4� ≤ 7, which means
we can also utilize signed coefficients κ′

i with −8 ≤ κ′
i < 8, so that

S =
�k/4�∑
i=0

(κ′
i · 16i)P.

Signed coefficients have the big advantage that only eight pre-computed points
(namely {16iP, (2 · 16i)P, . . . , (8 · 16i)P}) are needed for every i. They have no
impact on performance because the negative of a point (x, y) on a TE curve is
simply (−x, y). To further reduce the number of pre-computed points, we write

S =
�k/8�∑
i=0

(κ′
2i · 162i)P + 16 ·

�k/8�∑
i=0

(κ′
2i+1 · 162i)P.

Hence, at the cost of four point doublings (since 16 = 24 = 2 · 2 · 2 · 2), we can
halve the number of necessary pre-computed points, and the pre-computations
need to be done only for i ∈ {0, . . . , �k/8	} instead of i ∈ {0, . . . , �k/4	}. In the
context of Pedersen commitments, we can have expressions of the form

C = s1P1 + s2P2 + · · · + snPn + rQ,

which have several base points. We “integrate” these computations according to

C =
�k/8�∑
i=0

κ
(1)
2i 162iP1 + · · · + r2i162iQ + 16

�k/8�∑
i=0

κ
(1)
2i+1162iP1 + · · · + r2i+1162iQ16
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so that we have to do the four point doublings of the second term only once. As
the number of base points gets larger, the relative cost of these four doublings
decreases, and it can make sense to do some further modifications to obtain an
expression of the form

C =
�k/16�∑
i=0

· · · + 16

( �k/16�∑
i=0

· · · + 16

( �k/16�∑
i=0

· · · + 16
�k/16�∑
i=0

· · ·
))

,

which again reduces the number of pre-computed points at the expense of eight
point doublings (i.e. we have to perform 12 doublings altogether).

Our software for Pedersen commitments supports all these possibilities; it is
up to the user to choose which trade-off between the amount of pre-computed
points and number of point doublings suits best for a certain application. The
amount of memory m (in bytes) required to store the pre-computed points can
be calculated using the formula

m = b · (k + 1)2

4(t + 1)
,

where b is the number of base points, t ∈ {2, 4, 8, 16, 32} is the number of times
that the four point doublings are performed, and k denotes the bitlength of the
scalar (which is, in our case, the same as the bitlength of the underlying prime
field and is always a multiple of 32 minus 1). The factor (k + 1)2 in the above
formula implies that choosing a smaller prime p whenever possible will reduce
the memory requirements significantly.

The high-level API of our x86 software for the computation and verification
of Pedersen commitments supports the following six functions:

– Pre-computation: Ω = precomp(Γ, (P1, P2, . . .), τ). Pre-computes points to
speed up a fixed-base scalar multiplication using the TE curve parameters
Γ = (k, c, d), a set of base points (P1, P2, . . .), and a parameter τ to trade
memory usage for speed.

– Commitment: C = commit(Γ, (s1, . . . , sn), r, Ω). Computes a commitment
for the set of secret values (s1, . . . , sn) using the random number r and the
pre-computed points Ω. The output is compressed as described in [4].

– Verification: {0, 1} = verify(C,Γ, (s1, . . . , sn), r, Ω). Verifies whether the set
(s1, . . . , sn) and number r correspond to the commitment C.

– Compression: C = compress(Γ,A). Converts the point A in standard affine
to a commitment C (in compressed representation).

– Decompression: A = decompress(Γ,C). Decompresses a commitment C to
recover the x and y coordinate of the corresponding affine point A.

– Addition: A = add(Γ,A1, A2). Adds the two affine points A1 and A2.
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3.4 Supported TE Curves

A TE curve needs to meet several security and efficiency criteria in order to be
suitable for cryptography applications. A discussion of these criteria is outside
the scope of this paper; we refer the interested reader to [14] and the references
given therein. Our software for Pedersen commitments comes with a set of five
TE curves, which are defined over pseudo-Mersenne prime fields having lengths
of 127, 159, 191, 223, and 255 bits. The co-factor of the curves is h = 8, and so
they provide security levels of 62, 78, 94, 110, and 126 bits. Concretely, the five
TE curves we use are specified by the following equations.

−x2 + y2 = 1 + 182146x2y2 mod 2127 − 507
−x2 + y2 = 1 + 49445x2y2 mod 2159 − 91
−x2 + y2 = 1 + 141087x2y2 mod 2191 − 19
−x2 + y2 = 1 + 987514x2y2 mod 2223 − 235
−x2 + y2 = 1 + 4998299x2y2 mod 2255 − 19

The latter four curves are taken from [14], where it is described how they were
generated and what security properties they meet. We generated the first curve
(i.e. the curve based on the 127-bit field) from scratch, following the guidelines
in [14]. However, it must be noted that solving the ECDLP in a 124-bit elliptic
curve subgroup is well within reach for a well-funded adversary; therefore, this
curve is only suitable for commitments with short-time security requirements in
the area of a few seconds. Also the adequacy of the curve over the 159-bit field
(providing a security level of roughly 78 bits) must be carefully evaluated. The
main characteristics of all five curves are summarized in Table 2.

Our software is not restricted to these curves and can be easily extended to
support other pseudo-Mersenne prime fields and TE curves, provided that the
following conditions are fulfilled. First, the constant c of the pseudo-Mersenne
prime p = 2k − c is at most 29 bits long and k is a multiple of 32 minus 1. The
resulting prime p must be congruent to 5 modulo 8 so that a = −1 is a square
in Fp (and the TE addition law can be complete [3]) and square roots modulo
p (which are needed for the decompression of compressed curve points [4]) can
be computed efficiently via Atkin’s method [1]. Second, the parameter d of the
TE curve is at most 32 bits long and a is fixed to −1 so that the fast addition
formula proposed by Hişil et al. [16] can be used. The resulting TE curve needs
to have a co-factor of h = 8 and meet all other requirements listed in [14].

4 Benchmarking Results

In this section, we present some benchmarks for the field arithmetic operations
and the computation of commitments for five different security levels using the
curves given above. We made an effort to ensure the C and Assembler source
codes can be compiled (and execute correctly) with three different compilers on
three different operating systems, namely Microsoft Visual C on Window 7, gcc
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Table 1. Computation time of field operations on a 2.7 GHz Core i7 CPU.

Prime p 2127 − 507 2159 − 91 2191 − 19 2223 − 235 2255 − 19

C99

Multiplication 95 cycles 123 cycles 165 cycles 200 cycles 256 cycles

Squaring 89 cycles 120 cycles 156 cycles 191 cycles 230 cycles

Assembler

Multiplication 51 cycles 68 cycles 85 cycles 111 cycles 140 cycles

Squaring 48 cycles 59 cycles 71 cycles 87 cycles 108 cycles

on Linux, and clang on macOS. All timings were collected with a test program
that was compiled with clang version 3.9.0 (using -O2 optimization level) and
executed on an Intel Core i7 CPU clocked at 2.7 GHz. We measured the cycle
counts of the different operations following the approach described in [17].

4.1 Field Operations

As explained in Subsect. 3.1, our software contains two implementations of the
field arithmetic: one is speed-optimized (i.e. written in x86 Assembly language)
and supports 127, 159, 191, 223, and 255-bit primes, whereas the second aims
for high flexibility and is “generic” so that it can be used for pseudo-Mersenne
primes of arbitrary length (in steps of 32 bits). This second implementation is
written in ANSI C99 and not particularly optimized in any way. Table 1 shows
the cycle counts of multiplication and squaring (including modular reduction)
on an Intel Core i7 processor. We can observe that the field operations become
significantly more expensive as the bitlength of the prime increases. For exam-
ple, multiplication and squaring for 255-bit operands is roughly 2.5 times more
costly as the same operations for operands of a length of 127 bits. Squaring is
about 23% faster than multiplication (for 255-bit operands), but the difference
decreases for shorter operands or when the operations are written in C. While
the assembler implementations of multiplication are nearly two times as fast as
their C counterparts, the speed-up factor due to Assembly programming grows
even above two for squaring.

The performance of the field arithmetic on an Intel Core processor could be
much improved by using 64-bit instructions or the SSE extensions. However, as
stated in the previous section, we aimed to support a wide range of x86 platforms,
and hence we restricted ourselves to the standard 32-bit x86 instruction set. In
this way, the software can also run on embedded x86 processors like the Intel
Quark [18], which features neither 64-bit instructions nor SSE.

4.2 Commitments

As mentioned in Subsect. 3.3, we use tables with pre-computed points to speed
up the computation of the Pedersen commitments. These tables are generated
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dynamically for the chosen TE curve, taking into account the number of base
points. It is possible to trade performance for RAM requirements by choosing
between standard affine and extended affine coordinates, and by increasing the
number of point doublings as described in Subsect. 3.3.

The results in Table 2 show that the size of the pre-computed tables grows
rapidly as the elliptic-curve groups (and underlying fields) become larger. When
the size of the underlying field doubles from 127 to 255 bits, the table size and
computation time increases by a factor of roughly between three and four. The
time spent for the pre-computation of tables grows by even larger factors. This
confirms that committing to a secret value through two 128-bit commitments is
much cheaper in terms of table size and computation time than using a single
256-bit commitment instead. However, as stated in Subsect. 3.4, commitments
generated using a TE curve of such small order can only be considered secure
for a very short period of time (e.g. a few seconds).

We can further see in Table 2 that for the TE curve over the 255-bit prime
field, the computation of a commitment using pre-computed points in extended
affine coordinates is only marginally faster than when using conventional affine
coordinates. However, the tables holding points in extended affine coordinates
are 50% larger than the tables containing conventional affine coordinates. It is
remarkable that the advantage of pre-computing three coordinates vanishes the
smaller the order of the curve becomes. For example, for the TE curve over the
127-bit field, the variant using standard affine coordinates turns out to be even
faster than the approach based on extended affine coordinates.

The verification of a commitment consists in using the revealed value(s) to
accomplish the same computations that were made when the commitment was
created. Therefore, the computational cost of a verification is the same as the
cost of computing a commitment.

5 Applications

Since Pedersen commitments are used in an increasing number of contexts, we
believe that our software can be useful in many application domains. To give
concrete examples, we discuss potential usage scenarios in two areas.

First, we look at the field of untraceable communication where two variants
of the dining cryptographers protocol [7] have been introduced that both make
extensive use of Pedersen commitments. The dining cryptographers protocol is
multiparty protocol in which all participants first establish pairwise secret keys
and then later they publish random-looking values derived from said keys. The
sum of all the published values can reveal the message, but it is impossible to
determine which participant was the sender. For many years, this protocol was
considered to be impractical because a malicious participant could disrupt the
communication by publishing wrong values and remain undetected. In the two
more recent approaches [12,13], this problem has been tackled using Pederson
commitments. During the initialization phase, the n participants are required
to compute n or n2 Pedersen commitments for each subsequent transmission
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Table 2. Parameters and benchmark results for selected twisted Edwards curves on a
2.7 GHz Core i7 CPU.

Prime p 2127 − 507 2191 − 19 2223 − 235 2255 − 19

Curve par. d 182146 141087 987514 4998299

Security (Safe curves)

subgr. order n 2124 2188 2220 2252

pollard-rho 261.83 293.83 2109.83 2125.83

embed. degree n/4 n n/2 n/9

tr. Frobenius −263.17 −296.00 −2112.19 −2127.40

CM field discr −2126.75 −2189.99 −2221.46 −2254.64

twist secure yes yes yes yes

rigid design yes yes yes yes

Size

commit. size 128 bit 192 bit 224 bit 256 bit

Precomputed affine coordinates

Simple commitment with 2 base points

computation 71158 cycles 152229 cycles 204995 cycles 253231 cycles

precomp. 3892328 cycles 10658120 cycles 14830488 cycles 21045653 cycles

table size 8192 bytes 18432 bytes 25088 bytes 32768 bytes

Multiple commitment with 10 base points

computation 307827 cycles 676167 cycles 928502 cycles 1117830 cycles

precomp. 19696098 cycles 50817550 cycles 74457348 cycles 104493723 cycles

table size 40960 bytes 92160 bytes 125440 bytes 163840 bytes

Multiple commitment with 25 base points

computation 758717 cycles 1651434 cycles 2284449 cycles 2797713 cycles

precomp. 49074094 cycles 127289535 cycles 186253419 cycles 260234216 cycles

table size 102400 bytes 230400 bytes 313600 bytes 409600 bytes

Precomputed extended affine coordinates

Simple commitment with 2 base points

computation 71912 cycles 150958 cycles 204109 cycles 235712 cycles

precomp. 3949639 cycles 10222641 cycles 14974472 cycles 21170345 cycles

table size 12288 bytes 27648 bytes 37632 bytes 49152 bytes

Multiple commitment with 10 base points

computation 311964 cycles 670083 cycles 923140 cycles 1099020 cycles

precomp. 19833071 cycles 51258665 cycles 74953927 cycles 107634723 cycles

table size 61440 bytes 138240 bytes 188160 bytes 245760 bytes

Multiple commitment with 25 base points

computation 774411 cycles 1651590 cycles 2257933 cycles 2633260 cycles

precomp. 49852794 cycles 128884006 cycles 188669593 cycles 263449068 cycles

table size 153600 bytes 345600 bytes 470400 bytes 614400 bytes
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round. This makes a large number of commitments to pre-compute during the
initialization and many commitments to verify in each transmission round. In
settings where the expected lifetime of commitments is in the range of seconds
to minutes, an elliptic curve of small order can be used, e.g. our curve over the
127-bit field). The number of bases depends on the size of the messages; when
only short signalling messages are transmitted, a few bases will suffice.

Another field in which Pedersen commitments can be used is the long-time
archiving of digital documents containing sensitive data [10]. Certain countries
like Estonia require hospitals to store large amounts of medical data, and there
are also lots of sensible government data that has to be kept secure for sev-
eral decades. To guarantee the privacy and authenticity of the data without
having to reveal it, one may opt to generate Pedersen commitments. In this
case, the expected lifetime and the required security level of the commitments
has to be much higher than in the previous example, and so one may decide
to utilize an elliptic curve providing a security level of 128 bits (e.g. our TE
curve over the 255-bit field) or even above. The data can be longer, so one
might chose to go for a larger number of bases. It is possible to replace a com-
mitment after some time by an equivalent commitment with stronger security
parameters [10].

These two examples clearly illustrate that different usage scenarios require
different kinds of Pedersen commitments. While in the first scenario there is a
need for “lightweight” commitments for small messages, the second scenario is
about long-term security for large(r) documents. Our software was designed in
such a way that it can easily be configured for any of these use cases.

6 Concluding Remarks

We presented an x86 software library specifically aimed at computing Pedersen
commitment based on TE curves with optimized formulae for the addition and
doubling of points. The arithmetic functions in the underlying pseudo-Mersenne
prime fields have been implemented in both ANSI C and x86 Assembly. On the
higher level it is possible to dynamically pre-compute points for fast fixed-base
scalar multiplication with a variable number of base points.

The results of the benchmark tests confirm that the stronger commitments
based on large-order curves are much more expensive in terms of computation
time and memory requirements than their more “lightweight” counterparts. To
provide a concrete example, a 256-bit commitment can be three to four times
more expensive than a 128-bit commitment. It makes therefore sense to have a
software that allows to adjust the commitments to their expected lifetime, the
size of the secret data, and the available memory for pre-computed points.

Finally, we discussed possible application scenarios for the software, but we
believe there are many more. We hope that the software will prove to be useful
to researchers who plan to implement protocols using Pedersen commitments.
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A Algorithms for Point Arithmetic

Algorithm 1. Point addition on a twisted Edwards curve with a = −1

Input: Point P1 in extended projective
coordinates (X1 : Y1 : E1 : H1 : Z1) sat-
isfying E1H1 = T1 = X1Y1/Z1, point
P2 in affine coordinates (x2, y2), curve
parameter d

Output: Sum P3 = P1 + P2 in ext. proj.
coordinates (X3 : Y3 : E3 : H3 : Z3)

1: T1 ← E1 · H1

2: E3 ← Y1 − X1

3: H3 ← Y1 + X1

4: U2 ← y2 − x2

5: V2 ← y2 + x2

6: X3 ← E3 · U2

7: Y3 ← H3 · V2

8: E3 ← Y3 − X3

9: H3 ← Y3 + X3

10: U2 ← x2 · y2
11: V2 ← 2d · U2

12: X3 ← T1 · V2

13: Y3 ← 2Z1

14: U2 ← Y3 − X3

15: V2 ← Y3 + X3

16: X3 ← E3 · U2

17: Y3 ← V2 · H3

18: Z3 ← U2 · V2

19: return (X3 : Y3 : E3 : H3 : Z3)

Algorithm 2. Point doubling on a twisted Edwards curve with a = −1

Input: Point P1 in extended projective
coordinates (X1 : Y1 : E1 : H1 : Z1) sat-
isfying E1H1 = T1 = X1Y1/Z1

Output: Double P3 = 2 · P1 in ext. proj.
coordinates (X3 : Y3 : E3 : H3 : Z3)

1: E3 ← X1
2

2: H3 ← Y1
2

3: T1 ← E3 − H3

4: H3 ← E3 + H3

5: X3 ← X1 + Y1

6: E3 ← X3
2

7: E3 ← H3 − E3

8: Y3 ← Z1
2

9: Y3 ← 2Y3

10: Y3 ← T1 + Y3

11: X3 ← E3 · Y3

12: Z3 ← Y3 · T1

13: Y3 ← T1 · H3

14: return (X3 : Y3 : E3 : H3 : Z3)
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Abstract. Adversaries use increasingly complex and sophisticated tac-
tics, techniques and procedures to compromise single computer systems
and complete IT environments. Most of the standard detection and pre-
vention systems are not able to provide a decent level of protection
against sophisticated attacks, because adversaries are able to bypass var-
ious detection approaches. Therefore, additional solutions are needed to
improve the prevention and detection of complex attacks. DNS sinkholing
is one approach that can be used to redirect known malicious connections
to dedicated sinkhole systems. The objective of these sinkhole systems
is to interrupt the communication of the malware and to gather details
about it. Due to the fact that current sinkhole systems focus on the col-
lection of network related information, the gathered details cannot be
used to support investigations in a comprehensive way and to improve
detection and prevention capabilities.

In this paper, we propose a new approach for an enhanced sinkhole
system that is able collect detailed information about potentially infected
systems and the corresponding malware that is executed. This system
is able to gather details, such as open network connections, running
processes and process memory, to provide relevant information about
the malware behavior and the used methods. The approach makes use
of built-in remote management capabilities and standard commands as
well as functions of the operating system to gather the details. This also
ensures that the footprint of the collection approach is small and there-
fore also difficult to recognize by a malware. For the evaluation of the
proposed approach, we executed real-world malware and collected details
from the infected system with a prototypically implemented enhanced
sinkhole system. The gathered information shows that these details can
be used to support investigations and to improve security solutions.

Keywords: DNS sinkholing · Malware analysis · Malware behavior ·
Threat intelligence

1 Introduction

Nowadays, companies have to defend their self against an increasing number of
attacks that try to comprise single computers systems or complete IT infrastruc-
tures. Therefore, different prevention and detection systems, such as firewalls,
c© Springer International Publishing AG 2017
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Intrusion Detection Systems (IDSs) and anti-virus solutions, are deployed. These
systems use various signature- and anomaly-based detection approaches to iden-
tify and block attacks. Although, these detection approaches provide a decent
level of protection against some attacks, different adversaries are still able to
bypass these approaches and compromise different companies, such as ThyssenK-
rupp [15], Lockheed Martin [21], RSA [14] and Bit9 [13]. The reason for this is
that attackers are constantly evolving and improving their tactics, techniques
and procedures. This is especially true for sophisticated attackers, but also stan-
dard attacks use more and more complex approaches, such as polymorphic mal-
ware, encrypted communication and runtime decryption, to hinder or prevent
detection. Therefore, it is necessary to improve the general detection and inves-
tigation capabilities to keep up with the increased number of complex attacks.

Compromised systems have to communicate with other systems that are
under the control of the attacker to receive commands, download additional
malware or upload extracted information. Before such a communication chan-
nel can be established, the compromised systems often use the Domain Name
System (DNS) to resolve domains to get the corresponding IP address of the
external system. To interrupt the external communication and to prevent fur-
ther malicious activities of the compromised system, DNS sinkholing can be used
to modify DNS responses. This allows to redirect the communication to a dedi-
cated sinkhole system. If a sinkhole receives a connection request from another
system, it is very likely that this system is compromised. For this approach, it is
crucial that only known malicious domains are sinkholed, otherwise legitimate
connections will be interrupted and uninfected systems are wrongly classified as
compromised. To improve the defense capabilities and for further investigations,
sinkhole systems try to gather as much information as possible about the com-
promised system and the corresponding malware that initiated the DNS request
as well as the connection to the sinkhole. Due to the fact that malware often
use encrypted and custom protocols to communicate, current sinkhole systems
can only collect very few details. The reason for this is that the compromised
system usually closes the connection to the sinkhole, as soon as it recognizes
that the communication partner it not able to use the intended protocol. Espe-
cially for sophisticated malware, which is difficult to analyze, it is necessary to
gather more detailed information to support investigation efforts and to improve
prevention as well as detection systems. Therefore, additional methods should
be used within sinkhole systems to collect reasonable information about the
compromised systems and the corresponding malware.

In this paper, we propose a new approach for an enhanced sinkhole system
that allows to automatically gather detailed information from potentially com-
promised systems that try to connect to a sinkholed domain. With the collected
information and further analyses, it is possible to reveal additional details about
the used malware that can be used to improve prevention and detection capabil-
ities. Our approach only relies on built-in functionalities of the operating system
to extract relevant details. Therefore, the footprint is very small and attack-
ers are probably not able to recognize the information gathering. Although, our
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approach is able to collect various different details about the potentially compro-
mised system, we will focus on information that provides relevant insights into
the behavior of the malware. Furthermore, we show that it is possible to extract
details from potentially infected systems, which are otherwise difficult to gather.
With the collected information it should be possible to support investigations
and decide if further analyses, such as forensic investigations, are needed.

The remainder of this paper is structure as follows. In Sect. 2 we describe
the work that is related to the topics malware analysis and sinkhole systems. In
the following section, we explain the concept of DNS sinkholing and how it can
be implemented, including the different requirements. In Sect. 4 we describe the
proposed approach of an enhanced sinkhole system and the characteristics of
such a system. Afterwards, in Sect. 5 we explain the prototypically implemented
enhanced sinkhole system and evaluate the proposed approach by executing real-
world malware in a lab environment. Finally, Sect. 6 concludes our paper and
proposes future work.

2 Related Work

It is necessary to identify and analyze compromised systems as well as the corre-
sponding malware to improve prevention and detection approaches. Due to the
high number of new malware samples and families [6,22] it is relevant to use
dynamic analysis methods that can scale with the increasing number of threats.

Different sandbox systems [4,10,23] were proposed to automatically analyze
malware and to record the relevant behavior. Based on the analysis reports,
it is possible to extract crucial details about the malware and identify poten-
tially compromised systems. Malware authors are aware of the capabilities of
sandboxes and therefore they try to bypass or detect these analysis systems [5],
by checking the execution environment. If a malware recognizes a sandbox, it
changes the behavior [3], so that the analysis report does not reveal any rele-
vant details. Although, sandbox systems employ various methods to make the
execution environment undistinguishable to a usual system [12,24], it cannot be
ensured that the analysis report contains all relevant details about the malware.

DNS sinkholing is another approach to gather details about the behavior
of malware. It relies on the fact that malware often uses DNS to resolve the
domain names of external systems [19]. To sinkhole a connection, a specifically
configured DNS server is used to redirect the communication to a dedicated
sinkhole system. The enhanced sinkhole system (ESS) was proposed [11], to
overcome the limitations of legacy sinkhole systems and to gather more detailed
information about the malware and the infected system. The sinkhole system
supports different protocols, such as IRC, HTTP and other TCP-based protocols,
and is able to gather various details, such as source IP, source port, protocol
type, user agent, host and request info. Furthermore, the ESS tries to verify if the
incoming connections are related to a malware activity or not. The so-called rule
checker module uses signatures to identify malicious communication attempts
and allows to provide additional details about the malware. A limitation of the
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ESS is that encrypted and heavily obfuscated network packets are excluded from
the analysis procedure, which lowers the usefulness of the system. Furthermore,
the information that is gathered about the malware and the infected system
cannot support investigations in a comprehensive way.

Another sinkhole system [9] focuses on capturing the raw network packets
for later analysis. Due to improvements, such as a more resilient sinkhole sys-
tem and the monitoring of all network interfaces, the system is able to capture
five times more network packets than “conventional” systems. Next to this, the
proposed sinkhole system also gathers transmitted data and stores it in a data-
base. Although, the collection of network packets and the transmitted data can
reveal some insights about the infected system and the behavior of the malware,
it still provides only limit details if the malware uses encrypted communication
protocols. Due to the fact that more and more malware families use obfuscated
or encrypted communication protocols [20], the described approach can only
provide limited details in such cases.

3 DNS Sinkholing

DNS sinkholing is used to prevent further malicious activities of malware and
detect already infected systems. This approach is not only applied by secu-
rity vendors and researchers, such as Microsoft [16], Kaspersky [17] and Shad-
owServer [1], but also by companies to protect their own infrastructure against
malware.

3.1 Concept

The general concept of DNS sinkholing is to change the DNS response in such
a way that the potentially infected systems do not connect to a system of the
attacker, such as a command and control server, but instead connect to a dedi-
cated sinkhole system. Through the redirection of the communication, the mal-
ware is not able to reach the intended system of the attacker and therefore further
malicious activities can be blocked, such as uploading of data or receiving of new
commands.

For the implementation of DNS sinkholing, it is necessary to adapt the config-
uration of the local DNS server so that responses to certain domains are changed
and point to a sinkhole system. If the objective is just to block the potentially
malicious connections, it is possible to use for example localhost (127.0.0.1) as
DNS sinkholing destination. Most often, it is the objective to use special sink-
hole systems to record or gather details about the infected systems, so that it
is possible to trigger additional activities, such as reinstallation of the system or
clean up. Therefore, we will focus on such type of sinkholes, because they can
provide valuable information for later investigations.

One advantage of the DNS sinkholing approach is that newly infected systems
automatically connect to the sinkhole system, if the corresponding domains are
sinkholed. Thus, new infections can be identified relatively easy and the initial
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communication of the malware is already blocked. This means, it is no longer
necessary to trigger scheduled searches with all known malicious domains on
recorded log events to identify newly infected systems.

Nevertheless, it needs to be considered that not all infected systems can be
identified through the sinkholing of malicious domains. First of all, if a mal-
ware uses IP addresses to communicate with external systems of an attacker, no
domain name is resolved and therefore it is not possible to change the response
and redirect the communication to a sinkhole system. Due to the fact that
domain names offer an additional layer of abstraction and further ways to obfus-
cate the destination, for example through the usage of the (double) fast-flux
approach [8], a majority of the malware uses domain names to determine the
address of external systems [19]. Another possibility for infected systems is to
bypass DNS sinkholing by using external DNS servers to resolve domain names.
In such cases the local DNS server does not receive a corresponding request and
cannot change the response. To prevent the usage of external DNS servers, all
outgoing DNS requests, except from the local DNS server, should be blocked.

3.2 Implementation

For the implementation of DNS sinkholing the local DNS server needs to support
Response Policy Zones (RPZs). This feature is available in different DNS server
implementations [2], such as BIND 9 or BlueCat DNS. In the following, we
will briefly describe the necessary configurations to implement DNS sinkholing
within a BIND 9.10 DNS server.

Initially, it is required to specify a zone file with the corresponding domains
that should be sinkholed. One example for such a zone file is shown in Listing 1.1.
This zone description is similar to an authoritative zone, but it is possible to
specify arbitrary domains and corresponding resource records, which should be
used from the DNS server to change the original response. In the example, the
domain malicious.com will be resolved to a local IP address (10.13.37.42),
which could be the address of a sinkhole system.

Listing 1.1. Response Policy Zone File for BIND

$TTL 60

$ORIGIN sinkhole.rpz.

@ IN SOA ns1.sinkhole.rpz. root.sinkhole.rpz. (

2

604800

86400

2419200

604800 )

@ IN A 10.13.37.42

@ IN NS ns1.sinkhole.rpz.

ns1 IN A 10.13.37.42

malicious.com IN CNAME @

http://www.malicious.com
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Afterwards, the response-policy statement is used to specify that the zone
file is used as Response Policy Zone. Furthermore, it is possible to disable the
recursive resolution of sinkholed domains with the qname-wait-recurse state-
ment. Otherwise, the DNS server will try to resolve the potentially malicious
domain, which might be recognized by the attackers. This part of the configu-
ration is shown in Listing 1.2.

Listing 1.2. BIND Configuration Options

options {

[...}

response-policy {

zone"sinkhole.rpz";

}

qname-wait-recurse no;

};

To monitor the RPZ activities, it is possible to configure a dedicated log file
that records when the DNS server changes a response according to the specified
response policy zone file.

3.3 Malicious Domains

The most crucial part of an effective DNS sinkholing is the selection of the
domains that should be sinkholed. It needs to be considered that usually all
services offered by the systems behind these domains are no longer accessible.
Therefore, the blocking of all not well known domains could have a significant
impact on the users of the network. Nevertheless, it is necessary to sinkhole
malicious domains as soon as these domains become known.

One option could be to automatically gather and analyze threat intelligence
information, such as blacklists or malware analysis reports, and add suitable
malicious domains to the RPZ file. This allows a timely sinkholing of new threats.
Furthermore, it is possible to define different thresholds for the reputation of
a domain or the trustworthiness of a source to ensure that only appropriate
malicious domains are sinkholed.

3.4 Sinkhole System

Sinkhole systems, which receive connections of potentially infected systems, can
be used to gather relevant details about the executed malware and the com-
promised system. Generally, the objective is to gather as much information as
possible to may initiate further investigation steps or to inform the owner of the
system.

For the identification of potentially infected systems, a sinkhole needs to
determine the source IP address of the connection. Therefore, a sinkhole system
can listen on all network ports that are relevant for malware communication and



24 M. Ussath et al.

accept connection requests from arbitrary systems. If a potentially infected sys-
tem tries to connect to a sinkholed domain, the sinkhole accepts the connection
request and extracts the IP address of the system. To ensure that only the IP
addresses of compromised systems are gathered, the sinkhole system should only
be used for this dedicated purpose, otherwise IP addresses of uninfected systems
are added to the list of compromised hosts.

Although the IP address is relevant to identify the system and initiate fur-
ther steps, it is also necessary to gather additional information to identify the
executed malware and to support further investigations. Therefore, sinkhole sys-
tems usually not only extract the IP address of the potentially infected systems,
but also use additional approaches to gather more comprehensive details, such
as transmitted data and header information, raw network packets and NetFlow
or IPFIX (IP Flow Information Export) information. These additional details
mainly focus on the collection of network related information, which can reduce
the usefulness of the gathered details significantly. The reason for this is that
malware usually uses custom protocols for their communication, which are not
implemented in the sinkhole system. Therefore, the malware can recognize rel-
atively fast that the communication party (sinkhole) is not able to use the
intended protocol and this often leads to the termination of the connections.
This has directly an impact on how many packets are send by the infected sys-
tem to the sinkhole and therefore also how much details can be gathered by the
sinkhole system. Furthermore, if malware uses standardized encryption protocols
or custom encryption methods, even basic information, such as HTTP header
information or initial requests or packets, can no longer be used to easily extract
relevant information and identify the corresponding malware.

4 Enhanced Sinkhole System

Sinkhole systems should gather additional information to support investigations
in a more comprehensive way and further improve detection as well as prevention
capabilities. For the collection of detailed information our new approach for an
enhanced sinkhole system leverages the fact that most systems within a company
network are centrally managed and therefore also remotely accessible. In the
following, we describe the general approach of the enhanced sinkhole system
and relevant characteristics.

4.1 Approach

Compared to other sinkhole systems [9,11], which focus on the gathering of
network related details, the proposed enhanced sinkhole system tries to collect
further relevant information directly from the potentially infected system to pro-
vide more insights. The approach of the sinkhole also relies on DNS sinkholing,
but allows to extract almost arbitrary information form the potentially infected
system, such as DNS cache, running processes and open network connections.
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Figure 1 shows the general approach of the enhanced sinkhole system. In a
first step, a potentially infected system establishes a connection to a listening
socket of the sinkhole. This socket has a high timeout value to ensure that the
malicious process, which initiated the connection, will not be promptly termi-
nated. Furthermore, due to high socket timeout the sinkhole does not need to
send any responses to the connected system, which might have unwanted side
effects on the behavior of the malware. After the connection is established, the
sinkhole system initiates a connection to the potentially infected system with
the help of corresponding credentials that also allow to execute functions and
commands to gather relevant details. For example, it would be possible to dump
the memory of the potentially malicious process that initiated the connection
to the sinkhole. To identify this process and to dump the memory, the sinkhole
first needs to extract all open network connections and afterwards identify the
process that has an open connection to the sinkhole system. After the collec-
tion of all relevant details, the sinkhole closes all connections to the potentially
infected system.

Fig. 1. Approach of enhanced sinkhole system

This approach requires that the enhanced sinkhole system is able to estab-
lish a direct connection to the potentially infected system to gather the system
details. Therefore, within more complex and distributed networks, it might be
necessary to use multiple systems within the different network segments to per-
form the collection of the relevant information from the potentially infected
systems. Due to the fact that for such scenarios the general approach will not
change, we will focus on environments with one enhanced sinkhole system to
improve the understandability.

The enhanced sinkhole system approach uses built-in functions and com-
mands of the operating system to gather the needed details of the potentially
infected system. Therefore, it is possible to run everything directly in-memory
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without storing any kind of script or program on disk. Due to this, it is more
difficult for a malware to detect the information gathering of the enhanced sink-
hole system and change the behavior. Furthermore, this method ensures that
less artifacts are changed on the potentially infected system and therefore the
probability of unwanted side effects can be reduced. In general, it would also
be possible to use already installed tools, such as forensic agents or toolkits, to
perform the gathering of the details, but this could lead to falsified information.

4.2 Characteristics

The approach of the enhanced sinkhole system is not limited to certain protocols,
because it is not necessary to have predefined knowledge about the protocols
that are used by the different malwares. Due to the fact that the enhanced
sinkhole system does not send any responses to the potentially infected system,
the approach also works if the malware uses obfuscated, encrypted or custom
protocols to communicate. Therefore, the sinkhole system can collect detailed
information for a higher number of malwares to support investigations.

Another characteristic of the approach is that the malware is executed on real
productive systems. Thus, the extracted details can provide relevant information
about the malware, which can be used to improve detection and prevention capa-
bilities. In contrast to this, if malware is executed on specific analysis systems,
such as sandboxes, the malware might be able to detect these specific systems
and change the behavior. Therefore, the analysis results of such sandbox sys-
tems might not always be correct and useful for investigations. Nevertheless, it
should also be considered that if the sinkhole system is not able to interrupt all
communication paths of a malware, the productive system can be misused by
an attacker and malicious functions can be executed, which might lead to the
exfiltration of sensitive information.

Furthermore, the enhanced sinkhole system collects information about the
potentially infected system during the execution of a malicious program that tries
to communicate with a sinkholed domain. Therefore, different methods that try
to hinder analysis efforts, such as runtime decryption or deobfuscation of code,
are no longer effective, because the malware already decrypted or deobfuscated
the code by itself. This allows our approach to easily gather relevant details,
such as other malicious domains or indicators, without any static analysis of the
malware.

5 Evaluation

For the evaluation of the proposed approach, we implemented a prototypical
enhanced sinkhole system that is able to gather comprehensive details from
infected systems. Furthermore, we deployed and configured an environment to
simulate a company network with all relevant services and systems. Within this
environment we executed real-world malware and used DNS sinkholing as well
as the enhanced sinkhole system to collect relevant information from the infected
system.
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5.1 Lab Environment

For the evaluation of the proposed enhanced sinkhole system we deployed and
configured a Windows-based environment. The reason for this is that most com-
pany networks use Windows as operating system for central server systems and
client systems. Due to this, also complex and sophisticated attacks usually target
Windows-based infrastructures.

The deployed lab environment consisted of one domain controller with Win-
dows Server 2016, one client system with Windows 7 and one client system with
Windows 10. The domain controller as well as the two client systems were joined
to an Active Directory. Furthermore, a BIND 9.10 DNS server and the enhanced
sinkhole system, which runs on Windows 10, were part of the environment.

By default, the domain controller of an Active Directory serves as a DNS
server for the domain joined clients. Therefore, we configured the Windows DNS
server in such a way that all DNS requests, which could not be resolved locally,
will be forwarded to the BIND DNS server. This BIND server was then used
to implement DNS sinkholing. If a malware wants to establish a connection to
a malicious domain, the DNS request is first send to the domain controller and
then the domain controller forwards the request to the BIND DNS server. Due
to the configured DNS sinkholing, the BIND server then answers with the IP
address of the enhanced sinkhole system.

Additionally, it was necessary to create a group policy object (GPO) that
enables the WinRM (Windows Remote Management) service on all client sys-
tems and to configure a corresponding firewall rule to allow access to this service.
The WinRM service can be used for various central management tasks, such as
remote configuration of systems and software deployment. This service is also
used by the enhanced sinkhole system to connect to a potentially infected system
and to gather relevant details.

5.2 Proof of Concept System

The proof of concept implementation of the enhanced sinkhole system consists
of two main components. The first component is written in Python and used
for handling the incoming connections of potentially infected systems. Further-
more, this connection handler component keeps the connections open to allow
the information gathering. The second component uses PowerShell cmdlets and
system commands to collect details about the potentially infected system and
the executed malware. Figure 2 shows the different steps that are performed by
the enhanced sinkhole system when a connection of a potentially infected system
is redirected to the sinkhole.

The connection handler component listens on different ports for incoming
connections from potentially infected systems. For the evaluation of the enhanced
sinkhole approach, we configured the sinkhole system in such a way that it
listens on the ports 80, 443 and 8443 for connections. If the system should
listen on other or additional ports, the configuration of the proof of concept
system can be changed accordingly. Furthermore, the handling of the incoming
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Fig. 2. Information gathering steps of the enhanced sinkhole system

connections is fully multi-threaded to support multiple concurrent connections
from different systems. In the first step, the enhanced sinkhole system accepts
incoming connections and sets the timeout of the corresponding socket to 60 s.
This should ensure that all information gathering steps can be completed before
the connection is terminated. After the establishment of the connection, the
connection handler component triggers the collection of the system details by
calling a PowerShell script. This script requires the IP address of the connecting
system as input parameter.

The information collection component uses a PowerShell script to perform
the subsequent steps to gather the relevant details of the potentially infected
system. Due to the fact that different Windows systems and PowerShell versions
support different PowerShell cmdlets, it was necessary to implement different col-
lection methods. Therefore, different system commands and PowerShell cmdlets
were used to enable the collection of system details from Windows 7 and Win-
dows 10 systems. Before the corresponding information gathering commands
can be executed, the enhanced sinkhole system needs to establish a connection
to the potentially infected system with the New-PSSession cmdlet. Afterwards,
the sinkhole determines the operating system version of the remote system to
executed the correct collection methods. Table 1 lists the different system com-
mands or PowerShell cmdlets that are used for the gathering. Further supporting
functions are used to create and delete firewall rules and directories.
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Table 1. Used PowerShell cmdlets¶ and system commands‡ for information gathering

Step: Purpose Windows 7 Windows 10

Step 1: Open Remote
Connection

New-PSSession¶

Step 2: Get DNS Cache ipconfig‡/displaydns Get-DnsClientCache¶

Step 3: Get Open Net-
work Connections

netstat‡-o -a -n Get-NetTCPConnection¶

Step 4: Get Running
Processes

tasklist‡-v
Get-WmiObject¶win32 process

Get-Process¶-IncludeUserName
Get-WmiObject¶win32 process

Step 5: Dump Process Dedicated PowerShell Script [7]

Step 6: Copy Dumps
and Files

New-PSDrive¶ + Copy-Item¶

Step 7: Close Remote
Connection

Remove-PSSession¶

The most relevant part of the information collection is to identify the process
that tried to resolve a sinkholed domain and established a connection to the
sinkhole. All processes that have an open connection to the enhanced sinkhole
system can be determined based on the collected information. This allows the
sinkhole to dump the corresponding process memory and identify the image path
of the process to also download the corresponding file. Sometimes also the parent
process of a malicious process can be relevant for an investigation and therefore
the sinkhole system also dumps the memory and image path file of the parent
process.

All the gathered details about a potentially infected system, including the
process memory and files, are stored on the sinkhole system for later analysis.
For each potentially infected system a folder is created and within this folder the
different details are stored in CSV files. This should allow a later analysis and
extraction of relevant information. Furthermore, the sinkhole system also directly
displays some relevant details, such as date, time, IP address, send network
packets, dumped process IDs and image paths, on the screen.

5.3 Malware Execution

For the evaluation of the enhanced sinkhole system we used a real-world mal-
ware to show that our approach is feasible and provides useful information. We
selected a malware (MD5 hash 8de1ebacb72f3b23a8235cc66a6b6f68 ) that is dif-
ficult to detect with traditional signature-based detection approaches [18]. This
malware uses an VBA macro within an Excel document to execute a malicious
PowerShell script. This script is then used to load additional shellcode from
a server. To establish a connection to the remote server, the malware resolves
the domain spl[.]noip[.]me to get the corresponding IP address of the system. To
sinkhole the connections of this malware, we added this domain to our DNS sink-
hole so that all connection will be redirected to our enhanced sinkhole system.
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After the execution of the malware in our lab environment, the corresponding
process of the malware established a connection to our sinkhole system. After-
wards, the sinkhole started to gather details about the infected system. Figure 3
shows the output of the enhanced sinkhole system, which provide an overview
of the identified and dumped processes. In this case, the sinkhole identified that
the process with the ID 3200 established the connection to the sinkhole and the
image path of this process leads to executable file of PowerShell. The parent
process ID is 3988 and the image path points to the executable file of Excel.
Based on these few details it is already possible to get a rough understanding of
the malware behavior and used methods.

Fig. 3. Output of enhanced sinkhole system

Furthermore, it is possible to analyze the additional information that was
gathered by the enhanced sinkhole system and extract more relevant details.
For example, the command line argument of the PowerShell process (ID 3200),
which is part of the collected process information, directly reveals the malicious
script. Figure 4 shows a truncated version of this script. These few lines already
reveal that the script is encoded and compressed to hinder detection. For further
investigations it is necessary to decode and decompress the code to understand
the functionality of the script. To perform this step, the script needs to be
slightly modified to get readable code. Figure 5 shows some lines of the decoded
and decompressed code. Through the usage of the enhanced sinkhole system
it was possible to extract these details without manually analyzing the Excel
document and the VBA macro code.

Fig. 4. Encoded and compressed PowerShell script (Truncated)
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Fig. 5. Decoded and decompressed PowerShell script (Truncated)

It is possible to perform further analyses of the dumped process memory to
get additional insights. For example, the memory dump of the Excel process
allows to recover the location of the malicious Excel document. With the help
of memory analysis tools, it is also feasible to extract parts of the macro and
the document from the dumped memory. Although, the collected process dumps
enable this type of analyses, they can be very time consuming and require addi-
tional efforts.

The results of this evaluation show that the enhanced sinkhole system is able
to provide relevant details about the malware behavior and the used methods.
With the collected details it is possible to support investigations and to improve
security systems, for example with new or more detailed signatures.

6 Conclusion and Future Work

In this paper, we presented a new approach for an enhanced sinkhole system that
enables the collection of detailed information form potentially infected systems to
support investigations and to improve prevention and detection capabilities. For
our approach it is necessary that DNS sinkholing is used to redirect connections
from malicious processes to an enhanced sinkhole system. The proposed system
listens for incoming connections and uses a socket with a high timeout value
to prevent the termination of the malicious process. Afterwards, built-in remote
management functionalities and additional methods of the operating system are
used to gather detailed information about the potentially infected system and
the corresponding malicious process. Due to the usage of standard operating
system commands and functions no additional tools are needed, which reduces
the footprint of the collection approach and makes it more difficult for malware
to detect the information gathering.

For the evaluation of our approach we implemented a prototypical enhanced
sinkhole system and executed real-world malware in a lab environment to col-
lected detailed information. Although the executed malware uses encoded and
compressed code, it was possible to collect relevant details without manually
analyzing the malware. For example the identified parent process revealed that
the malicious code is embedded into an Excel document and with the help of
the collected process parameters it was possible to extract the used PowerShell
script. The results of the evaluation show that the proposed approach is able to
provide relevant insights into the behavior and the used methods of malware.
With these details it is possible to support investigations and improve security
systems.
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For future work it might be interesting to identify further details that can be
extracted with the approach of the enhanced sinkhole system. For example the
extraction of all process handles could provide further insights, such as loaded
libraries or opened files. Nevertheless, it is always necessary to consider needed
configuration changes and possible side effects, because otherwise these details
might be difficult to collect in real-world environments. Another task for future
work could be to implement and evaluate automatic analysis approaches that
use the collected details to extract the most relevant facts.
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D. (eds.) FGIT 2010. LNCS, vol. 6485, pp. 469–480. Springer, Heidelberg (2010).
doi:10.1007/978-3-642-17569-5 46

12. Kirat, D., Vigna, G., Kruegel, C.: BareCloud: bare-metal analysis-based evasive
malware detection. In: Proceedings of the 23rd USENIX Security Symposium
(USENIX Security), August 2014

13. Krebs, B.: Security firm Bit9 hacked, used to spread malware. https://krebson
security.com/2013/02/security-firm-bit9-hacked-used-to-spread-malware/.
Accessed 03 Feb 2017

14. Markoff, J.: SecurID company suffers a breach of data security. http://www.
nytimes.com/2011/03/18/technology/18secure.html. Accessed 03 Feb 2017

http://blog.shadowserver.org/2016/12/01/avalanche/
https://dnsrpz.info/
http://dx.doi.org/10.1007/s11416-006-0012-2
http://dx.doi.org/10.1007/978-3-319-40667-1_11
https://raw.githubusercontent.com/PowerShellMafia/PowerSploit/master/Exfiltration/Out-Minidump.ps1
https://raw.githubusercontent.com/PowerShellMafia/PowerSploit/master/Exfiltration/Out-Minidump.ps1
https://raw.githubusercontent.com/PowerShellMafia/PowerSploit/master/Exfiltration/Out-Minidump.ps1
http://dx.doi.org/10.1007/978-3-642-15512-3_24
http://dx.doi.org/10.1007/s11277-016-3443-1
http://dx.doi.org/10.1007/s11277-016-3443-1
http://dx.doi.org/10.1007/978-3-642-17569-5_46
https://krebsonsecurity.com/2013/02/security-firm-bit9-hacked-used-to-spread-malware/
https://krebsonsecurity.com/2013/02/security-firm-bit9-hacked-used-to-spread-malware/
http://www.nytimes.com/2011/03/18/technology/18secure.html
http://www.nytimes.com/2011/03/18/technology/18secure.html


Enhanced Sinkhole System 33

15. Mathews, L.: ThyssenKrupp attackers stole trade secrets in massive
hack (2016). http://www.forbes.com/sites/leemathews/2016/12/08/thys
senkrupp-attackers-stole-trade-secrets-in-massive-hack/LeeMathews,Lee.
Accessed 10 Dec 2016

16. Raiu, C.: Microsoft seizes 22 NO-IP domains, disrupts cybercriminal and nation
state APT malware operations (2014). https://securelist.com/blog/events/64143/
microsoft-seizes-22-no-ip-domains-disrupts-cybercriminal-
and-nation-state-apt-malware-operations/. Accessed 14 Dec 2016

17. Raiu, C., Baumgartner, K.: Sinkholing volatile cedar DGA infrastruc-
ture (2015). https://securelist.com/blog/research/69421/sinkholing-volatile-
cedar-dga-infrastructure/. Accessed 18 Dec 2016

18. Regalado, D., Karim, T., Jain, V., Hernandez, E.: Ghosts in the end-
point (2016). https://www.fireeye.com/blog/threat-research/2016/04/ghosts in
the endpoi.html. Accessed 18 Nov 2016

19. Rossow, C., Dietrich, C., Bos, H.: Large-scale analysis of malware downloaders. In:
Flegel, U., Markatos, E., Robertson, W. (eds.) DIMVA 2012. LNCS, vol. 7591, pp.
42–61. Springer, Heidelberg (2013). doi:10.1007/978-3-642-37300-8 3

20. Rossow, C., Dietrich, C.J.: ProVeX: detecting botnets with encrypted command
and control channels. In: Rieck, K., Stewin, P., Seifert, J.-P. (eds.) DIMVA
2013. LNCS, vol. 7967, pp. 21–40. Springer, Heidelberg (2013). doi:10.1007/
978-3-642-39235-1 2

21. Schwartz, M.J.: Lockheed martin suffers massive cyberattack. http://www.
darkreading.com/risk-management/lockheed-martin-suffers-massive-cyberattack/
d/d-id/1098013. Accessed 03 Feb 2017

22. Symantec Corporation: Internet Security Threat Report. Technical report 21
(2016)

23. Willems, C., Holz, T., Freiling, F.: Toward automated dynamic malware analysis
using CWSandbox. IEEE Secur. Priv. 5(2), 32–39 (2007). doi:10.1109/MSP.2007.
45

24. Willems, C., Hund, R., Fobian, A., Felsch, D., Holz, T., Vasudevan, A.: Down to
the bare metal: using processor features for binary analysis. In: Proceedings of the
28th Annual Computer Security Applications Conference (ACSAC). ACM (2012).
doi:10.1145/2420950.2420980

http://www.forbes.com/sites/leemathews/2016/12/08/thyssenkrupp-attackers-stole-trade-secrets-in-massive-hack/LeeMathews,Lee
http://www.forbes.com/sites/leemathews/2016/12/08/thyssenkrupp-attackers-stole-trade-secrets-in-massive-hack/LeeMathews,Lee
https://securelist.com/blog/events/64143/microsoft-seizes-22-no-ip-domains-disrupts-cybercriminal-and-nation-state-apt-malware-operations/
https://securelist.com/blog/events/64143/microsoft-seizes-22-no-ip-domains-disrupts-cybercriminal-and-nation-state-apt-malware-operations/
https://securelist.com/blog/events/64143/microsoft-seizes-22-no-ip-domains-disrupts-cybercriminal-and-nation-state-apt-malware-operations/
https://securelist.com/blog/research/69421/sinkholing-volatile-cedar-dga-infrastructure/
https://securelist.com/blog/research/69421/sinkholing-volatile-cedar-dga-infrastructure/
https://www.fireeye.com/blog/threat-research/2016/04/ghosts_in_the_endpoi.html
https://www.fireeye.com/blog/threat-research/2016/04/ghosts_in_the_endpoi.html
http://dx.doi.org/10.1007/978-3-642-37300-8_3
http://dx.doi.org/10.1007/978-3-642-39235-1_2
http://dx.doi.org/10.1007/978-3-642-39235-1_2
http://www.darkreading.com/risk-management/lockheed-martin-suffers-massive-cyberattack/d/d-id/1098013
http://www.darkreading.com/risk-management/lockheed-martin-suffers-massive-cyberattack/d/d-id/1098013
http://www.darkreading.com/risk-management/lockheed-martin-suffers-massive-cyberattack/d/d-id/1098013
http://dx.doi.org/10.1109/MSP.2007.45
http://dx.doi.org/10.1109/MSP.2007.45
http://dx.doi.org/10.1145/2420950.2420980


An Autonomous System Based Security
Mechanism for Network Coding Applications

in Content-Centric Networking

Li Xu(B), Hui Li, Jiawei Hu, Yunmin Wang, and Huayu Zhang

Shenzhen Key Lab of Information Theory and Future Internet Architecture Future
Network PKU Lab of National Major Research Infrastructure,

Huawei and PKU Jointly Eng. Lab of Future Network Based on SDN,
Shenzhen Graduate School, Shenzhen Engineering Lab

of Converged Networking Technology, Peking University, Shenzhen, China
xuli0925@pku.edu.cn, lih64@pkusz.edu.cn

Abstract. Content-Centric Networking (CCN), is built on the notion
of content-based security. With the integration of Network Coding (NC)
into CCN to contribute to the best performance, security, one of the key
features of CCN has been left behind. Though the permission for encod-
ing/recoding content packets at producers and intermediate routers pro-
vides performance benefits, it also introduces additional security issues
and disables existing security practices. In this paper, we fill the gap
by analyzing new security challenges brought accordingly and propos-
ing an Autonomous Systems (AS-s) based security mechanism for NC
applications in CCN. It can not only guarantee the optimal performance
of NC, but also offer the assurance for Integrity, Origin Authentication
and Correctness of content packets, together with proving trustworthi-
ness among border routers. More importantly, we also shed light on the
performance issues and implementation problems of the mechanism.

Keywords: Content-Centric Networking · Security · Network coding

1 Introduction

In the last few years, with the Internet struggling to accommodate the needs
of modern systems and applications, new network architectures are being pro-
posed, among which Content-Centric Networking (CCN), proposed by Jacobson
et al. [1] has emerged as a promising next-generation Internet architecture. It
comes with a potential for a wide range of benefits, including reduced congestion,
improved delivery speed, simpler configuration of network devices and security at
the data level, etc. In particular, departing from traditional connection-focused
approach to security, CCN is built on the notion of content-based security: pro-
tection and trust travel with the content itself, rather than being a property of
the connections over which it travels. In CCN, all content is authenticated with
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digital signatures, and private content is protected with encryption [1]. Specif-
ically, CCN requires that content packets be cryptographically signed by its
producer. This way, globally addressable and routable content can be authenti-
cated by anyone within the network. Meanwhile, consumers who request content
are expected to verify content signature in order to assert [2]:

– Integrity - a valid signature (computed over a content hash) guarantees that
signed content is intact;

– Origin Authentication - a signature is bound to the public key of the signer,
so anyone can verify whether the received content originates with its claimed
producer;

– Correctness - since a signature binds content name to its payload, a consumer
can securely determine whether delivered content corresponds to what was
requested;

With the flourishing of CCN, more and more research forces have been try-
ing to exploit existing technologies to bring the best performance out of it. The
application of the technique of NC in CCN has been first explored in [3] to
better cope with the information dissemination problems in CCN. Since then,
the potential of NC in CCN has been explored from various angles of CCN
architecture and application scenarios, which all prove that NC can become an
indispensable part for the desirable performance of CCN. However, among all
the researches exploring the contributions NC can make, there is no research
having taken into consideration new security challenges raised accordingly. For
example, the universal operation NC brings to CCN is that content packets are
encoded at producers and recoded at intermediate routers, but how to justify
the recoding process from the security prospective? How to achieve the validity
of intermediate routers? CCN requires that content packets be cryptographically
signed by its producer, but with the presence of encoding and recoding opera-
tion, how to coordinate signing implementation and encoding/recoding process?
Most importantly, how to enable consumers to ascertain the Integrity, Origin
Authentication and Correctness of encoded packets as usual?

These are the questions that have been left untouched in existing researches.
Therefore, as the first effort to address security issues in NC employed CCN
settings, we would like to focus on these questions. We hold that security consid-
eration should be explicitly built into any NC employed CCN applications while
not undermining the performance advantages gained through NC. Specifically, in
this work, we analyze the new security issues raised accordingly and propose an
autonomous systems based security mechanism that guarantees content security
in terms of AS and confine particular security operations to border routers to
insure security of content communication among AS-s. The proposed mechanism
can not only ensure the optimal performance of NC, but also offer the assur-
ance for Integrity, Origin Authentication and Correctness of content packets,
together with proving trustworthiness among border routers. More importantly,
we also shed light on the performance issues and implementation problems of
the mechanism.
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To the best of our knowledge, it is the first time that security issues are
addressed in NC employed CCN environment. The rest of this paper is organized
as follows. Section 2 introduces the fundamentals of CCN and security related
existing work. Section 3 presents NC principles and the applications of NC in
CCN. We give the detailed description of the proposed mechanism in Sect. 4. Per-
formance analysis and implementation issues are introduced in Sect. 5. Finally
in Sect. 6, we give the concluding remarks and further work.

2 CCN Fundamentals

2.1 Content Retrieval in CCN

Different from IP centering on end-points communication, CCN communication
adheres to the pull model and emphasizes content by making it named, address-
able and routable in the network. To enable the communication, there are two
types of packets in CCN: interest and content. Both of these packets carry a
hierarchically structured name which uniquely identifies a content package. Sim-
ilar to the work in [5], we focus on content communication over wired networks
represented by directed acyclic graphs G = (V, L), where V and L denote the set
of network nodes and the set of links connecting them, respectively. Each net-
work consists of a set of source nodes, namely Producers S that generate and/or
store content objects, a set of consumers U that demand content objects and
a set of intermediate nodes R through which the content objects are requested
and transmitted. Hence, we have V = S ∪ U ∪ R, where every node v ∈ V is
connected with its neighboring nodes through a set of faces Fv.

In CCN, content objects are split into smaller segments that fit into Data
messages. Each segment is uniquely identified by a name. The detailed composi-
tion of a content packet will be given in the following section. We denote a content
object as Cp = {cp,1, . . . , cp,N} where N is the number of segments in Cp and p
is the name of the content object, which serves as a name prefix for the segments.
The name of each segment cp,n ∈ Cp is generated by appending the segment id n
to the content objects name p. For instance, the name of the segment cp,1 is /pro-
ducer/videos/smilevideo.h328/1, where /producer/videos/smilevideo.h328 is the
name prefix p and 1 is the segment id.

Each source s ∈ S stores content objects that can be requested by the clients.
A client u ∈ U that is interested in a content object Cp = {cp,1, . . . , cp,N}
should send a set of Interest messages IP = {ip,1, . . . , ip,N}, one for each
segment. These interests are sent over a set of faces F p

u that are configured to
forward Interests for content with name prefix p. The information about which
faces a node can use to send Interests for specific name prefixes is stored in the
Forwarding Information Base (FIB) table.

In CCN, each node v ∈ V has a cache, or Content Store (CS) in CCN termi-
nology, where segments that pass through the node can be stored. These segments
can be used later to reply to Interests for segments with a matching name. There-
fore, a node v ∈ R ∪ S holding a copy of the segment cp,n in its CS replies to any
Interest ip,n. If the CS of node v does not contain a segment matching the name
of the Interest ip,n, the node v first checks its Pending Interest Table (PIT), that
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keeps track of the Interests forwarded by the node and all the faces over which
those Interests have arrived. If the node v finds in its PIT an entry that matches
the name in the Interest, it knows that it has already forwarded ip,n and hence
the segment cp,n is expected. In this case, v does not forward ip,n again, but only
adds the face f over which the Interest has arrived to the respective PIT entry.
When the PIT does not have any entry that matches the Interest ip,n, the node v
forwards the Interest to its neighboring nodes over the set of faces F p

u configured
in its FIB and adds a corresponding entry to the PIT table.

Once the requested segment is found in the CS of an intermediate node or in
a source node, it is transmitted to the client in a Data message over the reverse
path of that followed by the Interest. When a node v ∈ R ∪ U receives a Data
message with the segment cp,n over a face f, it first checks its CS. If a segment
with the same name exists, the arrived segment cp,n is considered duplicated
and it is not transmitted further. If there is no matching segment in the CS, the
node checks its PIT for an entry that matches the name of the segment cp,n. If
there is no matching PIT entry, the segment cp,n is considered unsolicited and
it is discarded. If a matching PIT entry exists, the segment is forwarded over
all the faces specified in the corresponding PIT entry. Additionally, the segment
cp,n may be added to the CS, according to the caching policy.

2.2 Security Practice in Original CCN

One key tenet of CCN is that each content packet should be digitally signed
by its producer, while a consumer is required to conduct signature verification.
Intermediate routers may choose to verify all, some or none of the data they
handle, as their resources allow. They may also dynamically adapt, verifying
more data in response to detected attack [1]. To verify the authenticity of a
content packet cp,n, we focus on the following fields of cp,n, in addition to the
data and other supporting information:

– Signature - a private key signature, generated by the content producer, cov-
ering the entire content, including all explicit components of the name and a
reference to the public key needed to verify it.

– Name - the name used to route the content. It is adaptable concerning dif-
ferent mechanisms.

– Content-digest - the cryptographic digest of the content packet cp,n.
– KeyLocator - The public key or certificate required to verify the signature. In

our work, we require that it be the public key.

It is universally acknowledged that the primary means of security enforcement in
CCN is encryption, which is commonly believed to be contingent upon a trust
management architecture. The signature and verification processes in original
CCN architecture go like this: For a fresh piece of source data segment, a pro-
ducer first takes use of a Hash function to get its digest. Then it signs the digest
and other components like name, nonce fields with its private key. Finally, it
sends out the packet cp,n composed of signature, payload and other supporting
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information. When a consumer or an intermediate router receives cp,n, it verifies
the packet before making further decision. Specifically, it first uses the public
key of the signer to decrypt the packet cp,n. If it can be decoded, that means
that it is from the expected producer (Origin Authentication). Otherwise, the
source of the packet cp,n is uncertain and it will be discarded. If the Origin
Authentication is success, it hashes the payload of the packet and compares the
result with the one in the decrypted signature (Integrity). If they are equal, the
payload is not changed and there is no transmission error. Otherwise, the packet
will be discarded. If the name field is equal to the one in decrypted signature, it
means that the packet is what had been requested (Correctness). Otherwise, it
is discarded.

2.3 Security Related Work

CCN is built on the notion of content-based security. Before NC meets CCN,
previous research efforts have addressed security issues from different aspects,
such as naming in content-oriented networks and its relationship to security
[17–20], denial of Service (DoS) attacks [2,21–24], trust and trust management
systems [26–33] and privacy issues [34], etc.

CCN emphasizes that authenticity and trust are the keys to effective content-
based security [25]. Based on previous techniques in [17–20,25], Ghali et al. [2]
has proposed IKB rule which stands for Interest-Key Binding rule, and sets that
an interest must reflect the public key of the producer. However, it can not be
applied to the NC employed CCN architecture, because intermediate routers
are allowed to recode coded content packets, which, though, has no effect on
the verification of a producer, the recoding process makes it hard to ensure the
security of received packets and prevent content poisoning due to the absence of
measures to verify routers who have recoded content packets.

In the same work [2], to further reduce communication and computation
overhead, Self-Certifying Naming schemes (SCN) that have received a lot of
attention [17–20] is optimized to specify the hash of requested content as the
last component of the content name in the interest. It enables consumers and
routers no longer need to verify signatures. Instead, they only need to recompute
a content hash and check that it matches the one in the corresponding PIT entry,
thus reducing overhead of publishing and network overhead. Unfortunately, this
technique fails as well to address the new security challenges. In light of NC
principles, the content of a packet is not static since it may experience recod-
ing process several times before reaching a consumer, which makes the hash of
content not stable and not reliable.

3 Network Coding in CCN

Contrary to the Internet perception that bits are meaningless, Network Coding
(NC) considers data traffic as algebraic information [7]. The output of a network
coder is a linear combination of a number of input packets. NC has been shown in
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an information theoretic manner to reduce the required number of transmissions
to complete a file or stream operation over noisy or unreliable networks.

The application of the technique of NC in CCN has been first explored in
[3] to better cope with the information dissemination problems in CCN. Since
then, the potential of NC in CCN has been explored from various angles of
CCN architecture and application scenarios, including cache performance [12–
14], privacy issues [16], etc. The latest works are focusing on the contributions
that NC can make to improve multi-path transmission [5] and video streaming
[6] in CCN, which demonstrate further that NC can add robustness to losses and
permits to exploit more efficiently the available network resources [5], and in the
case of video streaming, NC can deliver significant performance gain, including
better QoE, higher throughput [6].

The key idea behind introducing network coding in CCN is that consumers
no longer need to request specific segments, but rather encoded segments as they
all have the same amount of information. This removes the need to coordinate
the forwarding of Interests and leads to a more efficient use of the available
network bandwidth. It is true that NC does add complexity to network entities
since it involves performing linear operations, yet these are quite simple for the
current generation of network elements and end devices [3].

Among all the works for the integration of NC into CCN, Random Linear
Network Coding (RLNC) has been popularly adopted. Though there are dis-
crepancies in naming system, packet composition or packet processing in terms
of the implementation, the consensus is that content packets delivered to con-
sumers are coded at sources and intermediate nodes [6].

3.1 General NC Mechanism Without Security Measures

Network coding permits that intermediate routers can recode coded packets,
which renders the fact that the original content packets are changed after the
algebraic operation. The operation of NC is infused into CCN architecture.

As in the CCN protocol, the content object Cp is split into source data
segments {cp,1, . . . , cp,N}, that fit into content packets. Network coded packets
ˆcp,g are random linear combinations of original segments with name prefix p.

Similar to [5], g denotes the encoding vector associated with the coded packet
ˆcp,g. At the producers, coded packets are generated by randomly combining the

set of non-coded segments with name prefix p that are stored in their CS. Thus,
ˆcp,g = A · CSp =

∑L
l=1 al · cp,l where A =a1, . . . , aL is a vector of coding

coefficients randomly selected from a finite field, CSp = {cp,1, . . . , cp,L} is the
set of segments with name prefix p stored in the CS of the router, and L = |CSp|
is the size of the vector CSp, with L ≤ N. At the intermediate routers, network
coded packets are generated by randomly combining the set of coded packets
with name prefix p that are stored in their CS. Thus, ˆcp,k =

∑L
l=1 al · ˆcp,gl . The

encoding vector k is generated as k =
∑L

l=1al · gl, where gl is the coding vector
associated with the lth packet

The consumers and intermediate routers keep track of the received innovative
encoding vectors for prefix p in an encoding matrix Gp = [g1, . . . , gL], with
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L = | CSp |. This allows the original set of segments to be retrieved at consumers
by performing Gaussian elimination when the matrix Gp is full rank. Since the
matrix Gp only contains linearly independent encoding vectors, its rank can be
computed as Rank(Gp) = L. Thus, it is full rank when L = N.

4 Security Mechanism Based on Autonomous Systems

Based on the exiting security practice and the notion of Autonomous Systems
(AS-s), we attempt to scale down security issues and address them in terms of
AS-s. As Fig. 1 illustrates, the network is divided into several AS-s as OSPF does.
There are content producers, routers within an AS, border routers and content
consumers in the network. We start by dividing the communication between a
producer and consumers into two categories-the one within an AS and the one
outside an AS.

Producer

Border Router

 Consumer 
within an AS.

Consumer
Outside an AS.

Consumer
Outside an AS.

Border Router Border Router
Consumer

Outside an AS.

Fig. 1. Communication based on Autonomous Systems (AS-s)

For communication happening within an AS, we observe that only routers
in the AS will get involved, which implies that if we can ensure routers in one
AS are trustable, we can minimize the negative impact NC has on the original
CCN security model by slightly adapting the signature generation, thus skill-
fully handling the relationship of NC and security measures. Given the current
machine authentication technologies available, achieving the trustworthiness of
routers in an AS is not difficult. Specifically, we set it a rule that a producer
in the proposed security mechanism signs a source data segment over name,
content digest and other supporting fields with its private key before conducting
encoding procedure. Routers within an AS forward packets or recode them when
they could, while being oblivious of the signatures from a producer. Consumers
within an AS perform decoding procedure first and then conduct signature ver-
ification to ascertain the Integrity, Origin Authentication and Correctness of
content packets. In this way, the security of content packets within an AS is well
achieved.
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For communication happening outside an AS, we have border routers who
are speakers for communications both within and outside an AS. We adopt a
second signature at them to offer the trustworthiness of routers from one AS
for routers in other AS-s. Specifically, when a coded packet circulates within an
AS, it only carries one signature. When it reaches a border router and is about
to leave the AS, the border router will sign it over its name, content digest
and other supporting fields while the inner signature from the producer remains
transparent, regardless of performing recoding or not. Consumers in other AS-s
perform at most two signature verification processes, the first one (might be
spared by border routers) for the trustworthiness of routers, the correctness
and the integrity of the packet while the second signature for the origin and the
integrity of the packet. By delegating the security information of content packets
passing one AS to border routers via adding a second signature and keeping the
original practice of inner signature, the security of content packets among AS-s
is finely achieved as well.

In the following parts, we will examine the implications of the proposed
mechanism on producers, routers within an AS, border routers and consumers,
respectively.

4.1 Implications for Producers

No prior work has explored the coordination issue of signature generation and
encoding procedure. In the proposed mechanism, we set it a rule that producers
sign the content chunks before performing encoding procedure.

Specifically, a producer first segments a requested content object CP into
source data segments {cp,1, . . . , cp,N}. When the segmentation finishes, the
producer signs them individually with its private key and we will get the first-
stage content chunks denoted as {tp,1, . . . , tp,N}. It is worth attention that these
signatures are only for consumers to verify and of which intermediate routers
are oblivious. Note that, before packets are ready to be sent out, we only call
them chunks. Afterwards, they need to go through the encoding process that
is similar to the one without considering security measures in [5]. After the
encoding procedure, we get the coded packets denoted as ˆtp,g, . . . , ˆtp,k, where
g and k denote different encoding vectors associated respectively. Subsequently,
we get the final content packets ˆcp,g, . . . , ˆcp,k. This procedure is outlined in
Algorithm 1.

Algorithm 1. The Processing Logic for Producers
1 Require: Cp

2 Output: ˆcp,g, g denotes the encoding vector associated.
3 Segment Cp into { cp,1, . . . , cp,N }
4 Sign { cp,1, . . . , cp,N } one by one
5 Get the first-stage content chunks { tp,1, . . . , tp,N } that are composed of cp,n,

signature, name, keyLocator, etc.
6 Encode { tp,1, . . . , tp,N } and get coded packets ˆtp,g, . . . , ˆtp,k
7 Get the final content packets ˆcp,g, . . . , ˆcp,k
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4.2 Implications for Routers Within an AS

When a packet is circulating within an AS, routers within an AS will check the
novelty of the coding vector resided in the packet first. If the packet increases the
Rank of GP , the routers will accept it and perform recoding procedure without
being aware of the signature it carries. Otherwise, the packet is duplicated and
will be discarded accordingly.

Specifically, upon receiving a coded content packet ˆcp,g, the router verifies
the uniqueness of the packet given the presence of network coding. If ˆcp,g is
innovative for the fact that the encoding vector g is linearly independent of the
encoding vectors in Gp, the packet will be processed further. otherwise, it is
a duplicate packet and discarded accordingly. When it is innovative, ˆtp,g from
ˆcp,g will be inserted into CSp for further recoding operation. However, if ˆtp,g

is the only one in the CSp, namely, the Rank of Gp is 1, the router is unable
to perform the recoding process. So it stops the recoding logic and undertakes
forwarding and caching procedure. While, if there are more than one chunks from
coded packets in the CSp, the recoding process will begin. When the recoding
operation finishes, we get recoded packets ˆtp,k, where the encoding vector k is
generated as k =

∑L
l=1al · g, and g is the coding vector associated with ˆtp,g.

Subsequently, we get the final content packet ˆcp,g, which is then forwarded.
The whole procedure is outlined in Algorithm 2.

Algorithm 2. The Processing Logic for Routers within an AS.
1 Require: ˆcp,g

2 Output: ˆcp,k, k =
∑L

l=1al · g
3 if g increases the Rank of Gp then
4 if |Gp| = 1 then
5 process forwarding and caching.

6 else
7 get ˆtp,g and encode it with those in the CSp

8 get ˆtp,k
9 get the final packet ˆcp,k

10 else
11

12 discard it.

4.3 Implications for Border Routers

Border routers are the routers who will communicate with routers both within
and outside an AS. Specifically, for the communications within an AS, bor-
der routers assume the role of routers within an AS, as described in the for-
mer section. While for the communications outside an AS, border routers are
expected to sign coded packets they have received with their private keys, in
order to prove trustworthiness for border routers in other AS-s. Without a doubt,
given the position and NC principles, borders routers are most likely to conduct



An AS Based Security Mechanism for NC Applications in CCN 43

the recoding process. However, no matter whether they conduct recoding or not,
they need to perform the outer signature generation process for coded packets
that are leaving the AS. While, for packets that are entering this AS, border
router need not generate a signature.

Algorithm 3. The Processing Logic for Border Routers
1 Require: ˆcp,g

2 Output: ˆcp,k, k =
∑L

l=1al · g
3 if g increases the Rank of Gp then
4 if outer signature exists then
5 get public key from the keyLocator in ˆcp,g
6 verify the signature
7 if the verification successful then
8 get ˆtp,g
9 insert ˆtp,g into the CSp

10 else
11

12 discard it and break.

13 if |Gp| = 1 then
14 process forwarding.

15 else
16 encode ˆtp,g with those in the CSp and get ˆtp,k
17 if ˆcp,g leaving the AS then
18 sign ˆtp,k
19 get the final packet ˆcp,k

20 else
21 get the final packet ˆcp,k

22 else
23

24 discard it.

In particular, upon receiving a coded content packet ˆcp,g that is heading out
of the AS, a border router will verify its novelty and when it is novel to the ones
in its CSP , it will check that whether it carries a signature. If there is a signature
available, the router will verify the signature to achieve the trustworthiness and
correctness as well as integration of the packet. If no discrepancy occurs, the
router will undertake the recoding procedure. After the recoding, it will sign the
recoded content chunk with its private key while the signature from the producer
remains transparent. While preparing the final content packet, it directly puts
its public key in the field of KeyLocator and subsequently sends the final content
packet out. While, for a coded content packet that is entering the AS, a border
router performs similar operation, yet the difference is that before forwarding it,
the border router needs not to sign it. So the packet only carries one signature
within the AS. The whole procedure is outlined in Algorithm 3.
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4.4 Implications for Consumers

In the proposed mechanism, consumers are distinguished by the components
of received packets they handle. For example, when there is an outer signa-
ture available before performing decoding process, a consumer will go through
two signature verification processes. Otherwise, only one signature verification
necessitates.

Algorithm 4. The Processing Logic for Consumers
1 Require: ˆcp,g
2 if g increases the Rank of Gp then
3 if outer signature exists then
4 get the public key from the keyLocator field in ˆcp,g
5 verify the signature
6 if the verification successful then
7 get ˆtp,g
8 insert ˆtp,g in the CSp.

9 else
10

11 discard it and terminate.

12 if |Gp| = N then
13 decode ˆtp,g, . . ., ˆtp,k in the CSp

14 get { cq,1, . . . , cq,N }
15 verify the signature of { cq,1, . . . , cq,N }
16 if the verification successful then
17 get the original segments { cp,1, . . . , cp,N }
18 else
19 discard it.

20 else
21 break.

22 else
23

24 discard it.

As Algorithm 4 outlines, upon receiving a content packet ˆcp,k, a consumer
needs to figure out whether it is novel. When it is novel, the consumer proceeds to
check whether there is an outer signature it carries. If the outer signature presents
and the signature verification is successful, the consumer gets the confidence that
the last signer is trustable and gets the transitional content chunks ˆtp,k, a coded
chunk after the outer signature verification. After inserting ˆtp,g into the CSp,
the consumer needs to test whether the Rank(Gp) = N, namely, whether the
matrix Gp is full rank. If the coded packets in CSp are decodable, the consumer
will decode them according to network coding principles and get {tp,1, . . . ,
tp,N}, which are source data segments, each with the signature of the producer.
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Suppose no error occurs during the decoding process. With the decoded chunks
{tp,1, . . . , tp,N} the consumer needs to ascertain whether these packets are from
the expected producer. Then the verification of the inner signature unfolds. If
the result is success, the consumer gets source data segments. Otherwise, further
actions should be adopted, which is beyond the scope of this article.

5 Performance and Implementation Issues

As mentioned before, the proposed security mechanism based on the notion of
autonomous systems implies that consumers outside an AS should perform at
most two verification processes using the public keys of intermediate routers’
and the producer’s. Routers within an AS should perform one verification for
the uniqueness of a packet, while a portion of them will recode coded content
packets. Similar to the practice that a producer signs once in original CCN archi-
tecture where network coding is absent, a producer in the proposed mechanism
is expected to sign source data segments first before they are encoded. At first
glance, this mechanism seems to be complicated and questionable, but given the
security requirements and security practice in CCN, it seems to be deliberate
and inevitable.

As is known to all, CCN is built on the notion of content-based security:
protection and trust travel with the content itself. All content is authenticated
with digital signatures, and private content is protected with encryption. Con-
sumers are expected to verify content signatures in order to assert Integrity,
Origin Authentication and Correctness. We argue that when NC is introduced
into CCN architecture, security should not be compromised and the security
principles should be equally followed.

Notably, the Origin Authentication asks for the verification of the source for
a content packet. When NC is not integrated into CCN, the verification per-
formed by consumers can offer corresponding information. But when NC joins
the architecture, intermediate routers are obligate to recode coded packets, which
brings about issues. For example, how to interpret the recoding process performed
by intermediate routers from security perspective especially for routers and con-
sumers outside an AS, and can they be regarded as producers and be verified as
well? How to achieve the validity of intermediate routers? Most importantly, how
to ascertain the Integrity, Origin Authentication and Correctness of recoded con-
tent packets as usual when they reach consumers? Learning from experience, obvi-
ously, one signature could not satisfy this task. But how many signatures will be
sufficient and how to effectively and efficiently sign them are the questions that
concern us. After an exhaustive survey on existing CCN security solutions and
cryptology theory, we hold that the proposed security mechanism is the answer.

First, the proposed mechanism can work effectively. AS reaching a consumer
outside an AS, if coded packets carry outer signatures, the verification of the
outer signatures will offer information concerning the validity of routers who
have recoded them, the correctness and integrity of the packets. If outer sig-
natures are gone, the corresponding security information has been achieved by
border routers, thus a consumer only conducts inner signature verification that
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will ascertain the origin and integrity of the content packet. The verification per-
formed by border routers will ensure the trustworthiness of other border routers,
the correctness and integrity of the packets in accordance to their PIT entries.
Without a doubt, the promise of content security in original CCN architecture
is equally delivered by the proposed mechanism.

Second, this mechanism can work efficiently. Based on the existing works,
signature verification in the proposed security mechanism will not induce extra
cost for fetching and managing public keys, as they are readily available in the
packets and consumers can obtain the producer’s key before issuing an interest.
For border routers in communications outside an AS, the implementation of the
security mechanism and the NC operation will add to the complexity of the
processing logic and consume a little bit more space (the size of a signature,
to be exact) in a content packet, however the future is quite promising. Given
the studies in [8,9], the implementation of network coding can be quite efficient,
and a network coding coder and decoder can operate at wire-speed with rates
of up to 1000 MPs. In addition, the previous work [35] suggests that per-packet
RSA signatures for real-time data are practical on commodity end-user platforms
today. As to the extra space consuming, there is no consensus on the exact size
of a content packet, but with the increasingly cheaper and more superior storage
technique, the extra space cost will not pose much limitation to our scheme,
combined with fine compression technique in [11].

Last, this mechanism can be easily implemented. Compared to the original
security scheme, the proposed mechanism does not impose substantial changes
to the original CCN architecture. In particular, it ensures content security within
as AS first and delegates security practice to border routers for across AS-s com-
munications by requiring them to verify outer signature and add one signature.
Apparently, the mechanism can be easily carried out.

6 Conclusion and Future Work

In this paper, we have analysed the new security issues brought by the inte-
gration of NC into CCN and propose an Autonomous System based security
mechanism in accordance to the security requirements and existing practice of
CCN. Our proposed mechanism can not only deliver the optimal performance
of network coding in CCN, but also ensure the security assurance of Integrity,
Origin Authentication and Correctness for content packets, which will definitely
benefit NC application innovations in CCN. Moreover, we also take into consid-
eration the performance issues and implementation problems of the mechanism.
In the future, we are going to implement this mechanism in NC employed CCN
applications and hope that this work can awaken more awareness for the security
issues in CCN.
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Abstract. The Internet of Things (IoT) is in a continuous development,
the basic notion of IoT is that each object within the global network is
accessible and interconnected. In such an environment, Wireless Sensor
Networks play a crucial role, since they support different applications
domains. Nevertheless, security issues are the major obstacle for their
deployment. Among these issues, authentication of the different inter-
connected entities and exchanged data confidentiality. In this paper, we
propose a new ultra-lightweight authentication scheme for heterogeneous
wireless sensor networks in the context of IoT. This scheme allows both
of the sensor and the user to authenticate each other in order to secure
the communication. The proposed scheme uses only nonces, exclusive-or,
concatenation operations to achieve mutual authentication. Moreover, it
terminates with a session key agreement between the sensor node and
the user. To assess our scheme, we carry out a performance and security
analysis. The obtained results show that the proposed scheme provides
authentication with low energy consumption, and ensures a resistance
against different types of attacks.

Keywords: Internet of things · Wireless sensor networks · Identity ·
Authentication · Session key agreement

1 Introduction

The Internet of Things (IoT) is designed as a network of highly heterogeneous
connected devices (things) that have locatable, addressable, and readable coun-
terparts on the Internet [11]. It includes several kinds of objects, and different
in terms of capability and functionality such as Radio-Frequency IDentification
(RFID) tags, sensors, smartphones, wearable, etc. These heterogeneous objects
interact to reach common goals [2,11,16].
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IoT deployment will open doors to a multitude of application domains, such
as healthcare, military, logistics, environmental monitoring, and many others [2].
Wireless Sensor Networks (WSN) are considered as one of actual and most effec-
tive IoT applications network. Nowadays, we talk about heterogeneous WSNs
since sensor networks can be built with different types of nodes, and some more
computational and energy capabilities than others.

The most of communications are wireless in the IoT, which have the risk
of eavesdropping. Thus, IoT is vulnerable to different types of attacks. Involved
devices in the IoT have also low capabilities in terms of energy and computation.
Hence, they cannot support the implementation of complex security schemes [2].
Security issues are the major obstacle for several IoT applications. Among these
issues, authentication is an important concept that allows to verify the identity
of each connected objects. Also, data integrity and confidentiality are required
to secure communications [2,16].

In the literature, there are five basic authentication models for WSNs [21].
They need four messages to achieve authentication. In four of them, the user
initiates the authentication scheme by firstly contacting the gateway node, then
the sensor node. When developing our proposed ultra-lightweight authentication
scheme for heterogeneous WSNs, we use the fifth authentication model, such as
it is the only one that initiates the authentication scheme by firstly contacting
the specific sensor. In our network architecture (see Fig. 1), a sensor node is the
initiator of the authentication. Thus, it has to initiate the authentication scheme
with the user directly through the Internet and does not need to first connect
with the gateway node.

In this paper, we propose an ultra-lightweight authentication scheme for het-
erogeneous WSNs in the context of IoT. This scheme authenticates both of a
sensor node and the user, and establishes a secure channel between the sensor
node and the user. The proposed scheme uses only nonces, exclusive-or, con-
catenation operations to achieve mutual authentication. To assess our proposed
scheme, both in terms of security properties and energy savings, we proceed
with a security and a performance analysis. The obtained results show that is
resistant against several attacks, and it provides authentication with low energy
consumption.

The remainder of the paper is organized as follows. In Sect. 2, related work
on authentication in the context of IoT are presented. Section 3 presents in
details the network architecture, used notations, and the proposed authenti-
cation scheme. In Sects. 4 and 5, we continue with a security and performance
analysis of the proposed scheme. Finally, Sect. 6 concludes the paper and pro-
vides future works.

2 Related Work

During the past few years, the research community focuses on proposing new
security protocols adapted to the constrained environment of the IoT. In the
related work discussion, we mainly discuss several proposed authentication
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schemes in the context of IoT. Among critical security issues in the IoT, Authen-
tication is an important aspect used in different applications domains [2,16].

Traditional authentication schemes usually interacts with centralized servers
and identity providers [4]. These interactions generally require a high energy and
computation capabilities. Nevertheless, most objects that constitute the IoT are
limited in these resources. Many research works aim to propose lightweight and
ultra-lightweight schemes adapted to IoT environment limits. Several research
works on authentication in the context of IoT are cited in [2,16]. Recent proposed
authentication schemes in the context of IoT can be divided into two classes,
namely: authentication with certification, and certificateless authentication.

In the first class, authentication is achieved by using digital certificates, such
as each object has its digital certificate. Among these protocols, DTLS (Data-
gram Transport Layer Security) [14] authentication handshake has been pro-
posed for the IoT [8]. This authentication scheme ensures a secure authentica-
tion between the two involved objects. However, its high consumption of energy
caused by asymmetric encryption based RSA and the use of PKI certificates
exchanges constitute its main drawbacks. For this reason, Elliptic Curve Cryp-
tography (ECC) has raised as an interesting approach compared to RSA based
algorithms. Indeed, for the same level of security, it consumes less energy and
uses less key size for the same level of security [17].

In order to reduce the energy cost of the authentication process, authors
in [12,13] have proposed an authentication protocol for WSNs in distributed IoT
applications. This scheme uses ECC based implicit certificate [1]. The analysis
shows that it offers an authentication with less energy consumption and compu-
tation overhead.

In the second class, authentication schemes do not need certification. They
are based on cryptographic operations such as exclusive-or operation (Xor), con-
catenation operation, hash functions, and other symmetric cryptography func-
tions. Thus, this class of authentication schemes is known for its high energy
saving.

In 2013, authors in [19] have proposed a user authentication and key agree-
ment scheme based on the IoT notion for heterogeneous ad hoc WSNs. This
scheme uses only symmetric cryptographic operations between a remote user, a
gateway, and a sensor node. It terminates by a session key establishment that
secures communication between the remote user and the sensor node.

In 2014, Farash et al. [5] reviewed this scheme, and they showed some security
weaknesses. In order to overcome these weaknesses, they proposed a new and an
efficient user authentication and key agreement scheme. The results of security
analysis confirm the security properties of the proposed scheme.

In 2016, authors in [7] have proposed a new lightweight authentication for
heterogeneous WSNs in the context of IoT. The scheme uses nonces and keyed-
hash message authentication (HMAC) [9]. In addition, the HMAC computation
is based on sensor node identity without sending the identity on the clear mes-
sage. The analyses prove that the proposed scheme is classified as lightweight
since it provides authentication with low energy cost.
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Tewari et al. [18] have proposed an ultralightweight authentication scheme
that uses only bitwise operation for IoT devices using RFID tags. The analysis
of the scheme showed that is resistant against several attacks such as desynchro-
nization, secret disclosure and traceability attacks. Nevertheless, authors in [15]
have showed that is not resistant against the mentioned attacks. Furthermore,
they presented a passive attack that retrieves all secret parameters of the tag by
only eavesdropping a session between the legitimate reader and the target tag
in a very short time.

Recently, authors in [6] have proposed a lightweight anonymous authenti-
cation protocol for securing real-time application data access in WSNs. The
security analysis of this scheme showed that it provides several security features
with a high security level. However, the sensor identity is not protected since it
is sent on clear in the authentication phase. Based on the performance analysis
of the scheme, it has low communication and computation costs. Consequently,
it is suitable to be applied in resource constrained environments.

In this work, we propose a new utlra-lightweight authentication scheme with
a high level of security and very low energy cost. This scheme is adaptable to
each object that can be involved on heterogeneous WSNs in the context of IoT.
It provides mutual authentication and key establishment to maintain a secure
communication channel for confidential exchanges.

3 The Proposed Scheme

In this section, we present the proposed authentication scheme that aims to
provide a mutual authentication between a sensor node and a user. This latter
achieves authentication with low resources consumption. Firstly, we describe the
network architecture and the used notations. Secondly, we define in details the
functioning of the proposed authentication scheme.

3.1 Network Architecture

The network architecture is mainly composed of: the sensor nodes, the gateway
node, and the user (see Fig. 1). The used authentication model enables a direct
transmission of collected data from a sensor node to the mobile user after a
successful mutual authentication between a sensor node and the user.

According to the network architecture, we make some assumptions:

– Objects can be divided into two categories: Sensor nodes are constrained on
computational and energy capabilities. The gateway node and the user are
non-constrained since they have more computational and energy resources.

– Each sensor has an identity Id i and a masked identity MSId i, it has the
capacity to perform symmetric encryption. The gateway node and the user are
able to perform asymmetric encryption to secure data transmission outside
the WSN.
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Fig. 1. Network architecture

3.2 Notations

The notations used in the proposed scheme are defined in Table 1.

3.3 Functioning

The proposed authentication scheme provides a mutual authentication and a
session key agreement between a sensor node and a user that aims to collect
data from the WSN. The scheme is divided into three phases:

– The registration phase, where the sensor nodes must first be registered in
gateway node. Then, a registration part between the gateway and the user.

Table 1. Used Notations

Notation Description

‖ Concatenation

⊕ Exclusive-or operation (Xor)

N Nonce value of the sensor node

M First nonce value of the user

L Nonce value of the gateway node

P Second nonce value of the user

H() A one way hash function

Enc(N,Xi) AES-128 encryption of the value N using the secret key Xi

F(N) If (N != 16 bytes): The Function F applies an hash function
h() that returns 16 bytes
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– The authentication phase between the sensor nodes, the gateway, and the
user in order to achieve mutual authentication.

– The key establishment, where a session key is established between each sensor
node and the user.

In the following, we will present each phase in details.
(1) Registration phase
The registration phase between the sensor nodes, the gateway node, and the

mobile user is the first phase of the proposed scheme. This phase is divided
into two parts. The first registration part is between the sensor node and the
gateway node, we assume that the communication channel has been previously
secured. The second registration part is between the gateway node and the user
(see Fig. 2).

Fig. 2. Registration phase

First, the sensor node sends its identity Id i and a list of supported cipher
suites to the network gateway node through a secure channel. Once the gateway
node receives the message, it selects the used cipher suite, and calculates the
masked identity of the sensor node MSId i using the sensor identity Id i and its
secret key Xi. Second, it sends a message containing the masked identity of the
sensor node, and the encryption of both the identity of the sensor node Id i and
the selected cipher suite by the public key of the user PK j . (We assume that
the gateway node knows the secret key of the sensor node and the public key of
the user during the pre-deployment of the network).

As a response, the user sends an encrypted message Selected Cipher suite
using the secret key of the sensor. This message contains the selected cipher
suite. Finally, the gateway node transmits the Selected Cipher suite message
to the sensor node. The sensor node receives, decrypts the message, and the
registration phase terminates successfully.

Once the registration phase terminates, both of the gateway node and the
user store the security related information in a binding table (see Table 2).
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Table 2. Security related information

Node Cipher suite Masked Identity: MSId i=h(Id i‖ Xi)

Id1 Cipher1 & X1 MSId1

Id2 Cipher2 & X2 MSId2

Id3 Cipher3 & X3

(2) Authentication phase
The authentication phase aims to mutually authenticate both of the sensor

nodes and the user. The authentication process must be executed to ensure a
secure communication between each sensor node and the user. Our proposed
authentication scheme is as follows (see Fig. 3):

(a) The sensor node generates a random nonce N on 8 bytes, calculates the
value Z=(N ‖ Id i) ⊕ Xi, devises the value Z into two parts of 8 bytes: Z1 and
Z2, applies a Xor between the two parts (Z1 ⊕ Z2), and puts the result on Z.
Then, it sends a message composed of the masked identity of the sensor MSId i,
the generated nonce N, and the value Z to the user. The value Z will be used by
the user to check the message.

(b) Upon receiving the message by the user, the message is verified by com-
puting the value Z, and checking whether the received Z equal the computed
value. If not equal, it is an authentication failure (F1), else the user generates a
random nonce M on 8 bytes, calculates the value W=(M ‖ Id i) ⊕ Xi, devises the
value W into two parts of 8 bytes: W1 and W2, applies a Xor between the two
parts (W1 ⊕ W2), and puts the result on W. Then, it sends a message composed
of the masked identity of the sensor MSId i, the nonce N, the generated nonce
M, and the value W to the user. The value W will be used by the gateway node
to check the message.

(c) When the gateway node receives the message, it also verifies the message
by calculating the value W, and checking whether the received W equal the
computed value. If not equal, it is an authentication failure (F2), else the gateway
node generates a random nonce L on 8 bytes, calculates the value S=N ⊕ M ⊕
L, calculates the T=(L ‖ Id i) ⊕ Xi, devises the value T into two parts of 8 bytes:
T1 and T2, applies a Xor between the two parts (T1 ⊕ T2), and puts the result
on T. Then, it sends a message composed of the nonce N, the nonce M, and the
values S and T to the user. The value T will be used by the user to check the
message.

(d) Upon receiving the message by the user, it computes the value L=N ⊕
M ⊕ S, and verifies the message by checking whether the received T equal the
computed value. If not equal, it is an authentication failure (F3), else the user
generates a random nonce P, calculates the value Q=P ⊕ L, computes the value
R=(P ‖ Id i) ⊕ Xi, devises the value R into two parts of 8 bytes: R1 and R2,
applies a Xor between the two parts (R1 ⊕ R2), and puts the result on R. Then,
it sends a message composed of the nonce N, the nonce L, and the values Q and
R to the sensor node. The value R will be used by the sensor node to check the
message.
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Fig. 3. Authentication scheme
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(e) When the sensor node receives the message, it computes the value P=Q
⊕ L, and verifies the message by checking whether the received R equal the
computed value. If not equal, it is an authentication failure (F4), else mutual
authentication between objects terminates successfully.

(3) Key establishment phase
After a successful authentication phase, a shared symmetric key K is estab-

lished to secure the communication between the sensor node and the user. This
key is calculated by a personalized function as: K=F(Enc(K1 ‖ K2,Xi)). First,
the values K1 and K2 are calculated by applying respectively a Xor of the value
N with the nonces L and P. Second, the concatenation of the two values K1 and
K2, and apply an encryption with the associated secret key of the sensor node
Xi. Thus, the key establishment phase terminates.

4 Security Analysis of the Proposed Scheme

In order to show the security efficiency of the proposed authentication scheme,
we conduct a security analysis of the scheme. Our proposed scheme offers a
resistance to several possible attacks. We are interested especially to:

- Replay attack:
If an attacker intercepts a previous exchanged message in the authentication

phase, and tries to replay it in order to impersonate the sensor node, the user,
or the gateway node, the message will be rejected and he cannot successfully
impersonate the sensor node, the user, or the gateway node because new nonces
are generated for each authentication to provide mutual authentication.

- Impersonation attacks:
First, an attacker cannot impersonate a sensor node since his identity is

masked by the value MSId i. Second, it cannot also impersonate the user or the
gateway node without computing the value that checks the exchanged message
using the sensor identity Id i and the secret key Xi.

- Denial-of-service attack:
This attack is extremely dangerous in a resource constrained IoT environ-

ment. The Denial-of-service (DoS) attack has different types of attacks e.g. Jam-
ming, Flooding, Tampering, etc. [20]. We threat the case of Flooding attack,
since it can affect the proposed authentication scheme. The Flooding attack is
not possible since each exchange in the authentication phase requests a response
message that indicates the rejection or the acceptance of the received message,
and ensures that is not a DoS attack. Furthermore, the proposed scheme uses
random nonces, which are accepted only once in the authentication phase. Thus,
it provides resistance against DoS attacks.

The proposed authentication scheme provides also advanced features that
enhance security such as:

- Mutual authentication:
As a result of the authentication phase, both of the authenticity of the sen-

sor node and the user is proven. This process is called mutual authentication.



58 H. Khemissa et al.

Therefore, both of the sensor node and the user are sure of the identity of each
other.

- Session key establishment:
After a successful authentication, a shared secret key is established between

the sensor node and the user. This key is used as a session key to ensure a secure
communication channel.

- Data integrity:
In the authentication phase of the proposed scheme, the integrity of a message

is verified by the check of the computed value sent with the message. Thus, we
are sure that transmitted data are not altered, and the integrity of exchanged
messages is ensured.

- Sensor identity protection:
In order to disallow the revelation of the sensor identity Id i, a masked identity

MSId i is calculated for each sensor node. This value will be also known by the
gateway node and the user.

- Synchronization independence:
In the proposed authentication scheme, we use random nonces to guarantee

the freshness of messages. Thus, the proposed scheme does not require the use
of timestamps to synchronize between involved objects. Therefore, the synchro-
nization independence enhances the security of the proposed scheme.

- Extensibility and scalability:
The proposed authentication scheme allows new sensor nodes to be integrated

into the network system through the registration phase. Thus, a new sensor
node is registered into the gateway node and the user, and the security related
information table is updated with its identity, masked identity, and used cipher
suite.

As a result of security analysis, the proposed scheme is suitable for insecure
IoT environments in which an attacker can eavesdrop communications between
involved objects.

5 Performance Analysis of the Proposed Scheme

In this section, we provide a performance analysis of the proposed authentication
scheme. We focus on the energy evaluation of the sensor node as a constrained
object. We use a TelosB sensor node equipped with a CC2420 radio. This latter
typically runs on two AA batteries, which combine about 18500 J. To estimate
the energy consumption of the proposed scheme, we compute the energy required
for the execution of the cryptographic primitives along with the energy required
for communication (transmission and reception of data, with 12 bytes of protocol
headers).

Authors in [3], have presented an energy evaluation of wireless sensor nodes
regarding the communication cost. In addition, the cost of the different used
symmetric cryptography functions has been evaluated in [10]. Table 3 summa-
rizes the deduced values, which are used as an energy model.
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Table 3. Estimated energy costs on the sensor node [3,10]

Operation Cost

Transmission of 1 byte 5.76µJ

Reception of 1 byte 6.48µJ

AES-128 encryption of 16 bytes 42.88µJ

Based on the estimated values, we evaluate the energy consumption of the
proposed authentication scheme in the authentication phase and the key estab-
lishment phase. Furthermore, we study the different cases of an authentication
failure, and we evaluate the energy consumption in the authentication failure
cases: F1, F2, F3 and F4 as shown in Table 4.

As described in the proposed scheme, a sensor node has to send its masked
identity (20 bytes), the generated nonce value (8 bytes), and the computed value
(8 bytes). Thus, the length of the transmitted message is 48 bytes (20 bytes +
8 bytes + 8 bytes + 12 bytes of protocol headers) which requires 276.48µJ to
be transmitted. As a response from the user, the sensor receives a message of
44 bytes (8bytes + 8 bytes + 8 bytes + 8 bytes + 12 bytes of protocol headers)
which requires 285.12µJ to be received. Hence, the total energy cost of the
authentication phase is equal to 561.6µJ.

In the key establishment phase, an encryption of the concatenation of the two
values K1 and K2 requires about 42.88µJ (result of encryption on 16 bytes), and
applying the function F if necessary (In our case, the result of the computation
of the shared key K is on 16 bytes, we do not apply the function F). Therefore,
the total energy cost of the key establishment phase is 42.88µJ.

The total cost of the scheme is the cost of the authentication phase plus the
cost of the establishment phase: 604.48µJ. A very low energy cost proving that
the proposed scheme is ultra-lightweight and suitable to be applied in a resource
constrained IoT environment.

Table 4. Analysis of the authentication scheme

Case of authentication Energy consumption Number of sent
messages

Number of
received
messages

F1 276.48µJ 1 0

F2 276.48µJ 1 0

F3 276.48µJ 1 0

F4 561.6µJ 1 1

Successful authentication 604.48µJ 1 1

As a result from the evaluation of different scenarios of the authentication
scheme (see Fig. 4), we deduce that the proposed scheme also saves energy in
the different cases of an authentication failure. The energy consumption in the
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Fig. 4. Energy cost analysis of the proposed authentication scheme

authentication failures F1, F2, and F3 is just 276.48µJ, and 561.6µJ in the
authentication failure F4. Consequently, the obtained results enhance the scheme
performance.

The energy cost of the proposed scheme is very interesting compared to
our previously proposed lightweight authentication scheme in [7] that consumes
883.98µJ (see Fig. 5).

Fig. 5. Energy cost comparison of the proposed authentication scheme
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6 Conclusion

In this paper, we have proposed a new ultra-lightweight authentication scheme
for WSN applications in the context of IoT. This scheme uses only nonces,
exclusive-or, concatenation operations in the authentication phase. Besides, it
uses the concept of masked identity to protect the sensor identity, and only one
symmetric encryption in the key establishment phase. The proposed scheme has
low costs of communication and computation with a high level of security, and
saves energy in the different cases of an authentication failure. Thus, it is suitable
to be deployed in a resource constrained environment.

In order to obtain more accurate analysis study especially on memory con-
sumption and execution time, we aim to simulate the proposed authentication
scheme using Cooja simulator of Contiki OS and to test it in a real deployment.

References

1. SEC4: Elliptic Curve Qu-Vanstone Implicit Certificate Scheme (ECQV), version
0.97, August 2013. www.secg.org

2. Atzori, L., Iera, A., Morabito, G.: The internet of things: a survey. Comput. Netw.
54(15), 2787–2805 (2010)

3. De Meulenaer, G., Gosset, F., Standaert, O.X., Pereira, O.: On the energy cost of
communication and cryptography in wireless sensor networks. In: IEEE Interna-
tional Conference on Wireless and Mobile Computing Networking and Communi-
cations. WIMOB 2008, pp. 580–585. IEEE (2008)

4. El Maliki, T., Seigneur, J.M.: A survey of user-centric identity management tech-
nologies. In: The International Conference on Emerging Security Information, Sys-
tems, and Technologies. SecureWare 2007, pp. 12–17. IEEE (2007)
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Abstract. Elliptic Curve Cryptography (ECC) is emerging as an attractive
public-key cryptosystem, in particular for internet of things. Compared to the well
known cryptosystems such as RSA, ECC offers equivalent security with smaller
key sizes. In this paper, we propose an authentication mechanism based on
ECDSA (Elliptic curve digital signature algorithm) signature for ZigBee net-
works. Our system guarantees an end to end authentication between communi-
cating entities. Security analysis and performance evaluations show that our new
mechanism is resource efficient and it can resist several kinds of attacks.

Keywords: Authentication � Security � ECC � ECDSA � Cryptography �
ZigBee � Internet of things

1 Introduction

The rapid deployment of connected devices and the increase in wireless communica-
tion are becoming a major concern, especially regarding security issues. In the near
future, billions of IoT devices (Internet of Things) will be connected in a wireless way.

The lack of secured links exposes data to attacks, alteration and theft. Moreover,
fraudsters show an increasing interest in this area. End-to-end authentication mecha-
nisms are essential to meet security requirements in an IoT network. This can be
achieved by signing by the sender and verifying the signature by the receiver, using
signature methods such as MAC (Message Authentication Code). The principle of
MAC signature is if a message is modified on its way to the recipient, the signature
verification fails.

Traditionally, Message Authentication Codes (MAC) relied on symmetric algo-
rithms such as secure hash algorithms that require secret keys. Symmetric encryption is
when taking plaintext and converting it to ciphertext using the same key to encrypt and
decrypt. And it is comparatively fast compared to other types of encryption. However,
asymmetric algorithms use two interdependent keys, one to encrypt the data, and the
other to decrypt it. The robustness of both relies on the level of protecting keys. The
management and generation of the secret keys, then, can be challenging.
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And in critical applications we need a high level of security, and sometimes we opt
to increase the length of keys; longer keys give more security but require more memory
storage, more computation and more energy consumption.

To ensure a high level of security and conserve resources, memory and energy, a
new alternative to this issue is the use of elliptic curves cryptography (ECC) that meets
energy and memory resources requirements. The Digital Signature Standard, issued by
the National Institute of Standards and Technology (NIST), specifies suitable elliptic
curves, the computation of key pairs and digital signatures [1].

ZigBee is the one of the most standard used in Internet of things and it faces many
security issues while many attacks threat the authentication of links in a ZigBee net-
work. Moreover, this standard focus only on the security provided by physical and
MAC IEEE 802.15.4 layers, and it does not define any mechanism to ensure an end to
end authentication. Nowadays, data transported by ZigBee networks, is easily recov-
ered, altered or deleted by fraudsters. Some works address this issue, but not in an
efficient way. Moreover, methods that will be employed for such problems must use
advanced cryptographic techniques, to cope with the several attacks that attempt to
expose secret keys, like eavesdropping [2, 3] and Man-In-The-Middle [4, 5].

For this purpose, we propose a new authentication scheme that is based on ECDSA
algorithm.

The rest of this paper is organized as follows. Section 2 provides an overview of
ZigBee standard. In Sect. 3 we highlight ECDSA algorithm. Section 4 presents some
related works to ZigBee security. In Sect. 5 we present our contribution; Authentica-
tion based elliptic curves digital signature for ZigBee Networks.

Then, in Sect. 6 we discuss the security analysis and in Sect. 7, we detail the per-
formance analysis of the proposed work. And finally, in Sect. 8, we conclude the paper.

2 ZigBee Standards

ZigBee is defined by ZigBee Alliance and outlines a suite of high level, low-rate and
low-power network protocols. It is classified among the most used standards in internet
of things with a range of 100 m [6]. Some of prominent ZigBee applications incor-
porate building or home automation, monitoring systems, industrial automation,
heating, cooling control and health.

ZigBee is built upon the physical and medium-access control layers defined in the
IEEE 802.15.4 standard. Basically, ZigBee stack is composed of the application
(APL) layer that provides data services to the applications, and the network layer that
handles the routing [7]. According to the definition of the ZigBee protocol, there are
three types of logical devices: the coordinator, routers and terminal equipment.
According to the different performance, they can be divided into two types: FFD (Full
Function Device) as the main equipment, which undertakes the network coordinator
function. If the network enabled security mechanisms, network coordinator can become
Trust Center (TC). Another device RFD (Reduced Function Device), it just has simple
functions, it cannot be used as the network coordinator, and can just communicate with
the network coordinator.
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ZigBee security is based on AES-128 (Advanced Encryption Standard) block
encryption method. The process of encryption is carried out by rounds.

2.1 ZigBee Key Management

ZigBee Trust Center (ZTC) maintains a list of cryptographic keys; master keys, net-
work key, and link keys. Master keys are encrypted during the transfer from the devices
to ZTC. Network key is transferred in cipher text. Link keys that are generated by ZTC
and transferred Over the Air, are unencrypted. Moreover, IEEE 802.15.4 standard
provides basic security services and interoperability between devices. Among them:
maintaining an access control list (Control List Access, ACL) and the use of symmetric
encryption algorithm to protect the transmission of data [8].

At present, most ZigBee applications have Network and Link keys, if the use of
Network Key, although it can save the node’s storage resources, but when a node is
captured, the entire network will be threatened. When Link Key is used, only a small
part of the node is affected when a node is captured in the network, but the system
overhead is increased.

The strength of security systems depends on the authenticated links in a network.
One of the ZigBee limits is the weak links: no an end to end authentication method
defined [9]. As a result, ZigBee standard became not suitable for massive IoT networks
that need high security protocols for small devices.

Yet, there has been a lack of studies about end to end authentication in ZigBee
network, especially in massive networks which can be subject of a lot of interactions
and uncountable kinds of attacks. However, there needed further studies to include new
algorithms verifying devices authentication. The purpose of this paper is to block
unauthorized nodes to interact with the legitimate ones, authenticate devices entering in
communication and ensure messages integrity. So, we allow a more secure, reliable,
and scalable network as well as performances will be more robust and improved.

3 ECDSA Algorithm

Neal Koblitz and Victor Miller proposed elliptic curve cryptography (ECC). This is
an efficient technique, which provides security for wireless communication networks
[10–12]. Studies have proven the effectiveness of ECC system compared to RSA; ECC
offers smaller key sizes, faster computation, as well as memory, energy and bandwidth
savings and is thus better suited for small devices with resource constraints [13].
Elliptic curve cryptography gives a greater strength-per-key-bit. It uses arithmetic with
much shorter numbers 256 bits instead of 2048 bits of RSA and provides the same level
of security.

ECDSA (Elliptic curve digital signature algorithm) is one of the most advanced and
promising techniques in the field of signature based on elliptic curve discrete loga-
rithmic problem and is the most secure digital signatures scheme [14]. It offers many
advantages over other systems of signing. ECDSA Algorithm was first proposed in
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1992 by Scott Vanstone in response to NIST’s proposal of DSS (Digital Signature
Standard) [16, 20].

ECDSA is analogue to the digital signature algorithm (DSA) and has been stan-
dardized by many standards organizations around the world including NIST, IEEE,
ANSI and ISO [17].

4 Related Works

In the literature, there is not enough works addressing authentication in ZigBee net-
work. We present in this section some of them.

In [18], authors have proposed a scheme that combines AES algorithm with ECC
for ZigBee networks. They implement a multiple key protocol that ensures the pro-
tection of cryptographic keys. The number of generated keys is different with a tradeoff
to security levels. Each message is divided into n 128-bit-blocks, and each block (sub
message) is encrypted with 128-bit key Ki. The maximum number of secret keys is
equal to the number of blocks. This scheme protects keys from disclosure but there are
too many keys and exchanged packets generating an important overhead in the net-
work. Moreover, it does not ensure an end to end authentication. Moreover devices
authenticity and messages integrity are not verified.

Shamir [19] proposed an Identity-Based Encryption (IBE) by using unique ID
(Identity) to generate a public key for ZigBee networks. A fully functional IBE was
developed by applying pairing in the algorithm.

This scheme removes the need for certificate issuance by a third party CA (Cer-
tificate Authority) to obtain recipient’s public key by only using the recipient’s unique
ID to generate them and encrypt messages for given entities. Only the legitimate
entities can decode the message.

In [15], Kulkarni et al. propose a secure routing protocol that makes use of
aggregated MAC for authentication code for ZigBee networks. It provides end-to-end,
hop-to-hop and whole route authentications in a path. Although, it permits an end to
end authentication but it uses only two keys, which does not ensure the secrecy of
communication. In addition, these keys are not well protected against disclosure. There
is any key management strategy defined in the work.

Each node has a shared secret key with each other in a network, and to calculate
secret keys, no authentication mechanism between devices is allowed. Hence,
launching several kinds of attacks is easily feasible like Man-In-The-Middle. More-
over, no key freshness technique is employed to protect against device tampering
attacks. In fact, the only assumption to authenticate a node is that it owns the keys.
However, there are several ways to expose these keys. If an adversary takes physical
control of nodes, he can manipulate network communications as he wants. Addition-
ally, the fact that the secret key is shared with each node in the network, consumes
large memory space; a great number of keys are stored unnecessarily.
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5 Authentication Based Elliptic Curves Digital Signature
for ZigBee Networks

To secure information in ZigBee networks from disclosure and authenticate both the
sender and the receiver in a whole path, we propose a new scheme, which define two
MACs (message authentication codes) and enables keys protection. Our scheme adapts
the ECDSA algorithm to meet authentication requirements for an IoT network.

We assume a ZigBee network using AODV (Ad Hoc On Demand Distance Vector
Routing) as routing protocol. Moreover, we assume the presence of several Trust
Centers (TCs) for a large scale network. Knowing that TCs are not constraint in
memory and computation, each TC manages a few hundreds of ZigBee devices.

Our architecture defines three kinds of keys:

• Master key: KM is used to authenticate nodes that want to join a network.
The access control is carried out by the Trust Center.

• Group key: KG is used to encrypt packets between devices and between devices
and TC.

Our scheme is divided into different steps. We detail them in the following
paragraphs.

5.1 Access Control

We assume that the network is composed of ordinary nodes and trust centers (TCs). All
devices are pre-loaded with the master key in off-line, to get access to the network. To
join the network, nodes must request TC, and then TC proves their authenticity by
verifying MAC addresses. At this time, TC responds by sending the group key
encrypted with the master key. When a device recovers the group key, it can enter in
communication with the other legitimate nodes in the network.

5.2 Group Key Calculation

Each TC chooses an elliptic curve [21] and calculates the secret key KG of its group of
nodes based on the chosen curve [22, 23].

Each period of time, a trust center computes a new group key (KG), by choosing
other parameters at the same curve. It then sends the new group key KG to the group
after encrypting it with the previous group key. When devices recover the new group
key, they delete the older one. The purpose of freshness technique is to secure network
from node tampering attacks that attempt to expose secret keys by getting physical
access to devices. Furthermore, frequent key revocation minimizes damages that can be
observed if secret keys are exposed by attackers.

5.3 End to End Authentication

In this phase we employ a method that allows an end to end authentication by cal-
culating the signature based on ECDSA algorithm and MACGK with the group key.
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NodeA (the sender) creates the ECDSA and the MACGK signatures, and attaches
them to the data. MACGK is calculated using SHA-256 [24] with the group key KG.

At the reception nodeB (the receiver) verifies the two signatures. If they match, then
the massage is accepted and the source is authenticated. Otherwise, the message is
omitted. Figure 1 demonstrates the process of authentication.

In the following paragraphs, we explain the different steps of ECDSA algorithm.

– ECDSA key pairs

An entity nodeA’s key pairs associated with a particular set of EC (Elliptic curve) domain
parametersD. This association can be assured cryptographically (e.g., with certificates) or
by context (e.g., all entities use the same domain parameters). The entity nodeA must
have the insurance that the domain parameters are valid prior to key generation.

Given P 2 E(Fp) and Q = aP, find a (1 <= a <= n).
An elliptic curve E defined over Fp with large group E(Fp) of order n and a point P

of larger order are chosen by nodeA and made public to all users.

– NodeA follows these steps:

1. First, it chooses a random integer d 2 [2; n −2].
2. Then, it calculates Q = d.P.
3. In the end, it publishes its public parameters (E; P; n; Q) and it keeps safe its private

key d.

– ECDSA Signature Generation

– NodeA signs a message m following these steps:

1. It selects a random integer k 2 [2; n − 2].
2. It calculates k.P = (x1; y1) and r = x1 mod n. If r = 0 then it return to select a new k.
3. It computes k −1 mod n.

Fig. 1. End to end authentication process

68 O. Hoceini et al.



4. It computes s = k −1. (H(m) + d.r) mod n. H is the secure hash algorithm (SHA).

If s = 0, nodeA needs to start from the beginning.

5. The pair of integers (r; s) is the signature for the message m.

– ECDSA Signature Verification

– NodeB verifies NodeA’s signature (r; s) on the message m by performing the
following steps:

1. It calculates c = s −1 mod n and H(m).
2. It computes u1 = H(m).c mod n and u2 = r.c mod n.
3. It computes u1.P + u2.Q = (x0; y0) and v = x0 mod n.
4. NodeB approves the signature if v = r.

When:
Datacrypt: is the DATA encrypted.
ECDSASign: ECDSA signature.
MACGK : The Message authentication code with the group key.

5.4 Adding New Nodes to the Network

Our scheme allows increasing scalability, according to the network requirements in
scale. Hence, additional nodes can join the network. To avoid that an adversary uses
the older master key to launch an attack, we assume that a new master key will be
pre-loaded in the new nodes and will be sent to the TC to perform network access
control. And access control policy stays the same of the Sect. 5.1.

6 Security Analysis

In this section, we analyze and demonstrate the robustness of our proposed work and
discuss its resistance to some attacks.

6.1 Access Control

One way to enable security and privacy is to implement access control, which covers
both authentication and authorization. Because the ease access to a network is the
breach to all attacks, it is mandatory to maintain the control and access restriction
methods. In our solution, the trust centers authenticate nodes that request to join the
network. During initialization, a TC gives access to a node that owns the Master key
that is pre-loaded before connection to the network, and after this the authentication is
done using the group-key based ECC system. Moreover, the computation of group
keys with ECC has a lot of advantages in terms of security and robustness. In fact, it is
difficult to break an ECC key in a short time. In addition, employing freshness tech-
niques to ECC keys protects widely the network access in our scheme.
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6.2 Protection Against Man-in-the-Middle Attack

One of the most successful methods for gaining control of sensitive user information is
through Man-in-the-Middle (MiTM) attacks. In a man-in-the-middle attack, a third
party pretends to be the nodeA with which a nodeB is trying to connect.

Our proposed scheme guarantees the resistance to such kinds of attack by defining
two signatures, to protect from illegitimate nodes. Then both inside and outside
attackers of the network can neither alter exchanged messages, nor pretend to be
legitimate devices.

6.3 Resistance to Eavesdropping

The simple and the most frequent attack in wireless networks is eavesdropping, it is
simple to achieve and difficult to detect, because this kind of attack can be launched
without disrupting the functionalities of the network and without altering data. For
these reasons, this presents a dangerous attack because the adversary can hear infor-
mation using simple devices and use it in the future to launch more dangerous attacks.
However, there are limited damages if the cryptographic keys are often changed. Our
proposed work allows resistance to such kind of attacks, and protects keying infor-
mation by employing on one side robust elliptic curves keys and in another side key
freshness technique. The most cryptographic attacks became more difficult if only a
limited amount of cipher text was generated under one key. If an adversary wants to
recover long pieces of cipher text, he has to recover several keys, which makes attacks
harder.

7 Performances Analysis

Tests and evaluations are developed under OMNET++ [25], using the micro-ecc
Library to implement the different elliptic curve cryptography algorithms [26]. We
compare our protocol performance to another protocol from the state of the art, with
respect to the important parameters:

• Energy, Authentication delay and memory.

7.1 Energy Consumption

Energy is crucial in these small devices, with resources constraints. Our scheme con-
sumes a minimum energy amount, because the use of elliptic curves is less greedy and
better optimized. We compare our work to the one presented in [15] by Kulkarni and al.
Having a shared key with each node in the network is unfeasible. That is the case of the
authentication scheme proposed in [15]. Then a large memory space is used to store a
great number of keys. Moreover, the great number of packets circulating in the network
to establish shared keys with each node generates overhead and consumes a lot of
energy, which leads to a rapid mortality of nodes.

As illustrated in Fig. 2, we compared the energy consumed in our scheme with the
work proposed in [15].
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7.2 Delay of Authentication Between Two Devices

Authentication delay must be as short as possible; otherwise attackers can exploit long
delays to get control of communications. In the Fig. 3 we compare our scheme to the
one proposed in [15] and we have shown an important difference between the two
delays. This can be explained, by the inefficient method employed in [15] that is the
verification of MACs (Message Authentication Codes) in each hop of the path. This
generates further computations and verifications uselessly. And increase the time of
authentication. Then, it creates slow services, slow responses and it opens new security
breaches. However, in our work, verification of MACs is just carried out at the receiver
device and it is enough. This ensure authentication in short time without overloading
the network with computations, so giving a faster response time.

Fig. 2. Energy consumption according to the percentage of active nodes

Fig. 3. Authentication delay according to the number of active nodes
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7.3 Resources Consumption

As known ECC is hardware friendly. It is fast and requires a relatively few resources;
with lower computing power and battery resources usage. Additionally, ECC uses
small keys as strong as long key for RSA, i.e., less data that are transmitted, and
requires less processing power, bandwidth and memory, resulting significantly in faster
response times. Besides, our system generates new group keys, without exhausting
nodes of the network, TCs that are not constraints in resources, are in charge of
generation and updating of new keys.

8 Conclusion

ZigBee focus on the basic security mechanisms provided by IEEE 802.15.4. As a
result, this standard became more vulnerable and more exposed to several attacks that
attempt to recover secret information.

In this paper we proposed a new scheme that employs an end to end authentication
method in large scale Zigbee networks, using advanced cryptographic techniques such
as elliptic curves cryptography. Analysis shows that our scheme performs better security
in ZigBee network in terms of protecting information and ensuring mutual authenti-
cation between the sender and the receiver. In addition, tests under Omnet++ demon-
strate that energy consumption as well as memory are well conserved. For our future
work, we aim to test our contribution under realistic scenarios.
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Abstract. This paper describes the modeling of a network’s server under
SYN/TCP attack, using Deterministic and Stochastic Petri Nets, which is a
formalism allowing qualitative and quantitative analysis for the modeled system.
This high level formalism allows also to cope with the complexity of such
systems and to express the stationary performance indices as a function of Petri
Net elements. The objective is thus to evaluate the unavailability of server
during this attack, by computing probability of connection loss, and the impact
of system parameters on this metric. Some other performance metrics, such as
buffer occupancy of half-open connections for attack traffic and legitimate traffic
and the mean number of legitimate SYN packet received, are also evaluated. By
these results we show how the attack load severely degrade the performance of
the network under attack, and the change of some system crucial parameters
such as the buffer size and the holding time for half-open connections in order to
guarantee the service availability, is effective only if the attack load is limited.

Keywords: DoS/DDoS attacks � SYN/TCP attack � Formal modeling �
performance evaluation � Stochastic and deterministic petri nets

1 Introduction

Millions of people frequently use internet services, which have become a necessity of
daily life. Unfortunately, Denial of Service (DoS) flood attacks and Distributed
Denial-of-Service (DDoS) flood attacks can easily deny regular internet services to be
accessed by legitimate users. DoS flood attacks consist in sending the victim (the
network’s server) a higher volume of traffic than it can handle. This can be achieved
either by saturating the server’s network connection or by using weaknesses in the
communication protocols that typically allow to generate high server resource usage for
a limited attacker effort. Distributed denial-of-service (DDoS) flood attacks are simply
DoS flood attacks performed by multiple agents, most frequently simultaneously.

SYN/TCP attack called also “SYN Flooding” is one of DoS/DDoS flood attack,
perpetrated against network’s servers, which use TCP protocol, to block access to their
various services such as Ftp, Http, and Mail [1].

The SYN flooding attacks exploit the limitation of TCP’s three-ways handshake
mechanism, in maintaining half-open connections. This mechanism is the way used to
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initiate any “reliable” internet connection, which uses the protocol TCP [2]. When a
server receives a SYN request, it returns a SYN-ACK packet to the client. The con-
nection remains in half-open state for a period up to the TCP connection timeout, until
the client acknowledged SYN-ACK packet. The server has built in its system memory
a backlog queue to maintain all half-open connections. Once the limit of the backlog
queue is reached, all connection requests will be dropped. If a SYN request is spoofed,
the victim server will never receive the final ACK packet to complete the three-way
handshake. Flooding spoofed SYN requests can easily exhaust the victim server’s
backlog queue, causing the drop of the incoming SYN requests and so the unavail-
ability of the server. Furthermore, many other system resources, such as CPU and
network bandwidth used to retransmit the SYN/ACK packets, are occupied.

Many defense mechanisms have been proposed in the literature to defend against
DoS flood attacks [3, 4]. Most of those methods are experimental studies; few works
have employed rigorous mathematical models to analytically study SYN/TCP attack.
They used queueing model or Markov chains, to evaluate the system performances of a
computer network under DoS attacks [5–7].

In this paper, we proposed PetriDos, a formal model of network’s server under
SYN/TCP attack using Deterministic and Stochastic Petri Nets (DSPNs). The objective
is to evaluate the probability of connection loss Ploss, the impact of system parameters
on this metric and on some other performance parameters. The DSPNs are an important
graphical and mathematical high level formalism, adapted to describe and analyze the
performances of the systems characterized by competition and synchronization, which
allow us to incorporate features that may be difficult to model directly by Markov
chains. They are also appropriated for describing and analyzing stochastic systems.
They allow to check the qualitative properties and to obtain performance parameters
either with analytic means or by numerical algorithms.

The paper is organized as follows: Sect. 2 provides an overview of related work.
Section 3 introduces DSPN, the formalism used for modeling. In Sect. 4, we describe
PetriDos, the proposed model of the system under SYN/TCP attack. In Sect. 5, we
present the qualitative analysis of this model, several numerical examples for evalua-
tion of loss connection probability, the impact of system parameters on this metric with
some comments and the evaluation of some other performance parameters. Finally,
Sect. 6 concludes the paper.

2 Related Works

SYN/TCP Attack has interested the researchers [3, 4]. Most of the works are experi-
mental and directed towards the detection of this type of attacks, by proposing
mechanisms of detection to be used in firewalls or inside the victim server [8–10], in
routers [11–16] or in intrusions detection systems (IDS) [17–19]. Few works have
employed rigorous mathematical models to study SYN/TCP attack, most of them used
queueing model or embedded Markov chain, and were directed towards the determi-
nation of parameters used for attack detection [5], or performance evaluation of the
computing system under attack [6, 7].
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In [5] authors use a simple model M/M/1/K with round robin discipline to analyze
the impact of DoS flood and complexity attacks on some parameters as response time
or queue-growth-rate. In [6], the authors use a two dimensional embedded Markov
chain model to study the network under DoS attacks, in which the input queue and
service times are stochastic processes. With this model, they developed a
memory-efficient algorithm for finding the stationary probability distribution which can
be used to find performance metrics such as the connection loss probability and buffer
occupancy percentages of half-open connections for regular traffic and attack traffic. In
[7] the author considers the model studied in [6], the difference is that the distribution
of service times is arbitrarily distributed and he takes into consideration the possibility
of connection failures. With his model he obtains explicit formulas for the steady-state
probabilities of the underlying stochastic process. The goal is to quantify the damage
that a successful attacker can have on the performance of the network such as the loss
probability and buffer occupancy of half-open connections.

The queueing theory is used for a quantitative evaluation of the systems; however it
is not adapted to qualitative study of the modeled system, or to express certain mech-
anisms of the parallel systems such as synchronization and concurrency. In Markov
chain the process of modeling is a very tiresome task which implies the enumeration of
all the possible states and all the possibilities of transitions between states. For that, we
choose to use Deterministic and Stochastic Petri Net, a tool of modeling which offers
power of expression, allows qualitative and quantitative analysis for the modeled sys-
tem, and permits automated edition and analysis thanks to availability of software
package, which facilitates the process of modeling and performance evaluation.

3 Petri Nets

Petri nets [20] are graphical and mathematical tools which provide a uniform envi-
ronment for modeling, formal analysis, and design of discrete event systems. One of
the major advantages of using Petri net models is that the same model is used for the
analysis of behavioral properties and performance evaluation. Petri nets can be used to
model properties such as process synchronization, asynchronous events, concurrent
operations, and conflicts or resource sharing.

These properties characterize discrete-event systems such as industrial automated
systems, communication systems, and computer-based systems. Petri nets, allow the
performance evaluation of the systems. Both deterministic and stochastic performance
measures can be evaluated by using a class of Petri Net models incorporating in their
definitions deterministic and/or probabilistic time functions. The performance evalua-
tion can be conducted using either analytical techniques, based on solving the under-
lying (semi)-Markov processes, or discrete event simulation.

3.1 Description of Petri Net

A Petri net may be identified as a particular kind of bipartite directed graph populated
by three types of objects, places, transitions, and directed arcs connecting places to
transitions and transitions to places. Places are depicted by circles and transitions as
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bars or boxes. In its simplest form, a Petri net may be represented by a transition
together with its input and output places. This elementary net may be used to represent
various aspects of the modeled systems. For instance, input (output) places may rep-
resent preconditions (post conditions), the transition an event. Input places may rep-
resent the availability of resources, the transition their utilization, output places the
release of the resources.

We can study dynamic behavior of the modeled system, by changing distribution of
tokens on places, which may reflect the occurrence of events or execution of opera-
tions, for instance. Frequently, in the graphical representation, parallel arcs connecting
a place (transition) to a transition (place) are represented by a single directed arc labeled
with its weight. The following rules are used to govern the flow of tokens.

3.2 Enabling Rule

A transition t is said to be enabled, if each input place p of t contains at least the number
of tokens equal to the weight of the directed arc connecting p to t.

• An enabled transition t may or may not be fired depending on the additional
interpretation, and

• A firing of an enabled transition t removes from each input place p the number of
tokens equal to the weight of the directed arc connecting p to t. It also deposits in
each output place p, the number of tokens equal to the weight of the directed arc
connecting t to p.

The modeling power of Petri nets can be increased by adding the zero testing
ability, i.e., the ability to test whether a place has no token, used to model the
unavailability of shared resource for example. This is achieved by introducing an
inhibitor arc. The inhibitor arc connects an input place to a transition, and is pictorially
represented by an arc terminated with a small circle.

Responding to the need for the temporal performance analysis of discrete-event
systems, time has been introduced into Petri nets in a variety of ways [21].

3.3 Deterministic and Stochastic Petri Nets (DSPN)

DSPN [22] is an extension of a Petri Net, defined by taking of account the concept of
time. It is characterized by, timed transitions having exponentially distributed firing
delays to describe the operations requiring a random time to be carried, timed transi-
tions with constant firing delay and immediate transitions (without firing delay), under
the restriction that at most one of deterministic transition is enabled in each marking.

Formally, a Deterministic and Stochastic Petri net can be defined as follows:
DSPN = a tuple <P, T, Arc, P, W, M0>,

P: set not empty of places.
T: set not empty of transitions partitioned into three disjoints sets TI, TE and TD

immediate, exponential and deterministic transitions respectively, with
P\T ¼ £:
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Arc: finite set of arcs = {!,⊸}, two types of arcs, simple arc, and inhibitor arc
II: T ! IN is the priority function.
W: T ! IR+, the function which associates a period of firing to each timed

transition.
M0: P ! IN is the initial marking which describes the initial state of the system

4 Description of SYN/TCP Attack Model

We consider the same assumptions as in [6], the arrivals and service time are stochastic
processes. In general, the arrival of SYN packets contains the regular (legitimate)
request packets and the attack (illegitimate) packets. The victim has a connection buffer
of the backlog queue, at most N half-open connections are allowed simultaneously and
so N maximum number of connection requests can be served at the same time. The
arrivals of both regular and attack packets are Poisson processes with rate k1 and k2
respectively. We suppose that each half-open connection in the buffer is maintained at
latest a given period B (a timeout), which is the time interval since half-open con-
nection began (the arrival of SYN packet) until it is abandoned (not arrival of ACK).
We suppose that half-open connections for the legitimate packets are maintained for
random duration, which is distributed exponentially with a parameter l (the arrival of
the ACK). The two arrival processes are independent of each other and of the holding
times for half-open connections. All connection requests that arrive when the server is
saturated are rejected.

We model the attack, with DSPN, to evaluate the performances of the system
during the attack. We evaluate the probability of connection loss Ploss, which is the
probability of server unavailability during the attack, and it can help us to conclude if
there is an attack or not. So if Ploss is large, the network should be under SYN/TCP
attack. We may use a threshold value h > 0, small enough to indicate the network
security status, if Ploss < h; we can conclude that the network is not under attack. If
there is an attack, the attackers consume network resources such that Ploss � h, which
leads to network performance degradation. Other performance metrics are also
evaluated.

4.1 DSPN Model of SYN/TCP Attack

Figure 1 shows PetriDos, the DSPN model of above described system. The place
represents the state of the system; the transition represents the event, causing the
change of system’s state. There are two types of transitions, those with an exponential
distribution firing delay, represented by full white rectangles, those with constant firing
delay, represented by full black rectangles.

Table 1 gives the meaning of each place, transition and the different firing rate of
timed transitions. The service in our model is the half-open state of the packet which
arrived and found a space in buffer. Attack packet is a request packet which does not
complete the third step of the three-ways handshake and does not send an ACK, so it is
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kept in buffer until the expiration of the timeout B. The initial marking of the net is:
M0 = {M(SR), M(AB), M(B1), M(B2), M(B3), M(CT)}; M0 = {1, N, 0, 0, 0, 1}. This
represents that all the N spaces on buffer are initially free. No legitimate or attack
parquets are on service.

If the place AB contains at least one free space in buffer, one of the exponential
transitions TL, TI2 or TI1is fired. If there is conflict, the priority is to the transition with

Fig. 1. PetriDos model.

Table 1. Meaning of places and transitions in PetriDos model.

Place Meaning

SR Source of legitimate and attack packets
AB Available buffer space of the backlog queue
B1 Contains legitimate packets in service
B2 First attack packets in service
B3 Others attack packets in service
CT Controls illegitimate packets timeout’s
Transition Meaning
TL The legitimate packets arrival with a rate k1
TI1 The arrival of the first attack packet with a rate k2
TI2 The arrival of the other attack packets with a rate k2
TCK The service end for legitimate packets with a rate l

TOUT1 The service end for the first attack packet after a deterministic period B (not
arrival of ACK)

TOUT2 The service end for other attack packets with a rate k2, triggered after the end of
service of the first attack packet represented by the deterministic transition
TOUT1

TRL Reject legitimate packets when all servers are unavailable. with a rate k1
TRI Reject attack packets when all servers are unavailable. with a rate k2
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the smallest firing time. The firing of TL indicates the beginning of service of the
arrived legitimate packet. The firing of TI1 is conditioned by the presence of a token in
place CT; it indicates the start of service for the first attack packet, to trigger the
timeout. The firing of TI2 synchronizes the timeout for the other packets of attack. The
places B1, B2and B3 represent the buffer of half-open connections. The transitions
TRL and TRI, related with the inhibitor arc to place AB, are fired at the arrival of the
legitimate or attack packet respectively, finding no free space in buffer M(AB) = 0, the
packet is rejected. The firing of the transition TCK means that the expected ACK is
arrived, so it is the service end for legitimate packet. Thus a space in buffer becomes
available to receive another packet. The firing of the transition TOUT1 means that the
expected ACK didn’t arrive, so the service end for the first attack packet is after a
determined period B. The other packets of attack are released by the firing of the
transition TOUT2 with a rate equal to the arrival rate of those packets. The buffer
becomes free and ready to receive other packets.

The attack succeeds when the resources used by the victim to store the pending
requests, are exhausted. This is expressed by the marking of AB, when it’s equal to
zero, then the packets are dropped and the server is unavailable.

5 Evaluation of Connection Loss Probability Ploss

5.1 Qualitative Analysis

To model and evaluate our system, we used the TimeNet package [23]. Firstly, the
proposed model is specified using the graphical interface of the TimeNet. Then, to
guarantee the stationary of the model, we verified the qualitative properties (bound-
edness and liveness). Finally we evaluated the performance metrics.

5.2 Numerical Examples for Evaluation of Loss Connection Probability

Our model is bounded and all transitions are live, so it admits a stationary state, we note
p = (p1, p2, …, p) the distribution of the probabilities of marking to the stationary
state. Then we can launch the stationary analysis to calculate the steady-state proba-
bility distribution vector p. Having the steady-state probability distribution, several
performance measures can be derived.

We evaluate the connection loss probability Ploss, which is the probability of server
unavailability during the attack, using the stationary probability distribution. The
connection loss probability can be described as:

Ploss ¼
X

i:MiðAB¼0Þ pi ð1Þ

Mi (AB) denotes the number of tokens in the place AB in the marking Mi. We
consider now some numerical examples showing the impact of, SYN/TCP attack and
some system parameters, on this metric.
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We test the accuracy of our model (C2) with the model (C1) in [6], for the metric
Ploss. In the work [6], the basic numerical data are as follows:

Let k1 = 10 packets/s be the parameter of the Poisson arrival process of regular
request packets; k2 = K * k1 is the parameter of the Poisson arrival process of attack
request packets. The attack parameter K is the ratio of arrival rates between the attack
packets and the regular request packets. The exponential distribution is used with the
parameter µ = 100 packets/s, as the service time of regular request packets.

The values of the loss probabilities for both C1 and C2 are given in Tables 2 and 3
for different values of the attack parameter K, N and B. As in [6], we observe that the
loss probability increases with the increase of the attack traffic load.

“Figure 2a”, shows the Ploss of the system with respect to the attack traffic load for
different values of N = 10, 20, 40 and B = 5s.

Table 2. Comparison of loss probabilities for two models, B = 5.

Ploss N = 10 N = 20 N = 40
K C1 C2 C1 C2 C1 C2

0 0.01 0.001 – 0.0 – 0
0.2 0.5 0.132 – 0.0004 – 0
0.4 0.9 0.462 0.45 0.095 0.001 4.34e-6
0.7 0.9 0.672 0.9 0.408 0.2 0.024
1 0.9 0.762 0.9 0.568 0.82 0.202
1.25 0.9 0.807 0.9 0.649 0.9 0.347
1.6 0.9 0.853 0.9 0.732 0.9 0.500
1.9 0.9 0.876 0.9 0.775 0.9 0.579
2.3 0.9 0.893 0.9 0.805 0.9 0.636

Table 3. Comparison of loss probabilities for two models, N = 20.

Ploss B = 1 s B = 10 s B = 50 s
K C1 C2 C1 C2 C1 C2

0 0.01 0 0.01 0.036 0.9 0.732
0.2 0.01 0 0.1 0.095 0.9 0.774
0.4 0.01 0 0.9 0.471 0.9 0.884
0.7 0.01 7.77e-6 0.9 0.685 0.9 0.933
1 0.02 4.81e-4 0.9 0.774 0.9 0.953
1.25 0.04 0.0041 0.9 0.818 0.9 0.962
1.6 0.16 0.0359 0.9 0.862 0.9 0.971
1.9 0.4 0.0947 0.9 0.884 0.9 0.976
2.3 0.64 0.1670 0.9 0.900 0.9 0.979
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“Figure 2b”, shows the Ploss of the system with respect to the attack traffic load for
different values of B = 1s, 10s, 50s and N = 20. The dashed line corresponds to C1.

Either decreasing the holding time B (Fig. 2b), or increasing the maximum
allowable number of half-open connections N (Fig. 2a), can reduce Ploss if the attack
traffic load is limited.

We also try to evaluate Ploss with real values of B = 75s and N = 128, used in some
operating systems. “Figure 2c” shows that Ploss increases rapidly with the increase of
the attack traffic load. We conclude that the attack load K is a crucial factor, and it will
severely degrade the performance of the network under attack.

In [6], to find the stationary probability distribution and the analytical results for a
security performance metrics, a two-dimensional embedded Markov chain is used.
However, constructing the two-dimensional embedded Markov chain and the transition
probability matrices corresponding is a tedious and error-prone procedure, especially
when the studied system is complex. Our model based on Deterministic and stochastic
Petri nets is interesting because it facilitates the modeling and the evaluation of per-
formance parameters, thanks to the automation of the generation of Markov chains and
the performance parameters evaluation, provided by the DSPN corresponding software
packages.
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Fig. 2. The connection loss probability vs. the attack load for different parameters.
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5.3 Evaluation of Some Other Performance Parameters

We also, evaluate five other performance parameters, represented by the formulas
below, and the effect of the attack and the system parameters N and B on some of these
performance parameters. In these formulas, Mi (P) indicates the number of tokens in the
place P in the marking Mi, AM is the set of all accessible markings and E(t) is the set of
markings where the transition t is enabled:

1. Buffer occupancy percentages of half-open connections for regular traffic (Pr),
which is characterized by the mean ratio of the number of regular half-open con-
nections to the maximum allowable number of half-open connections. This corre-
sponds to the ratio of mean number of tokens in the place B1 to buffer capacity N:

Pr ¼
P

i:Mi2AM Mi B1ð Þ:pi
N

ð2Þ

2. Buffer occupancy percentages of half-open connections for attack traffic (Pa), which
is represented by the mean ratio of the number of attack packets to the maximum
allowable number of half-open connection. This corresponds to the ratio of mean
number of tokens in the places B2 and B3 to buffer capacity N:

Pa ¼
P

i:Mi2AMðMi B2ð ÞþMi B3ð ÞÞ:pi
N

ð3Þ

Pr and Pa can be used as security metric.
3. The mean number of legitimate SYN packets lost per unit time (NLL): This rep-

resents the mean rate of legitimate SYN packets lost. It corresponds to the
throughput frequency of the transition TRL:

NLL ¼
X

i:i2EðTRLÞ Mi SRð Þ: k1: pi ð4Þ

4. The mean number of legitimate SYN packets received per unit time (NLR): This
represents the mean rate of legitimate SYN packets received. It corresponds to the
throughput frequency of the transition TL:

NLR ¼
X

i:i2EðTLÞ Mi SRð Þ: k1: pi ð5Þ

5. The mean response time (R) for legitimate SYN packets:

R ¼ n
NLR

ð6Þ

With n is the mean number of legitimate SYN packets in the system (buffer). This
represents the mean number of tokens in the places B1:

n ¼
X

i:i2AM Mi B1ð Þ: pi ð7Þ
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For all graphs below, we also assume k = 10 packets/s and l = 100 packets/s as
the general parameters, and B = 5 and N = 20 as the basic parameters.

Figures 3 and 4, respectively, depict how the buffer occupancy percentages of
half-open connections for legitimate traffic and attack traffic depend on the attack traffic
load with different system parameter B and N.

We observe that Pr remains at a similar level in the two figures of Fig. 3, which
implies that it is not sensitive to B and N. On the other hand, in Fig. 4, we observe that
Pa is much larger in the second figure, because the holding time B of attack packets is
much longer, while in the first figure of Fig. 4 Pa increases in the same way for the
various values of N. We can conclude that Pa is more sensitive to B than N and only Pa
is sensitive to the attack load.

Figures 5 and 6, respectively, depict how the mean number of legitimate SYN
packets received (NLR), and the mean number of legitimate SYN packets lost (NLL),
depend on the attack traffic load with different system parameter B and N.
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In Fig. 5, we observe that NLR decreases, with the increase in the traffic of attack.
The increase of N has not much effect, while NLR decreases rapidly, if B is increased.
We observe in Fig. 6 that NLL increases with the increase of the attack traffic load, in
the same manner if N is increased, and it increases rapidly if B is increased. That means
that B has more impact than N, on these parameters of performance, and both NLR and
NLL are sensitive to K, which means that K is an important factor of network
degradation performance, under SYN/TCP attack.

6 Conclusion

Several research works focused on the SYN flood attack, which can disrupt internet’s
important services, including Http, Ftp, and Mail server. Different experimental
mechanisms and few formal models have been proposed to detect and combat
SYN/TCP attack. In this paper, we proposed a formal model, to specify SYN/TCP
attack with Deterministic and Stochastic Petri Net, which allowed us the conception of
legible model, qualitative verification and quantitative evaluation of the model, facil-
itated by the use of TimeNet package. The objective consists of the calculation of
connection loss probability, in order to evaluate the unavailability of server during the
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attack and other performance metrics, such as buffer occupancy of half-open connec-
tions for attack traffic and legitimate traffic, and number of legitimate SYN packet
received and lost. By these results we show how the attack load severely degrade the
performance of the network under attack, and the change of some system crucial
parameters such as the buffer size and the holding time for half-open connections in
order to guarantee the service availability, is effective only if the attack load is limited.
The evaluation results of our model coincide with the results of the work [6], which
used queueing theory. Constructing the two-dimensional embedded Markov chain and
the transition probability matrices corresponding, used in [6] to find the stationary
probability distribution and the analytical results for a security performance metrics, is
a tedious and error-prone procedure. Our model is interesting because it facilitates the
modeling and performance parameters evaluating. Indeed if the system is rightly
modeled, the formulas of calculations of the performance parameters are correctly
defined, and the automatic tools for verification and evaluation of the model are
available, then the analytical study of systems becomes easier.
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Abstract. Network virtualization is a key technology for future network
services, enabling the deployment of network services without changing
dissimilar hardware devices. This leads to the problem of mapping virtual
demands to physical resources, known as the NP-hard Virtual Network
Embedding problem. The DPVNE framework (Distributed, Parallel, and
Generic Virtual Network Embedding Framework) has been presented as
a distributed approach that is able to solve this optimization problem
heuristically, spreading computational load to multiple distributed nodes.
Previously, DPVNE has only been evaluated in simulation, but not in
real, distributed test beds. In this paper, we present new empirical results
on DPVNE’s performance in large-scale setups.

Keywords: Deployment of virtual networks · Cloud computing

1 Introduction

The Internet and associated packet switched services have a major impact on our
everyday lives. This results in an increased demand of those services. Neverthe-
less the inflexibility of traditional network architectures hinders the extensibility
of those infrastructures and the integration of next-generation services. Network
Virtualization aims to overcome these limitations by dynamically assigning net-
work services to generic hardware resources. In virtualized environments, vir-
tual network requests (VNRs) are embedded into a shared substrate network
which offers processing and bandwidth resources. Each virtual resource has to
be mapped to one or multiple substrate resources whereby also multiple virtual
resources can be assigned to one substrate resource with regard to their process-
ing and bandwidth constraints. The objective is to embed VNRs efficiently into
the substrate network, e.g., in a cost-efficient way. The optimal mapping between
VNRs and the substrate network is considered as the Virtual Network Embed-
ding Problem (VNE) and is known to be NP-hard [1]. As such, optimal solutions
can only be computed for small problem instances in suitable time.

For this reason, several efficient, but non-optimal, heuristic approaches have
been suggested. One of them is the Distributed, Parallel, and Generic Virtual
Network Embedding Framework (DPVNE) [2]. DPVNE hierarchically partitions
c© Springer International Publishing AG 2017
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the substrate network and designates so called embedder nodes and delegation
nodes. This allows embedder nodes to perform the embedding of multiple VNRs
in parallel. Due to its distributed nature, DPVNE does not depend on a single,
central instance that is responsible for computing the embedding of the VNRs. In
scenarios where a large amount of VNRs need to be embedded, approaches rely-
ing on a central instance do not scale well with the number of requests. DPVNE’s
distributed embedder nodes refer to one of those non-distributed approaches for
computing the actual embedding of the VNRs within its designated network
part. Thus, DPVNE can be used in conjunction with those centralized solutions
in order to improve their scalability. Compared to other distributed approaches,
DPVNE comes with less communication overhead [3].

DPVNE has previously been evaluated in a simulation environment called
Alevin [4]. Alevin is an extensive simulation tool that eases the evaluation of
VNE algorithms. In the context of distributed scenarios, however, one drawback
of Alevin is that it simulates the embedding process on just one CPU core.

As a consequence, despite of the distributed nature of DPVNE, the embed-
ding process could previously not be simulated in parallel, as all simulations were
performed on one CPU core. The contribution of this paper is the prototypical
implementation and evaluation of DPVNE in a real distributed testbed. Multi-
ple physically distributed nodes concurrently process arriving VNRs and embed
them in substrate networks of various sizes. As shown in this paper, these new
evaluation results are in line with the previously presented results and can thus
be seen as a confirmation of those evaluation results.

2 The Virtual Network Embedding Problem

In cloud scenarios, typically, multiple virtual networks need to be deployed into
a shared physical infrastructure [5]. Usually, structure and demands of each vir-
tual network are specified by an external stakeholder, and the infrastructure
provider is getting paid for hosting these virtual networks. The objective of the
infrastructure provider is to ensure that all the virtual networks can successfully
and efficiently be deployed within its network. Therefore, resource constraints of
the virtual networks need to be considered: each virtual machine demands a cer-
tain amount of CPU or memory resources, and each virtual communication link
requires bandwidth resources. Unfortunately, resources provided by the physi-
cal network are limited and thus, the assignment of these resources needs to be
considered carefully.

This is depicted in Fig. 1: Here, two virtual networks need to be embedded
into a shared substrate network. Virtual networks can be described as graphs
with virtual nodes and virtual links. A virtual node demands a certain amount
of resources, denoted as the weights of the nodes (e.g., CPU resources); likewise,
virtual links demand substrate resources as well (e.g., bandwidth resources). The
substrate network can be modeled as a weighted network graph as well: here,
substrate nodes provide physical resources for hosting virtual nodes (e.g., CPU
resources), and substrate links provide resources for hosting virtual links (e.g.,
bandwidth resources).
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Fig. 1. Multiple virtual networks need to be deployed into a shared physical network
infrastructure

The embedding of virtual networks into the infrastructure of the substrate
network is shown in Fig. 2. Here, each virtual node is assigned to a suitable
substrate node. To this end, it needs to be assured that all virtual nodes are
assigned to substrate nodes offering sufficient resources for hosting those virtual
nodes. E.g., substrate node A is capable of hosting both virtual nodes d and f, but
not nodes a and c, as this would exceed available resources. Furthermore, virtual
links need to be mapped to substrate paths. E.g., as virtual node a is hosted on
substrate node C, and virtual node c to node B, a substrate path between nodes
C and B needs to be assigned for hosting the respective virtual link.

Fig. 2. A valid embedding of virtual networks within a physical network infrastructure

Assigning these virtual networks in an efficient and optimal way (e.g., such
that embedding cost/resource usage is minimized) is known to be a NP-
hard optimization problem. This is known as the Virtual Network Embedding
Problem [1].
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3 Related Work

The proposed solutions for the VNE problem are mostly heuristic due to the NP-
hardness of the problem [1]. They can be divided into centralized and distributed
approaches. In centralized scenarios, a centralized embedder node which benefits
from full knowledge of the substrate network topology and available resources
performs the embedding. Despite of their heuristic nature, many of those cen-
tralized solutions suffer from poor scalability in large network scenarios, as they
rely on one single node performing the embeddings [3]. Distributed solutions like
DPVNE were suggested which aim to overcome those limitations by solving the
optimization problem not on one single node, but on several distributed nodes.

3.1 Centralized Approaches

Several centralized algorithms have been introduced in the past. Most of them
are based on heuristics [6–13] or metaheuristics [14–17]. Centralized approaches
typically suffer from the following shortcomings:

– Poor scalability: Many centralized approaches do not scale well in large-scale
environments. Beck et al. analyzed runtime performance of several VNE algo-
rithms [2], showing that runtime significantly increases for multiple strategies
with increased network size.
In contrast, DPVNE builds hierarchical partitions of the substrate network
and assigns distributed embedding nodes to those network partitions. This
way, computational workload is spread to multiple nodes. To this end, for
each VNR, DPVNE aims to identify small network partitions offering suit-
able network resources for embedding the respective virtual network. One of
the distributed nodes is then used to perform the actual embedding within
the partition scope. This way, problem complexity can often be reduced in
many scenarios.

– Serial processing of VNRs: Furthermore, centralized approaches can only
process one VNR at a time. In scenarios where many VNRs arrive simul-
taneously, all VNRs need to be handled by one node, one-by-one. This leads
to high utilization of the central node, introducing queueing delay. This might
be unsuitable in highly dynamic cloud scenarios, where those non-distributed
approaches suffer from poor scalability.
In contrast to those centralized approaches, DPVNE is able to cope with
multiple VNRs at once, effectively spreading VNRs among its distributed
nodes.

One prominent centralized algorithm is ASID (Advanced Subgraph Isomor-
phism Detection) by Lischka and Karl [6]. It is a heuristic approach, aiming to
detect suitable subgraphs of the substrate network which have the same or a
similar structure as the virtual network. As DPVNE is more of a generic frame-
work which is capable of running various centralized approaches in a distributed
way, it can also be used to run the non-distributed ASID algorithm on several
distributed nodes.
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3.2 Distributed Approaches

A distributed approach besides DPVNE is ADVNE [18]. While performing the
embedding of VNs it aims to guarantee a balanced load among all substrate
nodes. For embedding, VNRs are divided into smaller subgraphs. Each sub-
graph is then forwarded and handled by a so called root node in the substrate
network. This is done in order to parallelize the processing of VNRs. Recent
studies, however, show that ADVNE comes with high message overhead, even
in small- to mid-size scenarios [2]. This is due to the fact that ADVNE oper-
ates in a fully distributed way, involving all substrate nodes into the embedding
process. In contrast, DPVNE chooses only a small set of nodes for computing
the embeddings. Indeed, compared to ADVNE, DPVNE message overhead was
shown to be much smaller in larger scenarios.

4 The DPVNE Algorithm

The DPVNE algorithm has extensively been discussed in [2,3]. The interested
reader is directed to these publications for the full technical details behind the
DPVNE framework. In the following, the key idea behind DPVNE is shortly
sketched.

The substrate network is recursively split into smaller network parts. This
is depicted in Fig. 3: The complete substrate network is shown in layer 0. The
network is now recursively split into non-overlapping network parts: In layer
1, the network is divided in two smaller partitions. In layer 2, each of those
smaller partitions was split into even smaller sub-partitions. Thus, a hierarchical
partitioning of the substrate network is built.

Now, distributed embedding nodes are assigned to these network partitions.
For each partition, an external embedding node is allocated that is in charge of
embedding virtual networks within its partition scope. Embedding nodes work in
a distributed manner: they coordinate the embedding process and collaboratively
agree on where to embed the virtual networks. The actual embedding of a virtual
network is then computed by one of the embedding nodes by referring to one of
the well-known optimization strategies. Thus, DPVNE is a generic framework
that is capable of running centralized VNE algorithms in a distributed way.

One effect of the hierarchical partitioning is that in many cases, the embed-
ding of virtual networks can be performed in parallel. E.g., the nodes and links
assigned to the left partition of layer 1 are not part of the layer’s right partition.
This means that an embedding node can perform the embedding process for a
virtual network in the left partition, while at the same time, another embedding
node assigns another virtual network within the right partition.

In scenarios where comparatively small, continuously arriving virtual net-
works need to be embedded into a large substrate network, this embedding
strategy is advantageous. In other scenarios where only few virtual networks
need to be embedded, a centralized approach is sufficient and is, in fact, benefi-
cial, as system complexity can be kept at a minimum.
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Fig. 3. The DPVNE algorithm

Previously, DPVNE’s performance has not been analyzed in physically dis-
tributed environments. That’s the focus of this paper.

5 Method

DPVNE has previously been evaluated on a single core machine, simulating
partitioning of the substrate network and computation of embedding nodes [3].
Operations that are meant to be executed in parallel by DPVNE have there-
fore been executed sequentially on a single physical core, and parallelism only
occured in simulation (i.e. virtually). While in principle the previous evaluation
shows the scalability of the DPVNE approach due to its divide-and-conquer app-
roach, the simulation results cannot be directly transferred to a real, physically
distributed setting due to complex dependencies w.r.t. DPVNE’s communica-
tion protocol and message delays arising in physical communication. Therefore,
we implemented the DPVNE algorithm in a physically distributed way. I.e., we
proceeded as follows.

1. We generated a VNE problem instance with the help of the Alevin simulation
framework.

2. We determined the corresponding distribution tree and started a DPVNE
agent for each embedding node, each one on a dedicated physical core.

3. We solved the generated VNE problem instance with DPVNE, where com-
munication was physically performed via the network, in a truly distributed
way.

4. We empirically observed the results.

By distributing DPVNE on multiple cores and measuring its performance this
way, we were able to assess DPVNE’s performance in a more realistic manner
than in the previous, simulated experiments (cf. Fig. 4).
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(a) Simulation on one physical host
with a single CPU core and simu-
lated communication between simu-
lated hosts.

(b) Our physically distributed implementa-
tion of DPVNE. Each host application runs
on a dedicated CPU core.

Fig. 4. Simulation on one physical host vs. simulation in a distributed environment.

6 Evaluation

DPVNE’s performance was evaluated in multiple scenarios and compared to
results obtained from the centralistic ASID algorithm.

6.1 Setup

Virtual networks were created by the Waxman network topology generator [19].
For the generation of the substrate network, the Barábsi Albert Model was used
as it generates scale-free network topologies. Scale-free topologies are seen to
be found in many real-world network structures [20]. Each substrate node and
link was assigned a uniform distributed random value of free CPU respectively
bandwidth capacity between 1% and 100%. Similarly, virtual nodes and links
were assigned random CPU and bandwidth demands between 1% and 50%.

6.2 Results

In the following, we discuss the evaluation results obtained from our experiments.

Runtime. The first experiment evaluates the runtime of the prototypic DPVNE
implementation w.r.t. the size of the substrate network and the number of avail-
able embedder nodes. For each configuration 20 VNRs had to be embedded.
This was done with 3, 7, and 15 available embedder nodes (EN) as depicted in
Fig. 5. In order to assure stability of the results, experiments were repeated 50
times. As can be seen in the Figure, runtime of the embedding with DPVNE
generally decreases in scenarios with more embedder nodes present. In smaller
substrate networks, however, the distributed approach does not lead to any per-
formance improvements. This effect can be explained with the communication
overhead between the distributed embedder nodes. Furthermore, it can be seen
that ASID’s runtime rapidly grows with larger number of nodes while the run-
time of DPVNE almost stays constant for smaller substrate network sizes. For
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larger substrate networks with more than 5000 nodes the experiments show that
runtime of DPVNE increases linearly on the given network sizes. The ASID
algorithm was left out on purpose after a substrate network size of 10000 nodes
as its runtime quickly becomes infeasible in this experiment.

Fig. 5. Runtime in mid- to large-scale Scenarios

Fig. 6. Message overhead

Communication Overhead. Figure 6 depicts the amount of emerging mes-
sages between the embedder nodes for the embedding of 20 VNRs in various
sized substrate networks. The large amount of messages for small substrate net-
works and respectively high number of embedder nodes can be explained by the
fact that the partitions on the lowest level get too small to embed the VNRs. This
means that the embedding of those requests fails on the lowest level and they
have to be delegated to a higher level in the hierarchy for another embedding
attempt.
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It can be concluded that DPVNE performs faster than the centralized ASID
in large networks with multiple VNRs due to the partitioning of the substrate
network and the parallel embedding process. Nevertheless the number of embed-
der nodes has been carefully chosen w.r.t. the substrate network size and the
expected VNRs because the number of embedder nodes determines the size of
the resulting partitions and the associated message overhead.

Acceptance Ratio. Another metric for the evaluation of VNE algorithms is
the acceptance ratio. It measures the amount of VNRs that could be embedded
successfully. As can be seen in Fig. 7a, DPVNE outperforms ASID in terms
of acceptance. One explanation for this effect is that DPVNE delegates VNRs
between embedder nodes if an embedding in one partition failed while ASID
simply rejects the VNR if the maximal search depth is reached.

(a) Acceptance Ratio with 20 VNRs (b) Acceptance Ratio in a
large-scale Scenario with
200 VNRs

Fig. 7. Acceptance ratio

To further investigate these results another experiment was carried out. In
this experiment substrate networks with the size 5000 nodes were created in
which each nodes had 10 links. The structure of the VNs was unchanged to the
previous experiments except for the fact that 200 instead of 20 VNRs had to
be embedded. Figure 7b shows the results of the scenario. For 5000 nodes the
acceptance ratio of DPVNE is better than the value of the ASID algorithm. It
can be concluded that DPVNE comes with higher acceptance ratio and a faster
embedding of VNRs compared to the centralized ASID algorithm.

7 Conclusion

This paper presents an empirical evaluation of the distributed DPVNE frame-
work. Evaluation results show that DPVNE is able to efficiently spread com-
puational workload to distributed embedder nodes. The embedding of multiple
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virtual networks can efficiently be solved by DPVNE. In scenarios where vir-
tual networks arrive continuously and need to be embedded into a large-scale
substrate network, DPVNE is able to heuristically solve the NP-hard problem
efficiently.

Summarizing, results presented here are in line with those previously
obtained with the help of the (non-distributed) Alevin simulation tool, empha-
sizing the integrity of those earlier experiments.
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Abstract. An important challenge for supporting variety of applications in the
Internet of Things is the network traffic engineering and virtual network tech-
nologies such as SDN (Software Defined Network). To assign virtual network, it
require service context (QoS) however, identifying service context is not easy.
For that reason, the proliferation of new applications use port numbers already
known (e.g. HTTP = 80). In addition, the encrypted packets (e.g. HTTPS) make
it difficult to identify service contexts. This paper presents an identifying scheme
for service contexts from real network traffic to support service-oriented IoT
network. We use statistical properties of network traffic such as mean packet
length, mean interpacket arrival time, and standard deviation interpacket arrival
time to identify service contexts (e.g. Video Streaming, Video Conference, File
Transfer Service). The contribution of our approach is in identifying services
which have not been identified by previous methods. We devise a scheme which
incrementally add dimensions to separate services until all services are identified.
For example, Video Streaming and FTP shows identical statistical properties
when we examine by two dimensions (MPL: Mean Packet Length, MIAT: Mean
Inter-Arrival Time), hence not separable. However, if we add one more dimen-
sion (SDIAT: Standard Deviation of Inter-Arrival Time), the two services can be
clearly separated. Our scheme can be used to find out which traffic needs what
QoS in combined traffics, which can be used for traffic engineering in SDN.

Keywords: IoT � Network context � Service context � Statistical property �
MPL � MIAT � SDIAT

1 Introduction

The number of sensors deployed around the world is growing at a swift speed. Naturally,
large amount of data is being gathered from the devices, hence using data approach has
been enlarged. In addition, the more data emerged, the more we need to define the data.
For this, towards moving to the internet of things, context is considered to be extremely
important. Perera et al. [1] claims, context-aware computing allows us to store context
information linked to sensor data, therefore the interpretation can be done easily and
more meaningfully. Furthermore, understanding context makes it easier to fulfill

© Springer International Publishing AG 2017
S. Bouzefrane et al. (Eds.): MSPN 2017, LNCS 10566, pp. 99–108, 2017.
DOI: 10.1007/978-3-319-67807-8_8



machine to machine (M2M) communication, as it is a core element in IoT vision.
Accordingly, there have been several surveys conducted in relation to this field.

In identifying context, Figo et al. [2] claims that device can understand user’s
performance, such as walking or running, with analyzing accelerometer data. It is one
example of identifying user context from device context. Eisenman et al. [3] presents
BikeNet, a mobile sensing system for mapping the cyclists’ experience. They claim that
users could gain empirical knowledge of important factors, such as exposure to air and
noise pollution, and danger due to car density with BikeNet. This can be explained by
identification of service context from user and device contexts. To identify service
context either way, we can use network context.

Our study initiated from building service oriented platforms, similar to Paganelli
[4]. In this paper, as a first step, we identified service contexts from network contexts to
lay the ground work for Software defined network (Fig. 1).

Fig. 1. Overall architecture
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The remainder of this paper is arranged as followed. The different traffic classifi-
cation methods are reviewed in Sect. 2. Section 3 presents our methodology and
outline experimental results, respectively. Section 4 presents our conclusions.

2 Related Works

Due to its fundamental nature and its basis in other techniques, the field of traffic
classification (to identify service) has maintained everlasting interest. For instance,
Port-based approach is the most common technique for identifying internet network
applications. For now, however, it’s not easy to classify the network as well as identify
service contexts due to the proliferation of new applications. Several new applications
have no IANA registered ports, but instead use ports that are already registered (e.g.
HTTP = 80, HTTPS = 443). In addition, application developers and users use assigned
ports to disguise their traffic and circumvent filtering or firewalls. Furthermore, per-
vasive deployment of network and port address translation make it hard to classify
traffic (e.g. several physical servers may offer services through the same public IP
address but on different ports) [5].

As applications and user behaviors appeared on port-based flow classification
undependable, payload-based approaches emerged. Payload-based approach, some-
times called deep packet inspection (DPI), relies on specific application data. This
method can further divide into two parts which are protocol decoding - where the
application protocol data has been used, and signature-based identification - where a
search will be carried out to identify application’s specific byte sequence in packet
payload [6].

Nonetheless, it is easily circumvented by encryption, protocol obfuscation or
encapsulation (e.g. tunneling traffic in HTTP), and prohibitively computationally
expensive for general use on high-bandwidth links. These concerns with payload based
techniques have motivated researchers to seek new discriminating properties of traffic
classes and other classification techniques.

In other way, Erman et al. [7] claims, using a clustering approach is called clus-
tering for the network traffic identification problem. We pursue this clustering
approach, and in particular by using network statistical properties.

Classification involves two stages; sets of features with known traffic classes
(creating “rules”), and applying these rules to classify unknown traffic and identify
service contexts.

3 Acquiring Service Context Through Traffic Classification

3.1 Target Services

In this paper, our target service contexts are Video streaming, Video conference and
File transfer service. Since these three applications need QoS based routing, in extreme
cases, Video streaming needs less than 1% loss, less than 30 ms jitter, and less than
150 ms latency for their services [8]. YouTube and Netflix are examples of these kinds
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of Video streaming. Skype and Google Hangouts are included in Video conference. For
File transfer service, various web services that use HTTP (Port 80) or HTTPs (Port 443)
are examples.

3.2 Data Acquisition and Pre-processing

Data acquisition was carried out using the Wireshark packet sniffer. This network
packet analyzer is able to capture network packets and tries to display that packet data
as detailed as possible. We collected data packets from the client’s side on Window OS
environment. Figure 2 shows collected packet dissection data as a CSV file from
Wireshark. Then we read it through R program, which is a statistical analysis software
for data pre-processing. Dataset consists of Timestamp, Source IP, Destination IP,
Protocol, Packet Length, Source Port Number, and Destination Port Number.

To obtain meaningful dataset, we constructed a flow table based on SRC
(srcIP + srcPort), DST (dstIP + dstPort) 2 tuple (Fig. 3a). We set the value of K (count
threshold) as 25, since we want to focus on large flows as previously stated(hence
excluded DNS, SNMP, NBNS, and other mice flows) Fig. 3(b), shows the result of
preprocessing. It consists of Time, SRC, DST, packet lengths and flow. Flows are
classified by SRC, DST pair and seven bidirectional flows are identified.

3.3 Identifying Flows Based on Legacy Method

Legacy port-based classification method could be applied on our dataset. In this case,
we can only identify HTTP and HTTPs among the classes. In other words, the majority
of flows use same port (e.g. class 2, 3, 4, 5) that makes it difficult to interpret its
application (Table 1). Therefore, we can find out that port based classification is not an
efficient way to identify dataset that were collected from web services. Also in payload
based classification case, as mentioned above, HTTPs traffics are encrypted so that it is

Fig. 2. A CSV dataset imported from Wireshark
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(a)

(b)

Fig. 3. Flow table (a), Pre-processed packet dissection dataset (b)
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also difficult to find applications. We applied this method on our dataset which we
obtained by wireshark (Sect. 3.2). However, 57% of the traffic were encrypted, making
identifying service contexts hard. To solve these problems, we use statistical properties
approach to identify service contexts.

3.4 Identification Based on Statistical Properties Flows

To use statistical classification, selecting a feature is the most significant way.
Accordingly, there have been a lot of works conducted in relation to this field [9].
Roughan et al. [10] claims that average packet length and flow duration are the most
important features to classify network traffic data. However, Roughan et al. [10] do not
separately identify uplink traffic and downlink traffic. We refine identification of service
contexts by considering uplink traffic and downlink traffic separately. We improved
their method by introducing directions of flows (Client to Server or Server to Client),
since we want to divide unidirectional transmission and duplex transmission.

Firstly, mean packet length (MPL) and mean interpacket arrival time(MIAT) are
used. Figure 4 shows the result of flows direction with downlink (server to client) and
uplink (client to server) state by mean packet length and mean interpacket arrival time
property. We represented it on two dimension spaces for easy understanding. As Fig. 5,
we notice that each of the flows indicate different statistical properties.

Table 1. Port-based classification

Port Class Protocol

80 1 HTTP
443 2,3,4,5 HTTP
55004 6 Unregistered
5223 7 XMPP

Fig. 4. Classification of dataset flows with direction
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Subsequently, to identify our target services (Streaming, Video conference, File
transfer service), we collect the representative traffics with packet sniffer. The clustering
result was obtained through 10 experiments.

Figure 6 shows that result of services’ mean of l-packet length, mean of
l-interpacket arrival time. From this we can see the apparent differences of uplink and
downlink statistical characteristics (especially the uplink MPL) between Video
streaming flow and Video conference flow.

In contrast, Video streaming and File transfer service have similar features (MPL,
MIAT). Still, using only two features does not seem to be enough to identify their
services. (e.g. In Fig. 5 we try to identify flow 3 and 4, yet we do not know which is
Steaming or File transfer). To solve this problem, the service is identified through
protocol analysis and by adding features as followed.

3.5 MPL, MIAT and Standard Deviation Interpacket Arrival Time
(SDIAT)

We now need a new dimension which separates MPEG-DASH [12] from FTP. We
choose Standard Deviation Interpacket Arrival Time (SDIAT) as a new dimension
based on the following observation: MPEG-DASH [12] is an adaptive bitrate streaming
technique [Wikipedia]. MPEG-DASH works by breaking the content into a sequence
of small HTTP-based file segments, each segment containing a short interval of
playback time of content that is potentially many hours in duration, such as a movie or
the live broadcast of a sports event. The content is made available at a variety of
different bit rates, i.e., alternative segments encoded at different bit rates covering
aligned short intervals of play back time are made available. While the content is being
played back by an MPEG-DASH client, the client automatically selects from the
alternatives the next segment to download and play back based on current network
conditions. The client selects the segment with the highest bit rate possible that can be
downloaded in time for play back without causing stalls or re-buffering events in the
playback. Thus, an MPEG-DASH client can seamlessly adapt to changing network
conditions.

Fig. 5. Classification of dataset flows (2-dimension)
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Our reasoning is that since MPEG-DASH adjusts its transmission rate to available
bandwidth and buffer space for each client, its traffic may exhibit higher standard
deviation of inter-packet arrival time(SDIAT) than FTP. Both MPEG-DASH and FTP
use TCP to adapt to network conditions in transport layer. However, MPEG-DASH
adds adaptation in application layer, i.e. client program chooses segments of different
bit-rate. Based on this reasoning we add SDIAT to differentiate MPEG-DASH from
FTP. Figure 7 shows a three dimensional classification where MPL, MIAT and SDIAT
serve as coordinates. Note that adding SDIAT as a new coordinate separates
MPEG-DASH from FTP. Recall that MPEG-DASH and FTP are inseparable in a two
dimensional classification as in Fig. 6.

Figure 7 shows Video streaming and File transfer service in 3D graph, which have
similar properties. FTP services and Video Streaming send almost the same packet
length near 1500. However, in downlink SDIAT, video streaming service has long
SDIAT than File transfer service as we conjectured in the above.

Fig. 7. Classification of File transfer service and DASH video stream

Fig. 6. Classification representative traffics (YouTube, Skype, File transfer service)
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In this sense, we could identify both service contexts that have similar network
properties. Thus, we can identify our target contexts (that were using same ports or not
registered on IANA, which were so difficult to identify by legacy method) through
MPL, MIAT and SDIAT.

Lastly, we applied the above method on our dataset (Fig. 8). Based on video
streaming characteristics in the graph, video streamingflows are identified asflow3 and 4.

4 Conclusion

In this paper, we have introduced identification of service contexts from network
contexts as Table 2. Port based classification scheme is used to infer the traffic service,
but several ports are already used in same number (e.g. HTTP = 80, HTTPs = 443) so
it is hard to classify. The other method, Payload based classification is also difficult to
classify, since deep packet inspection method increases system complexity and pro-
cessing load. In order to derive service contexts from network, we proposed network
statistical properties approach. We assumed the traffic flows have statistical properties.
To obtain meaningful flow classes, we utilized traffic packet lengths, interpacket arrival
time and etc. Also, we introduced our traffic identification method in three stages. First,
we demonstrated legacy port based classification. Second, we used traffic packet
lengths and interpacket arrival time to identify services (e.g. YouTube and Skype).
Finally, to classify analogous properties, we added standard deviation (e.g. DASH

Fig. 8. Classification our dataset in 3D to identify video streaming

Table 2. Identified services by statistical property method

Methods Protocol

Legacy (Port based) None
Statistical property (MPL, MIAT) Video conference
Statistical property
(MPL, MIAT, SDIAT)

Video streaming
Video conference
File transfer
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Video stream and File transfer service). Future works will be carried out to verify new
traffics with machine learning methodology and also place a priority on captured traffic
to guarantee the network QoS.
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Abstract. Today, more concerns are raised to Software Defined Net-
works (SDN) paradigm since it is a promising concept that offers pro-
grammability and scalability by decoupling control and data planes.
However, many problems have arisen due to the huge amount of control
messages exchanged periodically between the controller and Forwarding
Elements (FE) and the limited space of Ternary Content-Addressable
Memory TCAM into the switches. The standard Hop-by-Hop forward-
ing scheme requires that the controller installs at least one flow entry
for each flow on each switch. This may lead to a significant bandwidth
overhead and unbalanced flow tables. Unfortunately, this scheme seems
to be no longer suitable for application neither in SD-LAN nor in SD-
WAN.

Many solutions were proposed to avoid network performance degra-
dation. The MPLS-based source routing is one of the most emergent
schemes that have attracted attention due to its ability to overwhelm
deficiency of the standard Hop-by-hop forwarding scheme. However, the
MPLS-based forwarding scheme may induce a significant bandwidth
overhead due to the fact that a per-hop routing information is carried
using one MPLS label which may lead to a wasteful encoding space.

This paper aims to avoid wasting available encoding space by reserving
exactly the required number of bits to encode each routing information.
The proposed scheme is based on affecting a wildcard bit-pattern to each
switch. A wildcard bit-pattern is a set of bits that is used to decode the
routing path by means of the bitwise XOR operation. The routing path
is initially appended to one MPLS label after being encoded. The MPLS
label is embedded as a header to each packet. Our scheme is suitable
for application in multicast scenarios using the same routing path as the
unicast scenarios with no additional bandwidth overhead.

Simulation results show that the proposed scheme outperforms par-
allel solutions in terms of bandwidth overhead, Control traffic overhead
and flow tables balancing.

Keywords: SDN · MPLS-based forwarding · Source routing
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1 Introduction

Today, Software Defined Networks (SDN) [10] are considered a promising par-
adigm since they can help to enhance network performances by decoupling the
control plane and the data plane. It consists of defining a central node, called
the controller, which manages the overall network through a secure channel.
Openflow [1,11] is the most raising protocol developed to ensure secure commu-
nication between the controller and programmable Forwarding Elements (FE)
such as L3-switches.

The first forwarding scheme, the hop-by-hop forwarding scheme, consists of
sending flow entries to flow tables of all switches in a path. Upon receiving a
packet, the switch performs a lookup of one matching entry among its flow table
and extracts the forwarding port number. Not only this induces a huge amount
of control traffic, but it may also affect the overall performance of the network
and can create multiple bottlenecks. Thereby, more concerns are given today to
reduce control traffic overhead, especially, in large scale networks. Source routing
is the most promising solution proposed in this way.

Source routing consists of embedding routing information in an extra header
such as VLAN Id tags and MPLS labels and attaching it to the packet. Certainly,
this may lead to a significant bandwidth overhead if the header space is not well
managed. Compared to using the VLAN ID tag of 12 bits length, MPLS-based
forwarding scheme is suitable for application both in SD-LAN and SD-WAN
since the size of one label (32 bits) may be used to encode any port number.

This paper deals with MPLS-based source routing. It aims to achieve better
exploitation of available bits of appended headers used to carry routing paths.
Our scheme is able to reduce the control traffic overhead since the controller
will only communicate with selective switches denoted the contact switches.
Moreover, our scheme is suitable for multicast flows and may be used to transmit
multicast packets with the same bandwidth overhead as achieved in unicast
scenario.

This paper is structured as follows. Firstly, we discuss some related work.
Especially, we focus on MPLS-based forwarding schemes. Secondly, we formulate
an analytic model of our scheme and we describe it in detail. Then, we present the
multicast scenario. Experimental results are given in Sect. 4. Finally, a conclusion
resumes our contribution and points out future work.

2 Related Work

Many schemes were developed to deal with the problem of MPLS-based source
routing in large scale networks. As an example, Google proposes the B4 [4]
architecture which consists of deploying a private infrastructure to connect all
their datacenters in the world. Due to the success of B4, many network-service
providers focus on emerging the programmability concept to large scale networks.
Therefore, it was proved that deploying SD-WAN is feasible, but it needs hard
work.
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Indeed, many limitations postpone the emergency of SD-WAN. The most
important one is the limited space of Ternary Content-Addressable Memories
(TCAM). Cohen et al. in [5] proclaim that flow entry placement schemes is
an optimization problem that may be solved by linear programming. Moreover,
they declare that the load of flow table is unbalanced among the switches in the
network, and suggest to efficiently use the TCAM resources on each switch by
decomposing a large flow table into small pieces and distributing these small flow
tables across the network, while preserving the overall SDN policy semantics [6].
Although flow entries are reduced it was proved that these schemes may lead
to an unwanted packet traveling inevitably, which may raise security problems.
Moreover, decomposing the flow table is a hard problem [7]. To avoid hop-by-hop
configuration, source routing was proposed. It consists of embedding the routing
path once at the entry node into a header space, such as MPLS labels or VLAN
ID tags, and appending the header to packets. However, more attention should
be given to these headers since they may cause bandwidth overhead.

The problem of optimizing the bandwidth overhead becomes a very interest-
ing challenge. In [8], a hierarchical Segment routing (H-SR) framework is pro-
posed. It aims, by clustering a path routing for Carrier Ethernet networks into
segment routing or routing sub-paths, to improve scalability of segment routed
networks based on a hierarchical segment routing framework [9]. Indeed, the
network is divided into clusters and specific contact switches are selected within
every cluster. The contact node is an intermediate node which loads the com-
plete routing path of a section into an MPLS label. However, selection of contact
switches depends largely on the network topology and the resulting bandwidth
overhead. Therefore, JumpFlow [2] is proposed as a forwarding scheme that uses
the VLAN identifier (VID) field in the packet header to carry routing informa-
tion. Although, JumpFlow has eliminated the bandwidth overhead, it has risen
many drawbacks that make it unsuitable deployment in SD-WAN. Indeed, it
assumes that the network consists of similar n-port switches (n = 8 or 16 ports)
and all switches are treated similarly. However, switches in large scale networks
may be heterogenous and the number of ports may reach 128, which requires over
7 bits to be encoded. Therefore, JumpFlow is no longer suitable for deployment
in SD-WAN.

In [3], authors propose an efficient MPLS-based forwarding scheme called
Arbitrary Jump Source Routing (AJSR) which aims to achieve a trade-off
between the control traffic overhead and the bandwidth overhead by dividing
the complete routing path of a particular flow into arbitrary length sections and
distributing these sections at different switches along the flow’s routing path.
Since MPLS labels are used, AJSR can be deployed in SD-WAN. However, it
seems to be not cost-effective since it can induce a significant bandwidth over-
head due to carrying each per-hop forwarding information into one MPLS Label.

3 Proposed Mechanism

In this section, our scheme is described anxiously. Firstly, we formulate an ana-
lytic model of the problem and we criticise it by focusing on its limits. Secondly,
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we drive an analytic model of our scheme and we describe the contribution in
detail. Finally, we provide an example on how to use our scheme in multicast
scenarios.

3.1 Problem Formulation

Generally, a network is modeled as a directed graph G(S, L) where S and L
represent the set of switches and the set of links, respectively. A routing path
is a vector P = (s1, s2, ..., sN ) ⊆ SN between the source and the destination,
where sj (1 ≤ j ≤ N) is the jth switch of the routing path and N is the length
of the path.

Let nj (1 ≤ j ≤ N) be the number of ports on switch sj . To encode any port,
�log2(nj)� bits are required. As an example, 2 bits are enough to encode ports
from a 4-port switch, 3 bits for a 8-port switch, k bits for a 2k-port switch and
so on.

Generally, given a path P , crossed switches may be heterogenous. There-
fore, using the same number of bits to encode any port on any switch, like in
jumpFlow, seems to be unsuitable for application especially in large scale net-
works. Routing path should be encoded basing on a per-hop required number of
bits and not a common required number of bits.

Let IP = (i1, · · · , iN ) be the set of crossed ports along the path P . Let n =
max
ij

(�log2(ij)�). If n ≤ 12, JumpFlow scheme may be used. In this case, �Nn
12 �

contact switches are required to keep packet forwarding. Especially, Jumpflow
acts as the hop-by-hop forwarding scheme when n = 12. If the path P consists of
8-port (16-port, respectively) switches, no more than 4 hops (3 hops respectively)
may be appended to the VID tag.

Using AJSR scheme, each ij is carried using one MPLS label. Therefore,
N×32 bits are required to forward one packet from the source to the destination.
If a is the number of packets to be sent, the total communication overhead
reaches aN × 32 bits which may be extravagant as the path P goes more and
more large.

Let cj = 1 − �log2(ij)�
n be the encoding penalty of ij . The encoding penalty

expresses the unused number of bits resulting from encoding ij using n bits.
More the forwarding port number in a switch is close to 2n, more the encoding
penalty goes down and reciprocally. We formulate CS as the penalty of encoding
IP according to a given scheme S as follows:

CS =
∑

ij∈IP

cj = N −

∑
ij∈IP

�log2(ij)�

n
(1)

Despite Jumpflow achieves reduced encoding penalty compared to AJSR, it is
unsuitable for large scale networks due to the limited space of the VLAN ID
tag. Moreover, using MPLS Label to encode routing information brings a lot of
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benefits. Firstly, an MPLS label is enough to encode any port in any switch. Sec-
ondly, the controller and the switch should perform pop, push and read actions
on any MPLS label.

Unfortunately, significant bandwidth overhead may result in appending mul-
tiple MPLS labels to packets in order to carry routing information. Nevertheless,
the bandwidth overhead can be significantly reduced by properly encoding for-
warding ports with exactly the required number of bits. As an example, if the
packet crosses the ports 2, 14 and 50 during forwarding, the routing information
requires only 2 + 4 + 6 = 12 bits to be forwarded, however, 3 ∗ 32 = 96 bits are
used if we consider the MPLS-based forwarding scheme.

Obviously, the main shortcut of above schemes is the use of the same number
of bits to encode any port from any switch. This leads to wasted bits during
encoding process. To deal with this problem, the encoding number of bits should
be chosen according to the number of ports nj in a switch sj . As an example, for
a port number 6 in a 32-port switch, we use only 5 bits (log2(32)) for encoding.
Therefore, the encoding penalty is formulated as follows:

CS =
∑

ij∈IP

cj = N −
∑

ij∈IP

�log2(ij)�
�log2(nj)� (2)

3.2 Proposed Scheme

In this section, we describe our scheme. It is inspired both from Jumpflow and
MPLS-based forwarding and aims to maximize the use of available bits on MPLS
labels by reducing the encoding penalty as depicted in Eq. 2.

The proposed scheme consists of using one MPLS label to transmit routing
path. Therefore, the routing path is divided into several sections where the num-
ber of bits used to transmit routing path in each section should not exceed the
size of one MPLS label (32 bits). At the entry of each section, the first switch is
a contact switch. A contact switch is a switch which loads the routing path for
a flow in a section.

The controller affects a wildcard bit-pattern for each crossed switch in a
section. The bit pattern is randomly created based on the number of ports
belonging to the switch. Take Fig. 1 as an example, the first switch S1 is a
4-port switch and the last switch is a 32-port switch. Accordingly, the controller
affects the bit-pattern w1 = 10 to S1, since 2 bits are enough to express all ports,
and w5 = 11001 to S5, since 5 bits are sufficient to represent all ports. Typically,
the length of the wi of the switch Si is equal to �log2(ki)� where ki represents
the total number of ports in the switch Si.

When a flow reaches an ingress switch, the controller establishes an end-to-
end path that connects the source to the destination by using a routing protocol.
The controller performs a logical bitwise exclusive OR operation between each
port in the resulting path and the wildcard bit-pattern of associated switch.
Resulting values are joined to form an encoded routing path. The controller
communicates the encoded routing path toward the contact switch as well as
the set of bit-patterns toward each involved switch.
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Fig. 1. Encoding routing path procedure

Extraction of separate routing information at each switch is straightforward
(Fig. 2). Upon receiving a packet, each switch performs the logical bitwise exclu-
sive OR operation between its wildcard bit-pattern and most significant n bits
from the routing path, where n defines the length of the wildcard bit-pattern.
The obtained value represents the local forwarding port to be used by the switch.
Before sending the packet to the next hop, the switch performs a logical left-
shifting by n bits.

3.3 Routing Path Clustering

To avoid the bandwidth overhead induced by using multiple MPLS labels to
carry large routing path, we divide the routing path into sections so that one
MPLS label space is enough to carry the routing path of one section. At the entry
of a section, the first switch is elected as the contact switch. The controller will
only perform append or update actions on routing path at the contact switch.
Finally, we suggest the Algorithm 1 to be used by the controller to divide the
routing path.

3.4 Encoding Routing Information Procedure

Given a path P = (s1, · · · , sL) between a source and a destination, where sj is
the jth switch and L is the length of the path. Let nj be the number of ports
in the switch sj . Therefore, �log2(nj)� bits are required to encode all ports of
the switch sj . For each switch sj , the controller creates a wildcard bit pattern
wj which is conveyed to sj . Obviously, The controller can create over 2�log2(n)�

possible bit-patterns for a n-port switch.
Let WP = (w1, · · · , wL) be the set of wildcard bit-patterns associated to

switches belonging to path P. Let also IP = (i1, · · · , iL) be the set of crossed
ports along the path P . For each switch sj , the controller computes the encoding
routing information rj = wj ⊕ ij . Finally, all the encoding routing information
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Algorithm 1. RoutingPathDiv
Require: IP = (i1, · · · , iN )
Ensure: Sec = (S1, · · · , SK)

{∀i, Si are subsets from IP .
K⋃

i=1

Si = IP and
K⋂

i=1

Si = ∅}
Sec ← ∅
while IP �= ∅ do

Sk ← ∅
for all ij ∈ IP do

if |Sk|+|ij | ≤ 32 then
Sk ← Sk ∪ ij

end if
end for
Sec ← Sec + {Sk}
IP ← IP \{Sk}
incr(k)

end while
return Sec

rj are bring together to create the encoding routing path RP . The controller
conveys RP to the contact switch which append it into an MPLS Label.

3.5 Decoding Routing Information Procedure

Upon receiving a packet, each switch sj performs a logical bitwise exclusive OR
operation between its wildcard bit-pattern wj and n most significant bits of the
routing path n-MSB, where n is the length of wj . The switch can retrieve the
port number ij to be used to forward the packet as follows: ij = wj ⊕ n-MSB.
Before sending the packet to the next hop, the switch performs a left shifting by
n bits on the routing path.

3.6 Multicast Scenario

In previous sections, we mainly consider unicast flows. In this section, we will
prove that our scheme may be adopted for multicast flows. Generally, bandwidth
overhead in multicast forwarding is greater than one’s in unicast situation, since
more routing information should be carried to allow multicast actions: (1) dupli-
cating the multicast packet, and (2) forwarding packets via the corresponding
ports.

In our scheme, no more routing information is appended to the routing path.
Indeed, the controller should install a number of wildcard bit patterns as needed
to keep packet forwarding.

Take Fig. 3 as an example. The multicast group consists of a sender S and 3
receivers A, B and C, respectively. S starts a multicast flow and sends mul-
ticast packets toward receivers through paths PA, PB and PC of A, B and
C, respectively. Assume that S sends a multicast packet through the route
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Fig. 2. Decoding routing path procedure

R1(S1 → S2 → S3) to switch S3. At switch S3, the packet is duplicated
then copies are sent via R21 and R22 to S4 and S8, respectively. At switch
S10, the packet is duplicated another time and copies are sent via routes
R31(S10 → S11 → S11) and R32(S10 → S13 → S14). Let f1

3 andf2
3 be port num-

bers used to forward multicast packet through R21(S3 → S4 → S5 → S6 → S7)
and R22, respectively. To allow packet forwarding via multiple ports with-
out appending more routing information, the controller selects a wildcard bit-
pattern w1

3 to be installed into S3. Therefore, it encodes the port f1
3 as follows:

r3 = f1
3 ⊕w1

3. The controller performs a bitwise XOR operation on r3 and f2
3 to

obtain a new wildcard bit-pattern: w2
3 = r3 ⊕ f2

3 . Finally, the controller conveys
both bit-patterns w1

3 and w2
3 to switch S3. The same procedure will be run at

switch S10.

Fig. 3. Multicast scenario
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The decoding procedure is straightforward. Let’s denote w1
10, w

2
10 and r10 the

Master bit-pattern, the Slave bit-pattern and the encoded routing information
at switch S10, respectively. The port number used to forward multicast packet
through R31 is computed as follows: f1

10 = w1
10 ⊕ r10. The port number used to

forward multicast packet through R32 is computed as follows: f2
10 = w2

10 ⊕ r10.

4 Experiment and Results

In this section, we describe simulation results. We evaluate our scheme and the
MPLS-based forwarding scheme. We used the Java Beacon Controller version
1.0.4, the Openflow1.0.3 protocol and the Mininet2.2.0 framework to define the
controller, ensure control messages exchanges and installing experiment topol-
ogy, respectively. The topology is described in Fig. 4. The path is defined by the
greatest number of crossed hops to simulate large scale networks. We assume
that all the nodes are 64-port switches. At each switch, the forwarding port is
picked randomly from the interval [0, 63]. The simulation time is divided into
6 slots. At the source, we generate some 1 Mbps-CBR flows that should cross
the path in red color. The rate of generating flows is incrementally picked from
the set [10, 100, 200, 500, 700, 1000] in each slot. Since the number of trans-
mitted packets has no impact, we limited a flow to 20 packets/flow. We run our
simulation 30 times.

Fig. 4. Experimental topology (Color figure online)

4.1 Results Analysis

Figure 5 shows the total bandwidth overhead of MPLS-based forwarding scheme
and our scheme as the flow arrival rate changes. The bandwidth overhead refers
to the total number of bits used to forward a packet from the source to the des-
tination. The bandwidth overhead of MPLS-based forwarding scheme increases
exponentially as the flow arrival rate increases. However, it increases linearly for
our scheme.
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Fig. 5. Bandwidth overhead for different flow arrival rates

Fig. 6. Splitting of the topology into sections

Compared to MPLS-based forwarding, our scheme reduces the bandwidth
overhead over 88,42% since available bits in the MPLS label are fully used to
carry routing information. Moreover, splitting the network topology into two sec-
tions (Fig. 6) and using one MPLS label to carry routing path is cost-effective
and helps to overwhelm the problem of encapsulating multiple MPLS labels.
Indeed, MPLS-based forwarding scheme has used 17×20 = 340 MPLS labels for
each flow (over 340 × 32 bits = 10880 bits) while less than 2 × (20 × 32) = 1280
bits are used for each flow in our scheme. As shown in Fig. 7, the MPLS-based
forwarding scheme used the minimum number of control messages. Indeed, only
the ingress node communicates with the controller. The controller will install
all required flow entries in the ingress switch. The most number of control mes-
sages is associated with the traditional hop-by-hop scheme since each switch
should receive at least one flow entry to keep packet forwarding. Our scheme
outperforms clearly the traditional scheme since control messages are sent only
to contact switches. More the number of sections is reduced, more our scheme
performance can be close to MPLS-based forwarding performance.
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Fig. 7. Number of control messages

Figure 8 presents an evaluation of flow tables balancing performance. We
used the Absolute Error function (AE) (Eq. 3) to compute the balancing of flow
tables between the Hop-by-Hop forwarding scheme, the MPLS-based forwarding
scheme, and our scheme. Unfortunately, MPLS-based forwarding scheme con-
sumes a lot of flow entries which may lead to unbalanced usage of flow tables.
Our scheme outperforms other schemes since the network is split into sections
which may limits the number of flow entries per each contact switch.

AE(X) =
∑

i∈[1..N ]

|Xi − X̄| (3)

Fig. 8. Flow tables balancing
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where N, Xi and X̄ are the number of switches, the number of flow entries in
switch si and the average of all Xi, respectively. In conclusion, our scheme is able
to achieve a trade-off between bandwidth overhead and flow tables balancing,
compared to MPLS-based forwarding and Hop-by-Hop forwarding.

5 Conclusion and Future Work

In this paper, an MPLS-based source routing scheme is proposed. It aims to
minimize the bandwidth overhead by reducing the encoding penalty resulting
from encoding the routing path. Our scheme encodes each routing information
exactly with the required number of bits. Our scheme is suitable for application
both on SD-LAN and SD-WAN. For scalability purposes, the network is divided
into several sections. Only one MPLS label is required in each section.

To allow extraction of the per-hop forwarding port, a wildcard bit-pattern is
defined on each switch. Performing a bitwise XOR operation between the bit-
pattern and the encoded routing information helps to retrieve the port number
to be used locally to send the packet.

As shown in results, our scheme outperforms parallel solutions such as MPLS-
based forwarding in terms of flow rejection rate and bandwidth overhead. In
future Work, more simulations need to be performed to prove efficiency of our
scheme. More concern is to be addressed to multicast scenario and to fault
tolerance.
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Abstract. Accurate implementation of communications protocol stacks is
unavoidable, however the traditional protocol stack designed for Dedicated
Short Range Communications (DSRC) does not efficiently support safety
applications. DSRC protocol stack must satisfy some stringent performance
requirements by safety applications in challenging scenarios such as heavy road
traffic. Several communications solutions, and industry standards including the
recently published SAE-J2945.1 standard, are proposed for vehicular safety
systems, but by what means such systems can address the stringent requirements
of safety applications and the scalability issue in their actual deployment is still
an open question. With the current spectrum allocations for vehicular DSRC and
the data traffic generated by cooperative applications, the radio channels could
be easily saturated in the absence of effective control algorithms, resulting in
unstable inter-vehicle communications and eventually failure of the system. The
results of several simulation studies are presented in this paper to evaluate the
DSRC channel and understand the parameters affecting its state.
This paper proposes a cross-layer designed controller for inter-vehicle safety

messaging to address the channel congestion problem of vehicular networks.
The proposed controller enjoys a design supporting direct and in-direct inter-
facing between layers with awareness control aiming at serving the stringent
requirements of DSRC safety applications. The message dissemination con-
troller receives feedback such as channel utilization, outdated packets and
vehicle density information from cross-layer sources to control the load on the
radio channels by adjusting the transmit power and message intervals. The
necessity of instant adjustments requires the mechanism to be utilized with a
decentralized yet cooperative coordination. The aim of this study is to validate
the cross-layer design for DSRC and is fundamentally different to that of the
message scheduling and congestion control algorithm presented as a part of the
SAE-J2945.1 standard. The complexity verification and results of analysis show
the proposed controller is an efficient and fair design.
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networks
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1 Introduction

Intelligent Transportation Systems (ITS) are emerging in practice based on wireless
communications, Global Navigation Satellite Systems (GNSS), the Internet, and sensor
networks. The principal idea behind the development of ITS is to share and deliver useful
information to all kinds of motorists, such as emergency vehicles, public and service
vehicles, and civilian drivers, as well as cyclists and even pedestrians. The goal is tomake
driving safer, to facilitate medical assistance and law enforcement, to shorten driving
time, and to contribute to a safer and greener environment. Several key issues are iden-
tified in enabling a successful deployment of ITS, including ITS architecture develop-
ment, network support, communications-based technologies and application
development [1]. Among these, communications-based issues arisen from the stringent
requirements of safety applications and network scalability, such as channel congestion,
play a significant role in holding the large-scale deployment of ITS back. As such,
Cooperative ITS (C-ITS) with time-critical requirements utilize Vehicular Ad-hoc Net-
works (VANETs) that provide real-time wireless access with periodic channel traffic.

The performance of VANETs suffers from inefficient channel utilization, time-
varying delays, and packet dropouts, due to the current wireless transmission mecha-
nisms. These mechanisms are designed upon the layered architecture of the Dedicated
Short Range Communications (DSRC) protocol stack. Under- and over-utilization of
Vehicle-to-Vehicle (V2V) communications channels, specifically the Control Channel
(CCH), must be avoided to enable important active safety applications to function effi-
ciently in Cooperative Awareness Messaging (CAM) environments. The shared radio
channels, especially the CCH, may possibly be saturated as more cooperative safety
applications are adopted with the DSRC technology and periodic CAM become widely
deployed, even though Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) is employed by IEEE 802.11p. It is understood from CSMA/CA-based
wireless local area networks, such asWi-Fi, that the communications performance of such
networks drops significantly once the shared channel becomes saturated and itsmaximum
capacity is exceeded [2]. To ensure stable systemoperations: (1) the channel loadmust not
exceed a maximum threshold, and (2) the vehicular connectivity requirements imposed
by safety applications must be guaranteed. Topology control protocols for sensor and
wireless ad-hoc networks have been proposed to ensure network-wide connectivity
through the dynamic adaptation of each node’s transmission parameters [3], however,
establishing stable vehicular networks is strongly challenged by the dynamic nature of
vehicular networks and their harsh radio propagation environment.

VANETs rather require establishing and maintaining inter-vehicle communications
links within each vehicle’s local environment (based on the coverage requirements of
safety applications adopted), to support cooperative safety applications and provide
upper-layer protocols with accurate and updated data. The state information exchanged
among vehicles can be modelled at the Application layer (APP) as neighboring context
information for the use of awareness control protocols to ensure robust communica-
tions in local neighborhoods. This is achieved by dynamically adapting communica-
tions transmission parameters based on both the traffic conditions of the surrounding
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environment and the requirements of the safety applications being executed. However,
the layered architecture of the DSRC protocol stack prevents information from being
directly exchanged between nonadjacent layers, resulting in the inability of the protocol
stack to provide rapid responses to any changes in the network state and/or channel
condition [4].

The concept of Cross-Layer Design (CLD) has recently received much favorable
empirical attention as an alternative solution to the layered network architecture.
Several studies such as [5–9], although not targeting VANETs, are conducted to
demonstrate the suitability of the CLD approach for improving the efficiency of
cooperative channel utilization. The channel contention and packet delay requirements
can be addressed by the design methodologies proposed jointly with the CLD tech-
nique [10–12]. DSRC can enjoy the benefits of a CLD approach to offer an improved
performance in large-scale deployments. Although the existing research has rarely
considered a CLD for DSRC, the Cross-Layer Designed DSRC (CLD-DSRC) has the
potential to improve network congestion conditions and to promote the efficiency of
channel utilization in large-scale VANETs. To this end, however, there is a lack of
discussion on and understanding about how to better support vehicular DSRC with the
CLD method. Various control measures, including transmit power, data rate, message
rate, packet length and sensitivity control, can be used in combination to response to
different stimuli such as a traffic jam or a highly demanding safety application requiring
10 Hz CAM to cover a wide area. Among them, the first three measures are strongly
correlated to the success of cooperative safety applications in harsh fading environ-
ments. This paper provides an open discussion on how communications-based
vehicular safety systems can be implemented using the CLD-DSRC methodology.

The rest of this paper is organized as follows. The results of an empirical study of
DSRC channel conditions in various traffic scenarios are reported in Sect. 2. Section 3
provides an overview of the existing approaches in controlling the awareness and
congestion in DSRC-based systems. Section 4 discusses the requirements of C-ITS
safety mission applications, which are used along with the results represented in Sect. 2
to identify the most vital metrics affecting the DSRC channel condition. Also, a CLD
for DSRC is proposed in Sect. 4 to efficiently address the awareness and congestion
problems of VANETs. Section 5 represents complexity evaluation and performance
verification of the proposed CLD-DSRC. Finally, this study is concluded in Sect. 6.

2 Empirical Study of V2V DSRC Performance

The necessity for optimal utilization of the DSRC medium, that is the CCH must be
kept as accessible as possible to every user, is a serious consideration as: (1) a sender
does not always know what type of data is important to receivers and hence the
medium must be available to others to share essential data as well; (2) a sender does not
know what data has been received by neighboring receivers and hence the medium
must be available for retransmissions in case of errors; (3) the V2V radio frequency
channel varies constantly and hence is unpredictable, so the noise level must be
minimized. Using simulation results, this section analyzes the conditions of the
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DSRC CCH to establish a relation between the control measures available and the
channel conditions.

The simulation framework is set up in NS-2 and consists of two main blocks:
(1) traffic scenarios and network topologies, and (2) simulation models for a fading
radio propagation channel and adaptable MAC and PHY modules according to the
IEEE 802.11p standard. For the NS-2 network settings, Mac802_11Ext and Wire-
lessPhyExt modules of the NS-2 library are used to set the 802.11p parameters, and
PBC is the agent module used to represent traffic sources. PBC agent is a broadcast
frame generator that can define message generation frequency, the frame data modu-
lation scheme and MAC frame payload size. Considering the literature, the Nakagami
Propagation model is selected for the simulation of DSRC network. Table 1 provides
the details of the configuration parameters used in the simulation studies.

2.1 DSRC Channel Conditions in Various Traffic Scenarios

Channel Busy Ratio (CBR) was measured to analyze the DSRC channel condition in
three different traffic scenarios. Scenario 1 considers a circular road with a radius of
954.93 m and a length of 6 km within which each node broadcasts safety messages of
378 bytes length at 10 Hz and a transmission power covering a 1 km range. Scenario 2
studies a topology configured as an intersection with 4 km of single lane for each road
section leading to the intersection. Scenario 3 studies a bidirectional highway with
3 lanes of 4 km length each in each direction.

Figure 1 shows the changes in the channel congestion condition for topologically
different scenarios with the number of vehicles travelling on the road as the variable.
The channel congestion condition is measured against the CBR metric. Not surpris-
ingly, as the density of vehicles in-range of one another increases the incremental trend
of the CBR becomes more significant.

Table 1. Simulation parameters

Parameter Value

Noise floor −99 dBm
Channel Clear Assessment (CCA) threshold −95 dBm
CWmin 7
CWmax 1023
Data rate 6 Mbps
RF fading model Nakagami, m = 1
Safety message size 378 Byte
Min/Max message exchange rate 1 Hz/10 Hz
Length of CBR channel monitoring period 1 s
Tx Range 1000 m
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Previous studies show that the optimal value for the CBR, resulting in the maxi-
mum throughput, is between 60% and 70% [13–15]. Maintaining a relatively high
CBR is suggested because (1) the dominant user of the shared channel is the Basic
Safety Message (BSM), and (2) knowing when BSMs are needed by neighboring
vehicles is inherently difficult for any host vehicle due to the unreliable nature of the
DSRC wireless channel. Therefore, the strategies suggesting a significant portion of the
channel capacity to be kept unused are harmful to safety operations of the system.
The CBR value of 0.6 is considered as the target throughout this study. This means, the
CBR must be kept below 60% to continuously maintain a non-congested channel. This
condition places stringent requirements on the number of vehicles that can be within
the transmission range of any host vehicle, depending on the types of the road and
traffic scenarios. Figure 1 testifies that the combination of road types and traffic sce-
narios affects the channel condition differently based on the characteristics it possesses.

2.2 Performance of DSRC in Different Channel Congestion Conditions

To evaluate the channel congestion conditions, a highway scenario with different
vehicle densities (imposing different CBRs) has been considered to firstly study the
CBR metric for each density. Using the values derived for the CBR, the number of
packets successfully received at different distances from the reference sender is cal-
culated and shown in Fig. 2. The figure represents the average reliability of the DSRC
wireless channel in different channel congestion scenarios for various separation dis-
tances between a pair of moving vehicles.

Since each safety application has a different requirement for its transmission range
and a minimum CAM rate, and the reliability of the DSRC wireless channel is a factor
of both the communications range and the CBR, this paper argues that the awareness

Fig. 1. DSRC channel condition
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control mechanisms must account for the reliability rate of the communications links.
This means, if an application necessitates transmitting a message to a remote location
and/or in a more crowded network, the message should be sent more frequently than if
a closer area in a less busy network is the transmission target [16].

Figures 1 and 2 collectively represent that V2V DSRC reliability greatly depends
on the characteristics of both the traveling road and the present traffic. The results by
Ansari et al. [16] also disclose that the (relative) speed of the communicating nodes has
a direct impact on the reliability of the DSRC channel, regardless of the positions of
vehicles in relation to each other.

3 Existing Approaches to DSRC Congestion Control

The focus of this context is on awareness-based congestion-control techniques with
application-driven adaptation of transmit power, CAM frequency and channel access
contention window size. Various approaches and performance evaluations have been
contributed to control the load on radio channels, however the requirements of the
safety applications are seldom considered in the design policies proposed to guarantee
the communications capacity of each vehicle within its local neighborhood. This
section reviews different approaches targeting the issues of channel congestion control
and awareness control.

The CCH is the most important channel of the DSRC band, due to being the only
candidate to support safety missions, so the efficient use of this channel is critical.
200 µs or less is the recommended transmission time on the CCH. So, as per the
recommendations of the US Federal Communications Commission (FCC), a service
channel must be used for messages that take longer than 200 µs to transmit [17].
Hence, collisions in preamble transmissions cause a high waste of resources due to

Fig. 2. DSRC performance in different channel conditions
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tight timing constraints. This is even more susceptible with the presence of hidden
terminals. This effect considerably reduces the performance of VANETs. So, the MAC
algorithms that determine which Mobile Station (MS) has the right to utilize the shared
communications channel are vitally important for achieving predictable delays. In this
regard, MAC schemes schedule all channel access aiming to keep interference inci-
dents as low as possible at all transmission periods.

Standard multi-access schemes such as Time Division Multiple Access (TDMA),
Frequency Division Multiple Access (FDMA), and Code Division Multiple Access
(CDMA) are ineffective as DSRC MAC protocols, due to the dynamic nature of
VANETs [17]. The reason for their inefficiency is that centrally coordinated time-slots,
channels, or codes must be dynamically allocated to DSRC stations, which is extremely
difficult to achieve in networks with highly mobile nodes [18]. Likewise, the Point
Coordination Function (PCF) MAC protocol, which is the contention-free protocol of
the IEEE 802.11 standard, requires a central node to access the medium for scheduling
the transmission of stations and therefore is inapplicable to VANETs [17]. Hence,
contention-based Wireless Random Access (WRA) mechanisms are often used by
modern wireless access network protocols [19]. However, although the Distributed
Coordination Function (DCF) employing Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) is the fundamental MAC technique of IEEE 802.11p, it is
argued in the literature, such as [20, 21], that the 802.11p MAC method does not
guarantee real-time communications because channel access is not guaranteed before a
finite deadline. Accordingly, several different mechanisms have been proposed to
increase the overall performance of real-time data transmission/reception, such as
Self-organizing TDMA (STDMA). STDMA [20], a decentralized MAC scheme, aims
to guarantee an efficient, reliable and timely delivery of safety critical messages by
utilizing a GNSS for synchronization and time-slot sharing purposes. A comprehensive
survey classifying and analyzing 34 different MAC layer protocols proposed for
wireless ad-hoc networks within industry standards and/or research proposals is given
in [22]. Furthermore, Booysen et al. [23] provide a summary of recently proposed
MAC protocols for VANETs including STDMA. However, in the design of the
CLD-DSRC, this paper grants the fundamental technique of CSMA/CA to be the sole
governing technique of the IEEE 802.11p MAC sub-layer.

CSMA/CA utilizes a random back-off time following an unsuccessful medium
access. The back-off mechanism employs a time counter to compute and to decrease
the back-off interval based on a Contention Window (CW) – CW is the window size.
Given that the channel is sensed idle, the counter is decremented. The counter, how-
ever, is stopped as soon as a transmission is sensed on the channel, and is reactivated
when the channel becomes idle again for a period more than the DCF Inter-Frame
Space (DIFS). The node starts to transmit packets as soon as the back-off time counter
reaches zero. The initial back-off time for each transmission is uniformly chosen in the
interval [0, CW−1], where CW 2 [CWmin, CWmax]. The back-off stage j, j 2 N, is
increased after each unsuccessful transmission up to a maximum value. The value of
CW is doubled in each step, to the maximum of CWmax, as j is increased.
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3.1 Channel Congestion Control

Using field measurements and simulation studies, it is reported that the communica-
tions performance of DSRC degrades significantly in high vehicle density environ-
ments [24]. For example, the packet error rate in a VANET with 360 nodes with the
transmission rate of 10 safety messages per second was about 71.1% [25]. The ability
of vehicles to perform critical safety-of-live missions in such environments with high
packet error rate levels is significantly impaired. One key factor, in addition to densely
overlapped transmission areas and excessive CAM on the CCH, that contributes to the
severe local throughput degradation when traffic density increases is that the initial
value of CWmin in current VANET systems is set without considering the local
density, which is often set too low for the number of vehicles presented in the area [26].
Beyond industry standards such as BSM Scheduling and Congestion Control
(BSMCONGCTRL) of SAE J2945.1 [27] that deals with minimum performance
requirements, how to control channel congestion in VANET is an active research topic.

Two types of congestion control techniques, proactive and reactive, are already
widely under development and evaluations. The state information of the surrounding
nodes available at the APP layer, and data generation patterns are collectively used by
proactive techniques to satisfy the required application-level performance; these may
be known as feedforward control mechanisms as well. The reactive techniques, how-
ever, use the channel congestion status to decide whether the transmission parameters
need adaptations; these may be also known as feedback control mechanisms.

A distributed power-control congestion mitigation scheme with fair transmit is
studied in [28], where optimal transmit power is calculated by each sender based on the
position information of all its neighbors. The adaptation of transmit power is also used
in [29] to control congestion. A distributed algorithm is proposed in [25] to adjust
messaging rates by which the channel load is controlled and maintained at a target. This
algorithm uses binary feedback and an Additive Increase Multiplicative Decrease
(AIMD) mechanism. Ansari et al. [16] also suggest the adaptation of messaging rates
based on the relative position of target neighbors. Another message-rate controller
focusing on global fairness is proposed in [14], which adapts using AIMD and dis-
seminates congestion information over multiple hops to achieve global fairness. The
LInear MEssage Rate Integrated Control (LIMERIC) algorithm using a linear rate
adaptation mechanism is proposed in [30], and the weighted-LIMERIC algorithm
converging to weighted-fair message rates is further proposed in [15].

3.2 Awareness Control

The congestion-control philosophy advocating the maximization of each vehicle’s
awareness by maximizing channel throughput is preferred to the philosophy of trans-
mitting only those safety messages thought to be needed [15]. The connectivity
requirements imposed by the implemented safety applications, in addition to mini-
mizing the channel load level, must be ensured among vehicles for stable system
operations. Awareness control protocols need: (1) to have direct controls on each
vehicle’s communications range by adapting the transmit power to successfully com-
municate safety messages to a given distance (cover the necessary number of
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neighbors), (2) to adapt the packet generation rate to satisfy the required number of
messages to be received at vehicles in-rage during a given time window, and (3) to set
CW values based on local traffic conditions for improved channel throughputs. To
optimize each vehicle’s awareness of its neighbors, the number of safety messages
received from each neighbor must be maximized [15]. Awareness control mechanisms
must consider the requirements of C-ITS safety applications as they are different from
one to another. The goal of safety mission applications is to maximize awareness.
Awareness control mechanisms can be seen as topology controllers [2].

4 Cross-Layer Design for DSRC

4.1 Requirements of C-ITS Safety Applications

C-ITS enable a great number of applications to enhance driving safety and traffic
efficiency based on the types of vehicular communications systems supported. These
applications are categorized based on their roles within ITS. Intelligent transportation
applications, from the most abstract viewpoint, are classified as safety (public) appli-
cations and non-safety (efficiency and infotainment) applications [31, 32]. The focus of
most of the safety projects has been on the development of the six vital V2V safety
applications represented in Table 2 [32–34].

Cooperative safety applications rely on the knowledge about the states of collab-
orating vehicles and time intervals between events and corresponding reactions. The
applications represented in Table 2 are ad hoc based with high priority at the data link
and stringent time requirements (V2V APP layer delays) to enhance transportation

Table 2. Requirements of C-ITS safety applications

Application name Application requirements

CAM
rangea

Absolute positioning
accuracy

Relative positioning
accuracy

CAM
rate

CAM
period

CAM
latency

95% confidence level

Extended/Emergency
Electronic Brake Light
(EEBL)

300 m <0.7 m <1 m >10 Hz 100 ms 0.01–0.1 s

Where-in-lane-level granularity

Forward Collision Warning
(FCW)

150 m <0.7 m <1 m >10 Hz 100 ms 0.01–0.1 s

Where-in-lane-level granularity

Intersection Movement Assist
(IMA)

300 m <0.7 m <1 m >10 Hz 100 ms 0.01–0.1 s

Where-in-lane-level granularity

Blind Spot Warning + Lane
Change Warning
(BSW + LCW)

150 m <1.1 m <2 m 10 Hz 100 ms 0.1–1 s

Lane-level granularity

Do Not Pass Warning
(DNPW)

150 m <1.1 m <2 m 10 Hz 100 ms 0.1–1 s

Lane-level granularity

Control Loss Warning (CLW) 300 m <0.7 m <1 m >10 Hz 100 ms 0.01–0.1 s

Where-in-lane-level granularity
a300 m corresponds to 6 cars per lane in front and 6 cars per lane at rear @ 60 km/h.
150 m corresponds to 3 cars per lane in front and 3 cars per lane at rear @ 60 km/h.
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safety. Essentially all of them rely on CAM at received beacon rates of at least 10 Hz.
These safety applications have the most stringent latency requirements and demand a
relatively small communications range corresponding to small inter-vehicle distances.
The recommended CAM ranges and rates for each application can be beneficial in light
traffic scenarios where the traffic flow does not change frequently in a short time and all
vehicles could keep their velocities accordingly. As such the CAM range and rate of
applications may be determined based on the speeds of connected vehicles and the
number (density) of vehicles travelling with the host vehicle.

The CAM range field specified in Table 2 is indicative and needs to be adjusted
based on various factors including the condition and speed of the road that the vehicle
travels on. Hence it is more reasonable to express the CAM range by the number of
vehicles that must be covered by the message. Let’s assume the values represented in
Table 2 as CAM ranges correspond to the road speed of 60 km/h, with the fact that a
three-second gap must be kept between each pair of following cars to allow for safe
response to hazards or unexpected events; the three-second gap is equivalent to the safe
distance of 50 m at 60 km/h. The minimum number of vehicles to be covered with the
300 m range requirement is then 6 cars per lane in front and 6 cars per lane at rear, and
with the 150 m range requirement is 3 cars per lane in front and 3 cars per lane at rear
of each host vehicle. These two requirements (either the coverage of at least 12 cars per
lane or of at least 6 cars per lane) can ensure awareness among platoons of vehicles
travelling together in various traffic scenarios. This, however, demands the precise
position of each platoon’s central vehicle to be known by all vehicles of the platoon.

Safety applications are the key factor for determining the most stringent requirements
of C-ITS such as positioning needs in terms of both accuracy and reliability. Accuracy
required for fault-free operations of these applications depends on various factors such as
speeds of connected vehicles and spatial distances between them. Requirements of 0.5 m
and 10 Hz are reported in [35, 36] for positioning accuracy and the position update rate of
C-ITS applications respectively. Assisted GNSS-based positioning technologies and
communications-based collaborative positioning methods can offer the required lane-
level vehicle navigation and positioning between vehicles and infrastructure access
points (road-side units). Because both approaches have some drawbacks due to limita-
tions in visible satellites or communications bandwidth, a combination of different
techniques may be needed under harsh scenarios. The channel capacity requirements for
collaborative positioning in those scenarios are discussed in [37]. In addition to V2X
communications and positioning technologies, enhanced digital road maps are required
to support many of C-ITS applications, as maps provide location information of road
entities and geometry preview of the road.

The above discussion reveals the relation between the requirements of communi-
cations, of networking and of positioning, with those of CAM by safety mission
applications. Therefore, the live requirements of safety applications depend on the
speeds of connected vehicles, spatial distances between them, and the CBR and the
number (density) of vehicles travelling with the host vehicle, as well as the type of road
(e.g. suburban street, highway, or intersections). This information is available at the
APP layer of the DSRC protocol stack through feedback from cross layers, and hence,
to best support the channel congestion control mechanisms, there must be an adaptation
mechanism at the APP layer to feedforward the adaptive parameters to the PHY layer.
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4.2 Cross-Layer Design Approach

The rationale behind the development of the CLD-DSRC is to satisfy the timeliness
requirement of periodic communications when the DSRC medium of VANETs is
congested, and to efficiently utilize the medium resources, e.g. channel bandwidth,
otherwise. Deterministic metrics must be established to quantify the conditions of both
communications and road traffic networks so that the changes in the status of either
network can be detected. Such metrics can be employed by an adjustment controller
within an Adaptation sub-layer to control parameters for message generation and
exchange optimization based on the timeliness requirements of safety applications. The
introduction of the Adaptation sub-layer in the DSRC protocol stack as the hub of CLD
means additional codes for the PHY, MAC and APP layers must be implemented.
Although, the execution of additional cross layer codes may adversely affect the pro-
tocol stack’s internal throughput and endanger the integrity of individual protocols, an
Operating System (OS) independent architecture ensures the integrity, efficiency and
maintainability of the CLD stack. This necessitates the implementation of the Adap-
tation sub-layer using generic data-structures for multi-platform CLD optimization.

Because ACK mechanism is not activated in DSRC, the CLD-DSRC only has
access to data measurable by each radio unit itself or data received via BSMs. The
communications network status, conforming to the CBR or the rate of packets dropped
(outdated) in the local queue, is available as feedback from the MAC layer in IEEE
802.11-based networks. Other information identified earlier as vital input data for the
awareness and congestion controller, e.g. speed of vehicles, separation distances
between vehicles, density of vehicles and the type of road, is accessible as feedback
from the APP layer using BSMs, GPS data and digital maps. This information can then
be passed on as feedforward to other layers such as the PHY, MAC or APP layer using
one of the three implementation designs categorized by Srivastava and Motani [38],
including direct communication between layers, indirect communication through a
shared database, and the new abstractions using heaps instead of stacks. To allow for a
multi-platform, non-OS-specific CLD implementation, we advocate the idea of a shared
database for the freedom it offers for generic implementation of controls and
data-structures.

Given that maintaining the CBR within the level of 60%–70% is the target of
awareness and channel congestion control mechanisms, an adaptive transmission
controller is inevitable. Many candidates have been identified in the literature including
transmit power, messaging rate, bit rate, packet length, and sensitivity control [15]. We
advocate a controller based on transmit power and message-rate controls, because their
primary feature is a predictable, topology-independent correlation with the CBR metric.
To receive feedforward values in the CLD-DSRC, the PHY, MAC and APP layers
register with the Adaptation sub-layer for information about events that triggers
adjustments to their parameters. Feedback values are processed at the Adaptation
sub-layer and event information is feedforwarded to the registered layer via APIs to
adjust its action accordingly. Each layer decides what optimizing action to take based
on the feedforward values it receives. Figure 3 represents a schematic diagram for the
CLD-DSRC. The Adaptation sub-layer combines the requirements of different simul-
taneous applications with the live conditions of the wireless channel to derive values
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for the parameters requiring adjustment. The Adaptation sub-layer must also ensure
that appropriate controls of the OS are invoked and correct data-structures of targeted
layers are updated.

5 Evaluation of CLD-DSRC Complexity

The CLD-DSRC is essentially a modification to the DSRC stack and requires minimal
modification to the protocol stack that is integral to the OS of DSRC-enabled radios.
This section identifies the metrics for evaluating the CLD-DSRC and evaluates its
complexity by discussing the runtime overhead introduced by the CLD-DSRC design.

5.1 Evaluation Metrics

The CLD-DSRC is proposed to enhance the performance of VANETs by sharing
information among the DSRC stack layers. However, this entails additional codes and
APIs be implemented into the stack protocols. Two metrics, namely time-space
complexity, and complexity of stack-database crossing and data path delay can be used
to evaluate the efficiency of the proposed design. These are specified in the so-called
Big O-notation for the evaluation of the intensity of resource utilization (O is Landau’s
symbol). The analysis is done for a problem of size n that is the number of changes in
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the conditions of communications and road traffic networks that mandate an adjustment
in one of the transmission parameters at any given time.

5.2 Time-Space Complexity

If only one layer would receive feedforward at a time, because the choice of the next
parameter on which to perform an adjustment is one of few possibilities, i.e., transmit
power or message intervals, the time complexity of the CLD-DSRC was O(log n). This
is the case in sparse road traffic scenarios that is a good performance. However, due to
the dynamic nature of VANETs simultaneous feedforward values can be received by
different registered layers and hence the time complexity of the CLD-DSRC in highly
dynamic, crowded traffic is O(n) that is a fair factor.

The proposed CLD-DSRC requires a bounded (fixed) amount of space for the
shared database which does not depend on the conditions of the communications and
road traffic networks. For any condition, the CLD-DSRC will take the same amount of
space and the occupied space is independent of the input, hence the space complexity
of the CLD-DSRC is O(1) that is an excellent performance.

5.3 Stack-Database Crossing and Data Path Delay

Layers register with the Adaptation sub-layer and feedforward is invoked on every
change in every element of the database that a layer is registered for. The complexity of
APIs depends on the number of registrations for feedforward and the changes in the
conditions of communications and road traffic networks. The number of registrations is
constant while the changes in the networks is in the order of n, and hence
stack-database API crossing has an order of O(n) complexity. On the other hand,
dispatching feedforward values is asynchronous to receiving feedback values and
hence data send and receive functions of the Adaptation sub-layer do not impact the
data paths of the stack layers.

6 Discussion and Conclusions

An existing significant challenge in the deployment of DSRC-based V2V safety sys-
tems is wireless channel congestion and awareness control. This article discussed the
development of a distributed cross-layer design approach to address the DSRC con-
gestion and awareness control to maximize the channel throughput. Simulations have
been used to study the attributes of the DSRC wireless channel. Then, the requirements
of safety mission applications were studied to determine the parameters affecting the
DSRC channel condition. The paper argued that in addition to the adaptation of
messaging rate, other transmission behaviors such as transmit power and channel
access contention window size must be adapted per the conditions of both commu-
nications and road traffic networks to provide the adaptive controller with stability,
convergence, and fairness properties. The complexity verification and analysis showed
the proposed controller is an efficient and fair design with O(n) being the worst-case
complexity for the proposed CLD-DSRC, where n is the number of changes in the
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communications and road traffic networks requiring an adjustment in one of the
transmission parameters at any given time. The study of the proposed controller in
more details to derive an optimal trade-off between transmit power, message intervals
and channel access parameters as well as to investigate the controller’s stability,
convergence, and fairness properties is still valid and within our future research agenda.
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Abstract. In this paper, the problems related on spectrum sensing in Cognitive
Radio (CR) devices are discussed. In this context, the conventional mechanisms
require that the operation signal sampling would be performed at least at the
Nyquist rate and also allowing only narrowband sensing operation or wideband
sensing limited by sensing continuous narrowband channels. Therefore, this
problem is approached from the Compressive Sensing (CS) approach, which is a
proposal that reduces the dimensionality of the signals, and therefore can be
applied to sub-Nyquist sampling allowing the wideband spectrum sensing
operation. In this context, it is proposed to use Signal representation, coding
signal (sampling) and reconstruction, in this way signal representation is per-
formed by hard thresholding, sampling the wideband signal is performed using
the random demodulator and reconstruction through implementation recon-
struction algorithm based on modified orthogonal matching pursuit (OMP). As a
whole, the wideband spectrum sensing mechanism proposed verifies the
methodological steps are valid and applicable to this type of scenario, and also
allows to check the advantages and disadvantages of the sampling mechanism
used as the reconstruction algorithm implemented.

Keywords: Compressive sensing � Convex programming � Sampling �
Spectrum sensing � Random demodulator

1 Introduction

Currently, the demand for wireless communication services has grown exponentially,
this has generated some overcrowded band [1], because they are used by commercial
systems. However, there are frequencies bands which are sub-used [2], like TV Bands,
those band offer a great opportunity to solve this problem. Therefore, there are spectral
holes that are permanent in some cases and in others, occur at certain times on some
frequency bands; which implies a dilemma, because users from some services such as
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mobile, do not have enough spectrum to transmit, but on the other hand, some spectral
bands are not completely used. This happens due to the current static spectrum allo-
cation strategy, and consequently dynamic spectrum access (DSA) is proposed as a
solution strategy.

So, the technology which can help to implement devices with DSA capabilities is
Cognitive Radio. This technology allows changing the parameters of the devices and
the network itself in order to establish an efficient communication in terms of radio
resource use, but this communication must not interfere with the users who have a legal
concession of the band. CR devices have 3 steps to work and do the dynamic channel’s
assignment which are: Spectrum sensing, Radio Environment analysis and Transmis-
sion Parameters adjustment. Spectrum sensing is known as the CR enabler and it must
be done continuously in the CR for giving key data such as traffic and noise statistics,
channel state, White Spaces information, and so on, to finally do the transmission
parameter adjustment, and doing so allowing the CR to adapt the environment

However, spectrum sensing is a task that involves significant challenges from the
perspective of the computational resources required, and to implement this function
using traditional methods such as the energy detector [3, 4], sensing per adapted filters
[4, 5] sensed by cyclo-stationary characteristics [4, 6] and a wavelet detector [7, 8]
among others, involves sampling the broadband spectrum at rates above the Nyquist
rate; this is the reason why the new paradigm implemented called Compressive Sensing
(CS) [9, 10] is so appealing; it provides an efficient way to sample and process sparse
signals or signals that can be adequately approximated by sparse signals, in other
words, those which can be approximated by an expansion in terms of a suitable base,
that only has a few significant terms. Therefore, to solve the problems of spectrum
sensing it is necessary to establish a set of methodological steps for the developing of
sub-Nyquist sampling sensing in wideband signals. In addition, proposing an
approximation with sensing algorithms for wideband signals is key to solve the sam-
pling problem in rates below the Nyquist rate, and doing so improving the processing
capacity requirements, which are proportional to the number of samples to process. In
the same way, an alternative solution for solving this problem will be generated, which
compared with the traditional spectrum techniques, it will allow to sense narrowband
signals and wideband signals in sequential way.

Then, using the frequency domain sparse property of the wireless signals in outdoor
scenarios [11], it is proposed a methodology for the use of CS in CR to solve spectrum
sensing problem in wideband signals. The band of interest is divided into a finite
number of spectral bands, in which the presence or absence of carriers through the
reconstruction of the sampled spectrum is examined. The sampling process is per-
formed with a random demodulator proposed in [11], and the reconstruction of the
same for the identification the occupied bands by means of identifying the presence or
absence of carrier is performed with the convex relaxation algorithm based on mini-
mizing the norm ‘1.

This paper is organized as follows: In Sect. 2 the reference framework is described,
then in Sect. 3 the methodology based on the proposed steps is defined in Sect. 4 the
results are shown, and finally in Sect. 5 the conclusions of the study are shown.
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2 Reference Framework

In the compressive sensing paradigm [14], it is assumed that a signal z 2 R
n is formed

by samples taken at the Nyquist rate; this signal, in turn, can be represented by an
sparse approximation in a transformed domain, wherein, denoting by U the matrix of
size n� n which represents the transformation between the original signal domain and
the domain in which the signal is sparse, and assuming that in the transformed domain,
the signal x 2 R

n is described as x ¼ Uz and has significant components only, where
k\\n and the remaining components are approximately zero. Therefore it is said that
the signal x 2 R

n is k-sparse, which is represented as xk k0� k, where the operator xk kp
denotes vector norm ‘p of x when p ¼ 0, and is not according with triangular inequality
then xk k0:¼ suppj j and represent cardinality of x vector support, and the ‘p rule is
defined as shown in Eq. 1.

xk kp¼
supp xð Þj j para p ¼ 0Pn
i¼1 xij jp

� �1
p para p 2 1;1½ Þ

maxi¼1;2;3;...;n xij j para p ¼ 1

8<: ð1Þ

It may be interpreted manner not so precise, but highly illustrative, that compres-
sive sensing allows sampling at the Nyquist rate followed by a sub-sampling performed
by a matrix A of size m� n, where m\ n, therefore, the process of making m linear
measurement by an acquisition system, can be represented mathematically as indicated
by Eq. 2.

y ¼ Ax ð2Þ

Where y 2 R
m is the measurements vector.

To ensure the recovery of only the original signal from the linear measurements y,
the sensing matrix A must satisfy, generally, the restricted isometry property
(RIP) [14], which is illustrated in the following definition.

Definition 1. A matrix A satisfies the restricted isometry property of order k, if a
dk 2 ð0; 1Þ such that

ð1� dkÞ xk k22� Axk k22�ð1þ dkÞ xk k22 ð3Þ

For all x 2 Sk , where Sk is the set of all k-sparse signals.
If a matrix A satisfies the restricted isometry property of order 2k, then from Eq. 3 it

can be interpreted that the matrix A preserves the distance of any pair of k-sparse
vectors.

The problem of reconstructing the signal x 2 R
n from the measurement vector

y 2 R
m, can be done using algorithms based on convex relaxation which are a key

focus of the sparse approach; they replace the combinatorial function ‘0 with the
convex function ‘1, which converts the combinatorial problem in a convex opti-
mization problem [13], the ‘1 norm is the convex function which is most approximated
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to the ‘0 function. The natural approach, from which the sparse approximation problem
addressed, is to find the sparse solution y ¼ Ax, by solving the optimization problem

minx xk k0 subject to y ¼ Ax ð4Þ

However the problem posed in Eq. 4 is a combinatorial problem which in general is
NP-Hard [14], and the simple fact of working with all media cardinality k becomes an
intractable computational problem, by replacing the ‘0 norm with the ‘1 standard the
problem becomes the one raised in Eq. 5.

minx xk k1 subject to y ¼ Ax ð5Þ

When dealing with imperfectly sparse measurements (measurements contaminated
by noise), the sensing model given by Eq. 6 is considered.

y ¼ Axþw ð6Þ

Where A is the sensing matrix of size m� n, y 2 R
m is the measurement vector and

w 2 R
m is the noise vector, therefore, inputs from y are the measurements from x

contaminated by noise, therefore the optimization problem of Eq. 5 becomes

minx xk k1 subject to Ax - yk k2 � 2 ð7Þ

Or equivalently

minx xk k1þ
l
2

Ax� yk k22
� �

ð8Þ

The two programs are equivalent in the sense that the solution of a problem is also
the solution of the other provided that the parameters 2 and l are properly established;
however, the correspondence between 2 and l is not known beforehand; depending on
the application and the information available, one of the two may be easier to obtain,
which makes one of the two problems stated in Eqs. 7 and 8 preferred over the other.
Properly selecting 2 or l is a problem that is very important in practice, therefore,
general principles for selection include:

• Perform statistical assumptions about w and x and interpret Eqs. 7 or 8 as e.g.
maximum a posteriori estimates.

• Cross validation (perform reconstruction from a subset of the recovery action and
validate on another subset of steps)

• Find the best values of the parameters on a test data set and use these parameters on
current data with appropriate adjustments to compensate for differences in scale,
dynamic range, sparsity and noise.
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3 Proposed Methodological Approach

Next, the methodological stages to be covered in the process of developing an efficient
spectrum-sensing algorithm are defined by the particular functionality of the obser-
vation phase defined in the cognitive cycle proposed by Mitola [15]. In this phase of
observation, the following can be defined as objectives associated with spectrum
sensing: (1) Identification of Blank Spaces, (2) Identification of radio technology,
modulation, coding or characteristics of the signal present in the channel; (3) Identifi-
cation of the quality or condition of the channel; Considering these objectives, the
proposed methodological stages are:

3.1 Pre-processing and Digitizing the RF Signal

At this stage, it must be decided that the alternative of digitizing the Radio Frequency
(RF) signal present in the radio environment is more convenient according to the
objectives set for the spectrum sensing operation. In this phase, the major challenges
are presented in the aspects related to the hardware components required for the
acquisition of the signal, such as Digital Analog Converters (ADC), Low Noise Filters
and Amplifiers (LNA); with respect to the digitization process, in the scenario in which
broadband spectrum sensing is sought, ideally, the CR should be supported by fully
radio software hardware, in which the RF signal is directly digitized. However, there
are fundamental physical limits to be exceeded according to the operating bandwidths,
operating frequencies and number of bits required in the resolution of the conversion;
in addition, it is relevant to consider in this scenario the number of measurements
generated in the process of digitizing the RF signal since, depending on it, more or less
processing capacities will be required in the later phases. As for the characteristics
required in the filters, an important aspect is related to the bandwidths and low ripple of
the passing band, small transition bands and levels in the attenuated band which
involves complex and high-order filters that require components with important
restrictions in their frequency response, finally with respect to the amplification of the
received signal when it is broadband. The amplifier is required to operate in its linear
region, which is a major challenge given the frequency response required by the
amplifier components.

According to the aforementioned, it is important to decide which sampler to use
according to the specific objective that is sought with the spectrum sensing, in this
sense, the possibilities to consider are the Nyquist Sampling or the Sub-Nyquist
Sampling. If the objectives of the spectrum sensing are (1) or (3) it is convenient to
perform a sub-nyquist sampling because of the low computational complexity asso-
ciated with the pre-processing stage associated with the selected sampler, this because
in order to achieve these sensing targets do not require a perfect reconstruction of the
signal; if the objective of the spectrum sensing is (2) It is advisable to perform a
Nyquist sampling since perfect reconstruction of the signal is required. The above is
shown in the decision diagram of the proposed methodological approach, which is
illustrated in Fig. 1.
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In this sense, since the objective of sensing is the identification of blanks, it is
proposed to use sub-nyquist sampling based on compressive sensing, covering the
stage of digitalization of signal by means of a dispersed representation of the multiband
signal and obtaining sub samples -nyquist using the analog converter - information
called Random Demodulator [10].

3.2 Extraction of Characteristics

Once digitized measurements of the RF signal present in the channel are taken, these
measurements must be processed to obtain adequate representation for classification
and identification purposes. This is a very delicate stage since the different spaces of
characteristics lead to different representations of the signal. Therefore, the feature
space used must be strictly related to the sensing objective.

Fig. 1. Proposed methodological approach
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Some of the characteristics related to the objectives associated to spectrum sensing
are signal power, interference temperature, power spectral density, cycle - stationary,
time - frequency distribution, eigenvalue distribution, signal covariance, etc. Each of
them can be used to represent the signal according to the objective associated with
spectrum sensing. For example, if the objective of the spectrum sensing is identification
of blanks, it is possible to use characteristics such as signal strength, interference
temperature, power spectral density, signal cycle distribution, distribution of the
eigenvalues of the matrix channel, time - frequency distributions or signal correlation
matrix. Nevertheless, if the purpose of the spectrum sensing is the identification of the
radio technology of the primary user, modulation, coding or characteristics of the signal
present in the channel, it is advisable to use characteristics such as power spectral
density, signal cycle distribution or distributions time - frequency. Finally, if the
objective of the spectrum sensing is the identification of the quality or state of the
channel, it is most appropriate to make use of characteristics such as signal strength,
interference temperature, power spectral density or time - frequency distributions.

This process does the Sub-Nyquist sampling of the signal x 2 R
n, using a set of

samples y 2 R
m where y ¼ Axþw and the matrix A must satisfy RIP. Then, it is done

the processing of the disperse signal in which the obtained samples y 2 R
m are used to

recover the signal x 2 R
n using greedy search algorithms or convex programming

algorithms [9].

3.3 Classification and Identification

Once it has been defined, which feature or feature sets are to be used for signal
representation, it is necessary to establish where and how the decision process will be
performed. For this, it is necessary to consider the most relevant aspects according to
the objective of spectrum sensing and the particular problem to be addressed. From the
present methodological proposal and according to the ways in which the spectrum
sensing mentioned in Sect. 1 can be realized, three alternatives are seen for the
decision-making process in CR.

(1) Spectrum Sensing: In this alternative, each secondary user, individually, makes
the decisions according to the established sensing objective, based on locally
available measurements.

(2) Cooperative Spectrum Sensing (Centralized): In this alternative, all secondary
users who share a geographic area or radius of influence environment send the
decisions taken locally to a central entity. Which exploits all available knowledge
to make the decision in accordance with the goal of established senses.

(3) Collaborative Spectrum Sensing (Distributed): In this alternative, all secondary
users who share a geographic area or radius of influence environment send
decisions made locally to all other collaborating members in the radio environ-
ment. Where each secondary user individually exploits all available knowledge,
and makes decisions according to the goal of established senses.

For each alternative of spectrum sensing, it is necessary to define the rule or set of
decision rules to be used, which is why, for the case of local spectrum sensing, the
decision rule to be used par excellence is the rule of maximum a (MAP) [16], and for
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cooperative and collaborative spectrum sensing, the decision rules to be used may be
rules of logical fusion [17] such as AND, OR or XOR, or Bayesian fusion rules [18].
There are other learning-based decision mechanisms such as Neural Networks [19],
Vector Support Machines [20], Self-Organized Maps [21], Q-Learning [22] and
Genetic Algorithms [23]. Leave to the discretion of the reader, as they are addressed in
the learning phase defined in the cognitive cycle proposed by Mitola [15]. In general,
the proposed methodological approach is summarized as illustrated in Fig. 1 at the end
of the article.

4 Methodology Validation

Considering a single-antenna CR device that operates over a multiband (licenced) with
a total bandwidth of B Hz, which is divided into non-overlapping k sub-bands of equal
bandwidth b, equivalent to B=k Hz per channel, as shown in Fig. 2

Assuming that the multiband signal samples are independent random variables that
follow a normal distribution of zero mean and rs variance (Nð0; rsÞ), a presumption that
is valid for any multiband signal in which each carrier of a sub-band is modulated
independently by data-streams; and that noise samples in each antenna are random
variables normally distributed, independent, of zero mean and rn variance (Nð0; rnÞ), la
signal received in the antenna of the CR device can be expressed as indicated in Eq. (9).

Fig. 2. Wideband spectrum sensing scenario
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xj nð Þ ¼ hjsj nð ÞþwjðnÞ ð9Þ

where xj nð Þ is the n-th component of the signal received by the SU in the j-th sub-band
with j ¼ 1; 2; ::; k, hj represents the channel response in the j-th sub-band, sj nð Þ is the
n-th component of the signal transmitted by the j-th PU on the j-th sub-band and received
by the SU antenna and wjðnÞ is the n-th noise component in the j-th sub-band. The
spectrum sensing problem in the j-th sub-band can be formulated as a statistical
hypothesis testing problem in which a selection must be made between the hypothesis
H0;j which indicates that the j-th sub-band is available, and hypothesis H1;j which
indicates that the j-th sub-band is occupied; the aforementioned can be expressed
according to Eq. (10).

H0;j : xj ¼ wj

H1;j : xj ¼ hjsjþwj

�
ð10Þ

Where xj 2 R
p is the vector of the signal received by the SU in the j-th sub-band, with

p equal to the amount of samples taken per sub-band; wj 2 R
p is the vector repre-

senting the white noise components present in the j-th sub-band; hj 2 ½0; 1� represents
the channel response in the j-th sub-band; finally, sj 2 R

p is the vector representing the
signal transmitted by the j-th PU on the j-th sub-band. To develop the spectrum sensing
we define the following stages.

A. SubNyquist Sampling
With the Random Demodulator (RD) [10] we performs Sub-Nyquist Sampling of
multiband signal xðtÞ, it can be considered as a new type of sampling system, which
can be used for the acquisition of sparse bandlimited signals. From sub-Nyquist
sampling process, the obtained samples can be represented as:

y ¼ Ax ð11Þ

where A 2 R
m�n is the sensing matrix, y 2 R

m the measurements vector and x 2 R
n is

the k-sparse vector that represents the multiband signal, therefore, y entries are
sub-Nyquist samples of x.

B. Characteristics Extraction
From (3) we can see that, by the calculation of the samples covariance matrix of y,
results the following relation:

Ry ¼ ARxAT ð12Þ

where Rx 2 R
n�n is the signal covariance matrix and Ry 2 R

m�m is the samples
covariance matrix.

Therefore, it is possible from the samples covariance matrix to obtain the signal
covariance matrix, and with it the performance of the wideband spectrum sensing
operation identifying the energy in each of the k sub-bands.
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To obtain the signal covariance matrix Rx from samples covariance matrix Ry, we
must solve the optimization problem (13).

min Rxk k1 subject toRy ¼ ARXAT ð13Þ

The proposed solution to (13) is a modification of the OMP (Orthogonal Matching
Pursuit) algorithm [25] which does not work with vectors, and the Kronecker product is
not used, instead it works directly in matrix form as illustrated in the next section.

C. Clasification and Identification
Identification of the occupation or not of each sub-band is done in two stages:
(1) decide on the preliminary occupation or not in function of the energy present in
each sub-band of the signal estimated in antenna. (2) Decide on the final occupation of
the multiband according to the occupation average associated to the preliminary
decisions obtained for each sub-band. The spectrum sensing function is possible to
complete by identifying the values in the main diagonal of the estimated signal
covariance matrix Rx, doing diagðRxÞ ¼ bX½f �. Then, to perform energy detection for
each sub-band (stage 1), the energy of the signal received is compared to a detection
threshold, thus, deciding the occupation or not of a sub-band. Thereby, the energy
present in each sub-band can be calculated according to Eq. (14).

ej fð Þ ¼ hj
�� ��2X

Sbj
bX½f ���� ���2 ð14Þ

Where ej represents energy in the j-th sub-band over a sequence of N samples, Sbj
represents the j-th sub-band, hj represents the channel response in the j-th sub-band, andbX f½ � represents the signal estimated in the multiband. Then, if the energy in the j-th

sub-band is higher than the T hðej [ T hjÞ decision threshold, the decision made is H1;j

(occupied sub-band); on the contrary, the decision is H0;j (free sub-band - WS).
Detection probabilities, Pdj , miss detection probability, Pmdj ; and false alarm

probability, Pfj , in the j-th sub-band are defined as indicated in Eqs. (15), (16) and (17).

Pdj ¼ PðH1;jjH1;jÞ ð15Þ

Pmdj ¼ PðH0;jjH1;jÞ ¼ 1� Pdj ð16Þ

Pfj ¼ PðH1;jjH0;jÞ ð17Þ

According to the central limit theorem [24], if the number of samples is sufficiently
large (� 10 in practice), the test statistics (mean and variance) of ej associated to
hypotheses H0;j and H1;j are normally distributed asymptotically and given by
Eqs. (18) and (19).

Technique Stages for Efficient Wideband Spectrum Sensing 147



EðejÞ ¼
2Nr2nj : H0;j

ðSNRjþNÞr2nj : H1;j

(
ð18Þ

VarðejÞ ¼
2Nr4nj : H0;j

2ð2SNRjþNÞr4nj : H1;j

(
ð19Þ

With r2nj , noise energy is denoted in the j-
th sub-band and SNRj denotes the signal to

noise ratio in the j-th sub-band.
Then, the detection probabilities and false alarm in the j-th sub-band can be

expressed, as indicated in Eqs. (20) and (21).

Pdj ¼ Q
T hj � E ejjH1;j

� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var ejjH1;j

� �
2
q

264
375 ¼ Q

T hj � ðSNRjþNÞr2njffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2SNRjþNÞr4nj2

q
264

375 ð20Þ

Pfj ¼ Q
T hj � E ejjH0;j

� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var ejjH0;j

� �
2
q

264
375 ¼ Q

T hj � 2Nr2njffiffiffiffiffiffiffiffiffiffiffiffi
2Nr4nj

2
q

264
375 ð21Þ

Where

Q xð Þ ¼ 1ffiffiffiffiffiffi
2p
p

Z 1

x
e�

t2
2dt ð22Þ

Thereby, the decision threshold T hj for a specific value of Pfj is given by (23).

T hj ¼ Q�1 Pfj

� � ffiffiffiffiffiffiffiffiffiffiffiffi
2Nr4nj

2
q

þ 2Nr2nj ð23Þ

Finally, the detection probabilities, Pd , miss detection probability, Pmd , and false
alarm probability, Pf ; of the multiband are calculated according to Eqs. (24), (25), and
(26).

Pd ¼
1
K

XK

j¼1 Q
T hj � ðSNRjþNÞr2njffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ð2SNRjþNÞr4nj
2
q

264
375

8><>:
9>=>; ð24Þ

Pmd ¼
1
K

XK

j¼1 1� Q
T hj � ðSNRjþNÞr2njffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ð2SNRjþNÞr4nj
2
q

264
375

8><>:
9>=>; ð25Þ
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Pf ¼
1
K

XK

j¼1 Q
T hj � 2Nr2njffiffiffiffiffiffiffiffiffiffiffiffi

2Nr4nj
2
q

264
375

8><>:
9>=>; ð26Þ

5 Wideband Spectrum Sensing Algorithm

The idea is to reconstruct the covariance matrix, Rx, from the representation of the
covariance matrix, Ry; as the weighted sum of the lowest amount possible of external
products of the columns of matrix A. To perform the estimate of the covariance matrix
of the signal it is important to calculate the K amount of significant components of the
multiband signal that permit conducting a correct detection with probability above or
equal to 0.95; this amount of significant components represents the amount of iterations
the covariance estimation algorithm must perform. Experimental results permit estab-
lishing the relation existing between the number of significant components of the
multiband signal and the bandwidth total of the multi-band B, the bandwidth of each
sub-band (channel) b and the sub-sampling n=m factor, as indicated in (27)

K ¼ n
m

� �
B=b ð27Þ

A. Covariance Estimation Algorithm
Let X 2 R

n be the representation in the frequency domain of signal x; and W 2 R
n�n

the Fourier discrete transformation matrix, such that X ¼ F xð Þ ¼ Wx where X presents
only k � n significant values (inputs different from zero); upon sampling X with the
sampling matrix u 2 R

m�n where k\m\n to obtain y ¼ uX ¼ uWx ¼ Ax; if u

fulfills the restricted isometry property (RIP) in the k order [14] and has low coherence
with W, then X may be effectively recovered from y. To carry out the estimation
process of the signal’s covariance matrix in the channel and solve the problem posed in
Eq. (13), we need to use two auxiliary variables. The first of these ði; jÞ to avoid
re-selecting external products, coordinates ði; jÞ keep the indices of the external
products that can be selected. The second R 2 R

m�n to store the remainders produced
upon removing the external products selected from Ry. Initially, R is equal to Ry and
variable ði; jÞ starts with all the possible combinations of indices of external products of
the columns of the sensing matrix i; jð Þ  f 1; 1ð Þ; 1; 2ð Þ; . . .; ðn; nÞg; then the external
product is selected that best adapts to the remainder through

ðit; jtÞ  arg maxði0 ;j0 Þ2 i;jð Þ
R;P

i
0
;j
0

D E��� ���
P
i
0
;j
0

			 			
2

, excluding from the indices those corresponding

to the external product selected and calculating the weights associated to each external

product selected through least squares û arg minu Ry �
Pt

t0¼1 ut0Pi0 ;j0

			 			
2
; then the

remainder is updated, according to the external products selected and associated
weights R Ry �

Pt
t0 ¼1 ût0Pi0 ;j0 . The process is carried out on K occasions to obtain
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the estimated covariance matrix, bRx, in which all its inputs are zero, except in the K
inputs that correspond to the external products selected, inputs assigned the calculated
weighted values.

B. Wideband Spectrum Sensing Algorithm
To implement the spectrum sensing function, the algorithm illustrated in Fig. 3 is
proposed, where the input parameters of the proposed algorithm are: sensing matrix A,
samples vector y, the total bandwidth of the multiband B, the bandwidth of each
sub-band b, the size m of samples vector and sample size signal vector n at Nyquist rate
(line 1). The proposed algorithm returns occupied and available sub-bands vector in the
multiband denoted by ch (line 2); two auxiliary variables are used, Psb to store the
energy per sub-band in all multiband (line 3) and Pc (line 4) which stores the energy of
each signal component. The spectrum sensing process starts calculating the sub-bands
that are in the multiband (line 7) and the amount of significant components of the
multiband (line 8). Then, the signal covariance matrix Rx is estimated by Covari-
ance_Estimation function (line 9). Next, the main diagonal vector of Rx is obtained
(line 11) and it contains the estimated energy signal components. The sub-band energy
is calculated (line 13), and finally the presence or absence of signal in each sub-band is
estimated (lines 14 to 17).

Fig. 3. Compressive wideband spectrum sensing algorithm
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6 Performance Evaluation

In this section, the performance of the proposed algorithm is analyzed in a multiband
signal scenario composed of six sub-bands (channels) of 3.3 MHz bandwidth each,
which have a random occupation. To evaluate the performance of the proposed
spectrum sensing algorithm, there are used as metrics the detection probability and
Receiver Operating Characteristic compared to the metrics obtained from the sequential
energy detection algorithm [26] and CS based algorithms [27–30]; the obtained results
are shown in Figs. 4 and 5. In Fig. 4 the performance of the proposed algorithm is
observed versus the performance of the other algorithms listed above; in the figure, it
can be seen that the performance of the algorithms in [26–30] is lower than the
performance achieved by the proposed algorithm. Figure 3 shows that the detection
probability of the proposed algorithm is approximately equal to 1 for values of SNR
greater than 0 dB, while other algorithms reach this detection probability for higher
values of SNR.

Figure 5 reveals that the best performance in terms of ROC curves corresponds to
the algorithm proposed; this is because the area below the curve of the algorithm
proposed is the biggest, indicating the capacity of the algorithm proposed to identify
correctly the WS. As also noted in Fig. 5, the algorithm with the worst performance is
that proposed by Sun [29], given that the ROC curve indicates a probability of 0.5 of
correctly detecting the WS. Considering that the results illustrated in Fig. 5 correspond
to the ROC curves of the five algorithms contrasted to an SNR of 1 dB, it is further
evidence that the algorithm proposed improves significantly the performance of the
other algorithms under low SNR conditions.
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Fig. 4. Compressive wideband spectrum sensing algorithm
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7 Conclusions

This article presents a methodological stages to perform spectrum sensing based on
compressive sensing, where the validity of the proposal is demonstrated, at same time,
is presented a bandwidth spectrum sensing algorithm based on CS, which allows
successful signal recovery and identify occupied bands and white spaces reaching a
superior performance than sequential energy detector.

The proposed algorithm presents superior performance at SNR values below 5 dB
using sub-Nyquist sampling in comparison with sequential energy detector which uses
Nyquist sampling rate, at SNR values above 5 dB performance is same.

Similarly, the success of the proposed model based on compressive sensing for
spectrum sensing in Cognitive Radio systems, which it can be evidenced, that the
proposed model successfully performs the operation of spectrum sensing, but it also
makes evident the deficiency in the comprehensive sampling mechanism called a
random modulator; the restriction that the ratio n=m be a whole number, makes the
number of samples to be taken from the sparse signal be much higher than the esti-
mated theoretical, in which the one proposed for the simulation scenario would be 36.
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Abstract. For customers running their applications on Platform-as-a-
Service (PaaS) cloud environments it is important to ensure the Quality-
of-Service (QoS) of their applications. Knowing in advance if and when
a potential problem is likely to occur allows the application owner to
take appropriate countermeasures. Therefore, predictive analytics using
machine learning could allow to be alerted in advance about poten-
tial upcoming QoS outages. In this context, mainly Infrastructure-as-a-
Service (IaaS) or Software-as-a-Service (SaaS) have been studied in the
literature so far. Studies about predicting QoS outages for the Platform-
as-a-Service (PaaS) service model are sparse. Therefore, in this paper an
approach for predicting response-time-related QoS outages of web ser-
vices running in a PaaS cloud environment is presented. The proposed
solution uses the open source Apache Spark platform in combination
with MLib and binary classification by the naive Bayes algorithm. The
approach is evaluated by using test data from a social app backend web
service. The results indicate that it is feasible in practice.

Keywords: Cloud computing · PaaS · Quality-of-Service · Predictive
analytics · Machine learning · Apache spark

1 Introduction

Cloud computing [14] has become increasingly popular in recent years. While
many authors discuss the use of predictive analytics to help ensuring the Quality-
of-Service (QoS) of cloud services [2,6,10,18], they focus mainly on its inter-
nal use by the providers of Infrastructure-as-a-Service (IaaS) or Software-as-a-
Service (SaaS) cloud services [14].

However, in the case of Platform-as-a-Service (PaaS) [14] cloud providers,
also their customers come in to play, as these run and maintain applications on
the PaaS platforms for which they have to ensure the QoS to their customers or
users again. And due to the cloud characteristic of on-demand self-service [14],
the PaaS customers also have the ability to impact the resource allocation of
their service.
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-67807-8 12
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For cloud services, in particular the availability is crucial for the users who
depend on a stable running system [6]. To avoid negative impact on the availabil-
ity of their cloud-hosted applications, PaaS customers need the ability to forecast
strong or sudden changes in the resource utilization of their applications and to
react and induce an adjustment or switch resources if necessary [3]. Despite this,
so far only few authors have focused on the possibility that PaaS customers may
want to make their own predictions independent of the PaaS providers about
the resource utilization of the service they use [19].

Therefore, in this paper the possibility to use machine learning to forecast
exceptional peaks in the response time of a PaaS-hosted web service implemen-
tation is studied from the PaaS customer’s perspective (aka the developer or
maintainer of the web service). Apache Spark as an Open Source platform is
used, which offers supervised as well as unsupervised machine learning algo-
rithms through its machine learning library (MLlib)1. From MLib, the naive
Bayes classifier (a supervised learning method) was selected and evaluated for
the intended purpose. The results indicate the practical feasibility of the pro-
posed approach.

The rest of this paper is organized as follows: Sect. 2 analyzes the related work
in detail. In Sect. 3 design of the prediction approach is described, while Sect. 4
outlines the respective proof-of-concept implementation. In Sect. 5, the evalua-
tion and results are presented. We conclude with a summary of our findings.

2 Related Work

Despite that the methods and tools of predictive analytics evolved from data
mining [8], the two concepts are not identical [16]. While data mining searches for
patterns in or correlations between different data sets, predictive analytics uses
data mining techniques to analyze collected historical data so that predictions
about future events are possible [16]. Based on this forecasting, suggestions for
future actions could be made [16].

Predictive analytics are getting more and more important in all kinds of
business areas [4,10,11,20,22]. There usage in marketing [11], Social Web mining
for public health, environmental and national security surveillance [4] or supply
chain management [22] are just a few examples.

The prediction of the availability of IT systems has also been widely dis-
cussed in the literature [7,9,12,23,24]. With respect to cloud computing [14],
ensuring the availability of their services is crucial for cloud providers, as it is
considered as one of the big advantages by their customers [6,15]. By using cur-
rent as well as historical data, the future availability as well as capacity needs
for specific reappearing time frames, e.g. high service utilization at certain day-
times, can be forecasted [2,6]. Predictive analytics is especially important for
the cloud provider, who has to guarantee the QoS and the fulfillment of his Ser-
vice Level Agreements (SLA) to its customers [2,15]. The availability of cloud

1 http://spark.apache.org.

http://spark.apache.org
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resources typically will depend on unpredictable factors such as user behavior or
current events as well as predictable periodic demand variations such as growing
e-commerce short before specific holidays like Halloween or Christmas [3]. Only
few attempts have been made to take the influence of users’ behaviour and spon-
taneous decisions for predicting system workloads into account [17,18].

Most important for predictive analytics is the usage of high quality data [8].
Only by using accurate data, models could identify hidden relations between
different variables [8]. For predictions of cloud computing availability mainly
historical log data of e.g. CPU or memory utilization is used to predict upcoming
changes [17–19].

A variety of popular Open Source tools are currently discussed, which also
could be used for predictive analytics: First, the R platform for statistical com-
puting and graphics which is written in the corresponding R programming lan-
guage and is able to include extensions written in C, C++ or Fortran2. Second,
the KNIME environment3, written in Java and based on the Eclipse integrated
development environment (IDE)4. It also supports the Predictive Model Markup
Language (PMML), a standard that allows easy exchange of analytical models
between different applications [10]. Third, Apache Spark, a system for high-
volume cluster data processing5. It offers the possibility to write applications in
Java, Scala, Python or R and with MLlib provides a library for machine learning.

While R is mainly a programming language for statistical modeling accompa-
nied by an extendible software environment, KNIME provides an end-to-end ana-
lytics platform, where the user is able to read, transform, analyze and generate
data. In contrast, the main purpose of Apache Spark is to provide a high-speed,
cluster-based execution environment for high-volume data processing applica-
tions [21]. By in-memory computing, Spark offers a fast approach for processing
data queries [21]. Because of these features and the advantages from a developers
perspective [21], Apache Spark was selected for the work presented in this paper.

Most of the existing approaches focus mainly on the perspective of the cloud
provider and the SaaS and IaaS service models only. Here, it is the provider’s
duty to always meet the QoS guaranteed in the SLA. And for these cloud service
models, usually only the provider could foresee upcoming changes in utilization
due to the historical data logs which are collected, saved and used for predictive
analytics. For the customer it is complicated to forecast those changes especially
for SaaS applications, since he has no control of the underlying software or
infrastructure. In case of PaaS and IaaS, the user has more control over the
infrastructure and it should be possible to collect log data in order to use it
for prediction purposes independently of the cloud service provider. However,
so far only few authors have discussed the management of cloud services from
the cloud provider’s customers’ (aka users’) perspective [19]. And the latter
work only focuses on the mathematical and methodical side of using predictive
analytics to forecast run-time behavior [19].

2 https://www.r-project.org.
3 https://www.knime.org.
4 http://www.eclipse.org.
5 http://spark.apache.org/.

https://www.r-project.org
https://www.knime.org
http://www.eclipse.org
http://spark.apache.org/
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Therefore, in this paper the question is addressed how response time-related
QoS outages could be predicted from log data using machine learning and the
open source Apache Spark platform by PaaS cloud customers.

3 Design of the Prediction Approach

To design and evaluate the proposed prediction approach, a test data set with
measured response times of a web service was used. This log data set was
obtained during a previous load test of a web service backend for a social mobile
app using a simulated workload [5].

The respective service backend consists of RESTful web services implemented
using Java Enterprise Edition (EE) JAX-RS API, Java Persistence API (JPA) for
object-relational mapping, a PostgreSQL database and running on the Heroku
Platform-as-a-Service (PaaS) cloud environment6 [5]. The response times in this
data set were measured within the server only, thus neglecting network latencies.
The black curve in the diagram in Fig. 1 shows these data, covering, a time inter-
val of 378000 ms (378 s), in which the response times vary between regular values
and a few exceptional, clearly visible peaks. These peaks are now considered as
indicators of potential QoS violations, since the web service would respond too
slow to the corresponding request in this case.

The proposed approach now is based on the hypothesis that the occurence
of such peaks in the near future could be predicted from the pattern of mea-
sured response times, i.e. that the response time pattern in the TestInterval is
a characteristic precursor to the occurence of a peak in the subsequent future
PeakInterval after a certain Delay time, as illustrated by the respective interval
bars in Fig. 1.

For a given, fixed set of values for TestInterval, Delay and PeakInterval, this
interval triplet is now “shifted” in time over the full data set while classifying
each response time pattern by 0 or 1, depending if an extraordinary peak occurs
in its subsequent PeakInterval (1) or not (0), respectively. This is illustrated
in Fig. 1, denoted by 1st round, 2nd round and so on to denote the “shifting”.
Following this procedure, a data set consisting of labeled patterns of measured
values from each TimeInterval is produced, with one labeled pattern per point
in time. This resulting data set now can be used to train a binary classification
algorithm [13].

Different algorithms have been proposed for binary classification. Besides
the naive Bayes classifier, logistic regression, decision trees or random forests are
some of the methods supported by Apache Spark’s MLlib7. Since the naive Bayes
classifier “is a simple, multiclass classification algorithm with the assumption
of independence between every pair of features” [1] and “can be trained very
efficiently” [1], it was selected in the present approach.

6 http://www.heroku.com.
7 https://spark.apache.org/docs/2.0.2/ml-guide.html.

http://www.heroku.com
https://spark.apache.org/docs/2.0.2/ml-guide.html
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Fig. 1. Diagram (top) of the measured response times per time stamp (black line) of
the log data set of a web service used for design and evaluation of the present approach
(taken from [5]). Illustration of the TestInterval, PeakInterval and Delay time spans
and their “shift” through the data (bottom).

4 Proof-of-Concept Implementation

“A classifier is a function that assigns a class label to an example” [25], with an
example being a tuple of n values E = (x1, x2, ..., xn) [25]. In the present case,
there are two class labels, c = 1 corresponding the occurence of a critical peak
in the PeakInterval, and c = 0 to no occurence of such a peak. An example E
here is given by the measured response-time values xi of a TestInterval.
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Fig. 2. Schematic illustration of the log data pre-processing to prepare the input for
Apache Spark and the naive Bayes classifier. The Java program PrepareInputData.java
shown in the middle in the Eclipse IDE window reads the logdata.csv file containing
log data value pairs as input and converts it to the output file peaks.txt for loading
the data into Apache Spark.
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Every example is classified to be in class c = 1, if

fb(E) =
p(1|E)
p(0|E)

≥ 1, (1)

with p(c|E) being the probability of E belonging to class c, and the function
fb(E) a Bayesian classifier [25]. Under the assumption of conditional indepen-
dence of the values xn, this classifier is given by the naive Bayes classifier [25]

fnb(E) =
p(1)
p(0)

n∏

i=1

p(xi|1)
p(xi|0)

. (2)

The total probability p(c) of class c as well as the probability p(xi|c) of a mea-
sured value xi being in class c can now be obtained from the training data set
and then allow to classify further data sets [1,25].

Despite its simplicity, it delivers very good prediction results in many sce-
narios, even compared to other more sophisticated classification algorithms [25].
However, this “good performance of naive Bayes is surprising because it makes
an assumption that is almost always violated in realworld applications: given
the class value, all attributes are independent” [25]. Also in the present case, it
is obvious that the measured response-time values within a TestInterval could
not be assumed to be conditionally independent, since they all depend on the
internal state of the web server. So it is interesting to see if the naive Bayes
classifier performs well in this case.

First, the log data recorded (a CSV text file named logdata.csv in this case)
needs to be pre-processed and converted to a file format suitable for the naive
Bayes implementation of Apache Spark. While the input log data shown in
Fig. 1 comes as a text file containing a list of unsorted x-y-value pairs (measured
response time for a timestamp, both in milliseconds, one per line), the data
format required as input for the naive Bayes classifier requires a class label for
the PeakInterval (0 or 1) at the beginning of each line, followed by a sorted list
of index-value pairs (the values xi), separated by white space and representing
the pattern of the measured values of the corresponding TestInterval. Therefore,
each line of the resulting data file is of the form

0 1:47 2:66 3:360 4:487 5:386 ... .

A PeakInterval is classified to contain a critical peak if it contains at least one
response time value exceeding a lower bound of 7000 ms. If this value exceeded,
the PeakInterval and thus also the corresponding response time pattern in the
TestInterval (corresponding to a line of the output file) will be labeled by 1,
otherwise by 0.

Therefore, a Java program was developed using the Eclipse Luna IDE8 to pre-
process the data accordingly for a given set of input values for the TestInterval,
Delay and PeakInterval. This pre-processing is illustrated schematically in Fig. 2.

8 http://www.eclipse.org.

http://www.eclipse.org
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Here, the output file of the pre-processor and subsequent input file to the naive
Bayes classifier is labeled as peak.txt.

For the present evaluation, since this input file to Apache Spark is well struc-
tured and comparably small in case of the test data set used, Apache Spark was
used on a single computing node and in standalone mode without underlying
Hadoop. However, due to the built-in capabilities of Spark, the presented app-
roach could be easily scaled to run on a cluster and process very large input data
sets as well.

For this work, Apache Spark version 2.0.2 (November 14, 2016) has been
used, running on a Windows PC. To use Spark, in general Scala, Python and
the hadoop-winutils need to be installed first. However, since only Java is used
as a programming language in the present case, the installation of the other two
programming languages was not necessary.

For using the naive Bayes classifier, the JavaNaiveBayesExample.java
example program provided in the Spark MLib documentation [1] only had to
be slightly adapted in the present case.

Spark uses resilient distributed datasets (RDDs), which enable a program to
operate in parallel on a set of values partitioned across cluster nodes. The peak.txt
input file generated by the pre-processor is loaded into such a JavaRDD. The
program then splits it randomly into two RDDs with a 60/40 ratio. 60% of the
original RDD are used to train the naive Bayes classifier. The other 40% go into
a test RDD, which is used to measure the accuracy of the predictions by the
classifier. The obtained accuracies are then written as output to another text file
named accuracy.txt for further analysis.

5 Evaluation and Results

The Proof-of-Concept (PoC) implementation was evaluated using the test
data set illustrated in Fig. 1 for different values of TestInterval, Delay and
PeakInterval.

In practice, the delay needs to be long enough to enable a system to react to
the potential exceptional response time peak in advance, e.g. a loadbalancer to
direct upcoming requests to another server. So 10000 ms were chosen during the
evaluation, which seems already a conservative choice to this respect. To analyze
the impact of the Delay value on the accuracy, the evaluation was performed for
different values of PeakInterval and TestInterval and with a Delay value of 0 and
10000 ms. The results of the test runs are shown in Table 1.

The prediction accuracy with the finite delay is slightly lower then without
one, which corresponds with the general observation that long-range predictions
in time are usually harder to achieve then short-range ones. In both cases, the
highest accuracy was obtained for a test interval of 50000 ms and a peak interval
of 5000 ms (marked in red in Table 1), which seems to be specific for the sample.
In this case, the occurrence of an exceptional peak is predicted with an accuracy
of over 80%.

Even though the test data set used is rather small, these results are promising
with respect to the practical usability of the approach. To be able to predict that
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Table 1. Prediction accuracies obtained with the naive Bayes classifier and the test
data set for different choices of the time and peak intervals without (top) and with a
delay of 10000 ms (bottom). The highest prediction accuracies achieved are marked in
red.

a critical peak is likely to occur in about 10 s with a probability of over 80% would
already be sufficient for a loadbalancer to route requests to another server.

However, it remains to be evaluated if this holds true or even improves for
further, larger log data sets from different applications and servers as well.

6 Conclusion

In conclusion, in this paper the possibility to forecast exceptional peaks in the
response time of a PaaS-hosted web service implementation has been studied
from the customer’s perspective. Therefore, a predictive analytics approach using
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machine learning with the naive Bayes classifier and the Apache Spark open
source framework has been proposed and evaluated using one log data set. The
obtained results are promising with respect to the practical feasibility and ben-
efits of the approach.

However, the influences on the quality of the prediction results of the selected
algorithm, the input values for the time intervals as well as the log data set
itself need to be studied in more detail. Therefore, further research is needed
to collect and analyze more and larger data sets from different applications and
comparatively evaluate other machine learning algorithms then the naive Bayes
classifier.
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Abstract. In the biggest and principal world cities exist departments
dedicated exclusively to handle and organize an intelligent road system
that would permit to optimize the times of the trajectories that are
utilized by their users. The opposite case happens in cities of underde-
veloped countries, as if it is Bogota’s case in Colombia, where technics
that would permit to realize an optimal administration of road and tran-
sit sector are not introduced. That means that is important to develop a
model that would permit to implement a solution that makes use of the
new technologies of the biggest world cities. One of these is the use of
intelligent traffic lights that could be operated from a distance making
use of the design presented in this work and which one will be test under
conditions that allow to measure its yield in contrast with other previous
works.

Keywords: Artificial intelligence · Fuzzy logic · Graph · Intelligent
traffic lights · Optimization · Traffic system

1 Introduction

The TSP problem is one of the most commonly encountered when computing
is being talked about, this is a problem that consists of finding the shortest
routes between two points that are distant from n sub-points that must be part
of the route. This type of problem has many postulated solutions (as expected),
although in general, for the case of this work should be sought the most optimal
solution that allows finding the indicated routes in the shortest possible time.
For this, a Research to determine the main needs of a city with a population
of more than 5,000,000 inhabitants making use of new cutting-edge technologies
applying artificial intelligence techniques. That provide an optimal solution that
transport to the cities to improve their paths Vials (in terms of technology) with
traffic lights and traffic regulators that contribute to the improvement of people’s
quality of life and the development of a clean and self-sustaining ecosystem.
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2 Hypothesis

For a city with a high population density and in which approximately half a
million vehicles circulate [1] it is essential to propose tools that optimize mobility
and contribute to economic and cultural development through the modification
of the archaisms that have been marking the Methodologies that have been used
in the design of roadways and traffic manipulation models. For a city such as
Bogotá, a design can be proposed that modifies the use of traffic controls that
have been used for ever traffic lights. That is why to apply techniques, which
intervene directly and in real time in the times of Transit and stop of these
can represent a solution. That provides a remarkable improvement around the
average waiting times per traffic light, decreasing them by at least 10%. It is
also expected to obtain improvement in the number of vehicles that are stopped
to wait in each cycle of the semaphore decreasing this amount in at least a 60%
reflected with the data obtained in the work of O. Salcedo [2]. In addition, it is
also expected to be able to obtain a benefit in terms of the average speed of the
vehicles that transit in the way object by at least 40%. Which could obtain a real
and direct benefit compared to the models previously proposed and that were
proposed in this work, as it is, for example, the ANFIS model of O. Salcedo [2].

3 Methodology

Artificial intelligence techniques have undoubtedly represented the most impor-
tant and convenient paradigm in solving problems requiring real-time assistance.
Among the most outstanding and most used methodologies, we can find models
of fuzzy logic in which parameters intervene that are obtained through measure-
ment elements that are strategically located as required so that a timely response
can be offered to the needs that it demands the problem. In addition, fuzzy logic
has been closely related to the problem solving of vehicular traffic detection and
manipulation, as was already observed in the work of O. Salcedo [2]. Moreover, in
the work of K. Jena [3], a tool developed using fuzzy logic techniques can be used
to control a vehicle remotely as a cruise control. For purposes of this work will be
used one of the most modern artificial intelligence techniques, simulation based
on intelligent agents. They interact with their closest similes (cellular automata),
with this will develop systems that manipulate traffic lights as they have the abil-
ity to act as independent entities and in society in a multi-agent design. This is
a solution that promises to effectively meet the waiting times improvement and
also provides the ability to mutate against unexpected changes and also provides
the possibility to act differently depending on the date, time and climatic situ-
ation. To carry out the programming of the fundamental software of the design
will be used a language of high level (Python) that will provide the necessary
tools and that also provide to the sufficient support to be executed in any class
of machine independent of its operating system. Implementing this solution in
the object of study can be expensive and risky, that is why a state-of-the-art
simulator is used in which we can implement a tool that allows emulating the
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behavior of different road paths that have traffic lights and other elements that
are part of real life and that will be programmed through the Transmodeler
interface. This allows us to construct a scale-based design of the object that will
be taken for the study (explained later) and will allow implementing the result
of this work in order to obtain the result and analyze them with the original
version of the model. In order to obtain the data on which it is going to work, it
is possible to choose to use magnetic loop sensors (as was previously done in [2]).
Because these provide true and accurate information without giving way to the
mistakes that may be made by human agents in the performance of this work.
In addition, these sensors allow us to obtain the information at any time of the
day and in almost any climatic condition, although, in order to obtain an initial
sample to check the effectiveness of the model, we opt for a manual data collec-
tion. In the work of the modular implementation of the traffic, controllers will
be used techniques based on automata with independent behaviors oriented to
the behavior in neighborhoods. Simulating the behavior of the cellular automata
but obtaining the benefits of the techniques of diffuse logic, which will define a
hybrid interleaving of technologies, which, as expected, provide a solution that
meets the objectives proposed in the present work. Specifically, in the city of
Bogota, a system of 15 traffic lights that in certain conditions seem not to work
optimally, these crosses correspond to the four that are included between Car-
rera 97 between streets 24 and 24C and Carrera 100 between streets 24 And
24C, this can be seen in Fig. 1 These crossings control all traffic from the town

Fig. 1. Map corresponding to the area to be analyzed and to which the simulation is
applied. Source: Google Maps.
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of Fontibón to 26th and 24th Street (Avenida Esperanza), which represents a
bottleneck that would affect the mobility of users by lengthening waiting times
and reducing average speed considerably. For the purposes of data collection, a
checker shall be assigned at each junction to take the corresponding information,
in addition to waiting times at traffic lights in a peak hour (5:30 p.m.) and 1 h
(10:00 a.m.) with in order to obtain information that will be verified as the case
may be. This will later be loaded in the simulator to perform the verification
with the intelligent system running and thus be able to obtain information about
the changes that are presented with this.

4 Design

High-level programming greatly facilitates the work of programmers; in partic-
ular, Python, which will be the main language of this work, provides a special
facility in developing robust tools that can offer greater guarantees to users, has
a variety of libraries that provide very good utilities to the software developed
in this. To structure a fuzzy logic the first thing we must do is to define the
main element to be measured and to establish parameters that allow to quantify
with ordinality a certain amount of these elements taking as reference an initial
measure. This means that for the specific case, the first thing to be done is to
make an average vehicle measurement at each of the traffic lights to be stud-
ied and this value will be assigned to above average value. The values will then
be assigned by adding or decreasing (depending on the case) between 3 and 5
vehicles, an example illustrating this situation is presented below:

i = number of vehicles observed in the initial sampling

The quantification would be done as follows: None = 0 vehicles Few = x−5
vehicles Some = x vehicles Many = x + 5 vehicles Full = x + 10 vehicles

With the above, if we had a traffic light in which initially 10 vehicles were
observed, the quantification would be:

None = 0 vehicles

Few = 5 vehicles

Some = 10 vehicles

Many = 15 vehicles

Full = 20 vehicles

Now, another important aspect of fuzzy logic you see the answer to be
obtained according to the parameter that has been observed. A response should
be prepared to level the vehicles. For the example above, if the semaphore is
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calibrated to authorize passage for and seconds, the ratio between the time to
increase and the number of vehicles to be passed is directly proportional. That
is to say, the greater number of vehicles, the longer the time must be increased
to the standard time of the traffic light, for example:

V alueObtained = full, time = y + n

Where n is a contingency value that must be modified over time in order to find
a balance that allows to obtain a value between few and many for the next data
acquisition. This contingency value will not change over time as follows.

Execution 1: We get a full traffic, the traffic light time is, and then we
assign a random value between 5 and 10 which will be the contingency value.
Therefore, the value of the semaphore time for the next execution is: time =
n + random (5, 10).

Execution 2: This execution is divided in two cases:
Case 1: We get a full traffic value.
In this case, we will add a random contingency value between 1 and 5 as

follows: time = time + random (1, 5).
Case 2: We get a traffic value less than many.
In this case, we will reduce the contingency value but this time to a lesser

extent in order not to re-saturate the traffic at this traffic light as follows: time =
time− random (3, 8).

Execution 3: This execution is divided into 2 cases:
Case 1: We continue with a full value.
In this case we should simply wait for the traffic to decrease without changing

the time because this will cause traffic at the complementary traffic light to
increase.

Case 2: We get a value less than many.
In this case we will reset the time of the traffic light to the time with which

it would operate normally: time = time− period.
Special execution: In the event that in a run we find a traffic light with

traffic equivalent to none the traffic light time will correspond to 5 s that will
allow pedestrians to cross at complementary traffic lights. With the above, we
would have a fuzzy logic design capable of operating on a simple network of traffic
lights. For purposes of a large city, it is necessary to choose to couple all these
intersections in a system that allows establishing a connection between them so
that the control of the traffic is complete and allows working together and in this
way obtaining a real and verifiable benefit. To satisfy this need will be used a
unidirectional graph that allows obtaining information about the nearby traffic
lights in order to provide a timely response. The implementation in python for
this system will use a semaphore type element which will act as a node, this
lead to I get a dictionary-like element that will have content to the predecessor
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nodes, or in other words, earlier traffic lights. The implementation will then be
a recursive, so, being in any node, we can reach the first semaphore of the road
and we can get information about the traffic at this point. The Algorithm1.1,
which is responsible for establishing a path between two traffic lights, is shown
below.

Algorithm 1.1. Development of a graph in Python using dictionaries. Source: Authors

def s e t c h i l d (G, u , v ) : #G i s current
graph , u i s cur rent node , v i s next
node

i f u not in G:
G[ u]={}

i f v not in G:
G[ v]={}

G[ u ] [ v]=1 # u and v are now
connected
l i n k s [ v]+=1
return G

A new need that arises from the implementation of these dictionaries is that,
according to the characteristics of these in python, we must assign a unique
identifier for each of these, be it a number, name, code, address or other key
element That allows us to locate them quickly in the dictionary (in constant
time). Therefore, it could be suggested to establish a coding according to the
sector in which the semaphore is located, which would have advantage over other
systems because a remote coding could be performed with only the information
of the location of the semaphore. Otherwise, it would be if, for example, we
used the signal of the traffic light, in cities where this information does not rest
on any document, a specialized firm should be hired to go all over the city,
checking traffic lights after traffic lights. This would greatly increase the costs
of implementing such a solution especially where the geographic territory is too
large. For the answer according to the values obtained in the traffic valuation at
each semaphore a special method was designed, which would work with the logic
that was already proposed in both types, numerical and with our quantitative
organization. The Algorithm1.2 shows the code used for this.
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Algorithm 1.2. Development of the fuzzy system in Python. Source: Authors

x=10 #mean va lue o f cars
s t ime = 15 #Standar time va lue
cur r en t t ime = s t ime #Actual time
def get t ime ( xx ) : #xx i s the current va lue

o f ca r s
i f ( xx==0):

return 5
e l i f ( xx<=x ) :

print” f ew or mean car s
a t ” + time . s t r f t ime ( ”%H: %M: %S”)+” i n
” + id r e t u rn s t ime

e l i f ( xx<=x+5):
print ” many cars at ” +

time . s t r f t ime ( ”%H: %M: %S”)+” i n ” + id
return cur r en t t ime

else :
print ” f u l l c a r s a t ” +

time . s t r f t ime ( ”%H: %M: %S” ) + ” i n ” + id
i f ( cu r r en t t ime − s t ime

>=20): \# Ejecut ion 3 wi th f u l l
return cur r en t t ime

i f ( cu r r en t t ime − s t ime
>=8):\# Ejecut ion 2 wi th f u l l

return cur r en t t ime
+ random (1 ,5 )

else :
\# Ejecut ion 1 wi th f u l l

return cur r en t t ime
+ random (5 ,10 )
xx=g e t t r a f f i c ( )
cu r r en t t ime = get t ime ( xx )

The previous code also generates a console report on the traffic conditions
at a traffic light and provides the time and its identification to obtain real-time
traffic information in the city. Note the implementation for each of the cases that
were previously proposed for fuzzy logic.

In terms of data collection and determination of important system variables,
a roadmap was established that would be used to avoid obtaining information
that does not correspond or that is not valid. Specifically, the methodology for
this data collection focuses on a resource that was delivered to the observers
at the site to take the information through a manual timer. This sheet consists
of a table in which to take the arrival time of 30 vehicles, the time in green of
the traffic light, the red time of the traffic light, the average arrival of vehicles
and the number of vehicles remaining in the Traffic waiting for the junction.
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The design will be presented later in the implementations where the data taken
for the 15 traffic lights of our test or initial sampling will be attached.

To simulate the behavior of vehicles and traffic lights, a simulation based on
discrete events is used to connect directly to the TransModeler platform through
a pipe provided by the operating system. This simulation is designed in layers
like this:

Layer 1: Simulator in Python, is responsible for controlling the timing and
storing the main structure of intersections.

Layer 2: Intersection class, this layer being a class responsible for handling
the traffic lights of each intersection, that is, for a system with n intersections,
instances of the intersection class will be used.

Layer 3: Traffic light class, this being an innerclass of the intersection class,
this being the one in charge of obtaining information about traffic and also
provide information about the time it needs to evacuate traffic.

Each layer is part of the previous one, an image describing this structure can
be seen in Fig. 2.

Fig. 2. Structure designed for a simulator with four intersections and each of them
with four independent traffic lights. Source: Authors.

Another important aspect for the design of the project was to find a balance
that would give validity to the time of departure of the vehicles, clearly these
should have a waiting time according to their position in the queue that is done
at the traffic light. This time was calculated manually from the reaction of the
first driver, performing the test with a manual transmission vehicle, the start
time circulates around the 3.0 s. In addition, starting a vehicle that is in position
x and if you have correct visibility of vehicles ahead, would have a duration of:
S(x) = 3.0 + 0.7x.
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Where x is the position that the vehicle has in the tail. In the Fig. 3 shows the
function for the first 10 cars in the queue.

Fig. 3. Function of the starting time of the vehicle with respect to its position in the
tail. Source: Authors.

Finally, the information about the average speed of the transiting vehicles is
estimated according to the number of vehicles capable of leaving the traffic light
and the number of vehicles that remain queued after the traffic light, in order
to obtain this information. Would require the use of magnetic sensors but these
will not be used for implementation in this work.

5 Discussion of Results

The results of a project, in addition to reflecting the effectiveness of an alter-
native, serve to open a field of research that allows other interested people to
go deeper into the subject. For example, if the results of this project become
unfavorable, other researchers who read this article may choose to present an
improvement. A modification or simply, they might discover that studying this
topic has no relevance because it has already been shown that this technique
does not work with the field of study.

As already mentioned, a simulation was carried out on a main sample. The
15 traffic lights included between carrera 100 and carrera 97 at the height of
Avenida Esperanza and 24C Street, main departures from Fontibon to the East
of The city, in these was obtained a quite favorable result; The execution of the
algorithm to load the traffic lights demonstrated a strong advantage over the
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traditional system. With a notable improvement in vehicle density at the sector,
intersection and traffic light levels, which is around 60% in a low number of
executions and 98% in a remarkably high number of executions, the results can
be seen in Fig. 4.

Fig. 4. Effectiveness of the algorithm on a structure designed for a simulator with four
intersections and each of them with four independent traffic lights.

In contrast to the work of O. Salcedo [2], the algorithm presented in this
paper, with an execution such as that given by Salcedo for his ANFIS model,
shows an improvement in traffic between 68% and 72%. That compared to
ANFIS would mean an improvement of 10% on average. This would demonstrate
that there is a viable way to optimize the ANFIS model in order to improve its
results. For the other values that are evaluated in [2] would require the use of a
magnetic loop sensor to allow us to obtain information about it.

As for one of the most robust works in terms of traffic redirection and traffic
relief, the work of Z. Cao [4], which operates under the techniques of traffic
light control and vehicle re-addressing In the work of Z. Cao [4] in the Grid
sector, an improvement of 35% can be seen in the Travel times. While in the
CityHall sector, a 20% improvement can be observed using only the traffic light
modification technique, because Cao’s work is much more efficient when using
his combined techniques. The above allows us to show that the work presented
here has the conditions to operate with greater efficiency than that of Cao. Even
if it is evaluated in the same road corridors (if you take the model that modifies
the traffic lights, LCO, only).

Finally, as we can see, when the diffuse algorithm is executed in a balanced
system like the one proposed in this work, a very considerable improvement can
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be observed in a sudden case of vehicular chaos. Moreover, if the execution were
extended to infinity, the traffic would improve completely in the sector with an
observable result of up to 98%, which positions a diffuse system like this in a
position that would allow it to be part of the future solutions for the traffic of a
city.

6 Conclusions

The TSP Traveler Salesman Problem is a rather exotic source of study as you can
find important information from a large number of sources. As well as historical
references that can serve as guidance in choosing the technologies and strategies
that will be used to solve instances of this problem over time.

The security and veracity of the information is an important point to take
into account since we will have at our disposal tools that will be working in real
time and that can directly affect the integrity, health and life of the people [5].

In the coming years, the internet of things will take over the behavior of
the technological media that we know today, gaining a direct influence on the
tools that are used daily and in community. Likewise as in the decisions, that
are made regarding the implementation of new technologies that are part of the
common and daily life of societies.

With the solution presented in this work, we are giving the world a new
alternative to reduce traffic in big cities. As well as optimizing people’s time and
improving the environment by reducing the pollution of vehicles and the time,
they last lit up in the streets. In addition, we are delivering to the big cities a
tool they can use to improve the quality of life of their inhabitants, without a
doubt, by taking advantage of this work, the beneficiaries can be millions. We
are giving an opportunity to new technologies to emerge and we can make the
most of their benefits.

Undoubtedly, fuzzy logic is a key tool that we can take advantage of traffic
regulators, has a very good performance and a low cost implementation, in addi-
tion, provides a very good performance in terms of the solution be concerned. To
conclude, traffic is a colossus that we must combat and the best way is to make
use of the technological means that we have at hand applying the techniques
of networks, interconnection and artificial intelligence that allow us to recognize
and identify adaptive patterns to predict and control The excessive growth of
agents involved in this problem.
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Abstract. Conventionally, the exposure regarding knowledge of the
inter vehicle link duration is a significant parameter in Vehicular Net-
works to estimate the delay during the failure of a specific link during
the transmission. However, the mobility and dynamics of the nodes is
considerably higher in a smart city than on highways and thus could
emerge a complex random pattern for the investigation of the link dura-
tion, referring all sorts of uncertain conditions. There are existing link
duration estimation models, which perform linear operations under lin-
ear relationships without imprecise conditions. Anticipating, the require-
ment to tackle the uncertain conditions in Vehicular Networks, this paper
presents a hybrid neural network-driven mobility prediction model. The
proposed hybrid neural network comprises a Fuzzy Constrained Boltz-
mann machine (FCBM ), which allows the random patterns of several
vehicles in a single time stamp to be learned. The several dynamic para-
meters, which may make the contexts of Vehicular Networks uncertain,
could be vehicle speed at the moment of prediction, the number of lead-
ing vehicles, the average speed of the leading vehicle, the distance to the
subsequent intersection of traffic roadways and the number of lanes in
a road segment. In this paper, a novel method of hybrid intelligence is
initiated to tackle such uncertainty. Here, the Fuzzy Constrained Boltz-
mann Machine (FCBM) is a stochastic graph model that can learn joint
probability distribution over its visible units (say n) and hidden feature
units (say m). It is evident that there must be a prime driving para-
meter of the holistic network, which will monitor the interconnection of
weights and biases of the Vehicular Network for all these features. The
highlight of this paper is that the prime driving parameter to control
the learning process should be a fuzzy number, as fuzzy logic is used to
represent the vague and uncertain parameters. Therefore, if uncertainty
exists due to the random patterns caused by vehicle mobility, the pro-
posed Fuzzy Constrained Boltzmann Machine could remove the noise
from the data representation. Thus, the proposed model will be able to
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predict robustly the mobility in VANET, referring any instance of link
failure under Vehicular Network paradigm.

Keywords: Vehicular network · Mobility prediction · Link failure ·
Fuzzy Constrained Boltzmann Machine · VANET · Uncertainty

1 Introduction

With the increase of wireless networks and the growing trends towards the Inter-
net of Things (IoT), vehicular communication is being viewed from different per-
spectives. These include the road safety and traffic management [1]. However,
scenarios of vehicular networks are becoming more complex as several dynamic
parameters of vehicles are being introduced: vehicle speed at the moment of
prediction, number of leading vehicles, average speed of the leading vehicles,
the distance to the subsequent intersection and the numbers of lanes in a road
segment. The problem is thus more realistic and several research initiatives are
already being accomplished, by considering the data obtained relating short-
term vehicle movement [2,3]. The reliability of contexts, variables in different
road intersections, different traffic scenarios and inter-vehicle link duration offer
challenges to formulate the prediction model [4]. In addition to, a substantial
number of research initiatives concern probabilistic modeling of vehicles which
infer immediate future locations. Even so, it has been observed that to config-
ure a robust and intelligent vehicular networks [5], each tiny parameter such as
road intersection problem parameters can be handled with an effective group
scheduling of vehicles. Thus those intelligent neuro-fuzzy (neural-network and
fuzzy logic driven) models becoming more adaptive to suit different traffic condi-
tions [6]. Inspired by such models [7,8], this paper proposes a Fuzzy Constrained
Boltzmann Machine (FCBM). This is a stochastic graph model and can learn
joint probability distributions over certain time units with many existing as well
as hidden features of different vehicular network environments. The relevance
of proposed approach is two fold: firstly, the class of Boltzmann machine is a
specialized class of deep learning algorithm and no such model currently exists.
Moreover, conventional deep learning models are being controlled with visible
and hidden features of problem domain. In this case, an uncertain relationship
is represented with these inherent uncertainty as a fuzzy number. Thus, the con-
straints of relationships between the features should be driven by fuzzy logic
and this could serve to train the Boltzmann machine to infer smarter decision
about mobility predictions in vehicular networks. We develop the simulation
and experimental model and test it with the corresponding data set. Several
interesting observations have been obtained. The analysis shows that a hybrid
intelligent model is required, where uncertainty and non-linear optimal condi-
tions persist. The remaining part of the paper has been organized as follows:
Sect. 2 briefly mentions the most relevant intelligent models deployed for vehic-
ular networks under different conditions. Section 3 develops a mathematical for-
mulation of the proposed approach, and outlines the role of auxiliary functions
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for modeling fuzzy logic in Boltzmann scheme in Sect. 3.1. Section 4 provides a
short introduction to the highlights conventional Boltzmann machine and its rel-
evance to hybrid neural networks. Section 4.1 gives details of simulation and the
corresponding results comparing them to the available data set. Finally, Sect. 5
highlights about the contributions and mentions future research directions in
the field.

2 Related Work

Very few core research implementations are available using different computa-
tional intelligence schemes in vehicular networks for mobility prediction. Most
approaches (e.g. fuzzy logic and rough set) use clustering or classifications of
vehicles according to their location even in boundary regions [12,13]. How-
ever specific intersection control problems in smart cities are being treated with
neuro-fuzzy learning from real traffic conditions [14]. Traffic and vehicle speed
prediction have also been developed using neural networks and hidden Markov
models [6]. Inspite of all the existing models, sensing techniques and prediction
of mobility in vehicular networks have raised substantial research challenges.
This is primarily because, none of the intelligent models could encompass diver-
sified uncertain parameters of vehicular networks and making the predictions
unrealistic. Inspired by recent studies of deep learning and machine learning
approaches [15], this paper adopts a basic Boltzmann machine approach. The
model is trained through fuzzy numbers, which represents different non-linear
features of vehicular network as well as network connectivity overheads. The
proposed model is termed as hybrid neural network.

3 Mathematical Formulation of Proposed Model

The following parameters are being considered, while formulating the proposed
model:

• Vehicle speed Sm at the moment of prediction
• Number of leading vehicles
• Average speed of leading vehicles
• Distance (optional) to the next intersection
• Number of lanes in the road segment (Rs)

These parameters are non-deterministic and lead to major concerns of uncer-
tainty in vehicular networks. In addition, these parameters and their associated
contexts can contain uncertainties. They are listed as:

• Change of vehicle Speed
• Different driving habits and road conditions
• Density of traffic
• Position of traffic lights
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Therefore a specific objective function can be formulated (Table. 1).

Table 1. List of prime variables

Parameters/Variables Semantics

i ∈ I Time interval between vehicles ->I = {1,2,......m}
j ∈ J Index of different access points (AP), where J =

{1,2,.....n}
γa Vehicle departure ratio from source

Mij Rate of mobility from i to j

Li Length of time interval

xij Mobility prediction decision variable for the points i to j

Ps Prediction Scenario with respect to the parameters men-
tioned for Vehicular Network

α time interval
aThis is used to represent the auxiliary function β and indicates weight bias of fuzzy

The objective function is described, the objective function can train the pro-
posed Boltzmann Machine through symmetric triangular Fuzzy Numbers. The
inclusion of fuzzy factor sis to tackle uncertain parameters and their contexts men-
tioned in the previous description. We divide the approach into two major parts:

a. Initially, optimal control of the delay for vehicle:
The total vehicle delay time for whole network is:

MinVD = [min
∑

j∈J

PS∑

k=1

∑

i∈Rs

[V j
i (k) − Mij(k)]α] (1)

where V j
i (k) is the number of vehicles for point i for road section Rs at the time

instance k and α is the sampling interval period for complete network coverage.
b. For this part, we assume that there must exist a non-linear optimal control

of mobility, where, for training with the uncertain parameters of the vehicular
network, a fuzzy number is introduced in triangular form (it signifies that the
core function can represent at least three values of membership or certainty
factor: for example: road traffic could be moderately normal, medium, strongly
adequate etc.). We also observe that there could be different trends of mobility
for two communicating vehicles before the communication may fail due to the
predicted enhancement in the intermediate distance. Therefore, this non-linear
factor can be represented with another form of exponentiation function. Thus, if
the minimum value of vehicle delay under non-linear/uncertain factors is being
considered, then

MinVD = [min
∑

j∈J

PS∑

k=1

∑

i∈Rs

[V j
i (k) − exp(βj

0(k)]α] (2)
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Here, Ps the prediction scenario, parameter βj
0(k) and V j

i (k) is the result of
an auxiliary function, this will be essentially to formulate a final value of the
training function for the Boltzmann Machine. In practice, Boltzmann machines
are comprised of visible units, (say V), and hidden units. The visible units are
those which receive information from the ‘environment’ (in this case it could be
the traffic conditions from the road and other features derived from the traffic
contexts), i.e. the training set is a set of binary vectors over the set V. The distri-
bution over the training set is denoted as a continuous function P+(V ). Moreover
the machine has an energy reference, which is modified through the positioning of
interconnected weights of features during the operation. The machine may stop
learning correctly, when it is scaled up to anything larger than a trivial value.
There are two phases involved in Boltzmann machine training, and we switch
iteratively between both of them. One is the positive phase, where the visible
units’ states are clamped to a particular binary state vector sampled from the
training set (according to P+). The other is the negative phase, where the net-
work is allowed to run freely. Therefore, the reference energy level of the machine
should be discrete out of uncertainty factors and this switching effect from posi-
tive to negative must encompass all the membership values of uncertainty [9,10].
As in this case, the hidden features in random or urban traffic conditions are
free from external interference, and their values are unknown to us. Hence, we
cannot update their weights. Thus, the more membership or certainty values of
hidden feature vectors are introduced, the more precise prediction can be.

In the next subsection, the structure of the auxiliary function is derived.

3.1 Structure of the Auxiliary Function in a Vehicular Network

Here, we refer to the structure of βj
0(k):

δJ0 (k) =
{

k[γj
0(k) ⊕ γj

0(k + 1)] (3)

if (1 � k � Ps − 1) and subsequently as the value of δJ0 (k) could be treated
as a fuzzy number trivially with 3 values; if k = 0, then δJ0 (k) = 0, if k = Ps

then δJ0 (k) =Ps. The construction of Right hand side of the expression with γj
0

indicates the weight bias of fuzzy nmber which is additive with the instances of
values k. That means, k and (k+1) instances are considered here for formulating
auxillary function and thus βj

0.
For implementation, we also investigate the learning features of vehicular net-

works and it could be either simple sample function or a multiple sample function
for error estimation in the final value of the training function in the Boltzmann
Machine. It is known that better scaling and an error free representation will
make the network learn better for the prediction of the vehicles movement. Con-
sidering all the listed parameters, multiple sample features will be suitable to
make the training of the network more error free. Assuming, the multiple sample
features, the final training function, say X(w), where w is the edge weight of the
features connected in the Boltzmann Machine, can be expressed as [10]:
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T (w) =
1
2

n∑

i=1

m∑

i=1

(fc(xi) − yi
c)

2 (4)

It is clear that two terms i.e. fc(xi) and yi
c in the expressions related to T(w)

are the coefficients of the training function to be operated on feature vectors
taken from vehicular network paradigm. The first one depends on the network
edge weight w where the second one is independent of w. Therefore, a partial
derivative is derived for the final training weight wk

Psj
for all k and j.

4 Proposed High Level Description of the Hybrid Neural
Network

The term hybrid neural network was coined from the concept that a neural
network in its core form can be modified with the supporting mode of computa-
tional intelligence like fuzzy logic, specially to for the training purposes. Prior to
describing the proposed model, a brief background is presented on conventional
Boltzmann Machines (Fig. 1). They were one of the first examples of a neural
network capable of learning internal representations, and are able to represent
and (given sufficient time) solve difficult combinatoric problems [9]. The struc-
ture comprises of some visible and some hidden units. A graphical representation
of an example of a Boltzmann machine is shown in Fig. 1. Each undirected edge
represents dependency. In this example there are 3 hidden units and 4 visible
units.

Fig. 1. Basic structure of Boltzmann machine network

Structurally, the network can learn by the adjustment of weights and hence
it finally culminates with an energy function E [9,10]:

E = −(
∑

i<j

wijsisj +
∑

i

θisi)
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Algorithm 1. Hybrid Boltzmann machine

Given: a training set of feature vectors (n) of a vehicular network at a random condition
Assume visible neurons 10, hidden feature neuron: 625 and a standard random

number function;
t = 0:

While termination condition can’t be satisfied
for all features to n do
end for

Assign the function value as eq. (1) & (2)
Formulate T(w) following eq. (4)

for all fuzzy numbers weight w do
initiate final T(w)

end for
t = t+1;
end while

where, wij is the connection strength between unit j and unit i . si is the state,
si∈ {0, 1} of unit i,

θi is the bias of unit i in the global energy function. (−θi is the activation
threshold for the unit).

Normally, Boltzmann machines are made of two layers of neurons, with con-
nections only between different layers and no connections within the same layer.
The bottom layer (i.e. the visible one) is denoted further by a binary vector v =
[v1, v2, .., vnv

], in which each unit vi is a binary unit, and where nv is the size
of v (i.e. the number of neurons of the visible layer). The top layer (i.e. the hid-
den one) is represented by the binary vector h = [h1, h2, .., hnh

], in which each
element hj is binary, and where nh is the size of h. Furthermore, each neuron
from the visible layer has associated bias. The biases of the visible neurons are
grouped in a vector a = [a1 , a2 , .., anv]. Similarly, hidden layer neurons have
biases, collected in vector b = [b1, b2, .., bnh]. The broad high level description
is presented in:

In this paper, the implementations of the algorithm is done in Visual C++.
In all the settings, the momentum was set to 0.5, the learning rate to 0.05. We
assume 10 visible and around 625 hidden (under uncertain conditions) neurons,
to be trained with a fuzzy triangular function.

4.1 Results and Analysis

The above Fuzzy Constrained Boltzmann Machine (FCBM) algorithm is sim-
ulated in VC++ 5.0 with MFC (Microsoft Foundation class) support and the
algorithm is tested an available data set [11]. The VC++ code uses two threads
that read and write from the synthesized vehicular network with the func-
tion getVecMessage ( ) and sendVecMessage( ) from the library predefined as
<msn.h>. Prior to developing the desired simulation, the following propositions
are made to support the simulation across the interconnected device network
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• Nodes: A node is an instance of an executable and can be a sensor, actuator,
processing or monitoring algorithm.

• Messages: A message is a typed data structure made up of primitive types
like integer, floating point, boolean, etc., arrays of primitives and constants.
Nodes communicate with each other by passing messages.

• Context of Topic: A Context of Topic is an asynchronous data transport
system based on a subscribe/publish system and is identified by a name.
One or more nodes are able to publish data (messages) to a topic and one
or more nodes can read data on that context of topic. Data is exchanged
asynchronously by means of a topic and via a service. This process will help to
identify more vehicular network features. Finally, this will produce a training
set of vectors

• Services: A services allows nodes to communicate with each other through a
synchronously communication. The service nodes are able to send a request
and receive a response.

The following observation in values of weights (Fuzzy numbers) are done follow-
ing the prediction scenario Ps:

The different intermediate states of the vehicular network have been demon-
strated with the different weight values and there are substantial changes from
weight mark iterations from 0-7. The prediction scenario Ps is also different with
time stamps from 20–130 ms as shown in Fig. 2. It is shown that a Fuzzy driven
Boltzmann machine with different vehicle tracks and having same network over-
heads can predict the movement of vehicles.

The network processing overhead increases proportionally with an increase
in vehicle density for all types of highway road/tracks as shown in Fig. 2. The
network processing overhead in the scheme is higher because of the additional
features incurred for the tasks such as accident zone identification, travel direc-
tion identification, risk factor assignment and prioritization of emergency vehicles
like fire services or ambulances.

Prediction is more accurate after the first two tracks (red and blue) are being
for training following the weight values shown in Table 2. The green and blue
curve of the track shows certain steady value with all the features, however for
prediction scenario Ps the red track diminished after certain iterations.

Table 2. Analysis of Prediction Scenario with different time stamps and feature weights

Wt. w 0 2 3 4 5 6 7

Ps = 20 .5 1 .86 .4 0 1 .3 .6 1 0 0 1 0 0 1 0 0 1 0 0 1

1 .6 1 1 1 0.8 1 1 1 1 1 .5 1 1 .5 0 1 .7 0 1 1

0 1 .7 1 0 1 1 .8 1 .8 0 1 1 0 1 0 0 1 1 0 1

Ps = 130 .5 0 1 .6 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 1

0 1 0 0 1 1 0 1 1 1 .4 .6 1 .6 .4 0 0 1 0 0 1

1 .9 1 1 .9 1 1 1 1 .9 0 1 1 0 1 1 0 1 1 1 1
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Fig. 2. Movement track

Following the data set in [11], the second part of the simulation is shown. In
this case, to identify the different types of vehicles, the simulation time differs
depending on the weighted feature w. However, the average vehicle density alters
considerably, with respect to average connectivity distance. The other part of
simulation is also done with the number and types of vehicles. The impact is one
of the important parameter to understand the prediction error analysis.

The plots shown in Fig. 3 are closely analogous to the parameters studied:
acceleration of 12 similar vehicles are being considered and the simulation time
is calculated. The simulation code developed for the Boltzmann machine with
fuzzy numbers as constraints, is shown in appendix, and following the code, the
RMS value of the simulation performed on the data set [11] is given in terms of

Fig. 3. Impact of vehicle acceleration and simulation time for prediction
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vehicle mobility predictions. The values collected for the phases of delivery and
acknowledgement and the total time of the iteration have also been presented.
For the acknowledgment phase, there are the minimum and maximum time
used for the message and the number of conditional variables of the messages
for vehicles through FCBM are also given. We also observe that the phases of
configuring the Boltzmann machine with 10 visible and 625 hidden units can be
kept as maximum to train the network. When more than 625 uncertain features
from traffic conditions exist, the prediction time differs randomly, even after
successful training with fuzzy triangular values.

In the Fig. 4, a plot is shown for 12 vehicles of different types, with an inter-
mediate gap and distance between them. The plot has been restricted with iter-
ations of simulation and it is found that, if the intermediate gap of all 12 types of
vehicles are considered, then with available training scheme only vehicle number
12, 8 and 10 can be referred for effective prediction. The other vehicles cannot
be considered with this training function, as the intermediate gaps are uncertain
and random. The curve shows in the plot are also not smooth and it becomes
more stiffer for the best convergence of vehicle 12.

We demonstrate final results as statistical comparisons. It is the impact of
vehicle density and average connectivity distance. We assume statistical Rayleigh
fading with superimposed log normal scale. The results show that both vehi-
cle density and average connectivity increases as the average vehicle density
increases. Further, as shadow fading occurs, therefore, standard deviation value
increases for both these parameters. This means that the average vehicle den-
sity required to satisfy a given value of average connectivity distance decreases,
whenever the value of standard deviation increases. Three vehicles 12, 8 and 10

Fig. 4. Restricted vehicles with uncertain gap
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are considered to test the convergence of decision in uncertainty, and the lower
red curve demonstrates minimum deviation, but with minimum fuzzy training
value (Fig. 5).

Fig. 5. Optimal vehicle density & connectivity

For immediate reference, we present a snapshot of the results as in Table 3:
all pairs of iterations with acknowledgment and delivery of movement prediction
are shown and minimum error should correspond to greater precision. It should
be mentioned that, we performed a single partial derivative to obtain the final
training function T (w) with the auxiliary function shown in Sect. 3.1. A higher
order and more iterations of partial derivative will lead to better precision and
could reduce the error value in prediction.

Table 3. Results for vehicle movement

Iteration Min Max Val. passed in function RMS Err.

Ackn. 2.1 2.6 05 32.7 4.7

Delv. 1.0 7.9 15 33.6 8.7

Ackn. 5.3 8.0 20 41.2 3.92

Delv. 2.4 2.6 25 34.3 2.1

5 Conclusion

The paper demonstrated a novel model to predict the movement of vehicles
under uncertainty conditions. The approach is implemented through a conven-
tional Boltzmann Machine and trained with fuzzy logic and encompassing the
features of a vehicular network. The hidden features and their combinations are
expressed as a fuzzy triangular function and thus a computationally lightweight
application could be developed. However, while deploying the simulation, it was
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observed that as conventionally a Boltzmann machine is used for deep learn-
ing applications (principally pattern recognition), existing Python libraries are
inadequate to support the simulation. The application can be well extended with
more real life data instances and if the order of partial derivation could be higher
when choosing final training function, better throughput and accuracy could be
obtained. A greater numbers of intelligent optimization algorithms like different
variants of swarms can be chosen to select the precise combinations of parame-
ters. In addition, the complexity of the program may lead to a trade-off between
accuracy of prediction and execution time.

APPENDIX

Code Segment :

Communication Prototype Functions ∗/
#include <mspnvehic le . h>

#include <ki l lApp . h>

#include <boost / thread / thread . hpp>

void openNewTerminal ( ) ;

bool n o t i f i c a t i o nK i l l e dP r o c e s s

( a t v a c r o s s e r : : k i l lApp : : Request &req ,

void rece iveKi l lCommunicat ion ( int argc , char ∗∗ argv ) ;

boost : : mutex mtxTerminal ;

boost : : mutex : : s coped lock lock (mtxTerminal ) ;

boost : : c o nd i t i o n v a r i a b l e condTerminal ;

/∗ I t proves the presence of

terminal window that execute the process

communication ∗/
bool ex i s tTermina l = f a l s e ;

/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ @function : openNewTerminal

∗ Thread opens a new terminal and executes the communication

∗ program . I t a l so remains wait ing s ta tu s on the condi t ion var i ab l e

∗ to launch again the process communication .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
void openNewTerminal ( )

{
int statusSystem = 0 ;

/∗Open the f i r s t terminal with communication program∗/
ex i s tTermina l = true ;

statusSystem = system ( ”gnome−te rmina l −x . / communication” ) ;

p r i n t f ( ”\nTERMINAL OPENED STATUS: %d” , statusSystem ) ;

/∗ I n f i n i t e while , there w i l l be always a condi t ion var i ab l e

which wait a s i gna l from a k i l l e d process .

When the the condi t ion var i ab l e w i l l be awake from a k i l l e d process ,

i t w i l l open a new terminal and execute the communication

program and wait again another s i gna l from a k i l l e d process ∗/
while (1 )

{/
∗Condit ion var i ab l e , wait to be awake a f t e r the k i l l e d proce s s ∗/
while ( ex i s tTermina l == true ) condTerminal . wait ( l ock ) ;

/∗Open a new terminal and execute the communication process ∗/
statusSystem = system ( ”gnome−te rmina l −x . / communication” ) ;

p r i n t f ( ”\nTERMINAL OPENED STATUS: %d” , statusSystem ) ;

i f ( statusSystem < 0)

p r i n t f ( ”\n PROBLEM TO OPEN THE NEW WINDOW DURING THE

RESTARTING OF THE SOFTWARE communication” ) ;
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}}
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ @function : rece iveKi l lCommunicat ion

∗ Thread waits the communication with communication proce s s v ia

∗ ROS s e r v i c e in case the proce s s communication needs to

∗ terminate . When r e c e i v e the no t i c e from the s e r v i c e the

∗ f unc t i on n o t i f i c a t i o nK i l l e dP r o c e s s i s c a l l e d .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
void rece iveKi l lCommunicat ion ( int argc , char ∗∗ argv )

{
ro s : : i n i t ( argc , argv , ”” ) ;

ro s : : NodeHandle n ;

//Here the se rv i c e ca l l e d

” restartCommunication” i s c r eated and

// adver t i sed over ROS.

ro s : : S e rv i c eSe rv e r s e r v i c e = n . adv e r t i s e S e r v i c e

( ” restartCommunication” , n o t i f i c a t i o nK i l l e dP r o c e s s ) ;

ro s : : sp in ( ) ;

}/
∗∗∗∗∗∗∗∗∗∗
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ @function : n o t i f i c a t i o nK i l l e dP r o c e s s

∗ This func t i on has c a l l e d each time

that ROS s e r v i c e answers from

∗ the communication c r e a t i ng ∗ a sync ron i z a t i on with i t .

∗ The func t i on w i l l change in f a l s e

the value o f the va r i ab l e

∗ ex i s tTermina l and wake up the

∗ cond i t i on va r i ab l e condTerminal

∗ with the scope o f open a

new termina l and execute the proce s s

∗ communication .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
bool n o t i f i c a t i o nK i l l e dP r o c e s s ( a t v a c r o s s e r : : k i l lApp : : Request &req ,

a t v a c r o s s e r : : k i l lApp : : Response &re s )

{
ROS INFO(”PID KILLED %ld ” , ( long int ) req . p i d2K i l l ) ;

/∗ s e t to f a l s e the va r i a b l e existTerminal , i t means there are nt

open terminal with running communication ∗/
ex i s tTermina l = f a l s e ;

/∗ wake up the condi t ion var i ab l e condTerminal ∗/
condTerminal . n o t i f y one ( ) ;

return t rue ;

}
int main ( int argc , char ∗∗ argv )

{
boost : : thread openNewTerminal Thread(&openNewTerminal ) ;

boost : : thread rece iveKi l lCommunicat ion Thread (

&receiveKi l lCommunicat ion , argc , argv ) ;

openNewTerminal Thread . j o i n ( ) ;

rece iveKi l lCommunicat ion Thread . j o i n ( ) ;

return 0 ;

}
/∗ Boltzmann Prototype with Fuzzy t ra in ing ∗/
#include <math . h>

#include <fstream>

#include <iostream>

#include <random> us ing namespace arma ; us ing namespace

std ;
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#define e l i f e lse i f

#define HIDDEN SIZE 200

#define BATCH SIZE 2000 oncatenateMat ( vector<mat> &vec ){ int

he ight = vec [ 0 ] . n rows ; int width = vec [ 0 ] . n c o l s ;

mat r e s = zeros<mat>(he ight ∗ width , vec . s i z e ( ) ) ;

for ( int i =0;

i<vec . s i z e ( ) ; i++){mat img = vec [ i ] ;

img . reshape ( he ight ∗ width , 1 ) ; r e s . c o l ( i ) = img . c o l ( 0 ) ; }
r e s = r e s / 2 55 . 0 ; return

r e s ;} int ReverseInt ( int i ){
unsigned char ch1 , ch2 , ch3 , c

h4 ; ch1 = i & 255 ; c

h2 = ( i >> 8) & 255 ; ch3 = ( i >> 16) &

255 ; ch4 = ( i >> 24) & 255 ;

return ( ( int ) ch1 << 24) +

( ( int ) ch2 << 16) + ( ( int ) ch3 << 8) + ch4 ;}
void read Mnist ( s t r i n g

f i l ename , vector<mat> &vec )

{ i f s t r e am f i l e ( f i l ename , i o s : : b inary ) ;

i f ( f i l e . i s open ( ) ){ int magic number = 0 ; int

number of images = 0 ;

int n rows = 0 ; int n c o l s = 0 ;

f i l e . read ( ( char∗) &magic number ,

s izeof (magic number ) ) ;

magic number = Reverse Int (magic number ) ;

f i l e . read ( ( char∗)
&number of images , s izeof ( number of images ) ) ;

number of images = Reverse Int ( number of images ) ;

f i l e . read ( ( char∗)
&n rows , s izeof ( n rows ) ) ;

n rows = Reverse Int ( n rows ) ;

f i l e . read ( ( char∗) &n co l s , s izeof ( n c o l s ) ) ; n c o l s =

ReverseInt ( n c o l s ) ;

for ( int i = 0 ;

i < number of images ; ++i ){mat tp ( n rows , n c o l s ) ;

for ( int r = 0 ; r < n rows ; ++r )

{ for ( int c = 0 ; c < n c o l s ; ++c )

{unsigned char temp = 0 ; f i l e . read ( ( char∗)
&temp , s izeof ( temp ) ) ; tp ( r , c ) = (double )

temp ;}} vec . push back ( tp ) ;}}}
voidreadData (mat &x , s t r i n g xpath )

{//read MNIST iamge into Arma Mat

vectorvec to r<mat> vec ; read Mnist ( xpath , vec ) ;

random shuf f l e ( vec . begin ( ) , vec . end ( ) ) ;

x = concatenateMat ( vec ) ; }mat

sigmoid (mat M){ return 1 .0 / ( exp(−M) + 1 . 0 ) ; }
voidmatRandomInit (mat &m, int rows ,

int co l s , double s c a l e r ){m =

randn<mat>(rows , c o l s ) ;m = m ∗ s c a l e r ;

}matgetBernoul l iMatr ix (mat &prob )

{// randu bu i l d s a Uniformly d i s t r i b u t e d

matrixmat ran = randu<mat>

( prob . n rows , prob . n c o l s )

; mat r e s = zeros<mat>(prob . n rows ,

prob . n c o l s ) ; r e s . elem ( f i nd ( prob > ran ) ) .

ones ( ) ; return r e s ;}
vo idsave2txt (mat &data , s t r i n g s t r , int s tep ){ s t r i n g s =

std : : t o s t r i n g ( s tep ) ; s t r += s ;

s t r += ” . txt ” ; FILE ∗pOut = fopen ( s t r . c s t r ( ) , ”w” ) ;

for ( int i =0; i<data . n rows ; i++){for ( int
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j =0; j<data . n c o l s ; j++)

{ f p r i n t f (pOut , ”%l f ” , data ( i , j ) ) ;

i f ( j == data . n c o l s − 1) f p r i n t f (pOut , ”\n” ) ;

else f p r i n t f (pOut , ”

” ) ;}} f c l o s e (pOut ) ;}
matFCBM training (mat x , int hidSize ,

int batchSize , int cd k ) /∗ Fuzzy Numbers∗/
{ int n f ea tu r e s = x . n rows ;

int nsamples = x . n c o l s ;

// b i s hidden layer ;// c i s v i s i b l e layermat

w, b , c ; matRandomInit (w,

n f eature s , h idS ize , 0 . 1 2 ) ; matRandomInit (b , h idS ize , 1 , 0 ) ;

matRandomInit ( c , n f ea ture s , 1 , 0 ) ; int counter = 0 ;double

lrateW = 0 . 0 1 ; //Learning rate fo

r weights double l ra teC = 0 . 0 1 ; /

/Learning ra t e for b i a s e s o f v i s i b l e un i t s double l r a teB

= 0 . 0 1 ; //Learning rate for b ia se s

o f hidden un i t s

double weightcos t = 0 . 0002 ; double initialmomentum = 0 . 5 ; double

finalmomentum = 0 . 9 ; double

errsum = 0 . 0 ; double momentum ;

mat incW = zero s (w. n rows , w. n c o l s ) ; mat incB =

ze ro s (b . n rows , b . n c o l s ) ;

mat incC = ze ro s ( c . n rows , c . n c o l s ) ;

while (1){ // s t a r t p o s i t i v e phaseint randomNum =

( ( long ) rand ( ) + ( long ) rand ( ) ) %

( nsamples − batchS ize )

; mat data = x . c o l s (randomNum, randomNum + batchS ize −
1 ) ; data = getBernou l l iMat r ix ( data ) ;

mat poshidprobs = sigmoid (w. t ( ) ∗ data + repmat (b , 1 ,

batchS ize ) ) ; poshidprobs =

normal i se ( poshidprobs , 1 , 0 ) ;

mat posprods = data ∗ poshidprobs . t ( ) /

batchS ize ; mat posh idact = sum( poshidprobs , 1) /

batchS ize ; mat po sv i s a c t = sum( data , 1)

/ batchS ize ; // end of p o s i t i v e

phasemat poshidprobs temp = poshidprobs ; mat

posh ids ta te s , negdata ;

// s t a r t negat ive phase//

CD−K a l g f o r ( int i = 0 ; i < cd k ; i++){po sh id s t a t e s =

getBernou l l iMat r ix ( poshidprobs temp ) ;

negdata = sigmoid (w ∗ po sh id s t a t e s + repmat ( c , 1 , batchS ize ) ) ;

negdata =getBernou l l iMat r ix ( negdata ) ;

poshidprobs temp = sigmoid (w. t ( ) ∗ negdata + repmat (b , 1 , batchS ize ) ) ;

poshidprobs temp = normal i se ( poshidprobs temp , 1 , 0 ) ;}
mat neghidprobs = poshidprobs temp ;

mat negprods = negdata ∗ neghidprobs . t ( ) /

batchS ize ; mat neghidact = sum( neghidprobs , 1)

/ batchS ize ; mat negv i s a c t = sum( negdata , 1) / batchS ize ; //end of

negat ive phasedouble e r r = accu (pow(mean( data − negdata , 1) , 2 . 0 ) ) ;

//errsum = err + errsum ; i f ( counter > 10) momentum

= finalmomentum ;

else momentum = initialmomentum ;

// update weights and biasesincW = momentum ∗ incW + lrateW

∗ ( ( posprods − negprods ) − weightcos t ∗ w) ;

incC = momentum ∗ incC + lrateC ∗ ( po sv i s a c t − negv i s a c t ) ;

incB =

momentum ∗ incB + lrateB ∗ ( posh idact − neghidact ) ;

w += incW ; c += incC ; b += incB ; cout<<” counter =

”<<counter<<” , e r r o r = ”<<err<<endl ;
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i f ( counter % 100 == 0){ save2txt (w, ”w/w ” , counter / 100 ) ;

save2txt (b , ”b/b ” ,

counter / 100 ) ; save2txt ( c , ”c/ c ” , counter / 100) ;}
i f ( counter >= 10000) break;++ counter ;}
return w;} int main ( int argc ,

char∗∗ argv ){ long s ta r t , end ; s t a r t = c lock ( ) ;

mat trainX ; readData

( trainX , ”mnist / t ra in−images−idx3−ubyte” ) ; cout<<”Read

trainX su c c e s s f u l l y ,

i n c l ud ing ”<<trainX . n rows<<”

f e a t u r e s and ”<<trainX . n co l s<<” samples . ”<<endl ; // Finished

read ing datamat

w = FCBM training ( trainX , HIDDEN SIZE , BATCH SIZE, 1 ) ;

end = c lock ( ) ; cout<<”Tota l ly used

time : ”<<((double ) ( end − s t a r t ) ) /

CLOCKS PER SEC<<” second”<<endl ; return 0 ;
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Abstract. In an information retrieval system (IRS) the query plays a
very important role, so the user of an IRS must write his query well to
have the expected result.

In this paper, we have developed a new genetic algorithm-based query
optimization method on relevance feedback for information retrieval. By
using this technique, we have designed a fitness function respecting the
order in which the relevant documents are retrieved, the terms of the
relevant documents, and the terms of the irrelevant documents.

Based on three benchmark test collections Cranfield, Medline and
CACM, experiments have been carried out to compare our method with
three well-known query optimization methods on relevance feedback. The
experiments show that our method can achieve better results.

1 Introduction

Nowadays, we see an incessant development of information technologies. These
technologies produce large volumes of information, which can exist in the form
of different languages, making the retrieval of a specific information very dif-
ficult. To remedy this problem, the information retrieval domain provides us
with the techniques and the tools necessary to easily find the looked-for infor-
mation, called relevant information. These tools are called Information Retrieval
Systems [16].

In an IRS, each document is represented by an intermediate representation
called indexation, and to find the documents that are relevant to a user’s infor-
mation need, the user expresses his need by a query, and the choice of this query
is a very important step in the search for relevant documents.

The first problem in an Information Retrieval System is represented in the
formulation of the first request of the user. This explains the importance placed
on current query optimization techniques, which allow the user to obtain his
information needs. One of the most effective techniques is the relevance feedback.
It uses the judgment provided by the user during the first search for information
by the system to modify the second query. In fact, the application of the artificial
intelligence techniques on the information science knew great progress, notably
in information retrieval which is one of the principal lines of the research in
c© Springer International Publishing AG 2017
S. Bouzefrane et al. (Eds.): MSPN 2017, LNCS 10566, pp. 195–206, 2017.
DOI: 10.1007/978-3-319-67807-8 15
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the artificial intelligence field. Among the evolutionary algorithms in the world
of artificial intelligence that gives powerful results in the field of information
retrieval, we cite the genetic algorithms.

The use of the Genetic Algorithms (GA) in the Information Retrieval System
has grown greatly in recent years because it gives good results in the search for
information that interests us from a large volume of information. GA is used in
the different steps to perform an IRS, either in the phase of reformulation of the
query, the indexing phase or the search phase.

In this paper, we will present a new genetic algorithm-based query optimiza-
tion method based on relevance feedback for Information Retrieval System.

The reminder of the paper is organized as follows: In Sect. 2, we present some
previous work of GA in an Information Retrieval System and some related work
with ours. A detailed description of our work is presented and detailed in Sect. 3.
In Sects. 4 and 5, we give some experimental results. Finally, we give a conclusion
and some future works in Sect. 6.

2 Genetic Algorithm in Information Retrieval System

2.1 Information Retrieval System

An Information Retrieval System is defined as a system allowing to find the
relevant documents to a users query written in a free language, from a voluminous
documents database.

The search for information tries to solve the following problem: “Given a
very large collection of objects (mostly documents), find those that respond to a
need for information expressed by a user (request)”. In the Information Retrieval
System, we find a request and we want to find the objects (documents) that are
relevant to it. The way to evaluate a document if it is relevant or not is to
calculate the similarity between the request and that document.

After the calculation of the similarity, it is important to index all the docu-
ments and also the request, that is to make them in a presentation to facilitate
its use. In our case, we use the vector representation [1], where each element
of the vector represents the weight (frequency) of each term or concept in the
document or query.

2.2 Genetic Algorithm

Genetic algorithms are stochastic optimization algorithms based on the mech-
anisms of natural selection and genetics [2]. Their operation is extremely sim-
ple. We leave with a population of potential solutions(chromosomes), initially
selected arbitrarily. We evaluate their relative performance(fitness)and on the
basis of these performances, a new population of potential solutions is created
using simple evolutionary operators: selection, crossing and mutation. This cycle
is repeated until a satisfactory solution is illustrated in Fig. 1.
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Fig. 1. General scheme of a genetic algorithm

There has been an increasing interest in the application of GA tools to IR
in the last few years. Concretely, the machine learning paradigm, whose aim is
the design of a system able to automatically acquire knowledge by itself, seems
to be interesting in this topic.

The first thing in a genetic algorithm is the definition of the initial population
(selection operator or evaluation) on which we will apply the treatment. In our
case, we use the similarity calculation which plays an important role of fitness
function as it enables us to decide whether an individual is going to be selected
or not. There are lots of methods to make the selection such as the biased lottery,
the elitist method or the selection by tournaments.

After applying the selection operator to the initial population, the second
step is reproduction with the application of the crossing or crossover operation
and the mutation operation.

In the literature, we find much of the work that apply genetic algorithms in
the search for information, as in [3] the authors use in their Information Retrieval
System the genetic algorithm to find the relevant documents for a user’s query,
using the vector representation to present the documents of the search base and
the query. They have made comparisons with precision measurements and recall
of the system using different fitness functions like cosine, Dice and Jaccard.

Vajitoru [4] also uses the Genetic Algorithms in the research of information.
He proposed a new operation of crossing to improve the research with the genetic
algorithm. For that, he made a comparison between his proposal and a classic
GA, and the results shows the effectiveness of its proposal.

Sathya and Simon [5] use the genetic algorithms to improve an information
retrieval system and make it effective for obtaining more pages relevant to the
users query and optimize the search time.
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In [6] the researchers present a new fitness function for approximate infor-
mation retrieval which is very fast and very flexible than cosine similarity.

Fan et al. propose an algorithm for indexing function learning based on GA,
whose aim is to obtain an indexing function for the key term weighting of a
documentary collection to improve the IR process [7].

2.3 Genetic Algorithms in Query Optimization

In the literature, we find many works that use genetic algorithms for query
optimization to improve the efficiency of Information Retrieval Systems. As in
[8] the authors have utilised genetic algorithms for database query optimization
for a large query. The Researchers of [9] use Genetic algorithms in Informa-
tion retrieval in the area of optimizing a boolean query. They use Information
Retrieval effectiveness measures, precision and recall as a fitness function. The
goal of this work is to retrieve most relevant documents with less number of
the non-relevant document. The authors conclude that the quality of initial
population was important to have the best results of the genetic programming
process, and the less quality of initial population caused worse results. To get
good results, they choose parents depending on the recall fitness values than the
precision fitness values.

The work of Anubha Jain et al. [10] reviews relevance of genetic algorithms
to improve upon the user queries in the field of Information Retrieval. The
results of the studies categorically prove the applicability of genetic optimization
algorithms in improving the Information Retrieval process. The paper presents
diverse proposals on the relevance of genetic algorithm in search query optimiza-
tion which are promising and still developing areas of research.

As pointed out by Leroy et al. [11], the query optimization methods based
on relevance feedback or genetic algorithms using dynamic query contexts could
help users search the internet. From the study of Salton and Buckley [12], we
know that, in a method, the calculation of traditional relevance feedback query
optimization expression is simple, but the determination of its parameters is dif-
ficult. According to the study of Lopez-Pujalte et al. [13], the order information
of the relevant documents is very useful to search an optimized solution for a
genetic algorithm-based relevance feedback method.

In a genetic algorithm based query optimization method, the key work to
consider is how to use the relevance feedback information to design its genetic
operators and fitness function.

3 Genetic Algorithm Based Query Optimization Method

3.1 Document Vectorization and Relevance Feedback

We produce a dictionary D = (t1, t2, ..., tn), each document in the collection is
described as an n-dimensional weight vector w = (w1, w2, ..., wn), where each
weight wi is calculated by the TF*IDF formula, and each query in the collection
is also described as a weight vector q = (u1, u2, ..., un), is calculated by the
TF-method formula.
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–

TF =
f(ti, dj)

N
(1)

f(ti, dj) is the number of occurrences of the term ti in the document dj and
N is the total number of terms in the document dj .

–

IDF =
log(f(ti, dj))

M
(2)

f(ti, dj) is the number of occurrences of the term ti in the document dj and
M is the total number of documents in the corpus.

For each query, the top-15 documents retrieved based on the cosine similarity
(ranking the values in a descending order) will be input to our GA as relevance
feedback.

Simcos(X,Y ) =
∑n

i=1 x.y√
(
∑n

i=1 x
2).

√
(
∑n

i=1 y
2)

(3)

3.2 Chromosomes and Population

A chromosome is represented as a weight vector w = (w1, w2, ..., wn), where wi

is a real number and denotes the weight of the keyword ti for i = 1,2,. . .n .
Our GA receives an initial population P consisting of | Rrel | +2 chromo-

somes, including the original query vector q, the | Rrel | relevant document
vectors in Rper and the average-weight vector qavg = (avg1, avg2, ..., avgn).

3.3 Fitness Function

In our GA, the definition of our fitness function consists of two parts: x and y.
The x is relative to both the order of appearance of the relevant documents in
feedback and the terms of relevant documents in feedback. The y is relative to
the terms of the irrelevant documents in feedback.

For any chromosome w = (w1, w2, ..., wn) in the current population P, its
fitness value is calculated by the formula:

F (w) = x + y (4)

The formula of x is:

∑

di∈Rrel

| Horng(w) − cosine(w, di) | (5)

The Horng and Yeh fitness function is defined as:

Horng(w) =
1

| R |
|R|∑

i=1

⎡

⎣r(di)
|R|∑

j=1

1
j

⎤

⎦ (6)
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Here, | R | is the number of the documents in set R. d1, d2, ..., d|R| are the
documents in R sorted by descending order of their cosine similarity values with
the chromosome w. Function r(di) gives the relevance of di, being unity if di
belongs to Rrel and zero if di belongs to Rirrel.

The formula of y is:

y =
∑

di∈Rirrel

Cosine(w, di) (7)

∑
counts for every document diinRirrel, its cosine similarity with the chro-

mosome w.

3.4 Genetic Operators

The formal definitions of the three genetic operators used in our GA can be
described as follows:

Two-Point Crossover: Firstly, two integers i and j in (1, 2, . . . , n) will be
produced randomly, and we select two parents w and v, which are randomly
selected using the fitness proportional selection from current population P. Sup-
pose 1 ≤ i ≤ j ≤ n, and the two parents are:

w = (w1, w2, , w(i−1), | wi, ..., wj , | w(j+1), ..., wn), v = (v1, v2, , v(i−1), |
vi, ..., vj , | v(j+1), ..., vn)
then, two offspring w and v will be generated as below:

w
′

= (w1, w2, , w(i−1), | vi, ..., vj , | w(j+1), ..., wn), v
′

= (v1, v2, , v(i−1),
| wi, ..., wj , | v(j+1), ..., vn)

Weight-Adjusting Mutation: This genetic operator is used to tune the
weights of keywords (genes) in a chromosome. It can generate an offspring from
a parent w, which is randomly selected using the fitness proportional selection
from the current population P.

Firstly, an integer i in (1, 2, ..., n) will be produced randomly, and then a
real number w

′
i between MINi and MAXi will be produced randomly. Finally,

from the parent:

w = (wi, w2, ..., w(i−1), wi, wi+1, ..., wn)

an offspring w
′
will be generated as below:

w
′
= (wi, w2, ..., w(i−1), w

′
i, wi+1, ..., wn)



Building of an Information Retrieval System Based on Genetic Algorithms 201

Overturn Mutation: Firstly, an integer i in (1, 2, . . . , n) will be produced
randomly, and then from the parent:

w = (wi, w2, ..., w(i−1), wi, wi+1, ..., wn)

an offspring w
′

will be generated as below by executing a reversal operation
between zero and non zero:

w
′
= (wi, w2, ..., w(i−1), w

′
i, wi+1, ..., wn)

where w
′
i will be (MAXi + MINi)/2 if wi = 0, otherwise it will be 0.

3.5 Next Generation

After the offspring have been produced by operating our three genetic opera-
tors given above with configurable probabilities, our fitness function is used to
determine the chromosomes of the next generation.

Firstly, the offspring is added into current population P. Secondly, the fitness
values of all chromosomes in P are calculated. Lastly, the | Rrel | +2 chro-
mosomes with the smaller fitness values (i.e. better chromosomes) in P will be
brought to the next generation.

3.6 Termination Criteria and Solution

The iterative procedure of our GA will be stopped by one of the following ter-
mination criteria:

– From a generation, its fitness value does not change for the rest of the
iterations.

– From a generation, its fitness value changes but very weakly for the rest of
the iterations.

– A threshold of the number of iterations is reached.

If one of these criteria is met then the value of the fitness function of the
generation is defined as the best fitness value of all the current generations.

After stopping the iteration procedure, the chromosome with the lowest fit-
ness value (the best chromosome) in the latest generation P will be selected as
the optimized query produced by our genetic algorithm.

4 Experimental Results

4.1 Test Collections

Our experiments were carried out based on three benchmark test collections:

– Cranfield: contains 1400 documents on different aspects of aeronautical
engineering.

– Medline: contains 1033 documents on medicine.
– CACM: contains 3204 documents on computing.
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4.2 Experiments Preparation

Dictionaries: In our experiments, for the efficiency of converting the documents
and queries in a test collection into the weight vectors in VSM, a dictionary of
keywords was used for each test collection. The dictionary was formed with the
following procedure:

1. Extract all the words from all documents in each collection.
2. Remove stop-words using the list of stop-words generated according to the

frequency dictionary of Kucera and Francis [14].
3. Stem the rest of the words using the Porter Stemmer [16], which is the most

commonly used stemmer in English.
4. Delete all irrelevant words to reduce the size of the weight vector, such as the

words that appear before the text for each document.

As a result, the dictionary for Cranfield collection contains 3824 keywords;
the dictionary for Medline collection contains 6985 keywords and the dictionary
for CACM collection contains 719 keywords.

Description of Documents and Queries: In each collection, when using its
dictionary to generate the keyword vector of each document, we need first to
use the Porter Stemmer to stem the document, then to extract keywords from
the document according to the dictionary, and last to calculate keyword weights
with the TF*IDF-method.

In addition, for each request for a given collection, its term vector is treated
in the same way as the documents, but the weight of the terms is calculated by
the TF method.

4.3 Selection of Relevance Feedback

In our experiments, for each query in a collection, the first 15 documents (a =
15) extracted and sorted in descending order of the cosine similarity values with
the query will be examined to determine their relevance. The first 15 documents
will be used for the relevancy judgment, which will be used to optimize the query
and includes the four query optimization methods that we will compare with our
experiments.

4.4 Selection of Queries

For each collection, we have selected only the queries that result at least three
relevant documents by the first 15 documents found, and do not extract at least
five documents. Our experiments were carried out on these queries.
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5 Explanation of Our Experiments

Based on the descriptions of the Dec-hi method, the Fitness9 and the Fitness10 in
Lopez-Pujalte et al.’s experiments [12], we have realized the Ides traditional Dec-
hi method [4], the Horng and Yehs GA-based method [15] and the Lopez-Pujalte
et al.’s GA-based method [12]. Below, we use Dec-hi(Ide), Fitness9 (Horng)
and Fitness10 (Pujalte) to represent respectively the three query optimization
methods. As done in Lopez-Pujalte et al.’s experiments, in our experiments both
Fitness9 and Fitness10 use the one-point crossover and the random mutation
genetic operators.

5.1 Control Parameters

All the control parameters used in our genetic algorithm have been determined
experimentally. The crossover probability c1 is 0.4. The mutation probabilities
m1 and m2 are 0.3 and 0.3, respectively. The limit on the number of iterations
is 2000, namely threshold β = 2000.

For Fitness 9 and Fitness10, the probabilities of the one-point crossover and
random mutation genetic operators are 0.6 and 0.4, respectively. Their limits
on the number of iterations are 2000 and 200, respectively, because from our
experiments we have found that the fitness value of Fitness10 only varies in the
first few iterations.

5.2 Evaluation and Experimental Plan

As done in Lopez-Pujalte et al.’s experiments, we evaluate the results of retrieval
by the classical measures of recall and precision. The precision is calculated by
interpolation at fixed recall intervals. We calculate the average precision for three
recall values (0.25, 0.5, and 0.75, representing low, medium, and high recall,
respectively) so as to be able to compare the different methods.

The experimental plan follows the following steps:

– Each query is compared with all documents belonging to a given collection,
using the Cosine similarity measure. Therefore, a similarity list of each query
with the other documents in the collection is obtained.

– This list is ranked in descending order of degree of similarity.
– The standardized document vectors corresponding to the first 15 documents

in the list, with their degrees of similarity to the standardized query vector,
will be the inputs of our genetic algorithm.

– The program produces a hidden file containing for each request all the doc-
uments that are not to be considered in the evaluation process, i.e. the first
15 documents used in the modification of the requests. This method is called
the residual collection method, used by Salton and Buckley [16].
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5.3 Experimental Results and Comparison

Comparison Between Our Genetic Algorithm and the Other Genetic
Algorithms: Based on CACM, Medline and Cranfield collections, we have con-
ducted three experiments to compare our method with the two other methods:
Fitness9 (Horng) and Fitness10 (Pujalte). Our experiment results on three col-
lections that are shown, respectively, in Figs. 2, 3 and 4.

From these figures, we can see that, by making comparison with the origi-
nal query, fitness9 function, fitness10 function and our GA have increased the
average accuracy, respectively, from 133.71 and 159.43 to 177.05 for the CACM
collection, from 33.84 and 74.46 to 76.55 for the Medline collection, and from
66.95 and 118.41 to 120.97 for the Cranfield collection.

We can also see that, compared with the original query, Ide Dec-hi method
and our GA the average accuracy have raised respectively from 150.61 to 177.05
on the CACM collection and from 105.47 to 120.97 on the Cranfield collection.

Fig. 2. Comparison of our GA, to other GAs and the Ide Dec-hi method (on CACM)

Fig. 3. Comparison of our genetic algorithm and other genetic algorithms (on Medline)
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Fig. 4. Comparison of our GA, to other GAs and the Ide Dec-hi method (Cranfield)

6 Conclusion and Perspectives

In this work, we have presented our genetic algorithm for optimizing a query
in order to improve the results of an Information Retrieval System by searching
the optimal query that gives us the best results.

Based on three benchmark test collections: Cranfield, Medline and CACM, we
have conducted three experiments to compare our GA-based method with three
other well-known query optimization methods on relevance feedback: Horng
method (Fitness 9), Lopez-Pujalte method (Fitness 10) and the traditional Ide
Dec-hi method. The results of our experiments indicate that: First, based on the
Cranfield, Medline and CACM collections, our GA-based method can get better
results than both the Horng and Yehs GA and the Lopez-Pujalte et al.’s GA.
Second, based on the Cranfield and CACM collections, our GA can also achieve
better results than the traditional Ide Dec-hi method.

As Perspectives, We aim to consolidate the proposed approach by evaluating
it on other larger collections such as the well-known collection called TREC, then
work on languages other than English to prove the effectiveness of our method.

An other perspective of our work is to apply our method in an e-learning
system for finding an optimal profile for a learner.
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Abstract. In hospital emergency wards, tasks are extremely complex to man-
age and pose serious health risks to patients. Related tasks, which are mainly
focused around patient management, are achieved through conventional meth-
ods that lead generally to management breakdowns. Consequently, these latters
that directly disrupt the patient’s care chain and degrade their quality should be
reduced with the exploration of efficient management approaches. In this paper,
we will use Governance, Risk and Compliance approach (GRC) coupled with
Internet of Things technology (IoT) we will call this new approach tGRC (things
GRC). Such approach will provide a set of tools that may effectively address
medical staff vital needs and improve the quality of patients’ care. We wish to
provide an effective support enabling by the way finer management features of
the related tasks, providing an efficient data collection by using sensors and
wearable devices and a real time awareness around the occurring events.

Keywords: Internet of Things � Governance-Risk-Compliance � Healthcare
tasks management � Context-awareness

1 Introduction

Many healthcare institutions in Algeria suffer from multiple dysfunctions. Despite
efforts made by authorities to improve the situation (new hospitals, rehabilitations of
old ones, training of new physicians…), the problem persists and medical staff, patients
and globally health system are severely affected.

Actually, the study that we led on this crucial question revealed various reasons that
are principally linked to mismanagement of the related activities, equipment, human
and material resources. In [29] authors determined the influence of human resource
management on the improvement of healthcare delivery in public hospitals. This good
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management leads to a better healthcare delivery quality. Numerous other studies
confirmed this point [32, 33].

First, it is necessary to note that the artifacts used during work are essentially
limited to Excel paper sheets, which are often not updated and sometimes even get lost
between the different services. This situation is caused by the important work volume
imposed on the personnel, which decreases the efficiency of work and healthcare
delivery quality. While a primary aim of healthcare organizations is to provide cost
effective, high quality, shared and seamless healthcare delivery, they also aim to reduce
medical errors, safeguard patients’ data and streamline clinical and administrative tasks
[28]. The numerous studies that have been carried on this issue have almost all shown
the importance of management [29] and management breakdowns among the medical
staff members that inevitably have an impact on the quality of care provided to patients
and put them in a potentially vulnerable and dangerous situation. Consequently, these
management breakdowns that directly disrupt the patient’s care chain and degrade their
quality should be significantly reduced with the investigation of efficient management
approaches.

In this paper, we will use Governance, Risk and Compliance approach
(GRC) coupled with Internet of Things technology (IoT) called tGRC. Such approach
will provide a set of tools that may effectively address medical staff vital needs and
improve the quality of patients’ care. We propose an effective support enabling man-
agement features of the related tasks as well as providing an efficient data collection in
real time awareness around the occurring events; particularly those which constitute a
priority in any health institution.

We led a study in an Algerian maternity ward to well understand the typical way
with which medical activities are achieved by medical staff like midwives,
gynecologists-obstetricians, nurses, anesthetists…; and to identify the principal used
artifacts to manage and coordinate work. We started, therefore, by analyzing the way
with which medical staff deal to collect information, operate with different medical
cases, and how they manage the work. It was necessary also to identify different actors
and their roles, all this information will certainly allow us to provide the most suitable
IT proposition for the future system. It appears that the medical staffs need an efficient
tool that takes in consideration the procedural, intellectual and social complexity of the
management process. Indeed the huge volume of data should be collected and made
available to the concerned persons rather than ignored until it becomes source of
mistakes. Consequently, information displaying and notification should have a great
attention form us and be targeted to facilitate decision-making process. This last has to
be efficient and precise, because we operate in a high-risk environment that does not
support a high rate of errors.

As a result of our analysis study in a maternity ward which is an organizations
operating in high-risk, complex and dynamic work environments, in particular because
they rely on collaboration among multiple groups of professionals and the high number
of unexpected events, we noticed that providing health is a risky business and risks can
have multiple sources: Patient, health care staff, Organization.

Organization of the paper: In Sect. 2, we present a domain model for IoT-based
Health Institution applications. Section 3 is devoted to the proposed architecture based
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on GRC and IoT technologies, we discuss the two important notions: Internet of things
and GRC and expose our conceptual methodology and motivate the choices made and
we consider the details of the different architecture levels as well as the main supported
functionalities. In Sect. 4 we recall the reference frame for integrated GRC, and we
attempt to formalize the tGRC concepts. Our aim is to facilitate understanding the
relationship between all concepts of the tGRC. In Sect. 5, we present some imple-
mentation aspects. Related works are presented in Sect. 6. Finally, we present the
conclusion remarks in Sect. 7.

2 Domain Model for Health Institution Application
Based on IoT

We propose a conceptual model for a health institution applications based on IoT. The
model is based on previous work on advanced enterprise systems [4] and those of the
IoT domain [5, 6].

Figure 1 shows the conceptual model which is composed of domain entities and the
relationships that can exist between those entities.

A public process is the aggregation of the private processes and/or Web services
participating in it. Let us notice that private processes are considered as the set of
processes of the organization itself and they are managed in an autonomous way to

Fig. 1. Domain model of health institution application based on IoT
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serve local needs. The public processes span organizational boundaries. They belong to
the organizations involved in a collaboration relationship and have to be agreed and
jointly managed by the different partners.

The most generic IoT scenario can be identified as that of a generic Agent (human
or software component) needing to interact with a physical entity in the physical
world. Physical entities are represented in the digital world by a virtual entity. An IoT
object (or a thing) is the composition of a virtual entity and the physical entity it is
associated to, in order to highlight the fact that these two concepts belong together.

In the physical environment, physical entity is the composition of one or more
devices. This can be achieved by using devices of the same class, as in the case of
certain similar kinds of body-area network nodes, or by using devices of different
classes, as in the case of an RFID tag and reader.

In addition, it’s important to realize that the device entity will often perform in a
bi-directional manner with the “IoT object” at the edge of the network either acting as
input devices (sensors) or output devices (actuators). Besides input and output devices,
tags are used to identify physical entities, to which the tags are usually physically
attached. The identification process is called “reading”, and it is carried out by specific
sensor devices, which are usually called readers. The primary purpose of tags is to
facilitate and increase the accuracy of the identification process.

Public process (which is the aggregation of the private processes and/or web ser-
vices participating in it) consumes resources. Resources are software components
which used in the actuation on physical entities. There is a distinction between
on-device resources and network resources. As the name indicates, on-device resources
are hosted on devices (like software that is deployed locally on the device). They
include executable code for accessing, processing, and storing sensor information, as
well as code for controlling actuators. On the other hand, network resources are
resources available some wherein the network, e.g., back-end or cloud-based databases.
A virtual entity can also be associated with resources that enable interaction with the
physical entity that the virtual entity represents.

3 A GRC and IOT Technologies Centric Architecture
(tGRC)

In this section we present different concepts related to system process management
particularly in the field of health care.

3.1 Internet of Things

The concept of Internet of things is recent and is defined as the integration of all
devices that connect to the network, which can be managed from the web and in turn
provide information in real time, to allow interaction with people they use it [25].
Internet of Things is becoming a reality thanks to many factors: low powers processors,
improvements in wireless communication technologies, electronic devices, etc. [21].

One of the areas that can benefit from IoT solutions is e-health, which can be
defined as the use of information and communications technologies and electronic
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devices in healthcare practice. IoT are used to monitor and observe physiological
statues of patients inside or outside the health institution, using a set of sensors to
collect their information and then sending it to remote centres for analysing and make
suitable decisions. For example, Masimo Radical-7 monitors the patient’s status
remotely and reports that to a clinical staff [15].

Health monitoring applications are characterized by [1]: Gathering data from
sensors, offering displays and user interfaces capabilities, durability, low power,
robustness, accuracy and reliability and accessibility to infrastructural services throw a
set of networks.

Economic growth of IoT-based services is also considerable for businesses. The
whole annual economic impact caused by the IoT is estimated to be in range of $2.7
trillion to $6.2 trillion by 2025 [35]. Table 1 shows the projected market share of
dominant IoT applications [35]. According to a Forbes magazine report, the market for
IoT in healthcare will be more than $117 Billion by 2020 [9]. Many researchers think
that IoT will have an important impact in healthcare domain. For an instance, Zhang
and colleagues argue that Internets of Things and Cloud computing will be key in
telemedicine and in Ambient Assisted Living applications [10–12]. This thought is
based on several factors: reduced cost (Table 1) [8], better care, improving lifestyles of
patients, improving medical staff working conditions [8].

3.2 Governance, Risk Management and Compliance

Recent growth in the number of standardizations such as Sarbanes-Oxley (SOX), ISO,
and Basel III encouraged companies around the world to re-evaluate how they do
business. The high costs of non-compliance mean that contemporary corporate exec-
utives have adopted thorough initiatives of Governance, Risk management and Com-
pliance (GRC). Thus, most Fortunate companies list the GRC approach as the primary
goal in the development of their business. The first company that proposed an inte-
grated GRC is MetricStream1. This integration began in 2002 and it was only after the
crisis of 2008 that the market began to integrate them: some large companies felt the
need to control risks and above all to have a way of checking compliance with reg-
ulation when making large strategic decisions. The Enterprise Governance, Risk, and

Table 1. Health expenditure, total (% of GDP) by country [18]

Country 1995 2014

United States 13.1 17.1
Tuvalu 8.2 16.5
Sweden 8.0 11.9
Germany 9.4 11.3
Ecuador 3.4 9.2
Algeria 3.7 7.2
Bangladesh 3.2 2.8

1 http://www.metricstream.com/.
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Compliance (eGRC) market size is estimated to grow from USD 19.42 Billion in 2016
to USD 38.00 Billion by 2021 [22].

The GRC is an integrated approach for managing Governance, Risk and Compli-
ance, enabling organizations to manage risk and regulatory issues across the organi-
zation. It provides a set of essential services and functional components that encompass
various areas of risk and compliance management including operational risk, policy
and compliance management, and control management.

Governance describes the general management approach whereby senior managers
manage and control the entire organization using a combination of management
information and hierarchical management control structures. Risk management is the
set of processes by which management identifies analyses and, if necessary, reacts
appropriately to risks that may adversely affect the achievement of the organization’s
business objectives. Compliance is the process by which companies document their
procedures and standards and monitor the instigation of legislative policies. It consists
in complying with the prescribed requirements. These requirements can be specified in
legislation, industry regulations or even in company policies.

3.3 The Proposed Information System Architecture Based on IoT
Technologies

As confirmed by a survey in several Swiss hospitals at 2009, 64% of them replied that
the healthcare sector is a complex and heterogeneous economic sector and cannot be
compared to other industry sectors where Control Objectives for Information and
related Technology (CobiT) and other IT governance framework have been success-
fully applied [27]. Therefore, the solution is to design a flexible and efficient man-
agement system that takes in consideration the Ad-hoc nature of health institutions.

We propose an architecture that takes in consideration several factors: efficient
collection of information and efficient management of the hospital: patients, medical
staff, and material resources. Specific sensors are used to collect comprehensive
physiological information and uses gateways to send data to the server on the Cloud for
analysing and storage. Information is sent after to medical-staff wirelessly. Our
proposition is shown on Fig. 2.

For data collection the use of the IoT solution improves the quality of care through
continuous attention and lowers the cost of care by eliminating the need for a
medical-staff to actively engage in data collection. In addition the technology can be
used for remote monitoring using small, wireless solutions connected to patients
through the IoT capabilities. Data is collected from different sources: Wearable devices
or from sensors (installed on different equipment).

The Middleware plays the role of a gateway, it intercepts data sent by the various
sensors to the software platform located in the cloud to be stored and analysed. The
middleware performs an authentication operation to identify the device; it formats data
under to specific shape before sending it to the server. The formatting operation
facilitates the server work, it minimises the time of data recognition operation.

The IoT Platform Components: In what follows the most important constituents
of the server on the Cloud architecture are highlighted. First, the register contains a list
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of IoT devices and different equipment that collect data, it used to control and to avoid
any external and unwanted attempts to connect to the server or to the gateway.

The Device Management module: is used to manage objects connects to the IoT
platform. User can add, remove and configure devices remotely.

Collaborative planning module: this module allows an efficient planning with a
collaborative manner. Hence health care task planning process is fundamentally a
collaborative task that requires the participation of many health care experts with
different skills working simultaneously on same cases. It’s based on a collaborative
planning approach and it constitutes an evolution of planning environments toward
new shared workspaces supporting collaboration [13].

The Data Storage module takes care of the collected data storage either inside or
outside the hospital. It uses relational databases as well as big data techniques or any
data storage technology. This section provides the user a fast, secure and efficient
access to all patient, medical and other resources information.

Finally the tGRC module enables the health institution to manage risk and reg-
ulatory issues across the organization. It provides a set of essential services and
functional components that encompass various areas of risk and compliance manage-
ment. The tGRC solution legal register offers access to the legal universe for each act.
Fully searchable, tGRC solution gives the needed law easily and rapidly. The stake-
holders can give feedback on the published information. This feedback is sent to the
rules database. Finally, the rules administrator can improve and communicate about
this information.

This module is detailed in the next section.

Data from 
hospital Data outside 

IoT platform (Server on the Cloud)

Register tGRC Toolkit

Collaborative 
planning

Device 
management

Data storage

Big Data Relational Other

Middleware A
uthentication

Data formatting 

Communication 

Internet

Data sources

Fig. 2. The proposed architecture
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4 The tGRC Module

As presented previously, GRC consists of tree fields of study; Governance is about how
an organization has to be run with an efficient and responsible manner, and how they
report their policy towards all stakeholders. Processes and goals of the organization
have to be aligned. Compliancy is an integral part of this; the organization has to run
her policy within the existing rules and regulations. This sounds simple, but is often
difficult, because products, services, rules and regulations are often subject to change.
Finally, every organization has to identify all risks through risk management and
register the related measures. The importance of embedding GRC in an organization is
that an organization wants to steer performances, improve the quality of their products
and services, prevent damage and eventually be in control.

Typically, all information about processes are inventories (during in-situ work),
rules and regulations, policy, risk and management measures, data to be collected. Data
are structured and related to each other.

Afterward, data are analysed, quantified and reported, the IoT platform is used to
communicate about this information over a shared space that allows all stakeholders
finding pertinent information.

Every activity can be detailed and visualised for example, which personal are
involved in the process, which applications, things… are used, which risks could occur
and which norms are used.

A short description of the risk, effects, and impact and management measures are
provided, user can visualize those processes as a chart.

The creation of processes is done in a collaborative manner for several reasons,
indeed the most of the medical activities are group-based, and the principal problems in
patients monitoring precisely arose from the lack of coordination between the various
members of the involved medical team. The collaboration constitutes a key factor as it
has been confirmed in several studies carried out on this issue [14]. Using a collabo-
rative way allows decision-makers working together and remotely for hospital policies.
This decreases with in significant manner coordination breakdowns.

As we have seen, processes, risks and management measurement, underlying rules
and regulations are connected to each other, this gives a possibility to create several
extensive management reports in a dashboard, and this gives an insight which risks
related to each process. It provides also an overview of the identified risks within the
organisation. If a risk or an anomaly occurred, an alert is triggered and notified to all the
concerned staff for an immediate intervention.

4.1 Formalization of the tGRC Concepts (First Tentative)

In the beginning we recall the definition of the GRC for the topics involved, and
adopted in the seminal work [7].

Definition: GRC is an integrated, holistic approach to organisation-wide governance
risk and compliance ensuring that an organization acts ethically correct and in accor-
dance with its risk appetite, internal policies and external regulations through the
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alignment of strategy, processes, technology and people, thereby improving efficiency
and effectiveness [7].

Based on this definition a general structure of reference is proposed for an inte-
grated GRC is presented in on Fig. 3.

Services in the Cloud are exposed to a high degree of risks that result from tech-
nical issues or data access issues. In this section we will pose a formalization bases and
state the three most common IoT security objectives: confidentiality, integrity and
availability. Different research fields adopt different definitions of risk, depending on
their particular research objects. Management theory assumes that the Risk consists in
the loss probability and the volume of loss to be known prior to decision-making.

In this paper we introduce a formal model for governance in Cloud Computing that
relates compliance and risk factors introduced by the internet of things technologies.

In the considered Governance, Risk management and Compliance model, let
GRCSub be a set of subjects used in the field of the integrated tGRC.

Formally:

tGRCSub ¼ tGovernancedicision; tRiskmanagement; tComplianceassessment
� �

The tGRC subjects are based on four concepts:

tGRCConpt ¼ STrategy;PRocesses;Users;TEchnologyf g

The tGRC subjects depend on two kinds of factors:

tGRCfact ¼ tRiskfactors; tCompliancefactors
� �

The availability of Cloud Computing services is one of the major security issues.
The unavailability of data has the same effect as a system failure, because it signifi-
cantly blocks all processes affected. The integrity of the data also raises questions, as
they go across other systems. The fact that the information could be changed in any
way is a risk. Finally, each IoT service has an inherent security requirement and level.

Fig. 3. A structure for integrated GRC
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Hence, different data protection measures are required in Cloud Computing, the Cloud
needs to have multiple and concentric levels of data protection.

In the model we make a basic distinction between a compliance factors (internal
policies, norms and external regulations) and a risk factors (confidentiality, integrity
and availability). So the tGRC observes the following rules:

tGRCRis ru ¼ Confidentialitythreats; integritythreats;Availibalitythreatsf g

tGRCConf ru ¼ Internal policies;Normes;External regulationsf g

Accordingly, the proposed modelling step aims at a balanced consideration of both
compliance and risk factors while incorporating the risk attitude of governance maker
regarding the IoT systems specificity and the Cloud offers.

The model aims to set goals to reach global objectives. Formally objectives are:

tObjectives ¼ Ethicalcor�decision;Efficiencyimprov;Effectivenessimprov

n o

These three objectives for IoT systems based on tGRC concepts form a solid basis
for evaluating the IoT systems and Cloud offers solution which could be extended in
practice by more detailed and specific objectives. For example the security objectives
have to be detailed by authentication, authorization, accounting, etc.

The model developed here is meant to act as a risk minimization and compliance
maximization tool, that is, it is supposed to identify the Cloud Computing service or the
combination of services which causes the optimal cost for an organization by taking
risk and compliance issues into account.

In conclusion, the constituents of tGRC work together to ensure that the IoT system
operations remain sustainable and that business operations are conducted in a legal and
ethical manner.

5 Some Implementation Aspects

The development of the proposed architecture requires the use of advanced tools such
as: Amazon Web Services Internet of Things (AWS IoT) [36], Windows Azure Cloud
platform [34], Windows Communication Foundation [16], and SQL Server Reporting
Services [31].

Indeed, AWS IoT is a managed Cloud platform that lets connected devices securely
interact with Cloud applications and other devices. It supports Message Queue
Telemetry Transport (MQTT) and provides authentication and end-to-end encryption.
Since our architecture is based on geographically distributed systems where each
system manages its own infrastructures and devices, we need an integrated IoT plat-
form that can support this distribution. AWS IoT makes it easy to use other AWS
services in a distributed and integrated manner, so we can build value-added IoT
applications that gather process, analyze and act on data which are generated by
connected devices from many sources, without having to manage any infrastructure.
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Windows Azure Platform is a Cloud platform which provides a wide range of
Internet Services. It is a Windows based Cloud services operating system providing
users with on demand compute service for running applications, and storage services
for data storing (in Microsoft data centers). In our case, we can deploy the server
application container as instances of Windows Azure Worker role which gets access to
protocols repository on the Windows Azure environment via the Windows Azure
Managed Library.

The development of our solution has to enable non-technical users to create
sophisticate solutions quickly and easily. When the IoT platform is running, users can
add dynamically a risk with its characteristics (category, description, area, type…), he
can also add new characteristics for a risk, because risks in health institution have a
stochastic nature. Every user have an access to a dashboard, the integrated dashboards
provide an overview of risk areas, trend analysis and areas of non-conformance. These
dashboards reflect the health of patients and the state of whole health institution in real
time, due to combination of IoT and GRC capabilities.

Also the tool must to support maintaining data consistency, concurrent accesses,
group interaction, and coordination. The used groupware concepts help users to
effectively reduce these problems, such as group awareness that allows experts to be
aware of the others work and be warned about events that may arise within the hospital
and within the shared workspace on the common handled artefacts.

6 Related Works

IBM utilized RFID technology at one of OhioHealth’s hospitals to trace hand washing
after checking each patient [17]. That operation could be used to avoid infections that
cause about 90,000 deaths and losing about $30 billion annually. In [2], authors are
interested in collecting the patients’ vital sign measurements and delivering it to
multiple nursing stations. Authors are also interested in deploying a light sensor and a
door sensor to monitor the activity level of the patients and potentially identify the ones
suffering from depression. In order to allow doctors to access the collected data
remotely, a mobile application is used.

In [3] Rolim et al. propose a solution to automate patients’ vital data collection
process by using a sensors attached to existing medical equipment that are
inter-connected to exchange service. The proposal is based on the concepts of utility
computing and wireless sensor networks. The information becomes available in the
cloud from where it can be processed by expert systems and/or distributed to medical
staff. [37] presents a platform based on Cloud Computing for management of mobile
and wearable healthcare sensors, in this work the IoT paradigm was applied on per-
vasive healthcare. Gill et al. [38] suggest a novel IoT-enabled information architecture
driven approach, which is called “Resalert”. Resalert is used to address the challenge of
emergency information notification delivery to elderly people. This is accomplished
through the IoT- enabled emergency information supply chain architecture pattern
views, IoT device and system architecture. The Resalert approach provides the
end-to-end information flow or algorithm-source (a disaster-warning originator) to the
affected residents (elderly people). The scope of the Resalert is limited to the delivery
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and presentation of emergency information to elderly people. The items such as
information generation, processing, analysis or measurement of the information itself
are beyond the scope of this research paper.

Another study [30] proposes a remote Android platform IoT home community
health care wireless network. This is an interdisciplinary study of Android platform IoT
home community health care system implementation. This system maintains patient
identity, signal processing and results collection and analysis via cloud computing.
Results are transmitted to the medical host for diagnosis. The work presented in [19]
proposes an architecture that considers the use of different types of health managers and
gateways, but keeping interoperability by the use of widely adopted standards. The
main contribution of this work is the distribution of health managers in different
locations, such as mobile devices and cloud applications, enabling the use of a single
health service for different types of Personal Health Devices.

EcoHealth [20] (Ecosystem of Health Care Devices), is a Web middleware platform
for connecting doctors and patients using attached body sensors, thus aiming to provide
improved health monitoring and diagnosis for patients. This platform is able to inte-
grate information obtained from heterogeneous sensors in order to provide mechanisms
to monitor, process, visualize, store, and send notifications regarding patients’ condi-
tions and vital signs at real-time by using Internet standards. An Android application
presented in [23] called SapoMed, users can use this application for registration
medication schedule of patients. A web service is used to display prescription infor-
mation about each registered medication.

In [24], the authors propose a novel IoT-based mobile gateway solution for mobile
health (m-Health) scenarios. This gateway autonomously collects information about the
user/patient location, heart rate, and possible fall detection. Moreover, it forwards the
collected information to a caretaker IPA in real time that will manage a set of actions
and alarms appropriately. The algorithms used for each mobile gateway service, and
the scenarios where the mobile gateway acts as a communication channel or a smart
object are also addressed on this paper. The aim of the work proposed in [26] is to
develop an architecture based on ontology capable of monitoring the health and
workout routine recommendations to patients with chronic diseases.

7 Conclusion

In this study, we claim that health institution management breakdowns could be solved
by using the adequate communication technologies such as IoT and the efficient
management processes like GRC. We proposed an architecture that uses a novel
concept we called tGRC and we have discussed its basic design. We used IoT for a
better data collection inside health institution. We have also showed that it enables
collaboration between several participants within a shared workspace and allows users’
individual and collective actions on a common patient case as the care planning
elaboration.

Being conscious of the great interest of our approach experimentation in effective
context situations, we plan in the next step of our research work to collect more
information about our targeted context. This represents a double objective; First, we can
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validate or forsake some technical choices among those we made during the imple-
mentation. Second, we will be able to determine with more precisions the appropriated
adaptations we should apply to the supports provided in our tGRC approach. To this
end, such as any software project we designed modular and extendable software
architecture, in the sense that it allows design and integration of new components
through an incremental way.
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Abstract. We propose and evaluate an approach for the estimation of
the energy consumption of sensor nodes in IoT sensing applications. The
approach is based on the identification of distinct activity phases that
sensor nodes repeatedly execute. The power consumption of these activ-
ity phases is measured before the nodes are deployed. The total energy
consumption at runtime is then estimated by combining the measured
values with timestamps captured at runtime. Therefore, the approach
can take runtime adaptations of the application behavior, as necessary
for adaptive sensing, into account, but without involving complex hard-
ware measurements of power consumption at runtime. We show that the
error of the estimation for selected applications is low (max. observed
was 2.438%), which makes the approach very suitable for energy-aware,
adaptive sensing.

1 Introduction

For many sensing applications within the Internet of Things (IoT), the energy
available at the wireless nodes is the most scarce resource. The energy budget
limits how much processing can be done at the nodes, how sensors can oper-
ate, and how much data can be transmitted. Also the quality of measurements
is energy-dependent. More energy allows to measure several times and reduce
errors, additional processing can increase data quality, and for some sensors the
sensing quality can be increased with prolonged sensing time.

An additional challenge within the IoT is that nodes are subject to het-
erogeneous and non-stationary environments [5]. When nodes are powered by
solar energy, for instance, their energy budget depends on the current weather
conditions. This makes it difficult or impossible to optimize a node’s operation
at design time, for instance by selecting constant values for all durations and
application parameters.

Instead, optimization must happen at runtime and continuously. Durations
and parameters that influence sensing quality and energy consumption can then
be selected according to the energy budget, also taking forecasts into account.
This can prevent nodes from suddenly running out of energy. Similarly, it can
c© Springer International Publishing AG 2017
S. Bouzefrane et al. (Eds.): MSPN 2017, LNCS 10566, pp. 222–235, 2017.
DOI: 10.1007/978-3-319-67807-8 17
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prevent nodes from selecting a too conservative sensing strategy that leads to
a fully charged battery, although plenty of solar energy is available. With such
a decision, the node misses an opportunity to provide the best possible data
quality or quantity, given available yet non-harvested solar energy [9]. Energy-
aware planning can also consider the system as a whole, across several nodes,
where sensors with a higher energy level can compensate for sensors with less
energy. To support such energy-aware planning, we require detailed data about
the energy budget of the nodes.

Obtaining good, instantaneous estimates for the current energy consumption
is the subject of an approach presented in the following. One way to acquire such
data is by using onboard hardware that samples the energy consumption. How-
ever, this comes with increased hardware complexity and also requires interpre-
tation of the samples. On the other side, only measuring the power consumption
in a lab setting is not flexible enough, since the applications will be adapted by
an energy-aware planning algorithm. We therefore devise an approach that com-
bines power estimation before deployment with logging at runtime. It is based
on experience with a number of applications and the insight that most sensing
applications decompose into a periodic sequence of activity phases. We found
that it is relatively simple to obtain an accurate estimate of the power consump-
tion of such phases once the hardware of the node is built and the application
is written. When the system is deployed and running, the average power con-
sumption of the different phases does not change significantly. The phases only
execute with different durations and more or less often, based on feedback of
energy-aware planning. This can be logged with timestamps at runtime. The
power measurements from the lab are combined with the dynamic timestamps
captured at runtime to estimate the total energy consumption of a sensing cycle.
An evaluation for several applications shows that this estimation matches well
with the actual energy consumption, so that it is a valuable input for planning
algorithms for adaptive sensing. The benefit of the approach is that it requires
little instrumentation, and it does not require any complex hardware for mea-
suring energy consumption at runtime.

The remainder of the paper is structured as follows: We will continue with
an overview of related approaches. In Sect. 3, we will introduce energy-aware,
periodic sensing applications. We will then introduce the estimation approach
in Sect. 4. Section 5 will detail the runtime necessary for the approach, while
Sect. 6 will detail the offline preparation and measurement setup at design-time.
We will then evaluate our approach in Sect. 7.

2 Related Work

There exist various approaches to obtain the energy consumption of embedded
devices. We can roughly categorize them into online and offline approaches, as
well as hardware and software approaches. Online approaches acquire the energy
consumption of the device at runtime, while offline approaches determine static
consumptions in a lab setting. Hardware approaches require additional physical



224 N. Tamkittikhun et al.

instrumentation to measure the energy consumption. Software approaches do
not need any additional hardware, instead, the energy consumption is calculated
from a model or can be obtained from a simulation based on a given processor
and application. Both hardware and software approaches can also fall into offline
or online categories. The energy estimations can be done in different scopes: only
at CPU level; a combination of CPU, ADC, memory; only at peripheral devices;
or the entire system.

The approach in [7] uses additional hardware including a microcontroller
to measure the entire system consumption at runtime, based on realtime mea-
surements of current and voltage. Measurements are stored on an SD card and
manually transferred to a computer for analysis. This makes the process quite
elaborate and also costs energy.

Shin et al. [13] present an approach based on a board that is tightly integrated
to a target embedded processor from which the board and associated software
gather the energy consumption profile. A program to be measured is run on the
target processor on the board, offline in a lab setting.

The board uses the pre-gathered energy profile to estimate the program’s
energy consumption. The authors used the ARM7TDMI. Even though the con-
cept is applicable to any target processor, it requires hardware modification of
the measurement board for different processors.

The energy consumption of a microprocessor can be estimated offline for cer-
tain applications by using the energy profile of each assembly-level instruction [2],
similar to the previous work. The model considers three types of instruction-level
energy costs: the base cost which is the energy consumption of the instruction
itself, the switching cost which occurs when switching between instructions, and
extra costs to capture cache misses and branch mispredictions. The profiling is
a one-time process and can be used to estimate power and energy of all applica-
tions run on the same microprocessor. It is appropriate for static code analysis
that results in the estimated power and energy consumption of the application.
The mean errors of the estimated power and energy are 7% and 14.6% respec-
tively. This approach does not consider energy consumption of peripheral devices
and the assembly-level source code corresponding to the high-level language of
an application needs to be analyzed. Additionally, profiling the energy consump-
tion of the instruction set of a microprocessor unit (MCU) takes time and has
to be worked out whenever a new MCU is to be used.

If only certain types of applications should be analyzed, high-level parametric
laws of consumption and performance can be modeled [10,11]. This methodology
helps to extract important parameters of the target application and hardware
that significantly contribute to the energy consumption and performance. Then
example applications with varied parameters are simulated or run on the tar-
get platform to gain a set of power and energy consumption values, which will
be used for a model deduction by regression. When the model is derived, the
energy consumption of the target application on a specific hardware platform
with different parameter values can be calculated. The average errors on esti-
mates by the deducted models vary upon different applications and processors.
In [10], energy estimates errors are 7.1% and 7.6% for finite impulse response
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(FIR) application running on C6701 and C5501 processors respectively. For a
Fast Fourier Transform (FFT) application the estimated energy errors are 4%
and 6.6%, respectively.

Another modeling approach parameterizes applications by processor instruc-
tions [4], instead of application-level parameters. Besides instructions, other
instruction-level operations such as the number of shift operations and mem-
ory access types are also taken as model parameters. This approach is evaluated
by testing a model of a set of applications from the MiBench benchmark suite [6]
on ARM7TDMI processor against actual measurements. The estimation errors
from the model of all applications range from 1% to 5.77%.

The nominal power consumption according to the specification of related
devices can be used to estimate an embedded system’s energy consumption with-
out additional hardware [17]. This work also considers the fact that a variety of
devices connected to a processing module can interfere with each other, result-
ing in deviated power consumption from the values stated on the data sheet
of each device. Thus, it introduces a technique to compensate this deviation to
reduce errors in the estimation. This approach is only feasible when the power
consumption specifications of all parts are available.

3 Energy Aware Sensing Applications

Let’s first consider why we need an energy estimation approach as a tool that
complements our energy-aware sensing applications. The context of our appli-
cations is illustrated by the general architecture for an IoT sensing application
in Fig. 1. This architecture can for example realize a city-wide sensing system
for emissions like particles or CO2, a climate monitoring system for buildings
with fine-grained temperature measurements, or a tracking system for animals
and goods containers. In our setting, the sensor nodes are Multitech mDot
devices [12], based on the STM32F4 microcontroller [16]. To cover various energy
profiles, we consider the following three distinct applications:

– Temperature sensing : This application uses a digital thermometer, samples
it, and sends off the data.

– Particle sensing : A particle sensor streams air over an LED and analyzes the
amount of particles. This type of sensor requires much more energy than the
thermometer since it uses a motor-driven fan to create the air stream. For
the measurement to be accurate, the fan must be active for at least 10 s.

– GPIO : This application samples the state of an I/O pin. We included this
simple application to have an example where the energy used for sensing is
minimal.

All sensor nodes communicate with a cloud backend via LoRaWAN, a commu-
nication stack optimized for low energy consumption and long ranges [14]. It
supports a star topology, in which sensor devices communicate directly with a
gateway, which then forwards LoRaWAN packets with the sensor data into a
cloud backend. The cloud backend is responsible for acquiring and analyzing the
sensor data.
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LoRaWAN
Gateway

Data Analysis

Sensor Nodes

Device Management

Energy Planning

Upstream:
sensor data
energy consumption
battery level

Downstream:
sensing mode

Fig. 1. Sensing system overview

3.1 Sensor Node Logic

Many applications for sensing systems follow a simple logic. First, the node wakes
up from its sleep phase. Next, the first step of the active mode is to acquires
data from sensors. Thereafter, the data goes through processing tasks. Then,
the processed data is transmitted to remote receivers such as remote servers for
further processing. Finally, the node returns to the sleep phase for a period of
time before going back to the first step in the active mode again.

Some of the logic in a sensor node is entirely determined by the specific sen-
sor and its interface. Still, developers face a lot of choices and degrees of freedom
when designing the application. One of the choices is the duty cycle which deter-
mines how long the sensing logic goes into the sleep phase, i.e., the time between
distinct sensing cycles. Within a sensing cycle, the sensor can be activated more
than once to take an average over several measurements. Some sensors also offer
choices over more specific parameters. CO2 sensors, for instance, require a warm-
up period for heating, and the particle sensor introduced above needs to activate
its fan for a specific time. All of these parameters are not only flexible and have
an influence on the quality and amount of acquired data, but also influence the
energy consumption. Based on experience with a smart city sensing system [3],
we have observed how difficult it is to just determine the proper duty cycle and
sensing time at design time, even for domain experts. Instead, parameters need
to be adjusted after the system is deployed and data about its operation and
specific environment is available.

As a practical simplification, we define a set of discrete sensing modes for
the example applications that combine several of the parameters from above.
For the temperature application, there are two distinct sensing modes:
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– Mode T1: Take one temperature sample, send it and sleep for 2 s.
– Mode T2: Take two temperature samples separated by 0.1 s, calculate their

average and standard error, send the result, and sleep for 2 s.

There are two distinct sensing modes for the particle sensor:

– Mode P1: Take one dust sample, send the result, and sleep for 60 s.
– Mode P2: Take two dust samples, calculate their average and standard error,

send, and sleep for 120 s.

The data quality of T2 and P2 are better since they are based on more mea-
surements. We will later see that the sensing modes also lead to different energy
profiles of the applications. (We use only two modes here for brevity. Other
applications may require more to cover a wider variety for optimal operation.)

3.2 Energy-Aware Planning

The sensing modes from above exemplify a typical tradeoff: With plenty of energy
available, the sensor node can choose to use a sensing mode that leads to higher
data accuracy or more data. When the available energy is low, it may instead
opt to only sense in a cheaper mode to at least stay alive and provide some data.
Energy-aware planning can be based on simple policies or heuristics, but it can
also involve more complex techniques, like reinforcement learning [5]. Planning
may for instance take the weather forecast into account, or decide dynamically
which level of sensor precision is necessary, based on the state of other nodes
in the system. Sensing modes may also depend on events, for example, when
sudden changes of temperature should be captured with a higher sensing rate
than periods with only little changes. For these reasons, planning may also be
performed by the cloud backend as part of the device management. The detailed
implementations, however, are not subject of this paper. Whenever the backend
detects the need for changing the current sensing mode, it sends messages to
the sensor devices. LoRaWAN allows this kind of communication by pushing
messages out to gateways which then forward them to the sensor nodes.

To aid the planning algorithm in the cloud, the sensor nodes do not only
send the actual domain data but also metadata about their operation, including
their current battery level, derived from the voltage at the battery. Observing
the battery level can lead to insights about the energy consumption of the cur-
rent application and sensing mode. However, we found that it requires a long
observation time to get a precise enough estimate of the energy consumption,
since the battery usually depletes over a long time period and is subject to
noise. To provide a better input for the planning, we want the sensor node to
also send more instantaneous estimates of the energy consumption of the current
sensing modes into the backend. This is where the online estimation of energy
consumption comes into play.
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4 Simple Sampling Approach

Figure 2 shows the power consumption of a sensor node, measured with the setup
described in Sect. 5. The vertical axis shows the power consumption. The graph
reveals different phases of the application, which can be identified by comparing
the graph with timestamps in the application [8]. In the sleep phase, the sensor
node consumes ≈1.2 mW. When waking up, we see a post-sleep phase that takes
≈0.15 s and consumes ≈110 mW. Thereafter, the temperature is sensed twice in
the sense phases, with a wait phase of ≈0.1 s in between both measurements,
which consumes the power of ≈80 mW. The averaged power consumption of the
sense phase is ≈86 mW and has a duration of ≈0.75 s. The following pre-send
phase lasts for ≈0.012 s and consumes ≈75 mW. The send phase consumes the
power of ≈280 mW and takes ≈0.07 s. After the send phase is the post-send phase
which takes ≈0.024 s and needs the power of ≈170 mW. Before the application
enters the sleep phase, there is a short pre-sleep phase of ≈0.004 s that consumes
≈100 mW. Figure 3 illustrates an abstraction of a sensing cycle with the different
phases. The shaded boxes represent pre and post phases with constant durations
are related to sleep and transmit operations that we consistently observed [8].

The rather distinct phases during a sensing cycle motivate the estimation
approach. Instead of sampling an entire sensing cycle, we base the estimation
on the distinct activity phases, with their individual durations and power con-
sumptions:

– During a sensing phase, the power consumption depends on the specific sensor
used. Some sensors (like temperature) only require little power. The particle
sensor, in contrast, needs lots of power due to its fan driven by a motor as well
as the internal LED. A CO2 sensor also draws a lot of power since it requires
to heat up, so that the gas concentration can be measured properly. Similarly,
the sensing duration can vary considerably. While some sensors deliver almost
instant readings, the particle sensor should be active for at least 10 s, CO2

sensors for up to 2 min.
– During the sleeping phase, most platforms have a very low power consump-

tion. The duration depends on the duty cycle of the sensing application, i.e.,
how many sensing cycles it should perform per hour.

– The power consumption during transmission is a function of the signal
strength of the radio. The duration is a function of the amount of data to
send, usually quantized by the discrete packet lengths.

– We observed that the power consumption during the compute phase is approx-
imately the same, irrespective of the computed tasks. Its energy consumption
therefore only depends on the duration of the task. However, computational
tasks that make use of specific hardware support, such as for instance Fast
Fourier Transformations can yield different power consumptions [15]. These
must be modelled as distinct phases and measured separately.
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The total energy consumption of a sensing cycle is then calculated by the
sum of contributions from all activity phases:

E =
I∑

i=1

PiΔti (1)

where E is the total energy of a sensing cycle, Pi is the power consumption of
a phase i, and Δti is the duration taken by the phase i. I is the total number
of phases in a sensing cycle, including the send phase. Crucial for our approach,
the values Pi and Δti are acquired at different times:

– The power consumptions Pi of the different phases are constant for a given
hardware configuration of processing platform and peripheral devices such as
sensors. They are measured at design time, when the hardware is built or
subject to power profiling described in Sect. 5.

– The durations of activity phases Δti are measured at runtime. This is impor-
tant, since the length and the occurrence of activity phases change dynami-
cally based on planning, as described in Sect. 3.

sleep sleep

send
sense

compute

post-sleep

Power

t

pre-sleep

sense

pre-send post-sendwait

Fig. 3. An abstract model of the energy consumption, with focus on the different
activity phases. power and time axis are not to scale.

5 Measuring Power Consumption of Phases

This section describes components and setup used to profile power consump-
tions of the different activity phases. This profiling is a one-time process for a
distinct platform including peripheral devices such as sensors. The microproces-
sor platform used in our experiments is a Multitech mDot [12], which has a
built-in LoRaWAN radio transmission module. In addition, we use the DS18b20
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temperature and the DN7C3CA006 particle sensors for the temperature and par-
ticle applications. The supplied voltage is connected to a current shunt resistor
of 10 Ω in series with the hardware platform. The current consumption i can be
derived via i = v/R, where v is a measured voltage dropped over the 10 Ω shunt
resistor R. The instantaneous power consumption p is then derived by p = V i,
where i is the obtained current consumption and V is the mDot’s Vcc of 5 V.

To start profiling, the voltage at the shunt resistor is captured by the oscil-
loscope automated by a Python script. The periods of each phase in mDot’s
application is synchronized with the oscilloscope by a trigger every time the
phase starts and ends. This boundary data is also logged to confine sets of mea-
sured voltages of each phase. The voltage data of phases in the files are converted
into power, which are then averaged, and the profiling process finishes. These
values are then used as representative power consumptions of the phases, in
any application running on this hardware configuration to estimate their energy
consumption.

Algorithm 1. General Application with Energy Estimation
1: Init the array P of size I − 1 with all pre-measured Pis.
2: ESsend ← pre-measured energy of pre- and post-send phases
3: Initialize array ES with pre-measured energy of any pre- and post- phases
4: Psend ← The pre-measured power cons. of the send phase
5: En−1 ← 0 � Let n represent cycle n.
6: loop
7: En ← 0
8: i ← 1
9: while i ≤ I − 1 do

10: tstart ← timestamp()
11: Execute phase i
12: tend ← timestamp()
13: Δti ← tend − tstart
14: En ← En + PiΔti + ESi

15: i ← i + 1
16: end while
17: tstart ← timestamp()
18: Send the data and energy of the previous cycle En−1

19: tend ← timestamp()
20: ΔtI ← tend − tstart
21: En−1 ← En + PsendΔtI + ESsend

22: end loop

6 Runtime Logic for Energy Estimation

At runtime, we only log the duration Δti of the different activity phases. Here,
we use the timer.h library provided from mbed [1] to compute Δti for each
phase. The timestamps before and after a specific phase are recorded as shown
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in Algorithm 1 at lines 10 and 12. The Δti of phase i is calculated at line 13.
The sleep phase is encoded as phase 1; hence the first phase of the sensing cycle.
The summation according to Eq. 1 is implemented in line 14.

The static pre-and post-phases (shaded in Fig. 3) are initialized in lines 2
and 3, and added as constants in lines 14 and 21. (For the phases without pre-
and post-phases, the corresponding value is simply set to 0).

To enable energy-aware planning in the cloud backend, the sensing applica-
tion includes the energy consumption estimate in the LoRaWAN packet sent
out as part of the sending activity. Since, the duration of the transmission is
only known after it has been executed. Therefore, the algorithm sends the power
estimation of cycle n− 1 as part of the sending activity of cycle n, i.e., one cycle
later. The planning algorithm in the backend can take this into consideration.

7 Evaluation and Discussion

To evaluate the accuracy of the proposed estimation approach, we compared the
estimated energy consumption of the example applications from Sect. 3, with
actual measurements with a similar setup as explained in Sect. 5. The appli-
cations have different energy profiles, summarized in Fig. 4. It shows that the
different activity phases consume different shares of the energy budget. The
processing cost in all applications is negligible because its duration is very short.
In Particle Mode P1 and P2, the energy consumption of the send phase is close

Temp. Mode T1
Sleep 15.48%
Sense 67.83%
Send 16.67%
Process 0.02%

Temp. Mode T2
Sleep 8.70%
Sense 76.48%
Send 9.38%
Process 5.44%

Particle Mode P2
Sleep 52.55%
Sense 47.16%
Send 0.28%
Process 0%

Particle Mode P1
Sleep 35.71%
Sense 63.92%
Send 0.37%
Process 0%

GPIO
Sleep 41.59%
Sense 10.94%
Send 47.41%
Process 0.06%

Fig. 4. Energy profiles of the applications in their different sensing modes.
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to zero percent because the particle sensor, when sensing, consumes relatively
large amount of energy comparing to sending.

Table 1 presents the comparison between the estimated energy consumption
by the presented approach and the actual measurements. The estimation was
performed at runtime, as explained by Algorithm1. All results were acquired
10 times for combination of each application and sensing mode. The standard
deviations of estimated and measured data are presented in columns σestimated

and σmeasured respectively. The difference between estimated and the actual
energy consumption ranges between 0.469% and 2.438%. Given the context of
the planning algorithm that includes other models such as weather forecasts
to predict solar intake (see Sect. 3), we consider this accuracy to be sufficient,
especially when compared to other estimation methods based on the long-term
observation of the battery level. The approach also scores well compared to those
presented in the literatures, in Sect. 2.

Table 1. Comparison of estimated and measured energy consumption

Application Estimated
energy (J)

σestimated

(×10−5 J)
Measured
energy (J)

σmeasured

(×10−5 J)
Error (%)

Temp. (Mode T1) 0.159 14.9 0.158 6.9 0.469

Temp. (Mode T2) 0.282 13.0 0.284 22.0 0.809

Particle (Mode P1) 7.720 143.1 7.665 503.5 0.810

Particle (Mode P2) 10.464 9.8 10.384 198.4 0.764

GPIO 0.056 15.9 0.058 8.2 2.438

The computational complexity of the approach is negligible for the applica-
tions presented. The energy model in Eq. 1 is implemented as part of the appli-
cation logic, and the estimated value is sent as metadata with each transmission.
For the given applications, the computational effort used for the estimation and
the acquisition of the timestamps is negligible. Since the estimated energy con-
sumption is sent as metadata and takes 8 bytes, the corresponding LoRaWAN
frames are slightly larger, which adds to the energy consumption. However, this
overhead is negligible in the given applications. The retransmission of LoRaWAN
frames are managed by the protocol itself [14], and therefore the captured trans-
mission duration in the application also includes retransmissions when occuring.

8 Conclusion

We presented an approach for the estimation of energy consumption of wireless
sensor nodes. The approach is based on measurements of the power consumption
of different activity phases during design time, and complemented by runtime
measurements. These runtime measurements of the duration of the different
phases take the dynamics of applications into account, to capture optimizations
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performed for instance by an energy-aware backend planning system. Thanks to
this division of measurements, the approach does not require the sensor nodes to
have any additional hardware for energy measurements when they are deployed,
but can still capture the variations and adaptations as required by the adaptive
sensing approaches. The accuracy of the approach is sufficient to support the
planning algorithms. The results can either be used for reasoning within the
sensor, or by a planning algorithm located in a cloud backend.

We currently consider how the presented approach to instantaneously esti-
mate energy can be combined with the more long-term methods based on the
observation of the battery level. The instantaneous estimation can predict the
effect of changes in the sensing mode quickly, while the long-term observation of
the battery captures key indicators regarding the battery health.

In the context of adaptive IoT sensing applications, this approach is a
valuable contribution to enable optimal, energy-aware operation of constrained
nodes, where both hardware and software instrumentation must be kept to a
minimum.
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