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Foreword

The 16th IFIP TC13 International Conference on Human–Computer Interaction,
INTERACT 2017, took place during September 25–29, 2017, in Mumbai, India. This
conference was held on the beautiful campus of the Indian Institute of Technology,
Bombay (IIT Bombay) and the Industrial Design Centre (IDC) was the principal host.
The conference was co-sponsored by the HCI Professionals Association of India and
the Computer Society of India, in cooperation with ACM and ACM SIGCHI. The
financial responsibility of INTERACT 2017 was taken up by the HCI Professionals
Association of India.

The International Federation for Information Processing (IFIP) was created in 1960
under the auspices of UNESCO. The Technical Committee 13 (TC13) of the IFIP aims
at developing the science and technology of human–computer interaction (HCI). TC13
has representatives from 36 countries, apart from 16 expert members and observers.
TC13 started the series of INTERACT conferences in 1984. These conferences have
been an important showcase for researchers and practitioners in the field of HCI.
Situated under the open, inclusive umbrella of the IFIP, INTERACT has been truly
international in its spirit and has attracted researchers from several countries and cul-
tures. The venues of the INTERACT conferences over the years bear a testimony to
this inclusiveness.

In 2017, the venue was Mumbai. Located in western India, the city of Mumbai is the
capital of the state of Maharashtra. It is the financial, entertainment, and commercial
capital of the country and is the most populous city in India. Mumbaikars might add
that it is also the most hardworking.

The theme of INTERACT 2017 was “Global Thoughts, Local Designs.” The theme
was designed to let HCI researchers respond to challenges emerging in the new age of
global connectivity where they often design products for users who are beyond their
borders belonging to distinctly different cultures. As organizers of the conference, we
focused our attention on four areas: India, developing countries, students, and
research.

As the first INTERACT in the subcontinent, the conference offered a distinctly
Indian experience to its participants. The span of known history of India covers more
than 5,000 years. Today, India is the world’s largest democracy and a land of diversity.
Modern technology co-exists with ancient traditions within the same city, often within
the same family. Indians speak 22 official languages and hundreds of dialects. India is
also a hub of the information technology industry and a living laboratory of experi-
ments with technology for developing countries.

INTERACT 2017 made a conscious effort to lower barriers that prevent people from
developing countries from participating in conferences. Thinkers and optimists believe
that all regions of the world can achieve human development goals. Information and
communication technologies (ICTs) can support this process and empower people to
achieve their full potential. Today ICT products have many new users and many new



uses, but also present new challenges and provide new opportunities. It is no surprise
that HCI researchers are showing great interest in these emergent users. INTERACT
2017 provided a platform to explore these challenges and opportunities but also made it
easier for people from developing countries to participate. We also introduced a new
track called Field Trips, which allowed participants to directly engage with stake-
holders within the context of a developing country.

Students represent the future of our community. They bring in new energy,
enthusiasm, and fresh ideas. But it is often hard for students to participate in interna-
tional conferences. INTERACT 2017 made special efforts to bring students to the
conference. The conference had low registration costs and several volunteering
opportunities. Thanks to our sponsors, we could provide several travel grants. Most
importantly, INTERACT 2017 had special tracks such as Installations, a Student
Design Consortium, and a Student Research Consortium that gave students the
opportunity to showcase their work.

Finally, great research is the heart of a good conference. Like its predecessors,
INTERACT 2017 aimed to bring together high-quality research. As a multidisciplinary
field, HCI requires interaction and discussion among diverse people with different
interest and background. The beginners and the experienced, theoreticians and prac-
titioners, and people from diverse disciplines and different countries gathered together
in Mumbai to learn from each other and to contribute to each other’s growth. We thank
all the authors who chose INTERACT 2017 as the venue to publish their research.

We received a total of 571 submissions distributed in two peer-reviewed tracks, five
curated tracks, and seven juried tracks. Of these, the following contributions were
accepted:

• 68 Full Papers (peer reviewed)
• 51 Short Papers (peer reviewed)
• 13 Case Studies (curated)
• 20 Industry Presentations (curated)
• 7 Courses (curated)
• 5 Demonstrations (curated)
• 3 Panels (curated)
• 9 Workshops (juried)
• 7 Field Trips (juried)
• 11 Interactive Posters (juried)
• 9 Installations (juried)
• 6 Doctoral Consortium (juried)
• 15 Student Research Consortium (juried)
• 6 Student Design Consortium (juried)

The acceptance rate for contributions received in the peer-reviewed tracks was 30.7%
for full papers and 29.1% for short papers. In addition to full papers and short papers,
the present proceedings feature contributions accepted in the form of case studies,
courses, demonstrations, interactive posters, field trips, and workshops.

The final decision on acceptance or rejection of full papers was taken in a Program
Committee meeting held in Paris, France, in March 2017. The full-paper chairs, the
associate chairs, and the TC13 members participated in this meeting. The meeting
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discussed a consistent set of criteria to deal with inevitable differences among the large
number of reviewers. The final decisions on other tracks were made by the corre-
sponding track chairs and reviewers, often after additional electronic meetings and
discussions.

INTERACT 2017 was made possible by the persistent efforts over several months
by 49 chairs, 39 associate chairs, 55 student volunteers, and 499 reviewers. We thank
them all. Finally, we wish to express a special thank you to the proceedings publication
co-chairs, Marco Winckler and Devanuj Balkrishan, who did extraordinary work to put
together four volumes of the main proceedings and one volume of adjunct proceedings.

September 2017 Anirudha Joshi
Girish Dalvi

Marco Winckler

Foreword VII



IFIP TC13 (http://ifip-tc13.org/)

Established in 1989, the International Federation for Information Processing Technical
Committee on Human–Computer Interaction (IFIP TC 13) is an international com-
mittee of 37 member national societies and 10 Working Groups, representing spe-
cialists of the various disciplines contributing to the field of human–computer
interaction (HCI). This includes (among others) human factors, ergonomics, cognitive
science, computer science, and design. INTERACT is its flagship conference of
IFIP TC 13, staged biennially in different countries in the world. The first INTERACT
conference was held in 1984 running triennially and became a biennial event in 1993.

IFIP TC 13 aims to develop the science, technology, and societal aspects of HCI by:
encouraging empirical research; promoting the use of knowledge and methods from the
human sciences in design and evaluation of computer systems; promoting better
understanding of the relation between formal design methods and system usability and
acceptability; developing guidelines, models, and methods by which designers may
provide better human-oriented computer systems; and, cooperating with other groups,
inside and outside IFIP, to promote user-orientation and humanization in system
design. Thus, TC 13 seeks to improve interactions between people and computers, to
encourage the growth of HCI research and its practice in industry and to disseminate
these benefits worldwide.

The main focus is to place the users at the center of the development process. Areas
of study include: the problems people face when interacting with computers; the impact
of technology deployment on people in individual and organizational contexts; the
determinants of utility, usability, acceptability, and user experience; the appropriate
allocation of tasks between computers and users especially in the case of automation;
modeling the user, their tasks, and the interactive system to aid better system design;
and harmonizing the computer to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general principles rather
than particular systems, it is recognized that progress will only be achieved through
both general studies to advance theoretical understanding and specific studies on
practical issues (e.g., interface design standards, software system resilience, docu-
mentation, training material, appropriateness of alternative interaction technologies,
guidelines, the problems of integrating multimedia systems to match system needs, and
organizational practices, etc.).

In 2015, TC 13 approved the creation of a Steering Committee (SC) for the
INTERACT conference. The SC is now in place, chaired by Jan Gulliksen and is
responsible for:

• Promoting and maintaining the INTERACT conference as the premiere venue for
researchers and practitioners interested in the topics of the conference (this requires
a refinement of the aforementioned topics)

• Ensuring the highest quality for the contents of the event

http://ifip-tc13.org/


• Setting up the bidding process to handle the future INTERACT conferences;
decision is made up at TC 13 level

• Providing advice to the current and future chairs and organizers of the INTERACT
conference

• Providing data, tools and documents about previous conferences to the future
conference organizers

• Selecting the reviewing system to be used throughout the conference (as this
impacts the entire set of reviewers)

• Resolving general issues involved with the INTERACT conference
• Capitalizing history (good and bad practices)

In 1999, TC 13 initiated a special IFIP Award, the Brian Shackel Award, for the most
outstanding contribution in the form of a refereed paper submitted to and delivered at
each INTERACT. The award draws attention to the need for a comprehensive
human-centered approach in the design and use of information technology in which the
human and social implications have been taken into account. In 2007, IFIP TC 13 also
launched an Accessibility Award to recognize an outstanding contribution in HCI with
international impact dedicated to the field of accessibility for disabled users. In 2013
IFIP TC 13 launched the Interaction Design for International Development (IDID)
Award that recognizes the most outstanding contribution to the application of inter-
active systems for social and economic development of people in developing countries.
Since the process to decide the award takes place after papers are sent to the publisher
for publication, the awards are not identified in the proceedings.

IFIP TC 13 also recognizes pioneers in the area of HCI. An IFIP TC 13 pioneer is
one who, through active participation in IFIP Technical Committees or related IFIP
groups, has made outstanding contributions to the educational, theoretical, technical,
commercial, or professional aspects of analysis, design, construction, evaluation, and
use of interactive systems. IFIP TC 13 pioneers are appointed annually and awards are
handed over at the INTERACT conference.

IFIP TC 13 stimulates working events and activities through its Working Groups
(WGs). Working Groups consist of HCI experts from many countries, who seek to
expand knowledge and find solutions to HCI issues and concerns within their domains.
The list of Working Groups and their area of interest is given here.

WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI education at
all levels of higher education, coordinate and unite efforts to develop HCI curricula and
promote HCI teaching.

WG13.2 (Methodology for User-Centered System Design) aims to foster research,
dissemination of information and good practice in the methodical application of HCI to
software engineering.

WG13.3 (HCI and Disability) aims to make HCI designers aware of the needs of
people with disabilities and encourage the development of information systems and
tools permitting adaptation of interfaces to specific users.

WG13.4 (also WG2.7) (User Interface Engineering) investigates the nature, con-
cepts, and construction of user interfaces for software systems, using a framework for
reasoning about interactive systems and an engineering model for developing user
interfaces.
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WG 13.5 (Resilience, Reliability, Safety and Human Error in System Development)
seeks a frame-work for studying human factors relating to systems failure, develops
leading-edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical systems.

WG13.6 (Human-Work Interaction Design) aims at establishing relationships
between extensive empirical work-domain studies and HCI design. It promotes the use
of knowledge, concepts, methods, and techniques that enable user studies to procure a
better apprehension of the complex interplay between individual, social, and organi-
zational contexts and thereby a better understanding of how and why people work in
the ways that they do.

WG13.7 (Human–Computer Interaction and Visualization) aims to establish a study
and research program that will combine both scientific work and practical applications
in the fields of HCI and visualization. It integrates several additional aspects of further
research areas, such as scientific visualization, data mining, information design, com-
puter graphics, cognition sciences, perception theory, or psychology, into this
approach.

WG13.8 (Interaction Design and International Development) is currently working to
reformulate its aims and scope.

WG13.9 (Interaction Design and Children) aims to support practitioners, regulators,
and researchers to develop the study of interaction design and children across inter-
national contexts.

WG13.10 (Human-Centered Technology for Sustainability) aims to promote
research, design, development, evaluation, and deployment of human-centered tech-
nology to encourage sustainable use of resources in various domains.

New Working Groups are formed as areas of significance in HCI arise. Further
information is available on the IFIP TC13 website at: http://ifip-tc13.org/
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A Minimalist Approach for Identifying Affective
States for Mobile Interaction Design
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Abstract. Human Computer Interaction (HCI) can be made more efficient if the
interactive systems are able to respond to the users’ emotional state. The foremost
task for designing such systems is to recognize the users’ emotional state during
interaction. Most of the interactive systems, now a days, are being made touch
enabled. In this work, we propose a model to recognize the emotional state of the
users of touchscreen devices. We propose to compute the affective state of the
users from 2D screen gesture using the number of touch events and pressure
generated for each event as the only two features. No extra hardware setup is
required for the computation. Machine learning technique was used for the clas‐
sification. Four discriminative models, namely the Naïve Bayes, K-Nearest
Neighbor (KNN), Decision Tree and Support Vector Machine (SVM) were
explored, with SVM giving the highest accuracy of 96.75%.

Keywords: Affective state · Arousal and valence · Emotion · Touch gesture

1 Introduction

With the ubiquitous explosion of mobile touch input devices, mobile HCI has become
very important to improve usability of such devices. Affective touch interaction, which
takes into account the affect and emotion of mobile touchscreen users, has the potential
to significantly improve usability of these devices. The first and most important step for
designing an affective interactive system is to recognize the affective state of the user.
This may be followed by the design and implementation of appropriate interface and
interaction that complement and/or change the users’ emotional state. We can also make
changes in the way tasks are performed depending on the current state of the user
emotion. For instance, changing the look/contents of a webpage based on the emotional
state of the user.

Mobile devices have limited capabilities in terms of their processor, storage and
power back up. Moreover, the mobility aspect demands simplicity; these devices should
not require too many extra attachments and wires. Literature contain many works on
emotion recognition. In most of those cases, methods were proposed to recognize
emotion from facial expression, gesture, posture and physiological signals. These mostly
involved computer vision and image processing techniques, which are computationally
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expensive. In addition, such methods often require additional set ups such as cameras
or probes and wires to record physiological signals. Consequently, most of the existing
approaches are not suitable or feasible to detect emotional state of mobile users. The
added hardware may affect the mobility and affordability of the devices. Therefore, an
alternative approach is to predict affective state from the touch interaction behavior
represented by the touch gestures (finger strokes). The finger strokes are indirect cues
to the affective state of a touch screen user.

The indirect cue based approach has a major advantage: we do not require additional
expensive sensors or wires to record the finger strokes. Further, the computations are
much less compared to other approaches. We propose one such indirect cue based
approach in this work.

A controlled experiment was conducted to establish the model with the empirical
data of 29 users. For training and testing set of data, the random permutation cross
validation technique1 was used. Only two touch interaction characteristics: the number
of touch events and average pressure of the events are used to determine the emotional
state of a mobile touchscreen user in our proposed approach. We have not found any
work that can detect emotion with such high accuracy from only two input features.
Hence, our approach provides a unique and novel method. The proposed approach along
with the data collection and analysis are described in this article.

2 Related Works

A wide class of emotion detection techniques use facial expressions (e.g., [12, 14, 18,
19, 25]), inspired by the theory proposed by Ekman et al. [5]. Body movement and
postures are also commonly used as cues to detect emotional states [3, 9]. Physiological
signal such as electrooculogram (EOG), galvanic skin response (GSR), heart rate (HR),
electrocardiogram (ECG), frontal brain electrical activity: electroencephalography
(EEG) and eye blinking rate (EBR) were also used for emotion recognition (e.g., [1, 10,
16–18]). Some of the works are, in fact, based on the ‘multi-modal’ approach. For
instance, both EEG and peripheral physiological signal were used by Koelstra et al. [17]
for recognition of arousal-valence dimensional emotions induced by music videos.

All these works involve significant computations. Moreover, extra hardware, equip‐
ment and expensive sensors were used in most of those cases. We, on the other hand,
are looking to detect the affective state of touch screen users, assuming small handled
devices such as smartphones and tablets.

It has been reported that emotion can be recognized by keystroke patterns and
dynamics [6, 15, 23, 35]. Our approach does not depend only upon keyboard dependent
data. However, the works demonstrate that features such as pressure on a key or typing
speed can be used to detect emotion.

Sano and Picard [30], Bauer and Lukowicz [2] and Ciman et al. [4] used user-
smartphone interaction data to detect the users’ sate. The aim of these works was to
identify the stress level of the users, so that it can be applied for taking care about the
health condition of the users. We want to recognize more number of emotional states

1 http://scikit-learn.org/stable/modules/cross_validation.html.
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instead of restricting just two states like stress and no-stress. Moreover, some of
these works [2, 30] used privacy sensitive data of the users like SMS, phone call,
location etc. In our approach, we do not require such kind of personal or private data.

A system developed by Gao et al. [8] was able to recognize the players’ emotional
states into four discrete states (Bored, Excited, Frustrated and Relaxed) as well as 2
levels of valence and 2 levels of arousal while playing game. They also used the finger
stroke information for state prediction. However, emotion detection was done using the
extracted touch information from a high-end device (iPodTM). Moreover, relatively large
number of features (17 features) were used in their emotion recognition system. Shah
et al. [32] tried to overcome this limitation with a smaller set of features (10 features).
However, some of these features, for instance, deviation in the number of strikes and
deviation in the number of taps, may be difficult to know beforehand for use in automatic
prediction. By considering just two features from the 2D screen (touch) gestures, number
of touch events, and average pressure, our proposed approach addresses the issues
discussed above. Consequently, the approach is expected to be less computational, easy
to understand, and hence, easy to implement. The approach is described next.

3 Proposed Approach

In order to detect emotion, we propose to use discrete emotional states based on the
circumplex model of affect [27, 28, 31]. An alternative set of circumplex emotional
states, where the dimensional states are discretised, has been reported based on the
arousal and valence level.

We based our idea of the four states on the Geneva Emotional Wheel (GEW2) [29]
and the circumplex model of affect proposed by Posner et al. [27]. The GEW is a theo‐
retically derived and empirically tested instrument, to measure emotional reactions to
objects, events, and situations. The GEW contains 20 different emotion families with
their intensities diverging out as shown in Fig. 1. The emotion families are arranged in
a wheel shape with the axes being defined by two major dimensions of emotional expe‐
rience: valence (x-direction) and arousal (y-direction).

Fig. 1. The Geneva Emotional Wheel (GEW) and our proposed partitions of the wheel into four
abstract discrete emotional states based on circumplex model of affect.

2 http://www.affective-sciences.org/en/gew/.
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We propose to represent each of the four quadrants of the GEW as a distinct
emotional state based on the circumplex model of emotion. Thus, the top-right quadrant
is the high positive state, the top-left quadrant is the high negative state, the bottom-left
quadrant is the low negative state and the bottom-right quadrant is the low positive state.
High and low indicate arousal level whereas positive and negative indicate valence level.
The arousal-valence level emotional states are also equally important and are being
identified and applied in many areas (e.g., [8, 21, 22, 33]). In fact, this type of states are
more suitable in some particular research; e.g.; for identifying students’ engagement
level in classroom [34].

It has been reported that the user is likely to exert more pressure on the touch
screen in high arousal state [8]. Number of touch events is also higher in the high
arousal state [8, 35]. Typing speed also increases in high positive state [15]. The
arousal dimension has been suggested to reflect the intensity of either appetitive or
aversive systems [13, 20]. Aversive responses are high in high BIS (behaviour inhib‐
ition system) or BAS (behavioural activation system, formerly known as approach
system). This clearly indicates that behavioural responses increase in high arousal
state. Hence, the behavioural touch features such as frequency of touch, pressure
applied while touching is expected to increase while a user is in high arousal state.

Depending on the value of number of events and pressure generated, it is possible
to decide if the arousal level is high or low. The valence level is decided by assuming
the basic human psychology that when a user is in positive mood s/he want to stay in
that mood, but in case of negative mood s/he does not want to stay on that mood. When
a player wins at the time of game playing, s/he doesn’t want to lose. On the other hand,
when s/he loses, s/he does not want to lose, s/he wants to win, i.e., s/he wants to change
her/his state from negative to positive. This implies winning mode means positive
valence, losing mood means negative valence. Previous works [7, 21, 24, 25] support
this assumption. Once arousal levels are computed for every time interval, valence level
can be measured by observing the rate of change of arousal.

We have used machine learning technique for the classification. Using the number
of touch events and pressure generated on each event as feature attributes, our predictive
model classifies the users into one of the four emotional states. We have conducted an
empirical study with 29 users to build the classifier. The details of the empirical study
are described in the next section.

4 Details of Empirical Study

4.1 Experimental Setup

In order to collect the emotional data of touchscreen users, we designed a small game
application: ‘Emotion Estimator’ for Android OS. On the game screen, there are 4
buckets namely, ‘BUCKET 1’, ‘BUCKET 2’, ‘BUCKET 3’ and ‘BUCKET 4’. At each
instant, a ball is placed in one of the four buckets. The position of the ball changes once
a player interacts with the touchscreen depending upon the modes described below. A
player tries to guess in which bucket the ball is. Each wrong guess attracts a penalty of
2 and each correct guess gains an increment in score by 4. Time is displayed at the top
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left corner of the screen and total score is displayed at the top right corner of the screen.
The duration of the game is 2 minutes (120 seconds). Figure 2 shows the game interfaces
for two particular instants.

Fig. 2. The Emotion Estimator game interface with two possible situations. (a) is an example
screenshot when a player guess right bucket, and hence, wins; (b) is an example screenshot when
a player guess wrong bucket, and hence, loses.

The game consists of the following three modes. However, the players were not
informed about these modes.

• Winning Mode: In this mode, the player always wins, irrespective of in which bucket
the player tries to guess the ball is in.

• Losing Mode: In this mode, the player always loses, irrespective of in which bucket
the player tries to guess the ball is in.

• Regular Mode: In this mode, the position of the ball changes after each touch inter‐
action and if the player guesses correctly s/he wins, else s/he loses.

The game design strategy and timeline division is summarized in Fig. 3.

Fig. 3. Timeline division-strategy of the game for a particular instance.

We required 2 types of data: when a player wins & when s/he loses. However, we
placed a regular mode interval between a winning & a losing mode interval so that within
that interval the user’s arousal level might be neutralized. It also helped not to overlap
the 2 modes of the game. Random placing of winning and losing mode, each time the
game started, has been followed to overcome the effect of biasness.

We chose 15 s interval for each mode because we assumed that 5 consecutive inter‐
vals (each of 3 s) are sufficient to capture the emotional data of a user. We collected data
of each mode for a particular user twice to analyze whether the nature of touch interaction
data were same, for a particular user for a particular mode. At the same time, we couldn’t

A Minimalist Approach for Identifying Affective States 7



choose longer interval for each mode because if a user won continuously for a long time,
s/he might feel bored. Similarly, continuous losing might lead to user frustration.

In conventional way of data collection (asking the users about their emotional states),
the quality of emotional data are not always good. The users themselves may not be sure
about their emotional state. It may interrupt the interaction and may irritate the users
also. So, we collected the data by the gaming strategy. Furthermore, the gaming approach
is able to change the emotional state of the user naturally while playing the game.
Generally, when a player wins, s/he feels positive (pleasure, joy, pride, admiration etc.).
Similarly if a player lose, s/he feels negative (anger, disappointed, sadness, shame etc.).
Hence, this helps us to gather the touchscreen data of different emotional state of the
user.

The smartphone with which the data were collected was a ‘OnePlus One’ running
on Cyanogen based OS 11 built on top of the Android Marshmallow. The screen size
of the phone was 5.5 inch with resolution of 1080 × 1920 (401 pixels per inch density
i.e. ppi). Number of touch events and pressure generated by each event were captured
using the Android APIs onTouchEvent() and getPressure(), respectively.

4.2 Participants

We collected data from 29 users who voluntarily took part in the study. All of them were
male UG/PG students of IIT Guwahati. The users were within the age group of 19–24
years, with the average age of 21 years. All of them were regular users of touchscreen
devices, including both tablets and smartphones.

5 Data Analysis

From the empirical data of 29 users, we computed the sum of the number of touch events
across the game playing modes for all the participants for each interval. Generally, a
‘tap’ is considered as ‘Action Down’ followed by ‘Action Up’ only, and occurs in an
ideal case. ‘Action Down’ means putting the finger on touchscreen of the device. ‘Action
Up’ means releasing the finger from the touchscreen. But in the real world, due to some
movement of the finger while contacting with the touchscreen, there occurs an auxiliary
action called ‘Action Move’ in between Action Down and Action Up, even in case of a
tap. In this work all these three actions: ‘Action Down’, ‘Action Move’ and ‘Action Up’
are considered as events.

We assumed a 3 s time interval for data analysis. Choice of an appropriate time interval
is not easy and we should keep in mind the way individuals react to stimuli. For example,
emotional reaction to a text message may be dependent on a series of events and activi‐
ties: getting a notification about the message, followed by reading the sender’s name and
figuring out the sender’s identity (e.g., whether from boss or friend), followed by reading
of the text. The affective state at the end of all these activities may depend on all of them.
Thus, the particular state is arrived at after some seconds that was spent for all these activ‐
ities. While trying to determine the affective state, we should consider this entire duration.
We assume 3 s to be an appropriate duration to capture all the actions/events in any touch
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interaction in general and the game play scenario in particular that affects the emotional
state of a user.

Along with the number of touch events, the average pressure of the touch events per
time interval was also calculated. Equations (1) and (2) were used to calculate the number
of events and the pressure of the touch events, respectively.

Let us consider that there are n number of taps that have taken place during the 3-
sec interval. For each of these taps, we determine the number of events Ni. Number of
events for a time interval is determined by calculating the sum of the number of events
(Ni) for n taps.

Number of events (in a particular interval) =
n∑

i=1

N
i (1)

For determining pressure value, let us consider there are N events in a time interval.
Let Pi be the pressure at each event. The average pressure is calculated as follows:

Average pressure (in a particular interval) = (

N∑

i=1

P
i
)∕N (2)

5.1 Classification of Data

Four classifiers, namely the K-Nearest Neighbour (KNN), Support Vector Machine
(SVM), Decision Tree and the Naïve Bayes have been explored. The observed accura‐
cies were 94.57%, 96.75%, 96.4% and 88.4%, respectively. Although the highest accu‐
racy was found in case of SVM, the other classifiers also gave good enough results.
Hence, we can claim that any of the four classifiers are equally applicable for our
proposed model.

6 Discussion

We have found only one work (Gao et al. [8]) which is similar to this work. They
achieved 89% of accuracy while discriminating between 2 levels of arousal and 2 levels
of valence. Whereas we have achieved highest accuracy of 96.75%.

‘Duration’ along with pressure and frequency of touch could be considered while
detecting the emotional state, but we avoided it because some of the previous works
sometimes contradicted one another when duration was considered as a feature [8]. For
instance, Matsuda et al. [23] had shown that duration in the joy state is shorter and it is
longer in the sad state. On the other hand, Hertenstein et al. [11] observed that the touch
duration in joy is longer than anger. Moreover, Use of only two features to detect the
emotional state makes the model simpler and less expensive in terms of computing.

We considered, as mentioned earlier, a 3 s interval for observing the rate of change
of arousal. We considered this 3 s interval both in non-overlapping way (0–3, 3–6 …)
as well as in overlapping way (0–3, 1–4, 2–5, 3–6 …). Considering the 3 s interval in
overlapping way, number of data points increased to 1740 (29 users × 4 winning/losing
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mode × 15 interval for each mode) while that was 580 (29 users × 4 winning/losing
mode × 5 interval for each mode) in case of non-overlapping way.

Although the data points varied, we could not find any variation in results. In both
the cases, the prediction accuracy of four arousal-valence dimensional emotional state
were same. This also indicate that the 3 s is a perfect choice of interval for measuring
valence level in this context.

Other ways of expressing emotion, e.g., facial expression may be fake or disguised
[15, 26]. Emotion detection by sensing physiological/psychophysiological signal, or
even from multimodal approach may give better result [18, 19, 25], but these types of
methods involve expensive hardware and equipment to be attached with the device. We
have, therefore, chosen to consider the behavioral features to detect the emotional states.
This fit best for the approach to detect emotional states of the users of the ubiquitously
affordable touchscreen devices, with high accuracy.

We could not go for the questionnaire/SAM (Self-Assessment Manikin) approach
as we intended to follow the non-intrusive (i.e., without intruding the user) method to
observe the change of the emotional state in real time. Therefore, an alternative approach
to validate the model is to compare the emotional states calculated from physiological
signal (like EEG recorded at the time of data collection) with the emotional states
identified by our approach. We are currently working on this.

Naturally, someone may have doubt that something can be lost with this minimalist
approach. Yes, as we’re using only 2 features, it may not finely classify all the states, if
the number of emotional states is large, e.g., 20. But for arousal-valence level emotion
identification, our approach is good enough. In future, we plan to design more suitable
game and to collect more data to refine and validate the model so that the identified
emotional states can be used in real time affective systems, specifically in affective
classroom.

7 Conclusion

A minimalist approach for identifying emotional state of a touchscreen user has been
proposed in this work. We claim that only two features: number of touch events and
pressure generated for each event are sufficient to identify the users’ emotional state into
any of the four states: high-positive, high-negative, low-positive and low-negative. High
and low indicate the arousal level whereas positive and negative indicate the valence
level. We intend to work on the use of affective state information for the interface and
interaction design in future.

Acknowledgements. We are thankful to all the 29 users who voluntarily took part in the
empirical studies.
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Abstract. Creating multiple layout alternatives for graphical user inter-
faces to accommodate different screen orientations for mobile devices is
labor intensive. Here, we investigate how such layout alternatives can
be generated automatically from an initial layout. Providing good lay-
out alternatives can inspire developers in their design work and support
them to create adaptive layouts. We performed an analysis of layout
alternatives in existing apps and identified common real-world layout
transformation patterns. Based on these patterns we developed a pro-
totype that generates landscape and portrait layout alternatives for an
initial layout. In general, there is a very large number of possibilities
of how widgets can be rearranged. For this reason we developed a clas-
sification method to identify and evaluate “good” layout alternatives
automatically. From this set of “good” layout alternatives, designers can
choose suitable layouts for their applications. In a questionnaire study
we verified that our method generates layout alternatives that appear
well structured and are easy to use.

Keywords: Automatic layout · Layout design · Screen rotation · Device
independence

1 Introduction

Today, mobile apps need to support different screen orientations, i.e., landscape
and portrait, and need to have reasonable layouts for both orientations. To
support this need, mobile platform user interface (UI) development frameworks
enable developers to specify flexible UIs, which can adapt to different condi-
tions through two means: UI designers can use layout managers to resize a UI
automatically to the available screen space, and UI designers can specify layout
alternatives for different screen orientations.
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Fig. 1. Left: portrait layout. Top right:
original layout in landscape mode;
space is not optimally used. Bottom
right: layout adapted to landscape
mode.

Fig. 2. There are many possible layout
alternatives for a given portrait layout.
Top right: an example of a reasonable
good alternative. Bottom right: an exam-
ple for a bad alternative.

Layout managers adapt the size of each UI widget to the available space, but
in general preserve the overall arrangement of the widgets. An example of this
is shown in Fig. 1: the left parts shows a UI designed for portrait orientation,
and at the top-right, the same UI is shown in landscape. As this UI’s layout
manager keeps relative positioning intact, the landscape UI still has the same
overall layout as the original design on the left. Yet, due to the different aspect
ratio between portrait and landscape orientation, the UI at the top-right does not
make optimal use of the available space: the interface is stretched horizontally
while the list view displays only a few items.

Some layout managers, such as a flow layout, can make a layout more adap-
tive to different screen sizes. However, such adaptive layout managers may not
always be powerful enough or can lead to undesirable results. For example, a
flow layout may break a row of widgets at an undesired position. Also, multiple
flow layouts in the same layout may result in undefined behavior since multiple
solutions are possible. To avoid this, many UI designers today manually spec-
ify separate layout alternatives for certain screen conditions, e.g., for landscape.
In Fig. 1, such a layout is shown at the bottom-right: widgets are rearranged to
make better use of the available space. Yet, manually creating alternative layouts
is laborious and error prone. Regardless of the used layout manager, the devel-
oper has to consider the layout carefully for each screen condition. Automatic
generation of layout alternatives would not only make it easier for developers
to adapt their layouts to alternative screen orientations, but also support their
creativity by providing new layout ideas they may not have envisioned as an
alternative.

The number of possible layout alternatives grows exponentially with the num-
ber of widgets in the layout, i.e., in a complex layout there is a huge number of
ways widgets can be rearranged. This makes it difficult to analyze all possible
options and, more importantly, it is not clear how to identify “good” layout
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alternatives from the huge set of possible alternatives. For example, Fig. 2 shows
two possible landscape alternatives for a relatively simple portrait layout; while
intuitively the bottom alternative is better than the top one, it is not directly
clear how to automatically detect this. Here, we develop a novel classification
method to identify “good” alternatives.

To address the question of how layout alternatives should be generated, we
analyzed 815 existing mobile apps to identify common layout transformation
patterns. Based on the findings we define transformation rules between layouts
and apply these transformation rules systematically to a given layout to create
appropriate alternatives. The generated alternatives are then ranked using a
novel objective function, which is then used to provide a shortlist of suggestions
to a GUI designer. In our survey of existing apps, we identified that landscape
alternatives for portrait layouts contain the most changes, which motivated us
to tackle this transformation first. In many cases, this transformation is the
more appropriate option for the design process, as the default orientation of a
mobile UI is portrait and the landscape alternative is typically added after [1,2].
However, our prototype also supports the generation of portrait alternatives for
a landscape layout. In a questionnaire study, we found that our method is able
to generate and identify landscape layout alternatives that appear to be well
structured, easy to use, and that the automatic generation of layout alternatives
can support GUI design.

Our contributions are:

1. An empirical study summarizing the use of layout alternatives in existing
apps.

2. An automatic method to generate landscape and portrait layout alternatives.
3. An objective function to identify a set of “good” layout alternative candidates.
4. An evaluation of the approach.

2 Related Work

A variety of design guidelines and UI design patterns exist for mobile devices
[3–5]. Nilsson [6] summarized design patterns for mobile UIs; some of these pat-
terns focus on utilizing screen space, including the switch between portrait and
landscape mode. Scarr et al. [7] compared the performance of three adaptation
techniques for displaying a set of icons – scaling, scrolling and reflow – and illus-
trated the usability benefits of preserving spatial layout consistency. However,
the mentioned work does not provide guidelines or patterns to adapt layouts to
different screen orientations or conditions.

Adaptive layout classes can adapt a GUI to different screen sizes [8]. This
technique is also used for web-based document layouts [9,10]. However, as dis-
cussed earlier, such adaptive layout classes are not always sufficient for more
drastic aspect ratio changes where widgets need to be rearranged.

UI generators generate UIs automatically [11–14], and are typically based on
UI models which are specified by designers, such as task models, abstract UI
models and concrete UIs [15]. In this approach layout templates are filled with
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widgets from a specification to form a concrete layout. This has also been used
to generate multiple user interfaces from a single specification [16–18]. Similarly,
documents with dynamic content can be rendered using multiple templates,
selected based on constraints [19], or web pages can be transformed into layout
templates [20]. Lee et al. [21] provide predefined layout examples and generate
the final web document from a selected example. With this approach, the output
layout is predefined by a designer while in our approach the layout is generated
dynamically.

In our work we use an objective function to find an optimal layout alternative
for the given screen conditions. This technique has also been used to improve
the usability and aesthetics of UIs created in a sketching tool [22] as well as
for automatic document formatting [23]. Sears [24] proposed an objective func-
tion for UI layouts which accumulates the expected time required to perform
common tasks. Similarly, SUPPLE [25,26] adapts layouts to user’s motor and
vision capabilities by choosing optimal widgets. Our objective function is based
on design patterns and designed to find “good” layouts using layout information
only available at design time. The designer is then able to select an alternative
layout from a list of possibly “good” layouts. SUPPLE also optimizes layout con-
tainers, e.g., the orientation of a linear layout, to make a layout fit to different
screen sizes. Compared to SUPPLE, we perform more complex changes to the
layout topology by re-grouping widgets and recursively applying a set of layout
transformations.

Layout graph grammars, a.k.a. spatial graph grammars, have been proposed
as a formal method for layout transformation. Brandenburg [27] described how
context-free graph grammars can be extended with layout specifications to visu-
alize a graph. Others extended this work and showed how context-sensitive graph
grammars with layout specifications and actions can be used to describe cer-
tain adaptations of web pages [28,29]. However, transformations still have to be
defined manually.

Web pages often need to be adapted for viewing on mobile devices. Roudaki
et al. [30] summarized various approaches for this purpose. Qiu et al. [31] com-
pared methods for adapting and rendering web pages on small display devices
by breaking them down into a structural overview and detail views for content.
Florins and Vanderdonckt [32] proposed rules for graceful degradation of UIs
when they are used on more constrained devices. Yu and Kong [33] compared
small-screen UI design patterns for news websites. In our work we target layout
transformations for screen orientation changes where the screen area stays the
same.

Personalized UIs have been proposed as a way to adapt UIs dynamically to
different users and situations. Hinz et al. [34] proposed to mine personalized con-
tent adaptation rules from user interactions for the optimization of web content
presentation on mobile devices. The Framework for Agile Media Experiences
(FAME) [35] permits developers to define logical page models that are dynam-
ically filled with content deemed appropriate for a certain user while satisfying
given constraints. However, these approaches use predefined layout specifications
to render the UI.



Automatic Generation of User Interface Layouts 17

0

10

20

30

40

Lin
ea

rLa
yo

ut

Lin
ea

rLa
yo

ut 
(v)

Lin
ea

rLa
yo

ut 
(h)

Rela
tiv

eL
ay

ou
t

Fram
eL

ay
ou

t

Scro
llV

iew

Ta
ble

La
yo

ut

Grid
La

yo
ut

Abs
olu

teL
ay

ou
t

Fig. 3. Boxplot of number of layouts per application.

UI builders are development tools for specifying resizable UI layouts.
Constraint-based layouts, such as Auto Layout1, are often used to make a lay-
out resizable [8,36–38]. Hottelier et al. [39] proposed a technique which allows
designers to generalize and specialize constraint-based layout specifications using
direct manipulation. Xu et al. proposed methods that make it easier for design-
ers to beautify UIs by inferring layout constraints [40] and to arrange graphic
elements with commands [41] based on the way they are visually grouped. The
Auckland Layout Editor [42] maps simple drag&drop operations to linear layout
constraints. However, little help is available when existing layouts need to be
adapted to new requirements.

3 Analysis of Existing Layout Alternatives

To get an overview of current practices in layout adaptation, we surveyed existing
layouts in real software projects, and analyzed how such layouts are adapted to
different screen conditions. Also, we were interested in identifying commonly used
adaptation patterns. To answer these questions we automatically analyzed the
source code of all 815 (in 2014) available open source Android apps from the F-
Droid project2. Android uses a standardized way to specify layout alternatives
for different screen conditions in XML files, which provided the data for our
study. Layouts can also be specified directly in Java code, but in our data set
only 2% of the layouts were instantiated that way.

Usage of Layout Models. Our survey identifies layout models that are frequently
used in Android layout specifications. This enables us to get a better grasp on the
types of layout arrangements that need to be transformed in practice. Android
offers many of the common layout models, such as: LinearLayout for arranging
widgets vertically in a column or horizontally in a row; RelativeLayout, which is
a form of constraint-based layout; FrameLayout, which usually contains only a
single widget; and GridLayout, which arranges widgets in a grid. Figure 3 shows
1 developer.apple.com/design/adaptivity.
2 f-droid.org.

https://developer.apple.com/design/adaptivity
https://f-droid.org/
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a boxplot of the usage frequencies for different layout models in the apps. Lin-
earLayout is the most common model, and vertical LinearLayouts are somewhat
more common than horizontal ones. The second most frequent class of layouts
is RelativeLayouts, followed by the simple FrameLayout. Other models, such as
TableLayout and GridLayout, are relatively uncommon. These results are con-
sistent with the findings of Shirazi et al. [43]. ScrollView is not a layout model,
but is usually used to make a layout resizable when screen estate is scarce.

Analysis of Layout Transformations. To analyze the relevance of layout alterna-
tives, we surveyed how frequently developers specify such alternatives for their
apps. Furthermore, we analyzed how much each layout alternative differs from
the corresponding default layout. To measure this, we looked at the widgets that
we were able to uniquely identify (by their ID) in a layout alternative as well as
in the corresponding default layout. We counted how many of these widgets are
at a different structural position (Δposition) in a layout alternative compared to
the default. Widgets were considered to be at different positions if their paths
to the root of the layout hierarchy, as given in the XML file, differed.

Among the 815 apps with 11, 110 layouts we found 365 (3.2%) alternatives
for landscape layouts and 397 (3.5%) alternatives for different layout sizes (247
(2.2%) alone for large3 layout sizes). The low percentage of layout alternatives
alone already supports the need for automatic layout alternative generation. We
found that the layout alternatives for landscape contain on average more widgets
at different positions than the alternatives for different sizes (Δposition = 6.5 vs.
Δposition = 3.6).

To understand how a layout specification is typically adapted to different
screen sizes and orientation, we manually analyzed 99 of the layout alternatives in
detail (63 landscape and 36 other resizing alternatives). In particular, we selected
those layout alternatives in which the widget positions changed significantly, i.e.,
with Δposition ≥ 10, plus 15 randomly selected layouts with a smaller difference.
Since we did not know what layout adaption techniques we would encounter, we
first identified layout adaptation categories by manually analyzing the layouts.
In a second step another researcher classified the layouts into these categories.
We identified the following categories of transformations in the layouts:

1. Appearance: changes in fonts, text labels, image content, spacing or insets,
widget size (but not arrangement), etc.

2. Widgets: widgets were added or removed.
3. Horizontal Flow: a row of widgets was broken into several adjacent rows,

or adjacent rows were joined.
4. Vertical Flow: a column of widgets was broken into several adjacent

columns, or adjacent columns were joined.
5. Pivot: a horizontal linear layout was transformed into a vertical one, or vice

versa.
6. Scrolling: a scrollable container was inserted to deal with overflowing

content.
3 developer.android.com/guide/practices/screens support.html.

https://developer.android.com/guide/practices/screens_support.html
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Fig. 4. Histogram of the identified transformation categories found in landscape layout
alternatives and in alternatives for different screen sizes.

7. Drawer: widgets were moved to a hidden “drawer” container to make room.
8. Inconsistent: clear misalignment of widgets or unnecessary changes in wid-

get order.

Figure 4 shows the distribution of categories for layout alternatives. Note
that each alternative can be in multiple categories, e.g., a linear layout may
have been pivoted as well as split into multiple columns. As the vertical space
is reduced in landscape, the most common adaptation is unsurprisingly vertical
flow. Scrolling is very frequent; it offers a simple – if not always user friendly –
solution to content overflow. Overall, the results indicate that transformations
of linear layouts, such as flow across columns and rows, as well as pivoting are
frequently used for creating a landscape alternative.

4 Automatic Generation of Layouts

Building on the findings and identified transformation patterns from the previous
section, we developed a tool that generates layout alternatives for a given lay-
out. This is a challenging problem since the solution space grows exponentially
with the number of changes applied to the initial layout. Moreover, defining an
objective function that can identify “good” layout alternatives is demanding:
the “goodness” of a layout is a complex construct that incorporates aesthetic
and semantic criteria, which are hard to define (or even recognize) in a way that
can be easily automated. As identified in the previous section, landscape layout
alternatives contain the most layout changes. For this reason we first target lay-
out transformations between portrait and landscape orientation. To address the
complexity of the solution space, we focus on the most common transformations
for landscape alternatives, i.e., flow and pivot (Fig. 4).

We treat the generation of good landscape alternatives as a constrained dis-
crete optimization problem. We define a set of layout transformations and, start-
ing with the initial layout, search the solution space by applying transformations
repeatedly. To limit the search, we define and apply an objective function to
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prioritize transformations that appear more promising. The objective function
can only estimate the “goodness” of a layout as perceived by a UI designer,
therefore the layout with the best objective value is not necessarily the best
choice. We rank the generated layout alternatives by their objective value and
allow UI designers to quickly browse and edit the top-ranked ones.

4.1 Describing Layout Transformations with Tiling Algebra

To describe layout specifications and their transformations concisely at a high
abstraction level, we use an algebraic description called a tiling algebra [44].
Every layout is denoted by an algebraic term. Terms can be defined recursively
as follows, based on two associative tiling operators | and /:

1. Atoms: The smallest terms of the algebra are individual widgets (i.e., lay-
outs containing only a single widget). They are given capitalized names, e.g.,
Button or B.

2. Horizontal Tiling |: If a and b are terms representing layouts, then the term
a|b represents a horizontal layout in which layout a is arranged to the left of
layout b.

3. Vertical Tiling /: If a and b are terms representing layouts, then the term
a/b represents a vertical layout in which layout a is arranged on top of lay-
out b.

Then, a horizontal linear layout with three widgets A, B and C is written as
A|B|C.

Fragments: Terms in the tiling algebra can nest analogously to layouts, and we
call the nested sub-layouts in a term fragments. This is similar to binary space
partitioning layouts [45]. For example, l1 = (A|B)/(C|D) describes that a layout
l2 = A|B is above a layout l3 = C|D. l2 and l3 are fragments of l1.

Named Tabstops: To describe more complex layouts, such as table and grid
layouts, we introduce named tabstops, i.e., named grid lines between fragments.
A named tabstop can occur multiple times in a fragment which allows us to
describe alignments within a fragment. For example, the fragment of a simple
2 × 2 grid can be described using a named tabstop i: (A|

i

B)/(C|
i

D). This means

the tabstop i occurs in the first and the second row of the grid.

Levels: Terms can be described by abstract syntax trees (ASTs), where each
inner node is a tiling operator and the leaf nodes are widgets. We call the frag-
ments that are formed at a depth n of an AST, i.e., the fragments combined at
the same nesting depth n, the nth level of the term. For example, consider the
layout l1 = (A|B)/(C|D|(E/F )): the first level contains only l1 itself; the second
one contains A|B and C|D|(E/F ); the third level contains C, D and E|F ; and
the fourth one contains E and F .

The tiling algebra is well suited to describe LinearLayouts, FrameLayouts,
TableLayouts and many GridLayouts. Transforming RelativeLayouts automat-
ically to a tiling algebra is not always possible and non-trivial. Some complex,
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Fig. 5. Examples for the transformation rules.

interleaved grid layouts cannot be described using a single fragment and named
tabstops. However, for the layouts analyzed in our survey, we were able to
describe all GridLayouts and manually replace RelativeLayouts by layout classes
that can be described using tiling algebra.

4.2 Transformation Rules

Based on the most common transformations identified in our survey of existing
landscape alternatives, we define three basic transformation rules on fragments
for the transformation from portrait to landscape: pivot, vertical flow and inverse
horizontal flow. We define the inverse transformation rules for the transformation
from landscape to portrait layouts analogously. Figure 5 visualizes the transfor-
mation rules.

We use the right-arrow symbol → to denote transformations from one layout
to another. Note that the variables in the rules (e.g., a) represent fragments, i.e.,
they are not necessarily widgets but can possibly be broken down further.

Transformation rules for portrait to landscape:

Pivot: The pivot transformation changes the orientation of a fragment, i.e.,
the | operator becomes /, and vice versa. For example, I/C/L → I|C|L.
The pivot transformation generalizes to table layouts, e.g., (A|

i

B)/(C|
i

D) →
(A/

i

B)|(C /
i

D), i.e., the grid is transposed.

Vertical Flow: The vertical flow transformation breaks a column, i.e., vertical
LinearLayout, into two adjacent ones:

a1/ . . . /an → (a1/ . . . /ak)|(ak+1/ . . . /an).

The vertical flow transformation takes multiple break positions into account. For
example, I /C/L can be transformed to (I|C)/L or alternatively to I|(C/L).

Inverse Horizontal Flow: This transformation splits a column into multiple
rows:

a1/ . . . /an → (a1 |
m

. . . |
n
ai)/ . . . /(ak |

m
. . . |

n
an).
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For example, A/B/C/D/E → (A |
m

B)/(C |
m

D)/E. Similar to the vertical

flow transformation multiple possibilities how rows are merged are taken into
account, e.g.,
A/B/C/D → (A |

m
B)/(C |

m
D) or (A|B|C)/D.

The transformation rules for landscape to portrait are:

Pivot: Same as for portrait to landscape.

Inverse Vertical Flow: The inverse vertical flow merges two columns:

(a1/ . . . /ak)|(ak+1/ . . . /an) → a1/ . . . /an.

Horizontal Flow: The horizontal flow merges multiple rows into a column:

(a1| . . . |ai)/ . . . /(ak| . . . |an) → a1/ . . . /an.

4.3 Grouping of Fragments

In order to transform a layout meaningfully, it is useful to group logically related
widgets together. Logically related widgets are sometimes already grouped in a
layout specification, but this is not always the case. For example, consider a UI
layout in which three labels L are logically paired with editable text fields E:
the correct grouping may already be encoded in the layout specification with a
separate nested layout for each of the pairs, i.e., l1 = (L/E)/(L/E)/(L/E), but
the layout may also simply be defined in a single layout as l2 = L/E/L/E/L/E.
l1 is easier to transform meaningfully, as related widgets stay together when
applying the previously defined transformations. For example, a vertical flow
transformation may split a pair of label and text field: l2 → (L/E/L)|(E/L/E).
However, a similar transformation on the groups of l2 would leave the pairs
intact: l1 → ((L/E)/(L/E))|(L/E).

Our grouping approach is inspired by Gestalt principles [46]: it forms groups
according to repeated patterns of fragments (principle of similarity) to make
sure that the fragments in each group are transformed together (principle of
common fate). To group the fragments in a linear layout, we (1) identify
the longest repeated consecutive pattern of fragments in the layout, and (2)
group all occurrences of the pattern into new fragments, i.e., linear sub-layouts.
Step (1) is equivalent to the well-known longest repeated substring problem,
which can be solved in linear time. For example, to group a layout l3 =
a/L/L/E/L/E/L/L/E/L/E/b the algorithm (1) identifies l4 = (L/L/E/L/E)
as the longest repeating consecutive pattern, and (2) groups the occurrences of
the pattern so that l3 → a/l4/l4/b. The grouping process can be recursively
repeated, i.e., we can look for groups in the fragments a, l4 and b, which results
in l4 → L/l5/l5 with l5 = (L/E). Sometimes there are multiple ways how items
can be grouped in which case the grouping algorithm returns multiple solutions,
e.g., L|E|L|E|L can be grouped as (L|E)|(L|E)|L or L|(E|L)|(E|L).
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It is possible that the grouping produced by this approach is wrong, i.e.,
does not match the logical relations in the UI. Therefore, this grouping is only
considered as a possible fragment when applying transformations. By itself, the
grouping does not change a layout. However, after grouping a fragment, transfor-
mations on that fragment are more likely to respect the aforementioned Gestalt
principles.

4.4 Objective Function

We define an objective function f(l) to estimate the quality of a layout specifi-
cation l. Smaller values of l indicate better layouts. The function is a weighted
sum:

f(l) = wmin · tmin(l) + wpref · tpref (l) + wratio · tratio(l)
+wnTra · tnTra(l) + wsym · tsym(l) + wlevel · tlevel(l)

with t being quality terms that are calculated for a layout, and w being constant
weights which are chosen empirically. This sum can be extended to incorporate
additional criteria. In the following we briefly summarize the definitions of the
quality terms and the heuristics behind them. The first three quality terms cor-
respond directly to commonly-used penalty functions, e.g., in constraint-based
UI layouts [8,47]. These terms take the minimum and preferred widget and lay-
out sizes into account. Here, the preferred size is the natural size of a widget or
a layout, i.e., the size a widget or a layout would obtain if their are no other con-
straints, such as the window size, forcing it to a different size. The other quality
terms are motivated by research into UI aesthetics and usability [7,48,49]. We
focused on terms that are well-motivated by previous work, but acknowledge
that more terms, e.g., to account for alignment, could be added to the objective
function.

Minimum Size: “A layout that can be shrunk to a compact size is likely to
have a good structure [8,47].”

tmin =
min2

w + min2
h

screen2
w + screen2

h

minw, minh, screenw and screenh are the width and height of the minimum
and the screen size. The divisor normalizes the value to the screen size. If the
layout in its minimum size does not fit on the screen, we assign tmin a very large
value.

Preferred Size: “If the widgets of a layout have a size close to their preferred
size, the space is well used [8,47].”

tpref =
∑

i((prefw,i − sizew,i)2 + (prefh,i − sizeh,i)2)
screen2

w + screen2
h

prefi and sizei are the preferred and the actual size of each widget.



24 C. Zeidler et al.

Aspect Ratio: “A good layout in its preferred size has an aspect ratio close to
that of the target screen [8,47,50].”

tratio = |ratiopref − ratioscreen|/ratioscreen

We constrain tratio ≤ 1 to limit the impact of this term.

Number of Transformations: “A smaller number of transformations is prefer-
able as this preserves the spatial consistency of the UI [7].” tnTra is the number
of transformations which was applied to derive the layout from the initial one.
We constrain tnTra ≤ 5 to limit the impact of this term.

Symmetry: “Layouts with a high symmetry are preferable [48,49].” We chose
a simple, screen-independent definition of symmetry based on the AST of a
layout fragment: a fragment is symmetric if it consists of topologically equivalent
parts. That is, layouts are symmetric if all the sub-layouts they contain are
structurally equivalent and simple widgets are symmetric by definition. This can
be understood intuitively through examples: (A/B)|(C/D)|(E/F ) is symmetric
because A/B, C/D and E/F are structurally equivalent (vertical tilings of two
widgets). The fragment (A|B)/(C|D)/E is not symmetric because E is a single
widget and not a horizontal tiling of two widgets as the other sub-fragments.
Based on this notion,

tsym(l) = 1 − s(l)
widgetCount(l)2 · nLevels(l)

with s defined recursively on a fragment l = a1/ . . . /an or l = a1| . . . |an as

s(l) =

{
nWidgets(l)2 · nLevels(l) , if l symmetric
∑

i=1..n s(ai) , otherwise

s(l) measures the degree of symmetry in l: if l is symmetric, the value returned
is higher with the size of l, i.e., with its number of widgets nWidgets and levels
nLevels. If l itself is not symmetric, the same logic is applied to its sub-layouts,
summing up the value of each symmetric sub-layout found. The divisor ensures
that 0 ≤ tsym(l) ≤ 1.

Transformation Level: “A transformation close to the root of the frag-
ment hierarchy is better as this preserves the spatial consistency of larger sub-
layouts [7].” tlevel is the deepest level that has been changed by the transfor-
mations that derived the layout from the initial one. For example, consider an
initial layout l1 = (A/(B/C))/(D/E) with three levels. If we transform l1 →
l2 = (A/(B/C))|(D/E) (pivot of the first/on level 1) and then l2 → l3 =
(A|(B/C))|(D/E) (pivot of/at level 2), then tlevel(l3) = max(1, 2) = 2. We
constrain tlevel ≤ 5 to limit the impact of this term.

4.5 Empirical Optimization of Parameters

The weights of the objective function are parameters of the layout generation
approach. They should be chosen so that the objective function correlates with
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the “goodness” of a layout. Initially, we had no data about the “goodness” of
landscape layout alternatives, i.e., no ground truth. Thus, we had to optimize the
weights based on our own subjective ratings of “goodness”, facing the following
two challenges:

1. Precision: It is hard for an individual to tell precisely how “good” a layout
alternative should be rated.

2. Local Optimization: Adjusting the weights to create a more appropriate
objective value for a specific layout can reduce the objective value for other
layouts.

We addressed the precision challenge as follows: while it is hard to get precise
ratings, it is usually possible for an experienced individual to recognize layout
alternatives that are clearly unsuitable (“bad” layouts) and layout alternatives
that could be suitable (“good” layouts). Using our automatic layout transfor-
mation approach, we generated a variety of landscape alternatives for a number
of portrait layouts and then selected a set of “good” and “bad” layouts from
them, based on subjective judgment. The weights were chosen in a way that
maximizes the discriminatory power of the objective function, i.e., so that the
“good” layouts had low and the “bad” layouts high objective values.

To address the challenge of local optimization, we used a form of linear regres-
sion based on quadratic programming. For each possible pair of a “good” land-
scape layout alternative lgood and a “bad” alternative lbad for a given portrait lay-
out, a soft constraint is added to a linear constraint system: f(lbad)−f(lgood) ≥ 1.
This difference should be at least 1 for every such pair, so the layouts can be
discriminated. Note that we do not add constraints for every possible pair of
good and bad layout alternatives. We only add constraints for every possible
pair derived from the same layout, as the layout generation approach compares
only such alternatives with each other.

Overall, this yields a set of weights for the objective function. In the following
table, the man row gives the values for the initial manual process and the opt
row gives the results for the subsequent constraint optimization.

wmin wpref wratio wnTra wsym wlevel

man 0.2 10 0.4 0.04 1 0.2

opt 2.8 10 0.2 0.4 2.5 0.8

The values are scaled to wpref = 10. Note that the weights of different objec-
tive function terms are not directly comparable as the terms are not normalized
to each other.

4.6 Search Strategy

In order to find suitable landscape layouts, starting with the given layout, we
search the space of possible layouts by repeatedly applying the transformation
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rules. The solution space grows exponentially with the number of transformation
steps: at each step, the number of transformations that can be applied is roughly
linear to the layout size. The pivot rule can be applied to any fragment in a
layout; the vertical flow and inverse horizontal flow rules can be applied to any
vertical fragment, usually in more than one way; and grouping can be applied
recursively on fragments containing repetitions.

As a result, a brute force search is not practical in many cases. To search
the solution space more efficiently, we perform transformations on intermediate
layouts with a good objective value. That is, we generally try to optimize a layout
already estimated to be comparatively good before looking at worse layouts.
Furthermore, in order to preserve symmetry in a layout (one of the quality terms
of the objective function), we use a heuristic that favors a transformation to be
consistently applied to a whole level of the layout. That is, we first apply the same
transformation to all fragments of a chosen level: if the fragments on that level are
similarly structured, i.e., if there is symmetry between them, then applying the
same transformation to each of them is likely to preserve that symmetry. For
example, applying the pivot transformation to the entire (symmetric) second
level of (A/B)|(A/B) yields a symmetric layout (A|B)|(A|B).

However, using this search strategy, we found that calculating a sufficient
number of good layout alternatives still takes up to several minutes. This is not
acceptable for a tool that supports the interactive design process of a devel-
oper. A performance analysis revealed that most time was spent in the rela-
tively complex calculation of the minimum and actual layout size needed for
the objective function evaluation. To solve this problem we split the objec-
tive function into a part that is quick to calculate and a second that is slower:
f = ffast + fslow with ffast = wnTra · tnTra + wsym · tsym + wlevel · tlevel and
fslow = wmin · tmin + wpref · tpref + wratio · tratio. We found that there is a
good correlation between f and ffast, i.e., for the analyzed layouts we found
that the six best layouts chosen by f were among the 23 best layouts chosen
by ffast. This allows us to perform a coarse search using ffast followed by a
detailed search on the found layouts using the full objective function f . With
this approach we can perform the search for good layout alternatives in under a
second on a i5-4300U CPU at 1.90 GHz.

5 Implementation

We implemented the layout alternative generation approach as a plugin for the
Android Studio development environment, the official development environment
for Android, which has an integrated design editor for XML layout files4. With
our plugin the user can generate landscape and portrait layout alternatives from
a layout XML file. As shown in Fig. 6, the user can quickly browse the top-ranked
layout alternatives and edit a chosen alternative if desired. Internally, the plugin
transforms the input into a constraint-based layout [8,47] in order to calculate
the size properties required for the objective function.
4 The source code is available on: gitlab.com/czeidler/layoutalternatives.

https://gitlab.com/czeidler/layoutalternatives
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Fig. 6. Screenshot of the implementation: a list of the layout alternatives with the best
objective values (top-left), the original portrait layout (bottom-left), and the selected
landscape layout alternative (right).

6 Limitations

In the following we discuss limitations of our approach. In our analysis of existing
layouts (Sect. 3) we focused on Android and it is not clear if our results can
be generalized to other platforms, e.g., iOS. However, the main Android layout
classes are similar to those on other mobile platforms, and mobile design patterns
are comparable across platforms [5]. With a fairly large number of analyzed
layouts we believe we captured a representative picture of existing transformation
patterns and that our results are transferable to different platforms.

Currently, our prototype does not handle dynamic layouts, e.g., layouts that
change on user interaction. While it is possible that our prototype could handle
multiple intermediate steps of a dynamic layout, such a feature is currently
difficult to implement since dynamic behavior is not specified in the layout XML
files.

To limit the solution space we focused on a small set of transformations
(Sect. 4). This makes it sometimes difficult or even impossible to generate some
rarer layout alternatives, e.g., multiple transformations may have to be applied to
achieve a certain result. To solve this problem more specialized transformations
need to be introduced.
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7 Evaluation

We evaluated how well our objective function is able to identify “good” layout
alternatives using a questionnaire study. Based on our analysis of existing layout
alternatives in real-world apps, we selected 15 portrait layouts with a landscape
alternative that changed significantly, covering different app genres and UI styles.
Then we generated a ranking of landscape layout alternatives with the best
objective values for each of the 15 portrait layouts. Finally, the quality of the
resulting landscape layouts was assessed. In a survey we asked participants to
rate the layout alternatives.

7.1 Pilot Validation

Before conducting the questionnaire study, we tried to validate our approach
through the following hypothesis:

H1 Layout alternatives comparable to the original landscape layouts from the
app developer are ranked highly by the objective function.

To answer H1 we searched among the generated layout alternatives for lay-
outs that are comparable to the original landscape layouts. We judged a layout
alternative as comparable if it follows the general layout topology of the original,
i.e., if the correct layout transformations had been applied. Here, minor details
that our transformations cannot achieve, e.g., font size changes or widget align-
ment, were ignored. For all 15 layouts we were able to identify layout alternatives
that were comparable to the original landscape layout. Figure 7 shows that most
of these layout alternatives were ranked among the top three candidates. That
is, they were among the top three generated layouts according to their objective
values, and therefore near the top of the list of alternatives in our prototype.
This supports H1, i.e., that the prototype generates the expected layout and
that the layout is ranked highly by the objective function.
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Fig. 7. Automatic ranking of the layout alternatives which are comparable to the
original landscape and portrait layouts created by the app developer. Our objective
function ranks the original layout alternatives highly.
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For further validation we performed the inverse test, i.e., generated por-
trait layout alternatives from the generated landscape alternatives. We were
able to transform all landscape layouts back to their original portrait ones. Fur-
thermore, the layout alternative matching the original portrait layout was also
ranked highly (Fig. 7). Interestingly, the portrait alternative matching the origi-
nal portrait layout were generally ranked higher than the landscape alternative
matching the original landscape layout. An explanation for this is that the trans-
formation rules for landscape to portrait are simpler than the inverse rules. For
example, while there are generally multiple ways to break a column into two
columns using the vertical flow transformation, there is only one way to merge
two columns.

7.2 Methodology

In our questionnaire study we aimed to verify the following hypotheses:

H2 The layout alternatives that are ranked highly contain acceptable layouts.
H3 Such layouts are useful as a starting point for designing landscape alterna-

tives.

We used a web questionnaire to evaluate the six best layout alternatives, i.e.,
those with the smallest objective values, generated for each of the 15 portrait
layouts. Note that the six best layout alternatives always contained the origi-
nal landscape alternative (see Fig. 7). After questions about demographics and
previous experience with UI design, the 15 portrait layouts and their generated
landscape alternatives were shown in randomized order. For each portrait lay-
out, a participant was first asked to rate the portrait layout itself and then each
of the landscape layout alternatives in randomized order. To facilitate compar-
isons, we showed each layout alternative next to the original portrait layout. For
each portrait layout and each layout alternative we asked the following 5-point
Likert-scale questions (which are loosely based on [51]), ranging from strongly
disagree to strongly agree:

Q1 The portrait/landscape layout appears well structured.
Q2 The portrait/landscape layout appears easy to use.
Q3 There are problems with this portrait/landscape layout.

After each of the 15 layouts, i.e., the portrait layout and its six landscape alter-
natives, we asked the following questions, again using the 5-point Likert scale:

Q4 Some of the proposed layout alternatives were as I expected them to be.
Q5 The proposed layout alternatives were missing one or more layouts that

I would have expected.
Q6 The proposed layout alternatives contained good layouts that were unex-

pected.
Q7 The proposed layout alternatives gave me a good overview of how the layout

can be transformed to landscape.
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Fig. 8. Answers to Q1, Q2, Q3 for the original portrait and the three best automatically
ranked alternatives. For 15 layouts, 21 participants gave 21 · 15 = 315 answers for the
original layout and its alternatives.

Q8 The proposed layout alternatives contained a good starting point for the
design of a landscape layout alternative.

At the end of the questionnaire the participants were asked to answer the fol-
lowing 5-point Likert-scale questions:

Q9 As a layout designer I would like to use a tool that proposes layout alter-
natives for different screen conditions, e.g., landscape alternative for a given
portrait layout.

Q10 I do not think a tool that proposes layout alternatives would be useful for
layout designers.

Finally, we gave participants the option to leave free-text comments.

7.3 Results and Discussion

21 participants (9 female, 12 male, average age 31) responded to our ad and
filled the questionnaire. According to the responses, 13 had UI design experi-
ence, seven were familiar with UI layout design tools, and eight had designed
layout alternatives for different screen conditions. The participants were a mix of
professionals working in IT, designers, and computer science students. In total,
15 × 7 × 21 = 2205 quality ratings for 15 × 7 = 105 layouts were submitted
(15 apps with (6 + 1) layouts each).

To validate H2 we consider the ratings of the best generated layout alter-
natives in comparison to that of the original portrait layout. In Fig. 8 we can
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see that layout alternatives ranked higher by the objective function generally
also got better ratings. The first and second best alternatives received a positive
rating by more than half of the participants. The third alternative received a
borderline result. The fact that two layouts received a positive rating by the
majority can be interpreted as a form of resilience of the tool output; we can
expect more than one proposed layout to be acceptable by many. Overall, these
results are a good support for hypothesis H2.

Good starting point (Q8)

Good overview (Q7)

Unexpected LA (Q6)

LAs were missing (Q5)

Expected LAs (Q4)

0 50 100 150 200 250 300

strongly disagree
disagree

neutral
agree
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Fig. 9. Combined answers to Q7-Q11
for all layouts.

LA tool not useful (Q10)

Like to use a LA tool (Q9)
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strongly disagree
disagree

neutral
agree

strongly agree

Fig. 10. Questions Q9-Q10 at the end of
the questionnaire.

To validate H3 we looked in particular at the answers to the summary ques-
tions about the layout alternatives for each of the portrait layouts (Fig. 9). Q8
addresses H3 most directly and was answered strongly in the affirmative, sup-
porting acceptance of H3. Q7 addresses more the added value of the whole set of
layout alternatives and the positive result strengthens H3 further. For Q5, agree-
ment signals potential shortcomings of the tool, but less than half the responses
agree, so this does not seem to be a limiting factor. For Q6, a majority of positive
answers is not necessarily expected, and the positive responses indicate benefits
for at least some of the users. If a sizable fraction of users finds unexpected
layouts of reasonable quality, this would mean that the tool can provide a use-
ful service designing new layouts through stimulating creativity. In that sense,
Q6 adds an important additional dimension to the evaluation of H3. Q4 com-
plements Q6 to some degree and addresses whether the tool is able to obtain
reasonable layouts automatically. The answers show that the tool appears pre-
dictable to the users in that it delivers at least some expected layouts. We can
therefore accept H3 in two ways: first, the tool eases the UI design work as seen
in the answers to Q4 and Q8, and second, the tool might also provide new ideas,
as indicated in the answers to Q6. Figure 10 shows that there was a strong agree-
ment among the participants that a tool that proposes layout alternatives would
generally be useful. This was also backed by comments from the participants.
For example: “A tool that automatically displays alternatives for layout designs
is extremely useful.” or “Some of the layouts were really good, especially ones
that are aligned symmetrically.”

Study Limitations. One threat to validity of the questionnaire results is
acquiescence bias, which could lead to alternatives being rated overly positive.
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We addressed this threat by asking for three quality measures (Q1-Q3), which
allowed participants to express a differentiated judgment. Furthermore, agree-
ment to Q3 signals a negative judgment. The fact that higher ranked alter-
natives got better ratings even though the order in the survey was randomized
(Fig. 8) speaks against a strong acquiescence bias. Similarly, a variety of questions
(Q4-Q8) was used to investigate H3 and to obtain a differentiated understanding
of possible benefits.

Another threat to validity is a possible selection bias in the layouts chosen
for the user study. The population of layouts is necessarily a very heterogeneous
space, and we tried to mitigate such a bias by basing our selection of layouts
on the layout survey described earlier, which looked at a larger set of apps and
layouts.

A minor issue is that for technical reasons, some custom widgets in layouts
were not rendered correctly, i.e., only as gray boxes containing the widget name.
We told the participants to expect this and judge the layouts imagining that the
gray boxes were appropriate widgets. Still, this might have had a slight negative
effect on ratings.

8 Conclusion

In this paper we investigated how layout alternatives for alternative screen ori-
entations can be generated automatically. To identify suitable layout transfor-
mation patterns we analyzed layouts from 815 existing Android apps. Based on
this analysis, we designed a set of rules to transform layouts and presented a
new way to computationally estimate the quality of a transformed layout. Using
this quality measure as objective function, we automatically generated land-
scape and portrait layout alternatives for a given layout. Finally, we validated
the utility of our implementation and whether the objective function is able to
identify “good” layouts in a questionnaire study. We found that layout alterna-
tives ranked highly by the objective function were rated well by the participants.
Generated layout alternatives appeared to be well structured and easy to use.
Moreover, our method generated good layouts that were not anticipated by the
participants, which means our prototype can actively help developers to design
new GUIs.

In future work, we plan to identify other transformation rules, e.g., rules
which apply visual appearance changes or change the layout more drastically.
Yet, to improve the accuracy of the corresponding objective function, we need to
simultaneously investigate new quality terms, such as a term that encapsulates
additional Gestalt principles. Also, we plan to improve the quality of the layout
alternatives by learning from the alternative choices designers made for their
layouts while using our system. Finally, transformations between different screen
sizes, e.g., tablet to phone, should be supported.
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Abstract. As new technologies emerge, so do new ways of interacting
with the digital domain. In this paper, the touch interaction paradigm
is challenged for use on large touch displays of 65 in. in size. We present
a gesture elicitation study with 26 participants carried out on twelve
actions commonly used on touch displays. The results and analysis of
312 touch gestures revealed agreement rates for each action. We report
several findings including the results of a set of ten unique (and a few
secondary) gestures, a taxonomy classifying the defined gestures, a pilot
study on the defined gestures, and explicit design implications. We dis-
cuss the results and include several important factors for future con-
siderations. We aim at helping future designers and engineers to design
interactions for large touch displays.

Keywords: Large touch display · User-defined · Gestural interaction

1 Introduction

Gestural interactions have attracted researchers to enable the next generations of
intuitive input. In the context of large touch display technologies, most research
looks at platform specific gestural input, for example a study on multi-touch
walls [3], and studies focusing on how to improve drag-and-drop operations on
large displays [4,5,11]. However, little focuses on using a user-centred approach
to investigate and define the gestural interactions for common actions such as
moving an item, copying or accessing a menu item as in Fig. 1.

Saffer [27] writes that the following years will likely see designers and engi-
neers define the next generation of inputs to be used for decades. He states that
designing gestural interfaces is no different to designing any interface, where the
needs of the user and preferences are to be defined first. Wobbrock et al. [32]
have followed a user-centered approach when defining gestural inputs for surface
top interactions, inspiring other researchers in other domains to define gestures

c© IFIP International Federation for Information Processing 2017
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Fig. 1. Examples drawn from the user-defined gesture set: the three gestures Move,
Copy, and Menu Access received high, intermediate, and low agreement scores.

in a similar process [13,19,23,25,32]. Related studies looking into improving the
methodology [29], cultural differences [15], and legacy bias [12,20], also exist.

With the emergence of large vertical touch displays, defining user preferences
for gestural interactions has yet to be conducted. This paper attempts to remedy
this gap by investigating user-defined gestures for large touch display. The word
gesture is used as short for multi touch gesture in this paper if not stated oth-
erwise. We contribute the following to the community: (1) a set of user-defined
touch gestures for common actions on large touch displays, (2) a classification of
the touch gestures through an existing taxonomy, (3) user agreement rates for
each action, along with (4) design implications for future designers and engineers
to use when designing for the platform. We confirm the contributions via a pilot
evaluation with a high-fidelity prototype.

2 Background

Designing gestural interaction depends largely on the user and the technology
at hand. Borrowing gestures from one technology to another (e.g. tabletops to
mobiles devices) might not be appropriate [21]. Thus, in this section we present
the bases of the related literature to our research which includes work on human
gestures, user-defined gestures, and studies on large display interactions.

2.1 Human Gestures

There has been much research aimed at explaining and comprehending human
gestures, and attempts at describing and categorizing them. Two commonly used
taxonomies are employed in the examples below. Efron [6] groups gestures into
five categories, namely physiographics, kinetographics, ideographics, deictics, and
batons. Four different categories were later defined by Ekman and Friesen [7],
namely emblems, illustrators, regulators and adaptors.

McNeill [16] groups gestures into five categories: cohesive, beat, deictic, iconic,
and metaphoric. In later work, McNeill [17] defines four phases that gestures con-
sist of; namely preparation, stroke, hold, and retraction. These phases describe
the steps from first positioning the body so that it is ready to carry out the ges-
ture (preparation phase), to performing the gesture (stroke phase), and lastly



38 R. Andersson et al.

returning to the original position (hold phase). In our work, we adopt the defi-
nition by McNeill due to its popularity currency in elicitation studies [23,24].

2.2 Large Displays and User-Defined Gestures

There has been much research done on large displays in general. For example,
Chen et al. [3] introduced an approach to design interactions for Multi-Touch
Interactive Wall displays, and Mateescu et al. [14] introduced aWall, which is an
agile team collaboration tool for large multi-touch wallsystems. Nolte et al. [22],
on the other hand, present a system that aims to improve collaboration when
using a large interactive wall-mounted touch display. These examples present
approaches and applications; however for interactions with large vertical touch
displays there is a need to establish and understand users’ preferences for gestural
touch interactions with large displays.

Elicitation studies to define interaction is an approach that puts the user
at the center of gestural design. Wobbrock et al. [31] introduced a guessability
methodology to allow users, through elicitation, to suggest gestures for an inter-
face that for them feels natural. The work was followed by another elicitation
study by Wobbrock et al. [32] which lets users come up with appropriate gestures
to execute a set of tasks on a tabletop platform. Many other studies have adopted
the same approach of user-defined gestures into different areas of interest, such
as single-handed microgestures [2], non-touch display gestures for smartwatches
[1], free-hand TV control [28], navigating a humanoid robot [23], navigating a
drone [24], and mid-air gestures on large wall-mounted displays [30]. Kou et al.
[13] studied freehand gestures for vertical displays.

Of interest to this paper is the study by Mauney et al. [15] which investigates
the effect culture has on gestures by using the same gesture-elicitation method-
ology. In their study, participants from China, India, the US, the UK, Germany,
Finland, France, and Spain were examined to determine cultural differences in
user-defined gestures on small hand-held touch displays. In our work, we also
consider the cultural impact on the user-defined gestures.

In considering the literature to date, there seems to be no specific research
into or design of user-defined gestural interaction for large vertical touch dis-
plays, opening a promising gap in the current state of research for large touch
displays. Thus, we adopt a similar approach to [32] who studied interactions
with a horizontal display (tabletops). In this context, the prospective usage of
the interfaces (horizontal versus a vertical touch display) and possible applica-
tions inherently differ in several ways; for instance, while users are often seated at
horizontal screens, users of vertical screens typically stand [26]. Users seated at
horizontal displays often experience undesired effects of both parallaxis [18] and
leaning [9]. Even though [32] did not study those effects, their existence serves
as a “capstone argument” that gestures which have been found to work for hori-
zontal displays cannot directly be transferred to vertical displays, motivating us
to revisit the actions and gestures studied in [32]. Our contributions have the
possibility of providing guidelines for interacting with the intended platform as
well as a valuable foundation for future research to expand or investigate further.
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3 User Study

While the overarching methodology is specified in the study by Wobbrock et al.
[32], the details still need to be adapted to the context of a large touch display.
The study included 12 actions. These were in part based on the previous work
in [32] describing common actions performed on a touch screen and in part
based on a brief observation session. The session consisted of video-recording
user interactions with a large screen planning application during four stand-
up meetings with approximately 10 participants each, followed by an analysis
examining the most frequently used actions. From the observation session, four
actions were found to be commonly used; specifically Mark as complete, Enter
Edit mode, Change Color and Create an Object. In addition, we included eight
actions featured in [32], namely Delete, Long Copy, Short Copy, Fire up a context
menu, Expand, Move, Undo single delete, and Undo multiple delete. To enable
the actions for the study we developed a tool that has a set of predetermined
animations for the 12 actions. Figure 2 illustrates the initial state of the Move
action that was shown on the display using the tool.

Two instructors followed a script to run the study; one guided the user
through the session, and the other acted as a Wizard of Oz who remotely used
the tool to activate the animated actions.

Fig. 2. Screenshot of how the move action was shown to participants (left) and illustra-
tion of its animation (right). The green object was animated in a continuous movement
from the top left corner to the lower right corner. (Color figure online)

Each action contained a simple green square object displayed on a dark back-
ground, leaving out any unnecessary distraction during the pre-defined anima-
tion. The animations were designed to provide the user with the lead of what
is required in the requested action, providing the user with before and after
states for the green square. For the actions Create and Delete an object the
object appeared and disappeared. The Long and Short Copy actions, and the
Move action had a continuous animation showing the object moving along the
display for a set duration to its position, see Fig. 2. For the action Fire up a
context menu, a radial menu (also known as a pie menu) appeared around the
object. The Change Color simply switched between green and red color abruptly.
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On Expand, the green object contained an example text that was partially hid-
den until the object was expanded to twice its size. Mark as complete presented
a check mark on the object. The Enter Edit mode action showed an already
expanded object with an example text, and switched from a flat green back-
ground into the same background but also with darker green diagonal stripes,
while showing a cursor-like line blinking for a few seconds. Both Undo actions
(i.e. undo single delete and undo multiple delete) started by showing one or six
objects respectively disappearing from the display (simulating the objects being
deleted) and later re-appearing at their previous locations.

3.1 Participants

In total, 26 participants volunteered in the study (14 female). The average age
was 24.3 years (SD = 4.0) and the average body height was 169.2 cm (SD =
7.9). Three participants were left handed. Most were students within the fields
of Engineering, Design, Business or Psychology. Eighteen were of Turkish nation-
ality and the remainder were comprised of one each from Singapore, England,
Lebanon, Mexico, USA, and Sweden, and two from Germany. Twenty three of the
participants self rated themselves as having either high or very high experience
using touch displays (of any kind). It is important to note is that our participants
were not chosen with their touch screen experience in mind; rather, the norm
in our society is to own and fluently use smartphones with touch capabilities.
Finally, participants were each offered a coffee voucher for their participation.

3.2 Apparatus

The study was set up in a studio room measuring 9× 5 m, as can be seen in
Fig. 3. The introduction area in the figure was used for introducing users to the
study and having them read and sign the consent form before moving over to
the main area. A 65 in. (165 cm) TV display was used to display the actions to
the users - the exact size of the TV was selected for its suitability for use in an
open office space. Two cameras - one Canon 700D DSLR camera and one Apple
iPhone 6 camera - were set up on tripods at the sides of the display to record
the participants’ interactions throughout the study process.

3.3 Study Procedure

Each participant was first given a description of the study and asked to fill
in the questionnaire. The participants were then asked to stand at a marker
on the floor approximately three meters in front of the display. They watched
simple animations, one at a time, of the 12 actions executed on the display, and
after each one they were asked to perform a touch gesture on the display that
they believed would repeat the demonstrated action. At the same time as the
participant performed the gesture, the animation was triggered on the display.
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Fig. 3. Sketch of the user study setup.

After completing a gesture, the participants were asked to rate how easy it
was to think of a gesture intended for the action executed on a 5-point Lik-
ert scale. The participants were also given the opportunity to add any extra
comments about the completed gesture. This procedure was repeated for all 12
actions, but the order of the actions was randomized using an online random list
generator1 for each participant. This was done to avoid any order effect. One
gesture was given for each action and with all 26 participants in the study, a
total of 26 × 12 = 312 gestures were recorded for analysis. Each session took
about 30–45 min to complete.

3.4 Measurements

Several aspects were measured during the study. An initial questionnaire asked
for demographic data, such as nationality, age, gender, body height and dominant
hand, along with technical background and profession or course of study. The
video recordings were annotated using the ELAN Annotation Tool [8], mark-
ing each gesture with “start” and “end”. Two researchers cross checked the
annotated files. One researcher did ≈27% of the data independent of the other
researcher. The two researchers discussed and resolved any inconsistencies. In
addition, all video files were independently examined by the authors multiple
times and given descriptive classifications. Based on this data, the agreement
rate, taxonomy and a gesture set were defined.

Agreement Rate: The agreement rate has been calculated based the formula
presented in [29] and seen in Eq. 1:

AR(r) =
|P |

|P | − 1

∑

Pi⊆P

( |Pi|
|P |

)2

− |1|
|P | − 1

(1)

where P is a set of gestures for action r, |P | is the size of the proposed set of
gestures, and Pi represents the size of a subset of identical gestures within P.
1 https://www.random.org/lists/.

https://www.random.org/lists/
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The result is a value between 0 and 1, where 0 represents total disagreement
and 1 absolute agreement. In the paper by Vatavu and Wobbrock [29] a possible
interpretation of agreement rates is proposed, where 0.3–0.5 is considered a high
agreement, and anything below 0.1 is considered a low agreement.

Taxonomy: All elicited gestures were defined in four taxonomy categories
adopted from the paper by Wobbrock et al. [32], consisting of Form, Nature,
Binding and Flow as seen in Table 1. In the form category, there are six differ-
ent classifications; each can be applied to either hand irrespective of the other.
Gestures defined as static pose imply that the hand is kept in the same spot
and does not change its posture throughout the gesture. Gestures defined as
dynamic pose have the used hand’s pose change while it’s still being held in the
same position. The gestures classified as static pose and path gestures has the
hand posture being the same through all of the gesture while the hand moves
along some path. Dynamic pose and path gestures have the hand change its pos-
ture in the gesture while the hand moves. The one-point touch and one-point
path gestures concern themselves only with a single touch point. These groups
include gestures where the user might have touched the display with several
fingers but with the intention of still being a single touch point. The one-point
touch gestures contains static pose gestures but using only one finger. One-point
path however is the same as the static pose and path form, but using only one
finger.

Table 1. Taxonomy of touch display gestures adopted from the work by [32].

Taxonomy

Form Static pose Hand pose is held in one location

Dynamic pose Hand pose changes in one location

Static pose and path Hand pose is held as hand moves

Dynamic pose and path Hand pose changes as hand moves

One-point touch Static pose with one finger

One-point path Static pose & path with one finger

Nature symbolic Gesture visually depicts a symbol

Physical Gesture acts physically on objects

Metaphorical Gesture indicates a metaphor

Abstract Gesture-referent mapping is arbitrary

Binding object-centric Location defined w.r.t. object features

World-dependent Location defined w.r.t. world features

World-independent Location can ignore world features

Mixed dependencies World-independent plus another

Flow Discrete Gesture occurs once

Continuous Gesture takes place over a period of time
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Gesture Set: In a gesture set, a gesture can at most be nominated to one
action; however one action can have more than one gesture assigned to it. This
approach is based on previous research by Wobbrock et al. [31].

To finalize a gesture set based on the users’ behaviour, the actions with
higher agreement rates were prioritized to get their most frequently occurring
gestures assigned to them. An action sharing the same top pick gesture with
other actions - but where the action itself had a lower agreement rate - would be
assigned the gesture with its second most (or third most, and so on) occurrence
for that particular action.

4 Results

In this section we present the results on the agreement rates for all actions, a
taxonomy for the collected data, and a user-defined set of gestures for the 12
actions included in this study. There were also other noticeable results, such as
that the participants graded their previous experience with touch displays to be
4.38 (SD = 0.68) on a 5-point Likert scale, indicating that they were very well
versed in the use of touch displays. Statements from the participants however
show that gestures were inspired from both touch interfaces and the desktop (or
laptop) paradigm. For instance, one participant said “I was inspired from my
MacBook. I use all the fingers and the menu appears” [par 24], while another
said “Easy since I have used it on my smartphone” [par 15].

4.1 Agreement Rates

The agreement rates for each action were calculated, following the procedure by
Vatavu and Wobbrock [29]. The results show noticeable leaps in agreement rates
which divide the actions into groups, such as the leaps between the actions Move
and Mark complete, Mark complete and Copy short, and also between Delete and
Color change (see Fig. 4).

4.2 Taxonomy

As previously explained, all elicited gestures were defined according to four tax-
onomy categories (see Table 1). The results of these definitions can be seen in
Fig. 5. Out of all the 312 gestures provided during the study, 251 were performed
using only the right hand, 20 with only the left hand, and 41 with both hands.
Only two of the left handed gestures were performed by a right-handed user. In
total; 23 right-handed participants provided two left-handed gestures, while the
three left-handed participants provided seven right-handed gestures.

Looking at the collected data and the results represented in Figs. 4 and 5, it
seems that actions within the Nature and Binding categories that are classified as
physical and object-centric (also continuous from the Flow category) generally
score higher. In fact, the four actions that were ranked the lowest in terms
of agreement rates were also the only four that had predominantly gestures
classified in the Abstract category.
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Fig. 4. Agreement rates for the 12 actions in descending order.
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Fig. 5. Taxonomy distribution, color coded by category: Form, Nature, Binding, Flow.

4.3 Gesture Set

A gesture set was produced as shown in Table 2 and illustrated in Fig. 6. Each
single gesture corresponds to an action; a gesture is defined by its form, nature,
binding, and flow (all defined in Table 2). Since the results did not show any
major differences between the actions Copy long and Copy short they were
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Table 2. The gesture set for the user study’s actions with occurrence data. The gestures
elicited for Copy long and Copy short barely differed and were thus joined into Copy.
Undo single delete and Undo multiple delete were similarly joined into Undo. oc =
object centric, md = mixed dependencies, wi = world independent. cont = continuous,
disc = discrete. opp = one-point path, opt = one-point touch, dp = dynamic pose

Action Gesture Form Nature Binding Flow Occurrence

Move Drag opp physical oc cont 81 %

Expand Spread dp metaphorical oc cont 77 %

Mark complete Draw Check opp symbolic oc disc 73 %

Copy Pre-Action + Drag opp physical oc cont 62 %

Tap S + Tap D opt abstract md disc 23 %

Delete Flick opp physical oc disc 46 %

Draw “X” opp symbolic oc disc 12 %

Edit mode Double Tap opt metaphorical oc disc 42 %

Color change Slide opp metaphorical oc disc 31 %

Create Draw Square D opp symbolic wi disc 23 %

Tap D opt abstract wi disc 12 %

Menu access Tap and Hold opt abstract oc disc 19 %

Undo Slide W opp abstract wi disc 21 %

Rotate (CCW) dp metaphorical wi cont 10 %

combined into Copy. Similarly, Undo single delete and Undo multiple delete were
treated the same way and were thus combined into Undo. This resulted in a set
of 10 actions in total.

4.4 Cultural Differences

Breaking down the combined results as presented in Figs. 4 and 5 exposes the dif-
ferences in agreement rate and taxonomy distribution on the cultural level. The
international group (non-Turkish participants) scored overall higher agreement
rates, measuring in at 0.38 compared to 0.22 for the Turkish group. Looking at
individual actions, the agreement rates follow largely the same trends. There are
however noticeable differences for both copy actions that show higher agreement
rates for the international users (0.58 versus 0.17 for Copy Long, and 0.61 versus
0.24 for Copy Short). As for the taxonomy, both groups had almost identical
numbers, with the exception of the international group not having performed
any gestures defined in the forms Dynamic pose and path, static pose & Static
pose and path, and instead having a larger share of one-point-path gestures.
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Fig. 6. Illustrations of the user-defined gesture set. Gestures illustrated with 1 finger
can also be performed with 2 or 3 fingers. “S” is short for source and “D” for destination.
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5 Pilot Study

The pilot study featured a fully functional system deployed on a 55 in. touch dis-
play placed in an open space at an office. The system consisted of pre-defined ges-
tural actions deployed on a planning application (Visual Planning, by Yolean2) -
a web based visual management tool used in organisations to visualise and orga-
nize employees’ tasks on various platforms. We chose a 55 in. display as it allowed
us to test the gestures on a large display of different size, suggesting how the
results might be generalisable. This is considered to be a contribution to the
base of several iterative cycles to validate the results, and further studies into
generalisability are required and beyond the scope of the study presented in this
paper.

To get an indication on whether the proposed gesture set had merit and would
be well received, a prototype of four user-defined gestures was implemented. Four
gestures considered to be of varying difficulty, from easy to hard, were selected
based on their agreement scores (Create an Object, Mark as complete, Enter Edit
mode, and Delete) that allowed for comparison with corresponding pre-defined
gestures in the existing planning application. The pre-defined counterparts were
all except one executed through a tap and hold to bring up a menu and then
tapping the corresponding button. The one difference was Create and Object
which were accomplished through dragging an object from the top right of the
application.

Thus, the study had two conditions A and B, where condition A was the new
version containing the implemented gestures (user-defined), and condition B had
the pre-defined gestures from the planning application. We counter-balanced the
conditions between each session to avoid any order-effect.

The hypothesis of the pilot study was that the majority of participants would
favor their experience when interacting with the user-defined gestures (condition
A) over the system’s pre-defined gestures (B) both overall as well as for each
individual metric. To test for our hypothesis, subjective ratings were collected of
the users’ performances via the commonly used NASA-TLX questionnaires [10]
which evaluate the experience of the condition according to a set of workload
performance qualities (mental demand, physical demand, temporal demand, per-
formance, effort, and frustration). The procedure of the study had three steps:

In step one, the study instructors provided a demonstration and got the
participant accustomed to the application and gestures used for the condition.
Participants then got the chance to use the application, first by a guided scenario
and then on their own for as long as they needed. The instructor also explained
the details of the questionnaire forms that were to be completed after the session.

In step two, the participant carried out the main study task, which had the
following set of instructions (kept consistent throughout the study conditions):

– “Create FOUR notes on week 43 for John Doe. Name them Task a, b, c,
and d.”

2 Yolean is a company located in Gothenburg (Sweden) that develop web applications
to support lean methodologies.
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– “Mark Tasks a, b and c, d, as well as TASKS 1, 2, 3 and 4 as complete.”
– “Remove Tasks 1, 2 and 3, and a, b and c.”

The third step consisted of collecting subjective evaluations using the NASA-
TLX questionnaire. In addition, participants were asked which of the two con-
ditions they preferred in general when interacting with the application.

5.1 Pilot Evaluation

In total 20 participants took part in the pilot study, of which 17 were male,
two were female and one identified as other. The average age was 25.9 (SD =
2.7), and 19 were right-handed. Out of all participants, one was Chinese and the
rest were Swedish. The participants all self-rated themselves as of high technical
experience. Only two participants had any experience of the planning software.

The overall results from the collected NASA-TLX subjective data can be
seen in Fig. 7. A Paired t-test was conducted to compare the NASA-TLX rat-
ings for Condition A and Condition B. The results revealed an overall signifi-
cant difference between Condition A (M = 22.61, SD = 13.02) and Condition
B (M = 28.9, SD = 15.76); t(19) = 2.91, p = 0.004. This suggests that Con-
dition A had lower overall NASA-TLX scores. Looking at the individual metric
elements, the paired t-test shows a significant difference for the elements Phys-
ical Demand (A (M = 26, SD = 20.49) and B (M = 33.25, SD = 22.08);
t(19) = 1.91, p = 0.036) and Frustration (A (M = 21, SD = 16.19) and B
(M = 33, SD = 20.42); t(19) = 3.29, p = 0.002), while the other elements were
not significant. When participants were asked about their preferences between
condition A and B, the majority chose condition A, as shown in Table 3.

Table 3. The numbers of participants that preferred one condition over the other.
Note that even though there were 20 participants some columns do not add up to 20;
the reason being that some participants did not pick a preferred condition.

Create Edit Complete Delete Overall

A 19 17 14 13 18

B 0 2 3 5 2

These results give us positive indications on the usability of the user-defined
gestures, and allow us to further explore how they can be tested. In the following
section we discuss the overall results and future directions for our investigation.

6 Discussion

Agreement Rates: The similarities between higher agreement rates and the
Nature and Binding taxonomy categories seems to indicate that users more easily
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Fig. 7. The computed results from the NASA-TLX form used in the pilot study. Values
range from 5 to 100. Lower is better in all metrics, and Condition A (blue) corresponds
to the new gestures while Condition B (red) corresponds to the old gestures. (Color
figure online)

think of gestures that relate to something they know, such as moving an object
by dragging, rather than pairing their gesture with something abstract such as
a tap and hold for opening up a menu. Looking at the group with lower rates
(scoring <0.1), from the authors’ own recollection these actions all seem to lack
unique gestures on touch display devices. The actions are believed to generally
be initiated through other means, such as through a dedicated button or accessed
through a menu, this could be investigated in future work. If this is indeed true
then the study’s participants would not have been exposed to such gestures, thus
resulting in the diverse set of elicited gestures as seen in the results.

Actions with low agreement rates for some actions seem to coincide to the
seemingly low commonality of them having dedicated gestures. It also seems that
actions with high agreement rates coincide with high commonality of dedicated
gestures. For instance, Move, Expand, and Delete are all perceived by the authors
to commonly have specific gestures devoted to them - as with the move action
on iPhone which uses drag for positioning objects.

However, Mark Complete, Copy Short, Copy Long are not thought to com-
monly have dedicated gestures assigned to them. Furthermore, Delete is also
recognized to often be situated in a menu or executed through a button. In
these cases it is thought to be more fine-grained reasons for the agreement rates
turning out the way they did. In the case of Mark Complete, the presentation
of the action during the user study is perceived to be quite symbolic with the
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showing of an explicit green check mark covering the whole object on display.
This is thought to have been guiding the participants’ gestures, hence more sim-
ilar gestures and the high agreement rate. When it comes to the Copy Short and
Copy Long gestures, the presentation in the user study is also believed to have
played a higher part in their turnout. The presentation of the copy actions show
many similarities to the Move action in which the new object is moved while the
“old” object is left at the original position. This is thought to be the main reason
why many used a pre-action (interpreted as initiating the copy) before conduct-
ing the drag gesture (interpreted as moving the copy to its intended location).
As a side note, having a relatively high agreement rate for the copy actions is in
line with Wobbrock et al. [32] which gives further validity to the result. Further-
more, the reason for Delete being situated at the bottom of its group is thought
to be caused by the duality discussed previously, i.e. being present both with
and without dedicated gestures in mobile touch devices.

Vertical Vs Horizontal Displays: As expected, the results confirm many
of the findings from Wobbrock et al.’s work [32], where for example the pat-
terns shown in the taxonomy categories only show a few noteworthy differences.
Furthermore, agreement rates for similar actions between the studies are also
quite similar. The actions might however be misleading to compare directly since
explanations of them are often missing from [32], for example the animation and
presentation of Menu access in both studies risk being too different even though
the intention is most likely the same. Furthermore, the Nature category in this
study showed a greater share of symbolic gestures.

There were some differences in the Binding category, which showed a very
low value for world-dependent. The reason for these differences is believed to be
related to differing legacy bias between the two studies; specifically from usage of
mobile phones and touch interfaces, which in general have become more common
in recent years [15,27]. A few comments from the participants confirm this, for
example “I had to remember how to do it on my phone; had to relate to something
I know” [par 11]. It makes sense that the users relied less on gestures that made
use of world-dependent widgets (e.g. buttons and toolbars) or other paradigms
closely tied to the desktop design space. Looking at the given gestures in general,
few of them are more complex or require more advanced body gestures compared
to that of mobile touch displays. It seems as if the participants did not fully utilize
the possibilities offered by the increased display size.

Something that is not present in the results compared to the study by Wob-
brock et al. [32] is that there were no gestures elicited that moved objects to or
from beyond the edges of the display. This most probably has to do with the
differences in display formats between the two studies. Where the display in [32]
had a wide flat edge outside of the active display suitable for such gestures, this
study’s display had a protruding bezel a couple of centimetres wide.

Interfering Gestures: One aspect in the proposed gesture set considered how
some gestures might interfere with others so that one gesture would be identified
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instead of another during an interaction. For instance, the Mark as complete
action has the user draw a check symbol, which is essentially the same as tracing
a check mark with the drag gesture. As such, the Mark as complete action
interferes with the Move action. This problem can however be designed and
developed around, which is why seemingly interfering gestures are still present
in the gesture set (see Sect. 6.1). Looking at the study by Wobbrock et al. [32],
there is no emphasis on interfering gestures, possibly because their gestures do
not naturally overlap each other.

One-Handed Versus Two-Handed: Finally, the study allows users to choose
if they want to perform the gesture with one or two hands. This was decided
since whatever felt natural to the participants was the desired outcome. The
fact that most people did provide one-handed gestures should then be seen as
an indication for the preferred way to interact on large touch displays.

Successful Pilot Study Results: The pilot study results indicate that par-
ticipants generally preferred the user-defined gestures over the pre-defined ones.

The pilot study was run with Swedish participants, which is a different culture
from the majority of the data that constructed the user-defined set. Nevertheless,
participants still leaned towards the user-defined gesture set over the pre-defined
one; furthermore, as the display used in the pilot study was 55 in., which is
smaller than the one used in the elicitation study, this shows promise for more
general applicability. In addition, we suspect that using a planning application
on a vertical display is not a common thing, and this might have affected some
results for both A and B in regard to the NASA-TLX scores. However, the
results indicate that user-defined gestures are less physically demanding and less
frustrating, with an overall acceptance of the gestures. These are indications
only, and further studies need to be conducted to validate the user-defined set
on different large touch displays and the cultural impact on the user-defined set.

Cultural Impact: The higher agreement rates for the international users can in
some regard be attributed to the lower participant count as stated by Vatavu and
Wobbrock [29], i.e. high agreement rates correlate with low participant counts.
The difference in user-defined gestures between cultures should be quite low, as
stated by Mauney et al. [15]. Low differences between cultures could also be a
direct result of culturally similar legacy bias. However, the nationalities present
in both studies covered only four participants (two Germans, one British and
one American), and as such these ratiocinations need to be investigated further.

6.1 Design Implications

Looking at the agreement rate it seems like the higher agreement rates coincide
with the Nature and Binding categories. The higher agreement rates for Phys-
ical and Object-centric gestures gives a good indication that such actions are
easier to think of for users, moreso compared to gestures classified towards the
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Abstract spectrum. As such, designers should design interactions geared towards
something more relatable; perhaps even similar to how real-world objects would
behave. As there were low agreement rates for world-independent actions (and
nonexistent gestures in the world-dependent Binding), designers should also
preferably design gestures with respect to objects’ positions on the display.

Participants often reached for previous knowledge when coming up with ges-
tures and their feedback indicated this (especially referencing mobile devices),
e.g. “Seemed pretty easy, like on an iPhone” [par 12], “[. . . ] like on Android”
[par 14], “In every software (when editing text) you click on it” [par 16], “Like
Photoshop, crop and drag” [par 08], “[. . . ] like in Word or Powerpoint” [par 05].
Designing gestures similar to those of applications in the same domain, or those
on more common touch devices, should make the gestures easier to remember.

When designing interactions for even larger touch displays, tests and consid-
erations have to be made regarding the move and copy gesture. Most user study
participants did not think they would have chosen other gestures if the display
was bigger, for example one participant indicated “No I don’t think so, even if
it were super big” [par 21]. A few however mentioned that drag gestures would
not be suitable. For instance, one participant indicated that “The only one that
would be different is the one where I dragged. The rest would be the same.” [par
12], another answered “As long as the arms are able to cover the display. Might
be changed otherwise. Might be abstract gestures if not reachable” [par 07].

Important to consider is the possibility of interfering gestures. While it is
possible to develop software around interfering gestures, it should be done with
care and with an understanding of its difficulties. A possible way for some of the
user-defined actions could be to recognize several gestures at the same time, and
then execute or discontinue one gesture on its completion or failure.

To compensate for situations similar to the pilot study’s result showing higher
mental demand for the suggested gesture set, both a unique gesture and a com-
mon menu-like alternative could be assigned. This could serve as a fallback if
the user forgot the dedicated gesture.

6.2 Limitations

It was inevitable for the design of the gesture’s animation presentation to have
affected the results in some way, as showing some animation for an action could
be expected to guide the user into performing a certain type of gesture. This
aspect could have been improved by allowing participants to give not only one
elicited gesture but multiple gestures.

For some gestures, the part of the gesture that involved “selecting” an object
was removed from the interpretation of that gesture during the result computa-
tion. This was most commonly shown in the copy, undo, and move actions. The
gesture set given by Wobbrock et al. [32] shows selection as a unique action that
was incorporated into their research; thus the inclusion of selection in our study
should have been considered as an action.

Our study had mostly participants from Turkish background (approx 70%),
which makes our data and results dominated by the gestures performed in the
Turkish culture. However, approx (30%) of our participants came from several
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other countries, which to some extent had an influence on the gestural set. We
elaborate on the cultural impact in our paper; however, to fully understand how
to generalise the results in a more diverse cultural setup, it requires further
investigations and study designs.

Furthermore, our study did not include any measures for reducing legacy
bias; many gestures in the proposed set contains interactions that relate to those
elicited on other platforms. While not reducing legacy bias can be advantageous
as to not reinvent what does not need to be reinvented [12], there are techniques
that can be used for doing so e.g. priming (preparing the participants for the
new platform), production (letting participants propose multiple interactions)
partners (letting participants participate in groups), which can yield more novel
interaction techniques specific for the platform [20].

7 Conclusion and Future Work

This paper has presented a user study investigating user-defined touch gestures
for large displays. In total, we analysed 312 elicited gestures from 26 partici-
pants for 12 actions commonly used on touch displays. The results and analysis
reported agreement rate of user-gestures, a taxonomy of user-gestures, and a
user-defined gesture set. We gave results of a pilot study evaluation of a ges-
ture set used on a high fidelity prototype, which showed great promise in the
user-defined gesture set. In addition, this paper discusses the results in detail
and gives design implications to aid designers and engineers when developing
interfaces for large touch displays.

This paper provides a basis for several future directions. The study by Kou
et al. [13] shows that there are interesting findings to be made by allowing
participants to provide multiple gestures for each action, and one can consider
investigating the presented study by asking participants to provide multiple ges-
tures for each action. Another angle for future work is considering several touch
display sizes, which might reveal interesting gestural interactions depending on
how large the touch display is. In addition, future studies could consider legacy
bias in investigating differences in outcome by using techniques as presented by
Morris et al. [20] or simply by actively selecting participants with low experi-
ence with touch screens. This could provide valuable insights into how legacy
bias affects user-defined gestures on a touch display and perhaps provide more
novel interactions. Finally, cultural impact on the user-defined gestures was only
briefly touched upon in this paper, and future research could consider carry-
ing out a full investigation on this important aspect that impacts upon how we
interact with the interface.
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Abstract. Deaf people face serious communication problems. The use of
smartphones has been explored as a solution for breaking communication bar-
riers and enhancing their communication, by providing access to basic services.
This paper explores the usage of iconographic interfaces in smartphones as a
means for contributing to further autonomy for deaf people. We applied the
model for asynchronous and non-verbal communication through iconographic
and interactive flows to develop the MyCarMobile application, a travel assis-
tance android mobile application for deaf people. Our research explores a
solution which enables travel assistance services without involving audio, using
an iconographic interface to report road accidents. A user centered design
approach was applied in the development of the prototype and usability tests
were performed with eleven deaf users, in order to validate the mobile appli-
cation. The results revealed a good performance and user satisfaction when
interacting with the application.

Keywords: Accessibility � Usability � Mobile � Android � Deaf community

1 Introduction

Driving is a daily activity for many people and, since no one is immune to road
problems, there are services that provide on-the-spot assistance for drivers. Unfortu-
nately, deaf people are unable to make use of travel assistance services which rely on
the traditional voice-based services. In addition, there are problems common to other
users, such as people with sudden problems of word articulation, vocal diseases, or
situations of shock and panic caused by violent occurrences.

Consequently, there is an increased drive to overcome barriers to human com-
munication and interaction, as well as to make improvements in the quality of life of
the deaf community, promising to meet the needs of deaf drivers. Hence, the research
question is: can a mobile application based on visual interface be a usable solution for
emergency situations for the deaf community?

Thus, we present the MyCarMobile application for mobile devices, which allows
the user to contact assistance on the road through a smartphone without need of audio.

© IFIP International Federation for Information Processing 2017
Published by Springer International Publishing AG 2017. All Rights Reserved
R. Bernhaupt et al. (Eds.): INTERACT 2017, Part I, LNCS 10513, pp. 56–65, 2017.
DOI: 10.1007/978-3-319-67744-6_4



The solution presented is a native mobile application that is always available through
rapid prototyping for multiplatform, by simply defining the application flow, with the
integration of services permanently available through a mediation server and dynamic
communication channels. In previous works [1] we focused on literature and technical
issues. Specifically, in this paper we focused on assessment.

The paper is structured as follows: in the second section, we list and analyze related
studies; in the third, MyCarMobile we identify travel assistance problems to be
overcome, then we reveal the development process (methodology, architecture design
and implementation) and the usability assessment results; in the fourth, we present the
conclusions and future work.

2 Related Studies

The popularity and the massification of smartphone usage has boosted the development
of mobile applications, which provide huge benefits to their users [2, 3]. However, they
started to be developed and designed without any consideration of accessibility and
usability, challenging the interaction of users with disabilities. Indeed, developers of
mobile applications ignore the fact that almost one in five people in the world live with
recognized disability [4] and they are all potential users of these technologies [5].
Despite this fact, there are already some mobile applications developed to minimize
their limitations of their use, helping people with special needs in their daily lives [6,
7], particularly for deaf people, with visual or speech impairment [8].

Although they are similar, each development platform has its own accessibility
guidelines regarding the mobile application development, such as the guidelines for
Android [9], mobile applications for the Windows Phone [10], and for the iOS mobile
[11]. Furthermore, there are also guidelines for accessibility (such as: the Word Wide
Web Consortium (W3C) accessibility guidelines (WAI - WCAG 2.0) [12] and the
European standard EN 301 549 [13]) and usability [14, 15] (such as: ISO 9241-11 [16],
ISO 13407 [17] and ISO 9241-210 an improved update of ISO 13407 [18]).

Moreover, when developing communication systems easy-to-use tools can facilitate
a clear and efficient conversation. The CommunicateHealth design team presented three
tools specifically for health communication systems, which focused on the increment
communication during health emergencies. They were the following: the Show Me
booklet (“a spiral-bound, laminated, dry erase booklet for use in emergency shelters”),
the Show Me mobile app (a mobile application for volunteers and staff who work in a
particular location or going door-to-door); and, the Show Me FAC mobile app (for staff
and volunteers at family assistance centers). The booklet and the two mobile apps used
icon-based forms of communication [19].

In the work of Buttussi et al. (2010), a mobile system is also presented for use in the
health context. The solution proposed was based on a “collection of emergency-related
sentences, showing videos of the corresponding translations in sign language to the
deaf patients” [20].

The eCall system, presented in the work of Cabo et al. (2014), automatically calls
for help in case of a car accident. This system works by sending the geographic
location and the vehicle identification data containing information, while at the same
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time executing a 112-voice connection. The interface of the eCall System Proposal
relies on text –based communication [21].

Another solution presented is the PeacePHONE, a simulated mobile phone,
designed to compensate for existing functions on mobile phones that were not practical
for deaf individuals, by providing an evaluation of these functions and a conceptual
design based on the daily life requirements of the Deaf community. These functions are
related to the global interaction in a multifunction mobile phone [22].

The system proposed by Constantinou et al. (2010) consists of a mobile application
that provides feedback of an emergency situation to the emergency services. The
solutions allowed for three emergency contact options: to the police, to an ambulance,
and to the fire department. It is a text and icon-based communication [23].

Also, Weppner and Lukowicz (2014) presented an application that lets people with
hearing and speech impairments make emergency calls to standard emergency call
centers, but the interaction with the interface is mostly done by text input and output [24].

As it can be seen, the icon-based communication is considered a powerful tool in
the development of interfaces for deaf users, as it allows communication feedback
between the user in need and the emergency services. This design solution can be
considered for other users, not only for deaf people, as it can be useful for people with
low literacy and/or communication challenges [19].

Regarding commercial solutions, there are also current solutions (mobile applica-
tions) that come as a workaround solution for replacing the phone call for getting in
touch with the travel assistance, describing their claim and asking for proper assistance.
In this context, we analyzed several apps for travel assistance; however, their service
was provided throughout a telephone call, unsuitable for the deaf or people with speech
impairments, and/or need to have an internet connection to report occurrences. For
example, the Portuguese company AXA offers the My AXA mobile application for
Android and iPhone devices. In terms of accessibility, the solution does not meet the
requirements for deaf users because during the car claim process the user is requested
to make an emergency call in case of injuries. In addition, it also requests a call to the
assistance if the vehicle is immobile. These call options are inaccessible to deaf users as
it requires audio in order to be used [25]. Another solution is iBrisa. It is an application
for iOS (iPhone and iPad), Android and Windows 8, which is a fundamental tool for
drivers on the Brisa Group’s motorways. Specifically, in terms of accessibility for deaf
users, the iBrisa application travel assistance system is not feasible because it requires
audio stimulus for proper assistance to be obtained [26]. Another example is the
Seguros Directo company, which offers Direct mobile application for Android and iOS
devices. The application provides a travel assistance service via telephone call to the
company number, but in terms of accessibility for deaf users this service is not feasible
due to the need for audio [27].

3 MyCarMobile

After analyzing the apps described above, we felt it was necessary to develop an
automatic system for mediation of non-verbal and asynchronous communication which
would overcome the necessity of using the audio stimulus to make the emergency call
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and/or must be connected to report occurrences. As an alternative, we present a solution
that is a rapid development method of native mobile applications. These are always
available through rapid prototyping for multiplatform, by simply defining the appli-
cation flow, with the integration of services permanently available through a mediation
server and dynamic communication channels. This solution focuses on the provision of
a generic service that guarantees interactive solutions based on iconographic flows for
non-verbal communication, such as an integrated system of mediation and communi-
cation between different entities [28]. The idea arose as a means for facilitating the
daily activities of the deaf through mobile applications.

Therefore, the first application based on this system was the SOSPhone mobile
application, which aimed at assisting deaf users although it is not specifically geared
towards travel assistance. The concept of SOSPhone is to get in touch with emergency
services without using a voice call. The application has an iconographic interface that
facilitates the process of interaction with the deaf users, allowing to select images that
describe the problem that is intended to be reported. This selection of images results in
an SMS message containing all the codes corresponding to the selected information,
which is immediately sent to the emergency services. The solution was developed to
ensure access to emergency services for the Deaf community, but could be used by the
general population given its universal design [29].

Furthermore, the same concept was applied in two other scenarios: setting up
medical appointments (M3App) and travel assistance (MyCarMobile).

The MyCarMobile application is presented in more detail in the next section.

3.1 MyCarMobile: Identifying the Problem

Travel assistance services aim to provide support to all drivers; however, when a deaf
driver gets stuck on the road due to a road problem or accident, he/she cannot call
assistance using a telephone call) because this action involves audio stimulus.

To understand how deaf people overcome this situation, we carried out a survey with
the Portuguese Deaf community, aiming to collect statistical data on the major imped-
iments that deaf people felt when communicating with travel assistance services [30].

On the basis of the statistical data from the survey it was found that 80% of the
respondents had a driving license, and 56% of them have had to resort to travel
assistance at least once. The means they used to contact the travel assistance differs:
55% said that they had to send an SMS to a friend/family member to call the travel
assistance; 30% asked another driver to make the call; 5% contacted a Sign Language
interpreter by 3G; 5% contacted FPAS by GNR; and 5% used another form of contact,
not specified.

Furthermore, 40% of participants in the study said they were no longer being
assisted due to communication problems and 64% agreed that travel assistance com-
panies do not have support services for communication with low-hearing or deaf people.

3.2 MyCarMobile: Presenting the Mobile Application

Through the survey results and the analysis of some of the most relevant mobile travel
assistance applications currently available, we have found that current solutions for
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Deaf people with travel assistance services are not efficient and there is a need to
develop a solution that can be used, autonomously, by deaf people.

Accordingly, the solution MyCarMobile is presented as a mobile application which
allows calls without requiring the usual telephone emergency call in order to guarantee
use by the Deaf or people who are incapacitated to speak. The application provides an
iconographic interface allowing the user to report occurrences through simple touches
on the smartphone’s touch screen. This way, the user can easily and intuitively contact
travel assistance and report a specific occurrence. The design developed takes into
consideration the accessibility and usability guidelines referenced in Sect. 2.

Regarding the application development process, it followed the ISO 9241-210
standard, which addresses a user-centered design methodology [31].

The solution requires two functional prototypes in particular. The first prototype
operates as a client application and the second prototype operates as a server application.

The client application prototype was implemented under the Android operating
system. It used the Integrated Development Environment (IDE) Eclipse, as well as the
support components for Java programming language, the Java Development Kit
(JDK) and Java Runtime Environment (JRE).

The prototype developed has two main phases of operation. The first collects the
data for a given occurrence. The second consists in sending the data through an SMS
message to the server application of the travel assistance services.

In the first phase, a simple and intuitive interface was implemented, which was
capable of collecting all the necessary information to characterize a given occurrence.
Thus, the user can quickly provide data by simply tapping the smartphone’s touch
screen. This method is intended to simplify the process of using the travel assistance
service because the user can use the service describing its occurrence without having to
enter text or involve an audio call. The content that will be displayed in the interface
focuses on the description of the occurrences, which can be defined in three different
types of main categories (malfunction, accident, or other situations) with three different
degrees (light, serious or very serious). In case of another situation, a list of other
situations that may have occurred (broken glasses, loss or locked keys, lack of fuel or
battery, robbery or theft, fire or explosion) is available.

During the data collection phase, the user always has an option available that allows
to change data that has already been selected using a slide menu. Note that during the
process of data collecting, the values are subsequently stored in strings defined as
global variables, so that the contents can be accessed in any part of the application
interface. At the end of all options, a global string containing all the required infor-
mation of the occurrence is obtained. The same coordinates are automatically added to
the GPS coordinates of the location of the occurrence. To do this, the user must activate
the appropriate GPS permissions. Once data has been collected, the content stored is
sent via an SMS message to the server application with all the necessary information of
a particular occurrence. Before sending the message, the application checks the net-
work coverage to avoid failure messages or lost information. If it is not possible to send
the message, a failure message is shown to the user during sending, so that he/she is
aware that the request for assistance has not been sent and that he/she needs to send it
again. At the end of the information collection and in case the SMS message with its
occurrence information is sent successfully, the user has the possibility to use a live
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chat implemented in the application to add additional information. This live chat also
works by exchanging SMS messages, which are displayed by the interface in a syn-
chronized way, in real time, as they are transferred between the client application and
the server application. In Fig. 1, we can see the MyCarMobile client application
interface running on the Android operating system.

The server application prototype was developed with Microsoft Visual Studio
Ultimate 2012. To transmit information from one application to another through the
SMS messaging service, the communication solution uses a GSM modem to access the
GSM network and ensure communication [32]. To implement GSM technology, a GSM
modem with a SIM card connected to the computer’s serial port is required. Since the
exchange of information between the computer and the GSM modem uses a protocol
designated by the AT command (command language used to control the modem), it is
essential to define the AT commands that will perform the intended operation.

When the application is executed, the communication window is shown to the user.
For user interaction, it is first necessary to open the serial port that connects the
application with the modem, and only then use the application that has access to the
GSM network so that it is able to send and receive information. This method of
communication ensures a solid solution to its integration.

Once the application integration is ensured through a viable communication source
to avoid data loss, then the mechanism that allows it to manage and analyze occur-
rences was implemented. This management is based on messages received from the
prototype of the Android application.

The server application is constantly listening to new messages, but only hosts the
messages that are sent by the Android application, because these messages contain a
code that validates them. Messages that do not contain this code will be ignored.
Whenever there are new messages, the server application shows the number of new
occurrences as a notification on the upper left corner of the window. You can click on
these notifications to list all occurrences that have not yet been viewed on the screen.

Each message received is stored by the application so that it can be consulted at any
time. To list all occurrences registered, users simply click on the query button of the
server application, which immediately checks the text files and displays the occurrences
on the screen.

Fig. 1. Screenshots of the client application prototype implemented in Android.
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In addition to these features, the server application includes the option of a live chat,
which is synchronized with the live chat in the Android application, and the messages
are shown simultaneously in both applications. This live chat system also works by
exchanging SMS messages, which are listed on the screen, in a similar chat interface.
Received and sent messages are immediately displayed on the screen. The purpose of
this service is to complement the recording of occurrences in case there is a need to detail
a certain situation or if the user wants to ask questions to the helpdesk or vice versa,
offering the possibility of a greater user interaction with travel assistance services.

3.3 MyCarMobile: Assessing Usability

An assessment phase was performed to evaluate the usability of the MyCarMobile
mobile application, also with the intention of validation the interface by deaf users.

Regarding participants, the tests were carried out with the collaboration of the Deaf
Association of Porto. This phase included eleven deaf participants who were invited to
participate in the pilot study (five women and six men). Of the total participants, 26%
of the ages ranged from 20 to 29 years old; 37% were between 30 and 39 years old; and
37% were between 40 and 49 years old. The educational level of participants was the
12th grade or lower. In the group 10% had a Master’s degree; 18% had a Bachelor’s
degree; 36%, 12th grade; and less than 36% had left school before the 12th degree.

In relation to procedures, a script was elaborated in order to perform the user tests.
This script was translated by a Sign Language interpreter and was used to make a short
introduction of the MyCarMobile app. After this introduction, the tests started, with all
participants performing the tests individually, under the same conditions. After having
completed the tests, a Computer System Usability Questionnaire (CSUQ) was filled out
by the participants to gather usability results.

To perform the tests, an Android smartphone was used, with the MyCarMobile
application installed. The smartphone had the following features: HTC One X (Android
4.2.2) with a 4.7″ (720 � 1280) pixels monitor.

Concerning the experimental design, each user followed the script provided to
them, with scenario information and specific tasks.

After performing the tasks, users answered a CSUQ questionnaire to assess the
prototype [33]. This questionnaire is an instrument that measures user satisfaction
regarding the computer system usability. The questionnaire consists of 19 questions,
with a likert scale of seven points for each answer, where point 1 corresponds to “I
totally disagree” and point 7 corresponds to “I totally agree”. The 19 questions are
grouped into 4 subscales: overall, overall system satisfaction measurement (all 19
questions); sysuse, measures the system utility (questions 1 to 8); infoqual, measures
the quality of information (questions 9 to 15); and, interqual, measures the quality of
the interface (questions 16 to 18).

Summarizing, users had to follow the instructions of the script (translated by a Sign
Language interpreter), perform the scenario described in the script, and then respond to
the questionnaire to provide data.

For the results, we used the likert scale (1 to 7) and the average obtained in each
response was calculated to ascertain the level of user agreement for each question.
Also, the standard deviation of the responses was calculated, as well as the total
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number of responses (Total N) entered in the average calculation. Furthermore, when
users gave a not applicable response (N/A), the number was also considered.

The results showed users evaluated MyCarMobile regarding simplicity of system
usage, with an average of 6.60 and a standard deviation of 0.52. Also, in terms of
general satisfaction, the application obtained an average of 6.55 with a standard
deviation of 0.69. Despite the positive results in the simplicity usage and satisfaction,
users expected to encounter more functions and capacities (5.91 with a standard
deviation of 1.22). Overall, concerning the average and standard deviation of the
usability metrics under analysis, the system satisfaction rate was 6.31 (up to 7) with a
standard deviation of 0.18. Also in the other metrics, Sysuse (average: 6.35 and
standard deviation: 0.19), Inforqual (average: 6.30 and standard deviation: 0.12) and
interqual (average: 6.16 and standard deviation: 0.22), showed a good user assessment.
It is important to note that users found the MyCarMobile mobile application easy to use
and were satisfied with it, even when they wished it had more features.

4 Conclusions and Future Work

To create the MyCarMobile mobile application, we took into consideration accessi-
bility and usability standards to develop a client application, which allowed the use of
travel assistance services without audio recourse, but also a server application that
could receive and manage the occurrences sent by the client application. After the
prototypes were implemented successfully, the client prototype was validated with the
Deaf users, through user tests. The results showed that the MyCarMobile can be a
useful solution for travel assistance for deaf people, as it proved to be easy to use and
users where satisfied after usage. However, as future studies, we propose adding new
functionalities to the application, since the tests revealed that despite the satisfaction of
the users regarding their ability to easily use this application to call the travel assistance
services, they would have liked to have more functionalities in the application.
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Abstract. We propose a new touch screen interaction named as Touch Sha-
dow, which is based on the contact area and the resultant shape of the fingertip
when it touches the touch surface. The results of our feasibility evaluation
established three degrees of freedom for the Touch Shadow interaction based on
three fundamental parameters, the touch surface area, displacement of the touch
centroid and direction of the press. For this interaction, we designed several user
interface options that can support continuous interaction. Based on the review
feedback from 6 UI designers, we finally selected three of them, the Bubble
Shadow, Rectangular Shadow and Beam Shadow for user evaluation. A proof of
concept prototype was developed for Android smartphones and was tested with
10 users for maps application scenario. The participants rated the experience of
using Touch Shadow with continuous direction UI on the map to be high.

Keywords: Touch interaction � Capacitive touch interface � Finger touch
degrees of freedom � Continuous touch interaction � Directional touch

1 Introduction

Existing touch gestures are primarily two dimensional in nature, as they are limited by
the position and movement of fingers or stylus across locations on the touch screen.
Moreover, most of the existing touch interactions are committable or discrete by nature,
and not exploratory or continuous. This means that, when a user performs any existing
touch action, say, tap or long press on a button, the mapped event is bound to happen.
Thus, existing touch interactions assume that the user is certain about which action to
perform for which task. However, several applications with real life situations require
the user to explore various possible options and then take a decision. Examples are:
searching for a hotel using a map or choosing a particular family picture from the
phone gallery. For such instances, the interaction as well as the user interface needs to
be designed to support the cognitive mental model of ambiguity.

To support such a requirement, the interaction must be inherently continuous in
nature, which would enable the user to give continuous input to the device using simple
interactions, similar to that which is possible using a joystick. Designing such
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interactions would need the touch hardware to respond to more degrees of freedom
(DOF) which a user can control using touch actions. The existing touch gestures only
allow limited degrees of freedom, limited by the touch coordinates on a touch screen.
Although pinch, pan, and scroll among the current touch gestures are of continuous
nature, these are also tightly coupled with the distance traveled by the user’s fingers on
the touch surface. The user is still required to move his finger on the 2D touch surface
in order to perform these gestures. Position 3D touch or Pressure Touch [1], which is
patented by Apple, is beyond just 2D touch and allows one additional degree of
freedom along the Z-axis with three intermediate interaction levels, but it may still be
considered as discrete interaction rather than a continuous one. Moreover, techniques
such as Apple’s 3D touch require specialized embedded hardware to detect the finger
pressure during the touch. Our research objective was to develop a new touch inter-
action with above mentioned capabilities without employing additional hardware.

In this paper, we propose and evaluate a new touch interaction method for smart-
phones which we call as Touch Shadow, wherein the user can perform continuous input
without lifting and moving his finger. Shadow here is a metaphor used to represent the
variable surface area of the finger tip that touches the touch surface. When different
levels of pressure are applied to the finger on a touch surface, the resultant surface area
and shape of the finger contact slightly changes. Also, the bulge of the fingertip depends
on the direction of the applied pressure. The advantage of the touch shadow interactions
over the existing touch interaction includes the ability to continuously interact with UI
elements in the display. In this study, our objective was to evaluate how clearly these
slight changes could be detected and could be mapped to interactions. To that end, we
developed a proof of concept prototype on an Android smartphone with a capacitive
touch screen to demonstrate the concept. The detection of this interaction is based on the
measurement of the total capacitance value from the surface area of the finger touch and
hence no additional hardware was employed. We evaluate the feasibility of detection
along three possible degrees of freedom, i.e. change in the touch area, change in
direction and change in the touch centroid, on our prototype with 10 users. We also
identified and implemented 3 UI elements using the interaction on a map application in
Android, and evaluated with 10 users for ease of use. Thus, this study established the
feasibility of the proposed interaction for smartphone applications.

2 Related Work

There are several research prototypes which detect the finger pressure [2] or shear force
[3, 4] to perform continuous interactions. Most of these employ relevant sensors below
the touch screen to augment a device such as a smartphone. There are a few approaches
which detect an equivalent of finger pressure in some form without actually using any
pressure sensors. WatchMI [5] is one such prototype which detects different levels of
continuous touch pressure through finger movements data recorded in the built-in IMU
sensor in the Smartwatch. Contrastingly, there are also few prototypes which use
various actions of the finger on 2D touch surface as a close proxy to the pressure, an
approach used in our Touch Shadow interaction method. Wang et al. [6] performed an
empirical evaluation of the three key properties of the finger touch, i.e. contact area,
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contact shape and contact orientation and proposed to use these for defining additional
degrees of freedom for touch gestures on a 2D touch surface. This forms one of the
inspirations for our research. Xiao et al. [7] proposed to use the finger movement along
the pitch and yaw relative to a touch surface to trigger actions on a smartphone and a
smartwatch. Roudaut et al. [8] proposed MicroRolls gestures using the thumb, wherein
the stationary thumb acquires six small magnitude rolling positions which can be
detected on the touch surface. TapSense [9] prototype detects the portion of the user’s
finger including the tip, pad, nail, and knuckle that is used to make the touch inter-
action. Angle pose [10] estimated a finger’s 3D pose and angle based on the model
using cumulative capacitive values and used them for improved accuracy of touch.
Work by Wang et al. [11] could detect finger orientation based on the directionality and
the shape of the touch surface. Closely relevant to our work is that of Boring et al. [12]
which uses the change in thumb’s contact size along various threshold levels for
mapping different user interaction. Here the elliptical size of thumb contact portion was
considered virtually equivalent to the finger pressure.

Notably, most of the above mentioned works focused only on one of the additional
aspects of finger touch other than just the location and movement along the x-y
coordinate of the 2D touch surface. This additional aspect may either be the touch angle
or pose of the finger or size of the touch surface or the slight movement of the finger.
However, our Touch Shadow gesture is based on 3 aspects: change in touch area,
change in direction and change in the touch centroid. Also unlike ours, most of the
prior works do not primarily define the continuous aspect of the interaction.

3 Detection Parameters for Touch Shadow Interaction

We here explain the fundamental detection parameters for detecting Touch Shadow.

3.1 Change in Area/Shape

When the user rolls or presses the finger, the fingertip bulges, resulting in a change in
the area of the finger in contact with the screen. This change can be in the positive or
negative direction, which represents one of the degrees of freedom. By measuring the
change in this area or shape we mapped it to different interaction categories.

3.2 Displacement of the Centroid

The centroid of the ellipse formed by the touch surface of the finger with the touch-
screen gets displaced towards the direction of the tangential force, resulting in an
additional degree of freedom. If (x1, y1) are the initial touch coordinates and (x2, y2) the
final touch coordinates, the displacement is given by

pððx2 � x1Þ2 þðy2 � y1Þ2Þ.

3.3 Directionality

The direction of movement of the finger can also be identified and serves as an
additional degree of freedom. The x and y touch coordinates of the touch point, along
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with the touch major and touch minor of the ellipse created by the finger can be used to
calculate the Displacement Angle of centroid H, given by tan�1ðy2 � y1Þ=ðx2 � x1Þ.

4 Touch Shadow Detection Feasibility

We performed a detection feasibility experiment to study the degrees of freedom that
are possible for our Touch Shadow interaction. We used three Android devices with
different levels of screen resolutions: Samsung S6, Samsung J7, and Motorola G3. The
prototype, as shown in Fig. 1(a), had a circular touch sensitive area for users to move
their finger with seven different tasks as mentioned in Table 1.

Fig. 1. (a) Prototype used for the feasibility evaluation. (b) Pattern of finger touch shapes, area
and centroid displacements during evaluation.

Table 1. The captured values for the touch ellipse for the feasibility experiment, averaged over
10 users, using a Samsung Galaxy S6.

Test action Touch
major

Touch
minor

X
co-ordinate

Y
co-ordinate

Area

Normal touch (Default light
press)

2.93 2.93 737.23 1993.13 0.02

Radial shadow (Medium press) 4.83 3.42 738.28 2021.88 0.03
Radial shadow (Strong press) 5.86 5.86 717.19 2031.88 0.05
Left shadow (Light press) 2.93 2.93 657.07 1991.88 0.02
Max left shadow (Light press) 4.88 3.42 605.04 2008.75 0.03
Right shadow (Light press) 3.42 3.42 766.05 2005 0.03
Max right shadow (Light press) 3.42 1.95 919.34 2043.21 0.02
Up shadow (Light press) 1.95 1.95 717.19 1938.75 0.02
Max up shadow (Light press) 1.95 1.95 720 1853.75 0.02
Bottom shadow (Light press) 3.42 3.42 730.20 2051 0.03
Max bottom shadow (Light
press)

5.37 3.91 734.06 2113.13 0.04
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We tested it with 10 users, all heavy users of smartphone applications in the age
group of 24–35 years (Mean Age = 28.3 years; SD = 2.8; 4 Female; 6 Male), and then
took the average of the values to normalize for the size of the fingers and other
parameters readings. We actually did not observe high within-subject variations. In
fact, the readings for touch major, touch minor, and area for all the 10 users differed not
more than 10%. This also assured sufficient accuracy in terms of detecting the correct
interaction. The results for Samsung S6 are tabulated in Table 1. We obtained similar
results using the other devices as well. We recorded the values of the x and y coor-
dinates of the touch point and the minor and major axes of the ellipse around the touch
point. The key aspect of the results is as follows: the touch surface area expanded in a
pattern similar to as shown in Fig. 1(b) when the finger was rolled from the initial
position to the left, right, or down position. It shrunk slightly when the finger was rolled
up. From this, we conclude that there are 3 DOF identifiable for the Touch Shadow
interaction: the direction (left, right, up, down) of the finger movement, the (x, y) touch
coordinates and the surface area of touch (size).

5 Continuous Directional UI Elements for Touch Shadow

Based on the detection feasibility of the Touch Shadow interaction, we conceptualized
10 possible user interface options for the same, each of which was continuous in nature,
i.e. their shape, size and the orientation should vary according to the change in the
finger touch area. The 10 UI options each corresponded to a primary standard shape,
such as rectangle, circle, ellipse, etc. We asked 6 UI designers to review all 10 UI
options with respect to a set of 10 different hypothetical application use cases which
required continuous interaction, the use cases being provided as stimulus in form of
mobile wireframe illustrations. Few of these use cases were: exploring and selecting a
music track, searching for a particular photo in a gallery, selecting a video, etc. We
performed a subjective analysis of the feedback and reasoning received and selected the
three most preferred continuous directional UI options, i.e. Bubble, Rectangular and
Beam Shadow for further evaluation. Most of the participants found these three UI
options to be appropriate for the majority of the application use cases.

Fig. 2. Illustration of (a) a bubble shaped UI element created by the user in the direction of
change of touch area, and (b) the area and direction of the UI element.
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5.1 Bubble Shadow

A bubble shaped UI element is created in the direction of change of the touch area.
Figure 2 shows the calculation of the touch area and direction of expansion for the
gesture. The touch region is assumed to be a circle for the sake of easier understanding,
whose centre is at a distance d and angle H from the initial coordinates of the touch
point. Here (x1, y1) and (x2, y2) are the initial and final coordinates of the centroid.

5.2 Rectangular Shadow

Here the UI element is in the shape of a rectangle. HereH assumes one of the following
four values: 0, 90, 180, or 270°, depending on the predominant cardinal direction of the
finger displacement (up, bottom, left, right). As in the bubble UI, the rectangle
amplified the displacement of the touch point by an amplification factor AF1. So the
movement of the center of the rectangle = AF1 * Δd.

5.3 Beam Shadow

In this case, the UI element is in the shape of a beam (similar to the light of a torch),
where the angle H made by the beam is a value between 0 and 90° in the predominant
cardinal direction of the finger displacement, as before. The length of the arc r is
proportional to the displacement of the centroid Δd, amplified by an amplification
factor AF. The arc angle is proportional to ΔA, the change of touch area.

Table 2 describes the 3 UI elements w.r.t. the 3 DOF parameters.

Table 2. Illustration of the modes of using the Touch Shadow gesture
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In our prototype, we were able to detect at least 64 (43 for 3 DOF parameter with 4
levels for each DOF parameter) different instances of detection conditions, Only 6 of
those 64 detection conditions are described in the three columns of Table 2. At least
one of the 3 DOF parameters, i.e. ΔA, Δd andH should vary beyond the threshold limit
for a valid instance of a detection condition. The three UI options, Bubble, Rectangular,
and Beam are illustrated for these 6 different instances of detection conditions. For
detection condition a1 and a2, the only ΔA varied continuously; while Δd and H were
constant, a condition achieved by pressing the center of finger touch area. Similarly,
other corresponding detection instances can be inferred from Table 2.

6 Prototype Implementation Details

We implemented a prototype of the Touch Shadow UI, using a Samsung Galaxy S6
smartphone running Android version 7. For simplicity, we assumed the movement of
only one of the following: up, bottom, left, right, or radial. For the simplicity of

IDENTIFY-DIRECTION-FINGER-MOVEMENT () // Identify direction
1 Tx , Ty = Threshold for min. movement of touch point centroid in the X axis; //Input
2 TA = Threshold for min. change in area of the touch ellipse; // Input
3 x1, y1, A1 = Initial touch coordinates, touch area; //using getX, getY, getArea functions
4 touchMajor1, touchMinor1 = Initial major and minor axes of touch ellipse;
5 x2, y2 = New touch coordinates; A2 = New touch area;
6 dx = x2 - x1, dy = y2 - y1; //movement of the centroid of touch point
7 dA = A2  - A1; //change in area of the touch ellipse
8 if ( abs(dx) < Tx and abs(dy) > Ty ) //movement in up-down direction
9 if (dy > 0) then direction = DIR_UP; else direction = DIR_BOTTOM;
10 if ( abs(dx) > Tx and abs(dy) < Ty ) //movement in left-right direction
11 if (dx > 0) then direction = DIR_RIGHT; else direction = DIR_LEFT;
12 if ( abs(dx) < Tx and abs(dy) < Ty ) //no movement, press down at same point
13 if (dA > TA) then direction = DIR_RADIAL; 
14 return direction;
PLOT-UI-ELEMENT () // Plot the UI element based on identified direction
1 T1 = Polling interval in millseconds; // Input
2 A1, A2 = Amplification factors for UI, based on the model of device used; //input
3 direction = Identified direction of finger movement; //input
4 for(;;)
5 CLEAR_CANVAS();
6 touchMajor1, touchMinor1, x1, y1, A1 = GET-TOUCH-PARAMETERS(); 
7 r1 = touchMajor1 * A1; r2 = touchMinor1 * A1;
8 if(direction ==DIR_LEFT) 
9 c = abs(x2-x1)*A2; PLOT-UI-ELLIPSE(x1-c, y1, r1, r2);
10 if(direction ==DIR_RIGHT) 
11 c = abs(x2-x1)*A2; PLOT-UI-ELLIPSE(x1+c, y1, r1,  r2);
12 if(direction ==DIR_UP) 
13 c = abs(y2-y1)*A2; PLOT-UI-ELLIPSE(x1, y1+c, r1,  r2);
14 if(direction ==DIR_BOTTOM) 
15 c = abs(y2-y1)*A2;   PLOT-UI-ELLIPSE(x1, y1-c, r1,  r2);
16 if(direction ==DIR_RADIAL) PLOT-UI-ELLIPSE(x1, y1, r1,  r2);
17 sleep(T1); // Poll every T1 millisec
18 return;
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explaining the interaction detection logic and UI rendering logic, we provide the
pseudo code only for the Bubble UI, with the bubble shape approximated by an ellipse.

7 User Interface Evaluation

We conducted an evaluation with 10 users, the same set of people involved earlier in
initial feasibility evaluation. They used the prototype with the 3 UI elements, bubble,
rectangular and beam, overlaid on a map for a task to explore hotels around a fixed
location (convention center). The users were asked to place their index finger on the
location and explore the hotels in the region under one of the 3 UI elements using the
continuous directional Touch Shadow interaction. Based on the changing UI shape, the
interface displayed information such as hotel distance, cost, rating and discounts as in
Fig. 3. For the prototype, we simulated only dummy values in the map interface. Post
user trials, we collected their subjective feedback in terms of usefulness of the Touch
Shadow interaction and ease of use of the 3 UI elements.

Majority of the users found the rectangular UI to be the easiest to control with
Touch Shadow interaction, since the rectangular UI overlay covered appropriate por-
tions of the rectangular smartphone display. A user suggested adapting default aspect
ratios of the rectangular UI based on the smartphone used. Many users found the
Beam UI to be most relevant for scenarios where a pivot point of interest is important,
as in the test use case of finding hotels around a location. Users found the Rectangu-
lar UI relevant when a portion of display interface or an area was important. For some
users, finger occlusion was the primary concern while using the Beam UI element, so
they preferred the bubble UI considering it to be a superior variant of the Beam UI.
Overall, almost all the users rated their experience of the Touch Shadow interaction to
be high and found this to be highly useful for application use cases.

Fig. 3. Wireframe illustration of the Bubble Shadow UI on a maps application.
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8 Conclusion

We proposed and evaluated a new interaction method called Touch Shadow, with the
ability to continuously interact with UI elements enabling the user to continuously
explore options and then choose. In future, we plan to implement the Touch Shadow
interaction and corresponding UI elements for other key smartphone applications.
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Abstract. This study examined the semantics of query reformulations in
relation to age and task difficulty. Task difficulty was manipulated using a metric
called task preciseness defined as the semantic similarity of the task description
with the content of the target page(s) containing the answer. A behavioral
experiment was conducted in which 24 younger adults and 21 older adults
solved six low precise and six high precise information search tasks. The
behavioral outcomes were found to be in line with preceding work indicating
that the metric was successful in differentiating different levels of task difficulty.
Analysis of the semantic relevance of queries showed that for low precise tasks,
the queries generated by younger adults had significantly higher mean semantic
relevance than that of older adults whereas for high precise tasks, it was the
other way round. When analyzed across reformulations, it was found that the
mean semantic relevance of queries generated by older adults, decreased for
both low and high precise tasks. For younger adults, it remained constant for
high precise tasks and even increased for low precise tasks. Implications of these
findings for the design of information search systems are discussed.

Keywords: Information search � Aging � Task preciseness � Query
reformulations

1 Introduction

Searching for information on the Internet is a complex cognitive activity involving a
number of cognitive processes such as attention, comprehension, decision making and
problem solving. Naturally, these cognitive processes are in turn affected by a number
of cognitive factors such as age [8], domain knowledge [35], experience with the
Internet [51] etc., leading to wide variations in the adoption of the Internet and its
efficient use. The focus of this paper is particularly on the effect of aging on information
search performance. Older adults are now one of the fastest growing users of the
Internet [2, 10]. The Internet is known to decrease isolation by enabling alternate means
of communication with near and dear, foster independence, enhance attention and
memory [41], and keep the mind active, thereby increasing overall health and
well-being of the elderly [33].

However, a number of barriers still exist preventing large scale adoption and usage
of the Internet by the elderly. Older adults are known to be slow and less efficient when
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using the Internet because of their natural decline in motor skills and fluid intelligence
involving processing speed, cognitive flexibility or ability to switch processing
strategies, attentional control and visuospatial span [16, 17, 48]. Crystallized intelli-
gence, on the other hand, increases and/or becomes more stable with aging. Crystal-
lized intelligence involves prior knowledge, experience and vocabulary skills.
Therefore it is often higher for older adults compared to younger adults [16, 17, 48].
These cognitive abilities directly influence the cognitive processes underlying infor-
mation search resulting in lower efficiency of older adults on information search tasks.
For example, lower processing speed could lead to longer time in evaluating search
results or hyperlinks on a website, difficulty in switching strategies could lead to
difficulty in reformulating unsuccessful queries or difficulty in getting out of an
unsuccessful path, lack of attentional control could lead to inefficient handling of
relevant and irrelevant search results or hyperlinks and finally lower visuospatial span
could mean less efficient exploration of the search result page or a website.

This is reflected in the outcomes of research from human factors and information
science communities: older adults were found to generate less queries, use less key-
words per query, reformulate less, spend longer time evaluating the search engine result
pages (SERPs, henceforth), spend more time evaluating the content of websites opened
from SERPs, switch fewer number of times between SERPs and websites and find it
difficult to reformulate unsuccessful queries [8, 11, 24, 26, 37]. Studies that investigated
the differences in search strategies employed by younger and older adults show that
older adults follow a more structured and methodical approach such as careful selection
of query terms and spending longer time evaluating the search results and younger
adults are more impulsive which involves frequent switches and clicks on irrelevant
search results [52]. Younger adults are able to adapt their strategy more often than older
adults [8] and younger adults explore more (number of search results opened for any
given query) and exploit less (number of websites and hyperlinks within those websites
visited for any given query) whereas older adults exploit more and explore less [9].

The research on search strategies has, however, paid less attention to the impact of
aging on query reformulation strategies and the actual content of the queries during
reformulations. By actual content, we mean here the semantic aspects of the query
terms. These, precisely, form the main focus of this paper. Researchers from the
information retrieval community have studied query reformulations extensively [19,
21, 39, 44] and modeled query reformulation behavior based on certain structural
patterns such as addition and deletion of terms, observed in them [20, 22, 42].
Researchers from the human factors and information science communities have
examined a number of factors that influence query reformulations such as task type
[31], cognitive style [28], query type [1], prior domain knowledge and familiarity with
the topic of the search [14, 18]. For example, the study of [14] showed that participants
with low familiarity tend to alter the spelling and use stemming for query reformulation
whereas participants with medium or higher topic familiarity are inclined to add new
terms and phrases to reformulate queries. Participants with a higher topic familiarity
were also found to make less spelling errors and preferred to use specific terms or
search from different aspects [18]. The focus of the above studies is largely on the
structural aspects of query reformulations such as addition, retention and deletion of
terms and not on the semantic aspects. They also do not involve any age-related

78 S. Karanam and H. van Oostendorp



differences. However, it has been known since long that knowledge-based query
reformulation strategies are more efficient, as shown by Shute and Smith in [40].
A recent study by [24] investigated both the structural aspects (that is, the type of
reformulation: generalization vs. specialization) and the semantic relevance (that is, the
semantic relatedness of queries with target information) of query reformulations. Their
study found that younger adults used a specialization strategy to reformulate queries
significantly more often than older adults. A generalization strategy was also used
significantly more often by younger adults, especially for difficult tasks. The semantic
relevance of queries with target information was found to be significantly higher for
difficult tasks compared to simple tasks. When measured across reformulations, it
showed a decreasing trend for older adults and remained constant for younger adults,
indicating that as older adults reformulated, they produced queries that were further
away from the target information.

It is useful to note from the above studies that the age-related differences in
information search performance (in terms of time spent on search results vs. websites,
number of clicks on search results, number of queries generated, number of refor-
mulations), search strategies employed (exploration vs. exploitation, structured vs.
impulsive) and structural aspects of query reformulations (generalization vs. special-
ization) were more prominent for difficult tasks. In the next section, we give a brief
overview of how task difficulty was characterized in literature.

2 Task Difficulty

The effect of task difficulty on information search performance has been a focus of
research for several decades [3, 6, 7, 15, 27, 30, 46, 49]. It is the most frequently
incorporated attribute, to assess the performance of a user interacting with an infor-
mation source (or a system). In spite of this, there is no consensus on how to opera-
tionalize task difficulty objectively and how to distinguish between different levels of
task difficulty, as is evident from the number of different approaches that exist in
literature: availability (simple tasks) or non-availability (difficult tasks) of keywords in
the task description that could be used as queries [8, 11], size (small for simple tasks vs.
large for difficult tasks) and complexity (low for simple tasks vs. high for difficult tasks)
of the search space [37], availability (simple tasks) or non-availability (difficult tasks)
of the answer in the search snippets [24, 26]. Gwidzka and Spence [15] proposed to
assess task difficulty objectively using three factors: path length (the length of the
navigation path leading to the target information), page complexity (the complexity of
navigation choices on each web-page) and page information assessment (the difficulty
of relevance judgement on pages that contain the desired information). [36, 47]
extended the work of Gwidzka and Spence by introducing a metric called path rele-
vance which measures the degree to which the task description overlaps in meaning
with the hyperlink text on the optimal path to the target page.

In this paper, we define an objective measure of task difficulty called task pre-
ciseness. Task preciseness measures the degree to which the task description overlaps
in meaning with the content of the target page(s) containing the answer to the task. Let
us say, the user is searching for an answer to the following task: “What name is given
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to the valve that protects food from entering your lungs when you swallow?” and let us
assume that the target page contains the following text “The epiglottis is a flap of soft
cartilage, covered by a mucous membrane. It is attached to the back of the tongue and
acts as a valve during swallowing to prevent food and liquid from entering the lungs.”
It is clear from the above example that the degree of overlap between the task
description and the actual text on the target page is very high (swallow-swallowing,
prevent-protect, food-food, lungs-lungs, valve-valve), almost directly giving the answer
the user is searching for. If instead, the target page contains the following text: “Lips
and tongue keep food in the mouth and in place prior to swallowing. The soft tissue
created by the cricopharyngeus muscle, also called as epiglottis, at the top of the
esophagus keeps air out of the digestive system during breathing”, the degree of
overlap between the task description and the actual text on the target page is very low
(swallow-swallowing). The answer is not directly available and has to be indirectly
inferred by the user. In order to validate the efficacy of task preciseness, we conduct an
experiment with low and high precise information search tasks created using the new
metric and check if the information search performance of real subjects on these tasks is
indeed in line with known prior outcomes on task difficulty or not. We use Latent
Semantic Analysis (LSA, henceforth) [29] to compute the degree of overlap in meaning
or semantic similarity values. While we are aware of other methodologies to compute
semantic similarity values such as LDA [4], HAL [32], PMI-IR [45] etc., we use LSA
in our study because LSA scores have been shown to significantly overlap with those
of human scores on synonym, antonym and subject matter tests. LSA has been suc-
cessful in mimicking human sorting and category judgments, accurately estimating
passage coherence, learnability of passages and the quality and the quantity of
knowledge in an essay [12, 34, 50]. LSA is a machine-learning technique that builds a
semantic space representing a given user population’s understanding of words, short or
whole texts by applying statistical computations, singular value decomposition and
represents them as a vector in a multidimensional space of about 300 dimensions. The
cosine value (+1 if identical and 0 if unrelated) between two vectors in this repre-
sentation gives the measure of the semantic relatedness. It has been shown that higher
semantic relatedness between two texts relates to higher overlap in the meanings
associated with those two texts. Therefore, a high LSA value indicates a high overlap in
the description of the task and the content pages containing the answer to the task.

As an example of a high precise task, for the task (presented in Dutch) “Bij patient
Jansen is waarschijnlijk sprake van een hersenbloeding omdat er een bloeding in en
rondom de hersenen lijkt te zijn geweest. Op een CT-scan is een misvormd bloedvat te
zien. Welke opties voor een operatieve behandeling heeft de neurochirurg? (Patient
Jansen has probably a cerebral haemorrhage because of bleeding in and around the
brain. A CT scan shows a malformed blood vessel. What options for a surgical pro-
cedure does a neurosurgeon have?)”, the target page containing the answer also
contains words such as “hersenbloeding (cerebral haemorrhage)”, “misvormd bloedvat
(malformed blood vessel)”, “CT-scan”, “neurochirurg (neurosurgeon)” etc. leading to
a high degree of overlap between the task description and the content of the target page
(LSA value = 0.75).

Similarly, a low LSA value indicates a low overlap in the description of the task
and the content pages containing the answer to the task. As an example of a low precise
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task, for the task (presented in Dutch), “Fieke, pas 6 jaar, heeft behoefte aan veel water
drinken en moet ook vaak plassen. Ook is ze vaak erg uitgeput. De arts stelt vast dat de
waarde van haar glucose veel te hoog is. Wat zou er aan de hand kunnen zijn, wees
specifiek. Welke behandeling zal de arts dan inzetten? (Fieke, 6 years old, needs to
drink plenty of water and must urinate frequently. She is often very exhausted. The
doctor notes that the value of its glucose is too high. What could be the problem, be
specific. What treatment will deploy the doctor?)”, the words such as “veel water
drinken (drink plenty of water)”, “vaak plassen (urinate frequently)”, “uitgeput (ex-
hausted)”, “glucose veel te hoog (glucose level is too high)” are not part of the target
page containing the answer, leading to a low degree of overlap between the task
description and the content of the target page (LSA value = 0.38).

Therefore, tasks with a high LSA value of task preciseness provide better, more
precise contextual information pointing to the target information. Tasks with a low
LSA value of task preciseness would, on the other hand, require the user to engage in
higher level cognitive activities such as using his/her own knowledge to understand the
task, generate relevant queries, examine search results and determine their usefulness
etc. The advantage of using LSA is that it provides us an automatic and objective way
of calculating overlap in meaning.

Overall, we make the following contributions in this paper:

1. We investigate the age-related differences in information seeking performance on
varying levels of task difficulty.

2. We examine the age-related variations in the semantic aspects of query reformu-
lations under varying levels of task difficulty.

3. We examine the age-related variations in the semantic aspects of queries measured
across reformulations.

The remainder of this paper is organized as follows. Section 3 lists the research
questions of this paper. Sections 4 and 5 give details of the experiment conducted and
results obtained. Section 6 concludes the paper with a discussion on future directions.

3 Research Questions

There were three main research questions that motivated this study:

1. What impact does task difficulty, operationalized as task preciseness, have on
information search performance, measured in terms of task-completion time,
number of clicks, task accuracy and number of reformulations? (RQ1).

2. How would the information seeking performance vary between younger and older
adults on different levels of task difficulty? (RQ2).

3. How does the semantic relevance of a query with the target information sought vary
in relation to age and task difficulty? (RQ3a). How does the semantic relevance of a
query with target information sought vary in relation to age and task difficulty when
analyzed at a more granular level: across reformulations? (RQ3b).
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4 Experiment

4.1 Method

Participants. 24 younger adults (17 males and 7 females) ranging from 18 to 27 years
(M = 21.08, SD = 1.9), and 21 older adults (11 males and 10 females) ranging from 66
to 88 years (M = 75.52, SD = 6.85) participated in the study.

Design. We followed a 2 (Age: Young vs. Old) X 2 (Task Preciseness: Low vs. High)
mixed design with age as between-subjects variable and task preciseness as within-
subjects variable.

Material. Websites. Five mockup websites based on material from popular Dutch
medical and health websites were built. The URLs of the real websites from which the
content of our mockup websites was sourced and adapted, the number of topics, the
number of pages and the maximum depth of each website are presented in Table 1.

It was ensured that the websites look realistic both in terms of content (text and
pictures) and the visual layout and information architecture. These five websites were
indexed using Google’s custom search engine1. We ran our experiment on mockup
material that was designed by us because of the following reason: we need to know the
target pages in advance in order to be able to compute task preciseness.

Material. Information Search Tasks. The experiment was conducted with twelve
simulated information search tasks [5], all from the domain of health (because it is
interesting for older adults), divided into six low precise and six high precise tasks
based on the semantic similarity between the task description and the content of the
target page(s). We used LSA [29] to compute the similarity value between a task
description and the content of its corresponding target page(s). An independent samples
t-test between the semantic similarity values obtained for low and high precise tasks
showed a significant difference t(10) = −2.2, p < .05. The mean semantic similarity

Table 1. Details of mockup websites used.

Website Number of topics Number of pages Maximum depth

Website 1a 6 37 6
Website 2b 11 194 6
Website 3c 10 124 5
Website 4d 11 38 4
Website 5e 10 65 5
ahttps://www.hartstichting.nl/.
bhttps://www.dokterdokter.nl/.
chttps://www.gezondheidsplein.nl/.
dhttp://www.gezondheid.nl/.
ehttps://gezondnu.nl.

1 https://cse.google.com.
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between the task description and the content of the target page(s) was significantly
higher for high precise tasks (M = 0.7, SD = 0.058) compared to low precise tasks
(M = 0.54, SD = 0.15), indicating that the amount of overlap between the task
description and the corresponding target page(s) is significantly higher in high precise
tasks compared to low precise tasks. The tasks were all presented in Dutch.

4.2 Procedure

Participants first filled out a demographic questionnaire in which they were asked
details about their age, gender, number of hours spent on the Internet per week and
number of years of experience with computers. Based on the self-reported answers,
older adults (M = 20.73, SD = 14.6) were found to be spending significantly less
number of hours on the Internet compared to younger adults (M = 37.8, SD = 13.14)
t(20) = 3.78, p < .001. Older adults were significantly longer experienced with com-
puters (M = 24.7 years, SD = 10.92) than younger adults (M = 13.0 years, SD = 2.16)
t(20) = −4.78, p < .001.

They were next presented with two tests: a computerized version of a Dutch
vocabulary test, adapted from Hill Mill Vocabulary (HMV) test [38], and a fluid
intelligence test: a computerized version of the Trail Making Test (TMT Part B) [43].
The score on the vocabulary test gives us an indication of the amount of crystallized
intelligence and the score on the trail making test gives us an indication of the amount
of fluid intelligence. For the vocabulary test, participants were presented with 24 Dutch
keywords (one followed by the other) along with six other keywords presented as
multiple choice options. For each test keyword, the participants had to choose an option
from the six alternatives that is closest in meaning to it. There was only one possible
correct answer for each test keyword. Correct choices were scored 1 and wrong choices
were scored 0. Thus the maximum possible score on this test is 24 and the minimum
possible score is 0. In line with the traditional cognitive aging literature, it was found
that the scores of older adults (M = 18.52, SD = 2.7) on the vocabulary test were
significantly higher than that of the scores of younger adults (M = 15.3, SD = 2.45)

Fig. 1. Interface showing the (a) Google custom search interface and the (b) main screen in
which the information search tasks are solved by participants
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t(20) = −3.7, p < .001 indicating that they had significantly higher crystallized
knowledge compared to younger adults.

For the trail making test, participants were shown 25 circles containing both
numbers (1 to 13) and alphabets (A to L) on the computer screen. The participants had
to click on the circles in ascending pattern alternating between numbers and alphabets
(1-A-2-B-3-C and so on) starting from the number 1. If the circle clicked by a par-
ticipant is right, it turned green, otherwise it turned red. We measured the time taken to
finish the test correctly. In line with the traditional cognitive aging literature, significant
differences were found in fluid abilities of younger and older adults. Older adults
(M = 80.75, SD = 38.94) took significantly longer to finish this test (t(20) = −4.04,
p < .001) than younger adults (M = 49.37, SD = 31.98) indicating that they had sig-
nificantly lower fluid abilities compared to younger adults.

After the TMT test, participants were allowed a break offiveminutes. They were then
presented with the twelve information search tasks (six high precise and six low precise).
The order of the presentation of tasks was counter balanced. Participants were first shown
the task and then directed to the home page of Google’s custom search engine. Partic-
ipants were not allowed to use any other search engine. We show in Fig. 1a the interface
of Google custom search engine and in Fig. 1b the main screen of our interface that
participants used while solving the information search tasks. It was ensured the size and
placement of Google logo and the search bar below it were exactly similar to the standard
interface of Google search. Participants could enter queries as they normally would on
any browser and the corresponding search results appeared on the next screen. Users had
to always go back to the first screen (Fig. 1a) in order to reformulate a query. The task
description was made available to the participant at all times in the top left corner. An
empty text box was provided in the top right corner for the participant to enter his/her
answer. A time limit of 8 min was set for each task beyond which the interface auto-
matically took the participant to the next task. All the queries generated by the users, the
corresponding search engine result pages and the URLs opened by them were logged in
the backend using Visual Basic. We first report the results of information seeking per-
formance in terms of task-completion time, number of clicks, task accuracy and number
of reformulations. Next, we report the results of analyzing the semantic relevance of
queries across reformulations with target information.

5 Analysis

5.1 Analysis of Search Performance

In this section we will examine the impact of task difficulty on search performance
measured in task-completion time, number of clicks, task accuracy and number of
reformulations (RQ1), as well as the impact of age (RQ2).

Measures. We used the following metrics to analyze search performance:
task-completion time, number of clicks, accuracy and number of reformulations.

Task-completion time. Task-completion time is computed from the moment of opening
a browser and typing in the first query to the moment of answering the question.
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This includes the time it takes in typing queries, evaluating search results, clicking on
one of the search results, evaluating the content of the websites opened from the search
results and finally typing the answers.

Number of clicks. Number of clicks is the total number of clicks made by a participant
for each task. This includes the clicks made on the search results as well as the clicks
made on websites opened from the search results.

Accuracy. Accuracy is measured as 0, 0.25, 0.5, 0,75 or 1 depending on whether the
participant’s answer was correct (in which case the score is 1) or partially correct (in
which case the score is 0.25, 0.5 or 0.75) or wrong (in which case the score is 0). Two
researchers scored the participant’s answers for their accuracy using the above defi-
nition and the inter-scorer reliability (Cronbach’s alpha) was found to be very high
(>0.8).

Number of reformulations. Number of reformulations is the total number of unique
queries that a user could come up with for each task in the process of answering it (e.g.,
if participant added, deleted keywords or created new ones, we counted them as
reformulations of query).

Results. Data of only those tasks was included in the analysis for which the partici-
pants successfully completed the tasks. 14 data points out of a total number of (12 tasks
X 45 participants) = 540 data points (2.6%) were therefore dropped. For all the four
dependent variables, a 2 (Age: Young vs. Old) X 2 (Task Preciseness: Low vs. High)
mixed ANOVA was conducted with age as between-subjects variable and task pre-
ciseness as within-subjects variable.

Fig. 2. Analysis of search performance in terms of (a) task-completion time, (b) clicks,
(c) accuracy and (d) number of reformulations in relation to age and task preciseness
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Task-completion time. The main effect of task preciseness was significant F(1,43) =
84.76, p < .001. Low precise tasks demanded significantly more time than high precise
tasks. See Fig. 2a. The main effect of age was significant F(1,43) = 18.46, p < .001.
Older adults took significantly longer to complete tasks compared to younger adults.
The interaction of task preciseness and age was not significant (p > .05).

Number of clicks. The main effect of task preciseness was significant F(1,43) = 29.62,
p < .001. See Fig. 2b. Participants clicked significantly more often for low precise
tasks compared to high precise tasks. The main effect of age was significant F(1,43) =
31.67, p < .001. Younger adults clicked significantly more often than older adults. The
interaction of task preciseness and age was significant F(1,43) = 4.33, p < .05.
Younger adults clicked significantly more often than older adults, especially for low
precise tasks.

Accuracy. The main effect of task preciseness was significant F(1, 43) = 19.85,
p < .001. See Fig. 2c. Accuracy on high precise tasks was significantly higher than
accuracy on low precise tasks. The main effect of age was significant F(1,43) = 37.41,
p < .001. Younger adults found significantly more accurate answers than older adults.
The interaction of age and task preciseness was also significant F(1,43) = 4.45, p < .05.
Post-hoc tests showed that there was no effect of task preciseness on the accuracy of
answers found by younger adults. The accuracy of answers found by older adults,
however, dropped significantly for low precise tasks compared to high precise tasks.

Number of reformulations. The main effect of task preciseness was significant F(1,43)
= 40.0, p < .001. See Fig. 2d. Queries corresponding to low precise tasks were
reformulated significantly more often than the queries corresponding to high precise
tasks. The main effect of age was significant F(1,43) = 5.2, p < .05. Younger adults
reformulated significantly more than older adults. The interaction of task preciseness
and age was not significant (p > .05).

Summarizing the outcomes, low precise tasks demanded significantly more time,
significantly more clicks and significantly more reformulations than high precise tasks.
Furthermore, the accuracy of low precise tasks was significantly lower than that of high
precise tasks. Younger adults were significantly faster in completing tasks compared to
older adults, clicked significantly more often, especially for low precise tasks and
reformulated significantly more than older adults. The accuracy of older adults was
significantly lower than that of younger adults, especially for low precise tasks. These
results are in-line with prior outcomes [8, 11, 24, 26, 37] and provide evidence to its
validity. The objective metric (task preciseness) we introduced to compute task diffi-
culty was successful in differentiating different levels of task difficulty. We next analyse
the queries for their semantic relevance with the target information.

5.2 Analysis of Semantic Relevance of Queries

We will examine in this section whether the semantic relevance of a query does vary in
relation to age and task difficulty (RQ3a).

Measures. Semantic relevance was used in the past as a metric to evaluate the content
of hyperlink texts (to predict navigation behavior on websites) [13, 23, 25] or the
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snippets of the search results on the SERPs (to predict interaction behavior with search
engines) [26]. However, the semantic aspects of queries are not well studied. In this
section, we analyse the semantic aspects of queries using a metric called semantic
relevance of query.

Semantic Relevance of Query (SRQ). For each task and each query corresponding to
that task, semantic relevance was computed between the query and the target infor-
mation sought using LSA [29]. We compute SRQ in the following way: we used
65,000 Dutch documents (consisting of 60% newspaper articles and 40% medical and
health related articles) as a corpus to create first a semantic space in Dutch. The LSA
values were then computed between a query and the target information for each task.
This is repeated for all queries of the task and a mean LSA value is computed. This is
repeated again for all the tasks of a participant and finally for all the participants. This
metric gives us an estimate of how close in semantic similarity the queries generated by
the participants are to the target information. So in general, the higher the SRQ value is,
the more relevant the query is.

Results. Data of two older participant had to be dropped for this analysis due to some
technical registration problems.

Semantic Relevance of Query (SRQ): A 2 (Age: Young vs. Old) X 2 (Task Preciseness:
Low vs. High) mixed ANOVA was conducted with age as between-subjects variable
and task preciseness as within-subjects variable. The main effects of task preciseness and
age were not significant (p > .05). However, interestingly, the interaction of age and
task preciseness was highly significant F(1,41) = 15.26, p < .001. Post-hoc tests showed
that for low precise tasks, the mean SRQ was significantly higher for younger adults
compared to older adults. For high precise tasks, it was the other way round (Fig. 3).
Based on the literature, there can be two possible reasons that can explain this interaction
effect: differences in fluid abilities and differences in crystallized knowledge between
younger and older adults. We examined each possibility further.

(1) Fluid ability: We saw earlier in Sect. 4.2 that younger adults reformulated sig-
nificantly more often than older adults. We could not observe this main effect
when the scores on the fluid intelligence test were included as a covariate in the
analysis, which indicates that, after controlling for fluid abilities, there was no
significant age-related difference in the number of reformulations. This increases
the possibility that fluid intelligence is also the reason behind the interaction effect
observed between age and task preciseness for mean SRQ. To examine this, we
included once more, the scores on the fluid intelligence test as a covariate and
repeated the ANOVA analysis with mean SRQ as dependent variable. The
interaction of age and task preciseness was still significant F(1,40) = 13.53,
p < .001. Together with the outcome on the number of reformulations, it indicates
that after controlling for the differences in fluid abilities between younger and
older adults, there is no significant difference in the number of reformulations
performed by younger and older adults, however, there is still a strong interaction
between age and task preciseness on the mean SRQ. Therefore, fluid ability
cannot explain the interaction effect.
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(2) Crystallized intelligence: We divided both younger and older adults into two
groups of high and low crystallized intelligence based on the median scores on the
HMV test. In the high HMV group, we had 14 younger adults and 10 older adults.
In the low HMV group, we had 10 younger adults and 9 older adults. For each
group, separately, we conducted a 2 (Age: Young vs. Old) X 2 (Task Preciseness:
Low vs. High) mixed ANOVA with age as between-subjects variable and task
preciseness as within-subjects variable. For the high HMV group, only the
interaction of age and task preciseness was significant F(1,22) = 6.72, p < .05 and
no other effects were significant (p > .05). See Fig. 4b. Post-hoc tests showed that
for low precise tasks, there was no significant difference in the mean SRQ
between younger and older adults (p > .05). Whereas, for high precise tasks, the
mean SRQ was significantly higher (p < .05) for older adults compared to
younger adults.

For the low HMV group, also, only the interaction of age and task preciseness was
significant F(1,17) = 8.32, p < .01 and no other effects were significant (p > .05). See
Fig. 4a. However, post-hoc tests revealed an interesting difference with the high HMV
group. For high precise tasks, there was no significant difference in the mean SRQ
between younger and older adults (p > .05). Whereas, for low precise tasks, the mean
SRQ was significantly (p < .05) lower for older adults compared to younger adults.

Summarizing the outcomes relevant to RQ3a, for high precise tasks, the mean SRQ
was significantly higher for older adults compared to younger adults only in the high
HMV group and not in the low HMV group. Whereas for low precise tasks, the mean
SRQ was significantly lower for older adults compared to younger adults only in the
low HMV group and not in the high HMV group. These outcomes indicate that,

Fig. 3. Mean SRQ of queries with target information in relation to age and task preciseness
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older adults, due to their higher crystallized intelligence, are able to utilize the higher
contextual information present in the high precise tasks much better than younger
adults. But, when it comes to low precise tasks, which demand generating own queries
using one’s own knowledge and understanding of the task, older adults perform poorly
compared to younger adults.

5.3 Analysis of SRQ Across Reformulations

In this section we will examine the impact of age and task difficulty on the semantic
relevance of a query across reformulations (RQ3b). For this we analyzed the mean
semantic relevance of the queries with the target information at a more granular level
by looking at each reformulation cycle separately. The first cycle corresponds to the
first query, the second cycle corresponds to the second subsequent query, and the third
cycle corresponds to the third query and so on. The mean semantic relevance was
computed for all the queries of all the tasks of a particular type (high precise and low
precise separately), generated by young and old participants in each reformulation
cycle. To achieve higher reliability, only those cycles were considered for which there
were at least 4 queries (per reformulation cycle). By doing so, only 3.2% of data was
excluded from the analysis. The resulting graphs are shown in Fig. 5. It is clear from
Fig. 5 that younger adults reformulated much longer, that is, more successive queries
than older adults.

We tried to answer the following questions in relation to Fig. 5:

(a) How does the mean SRQ vary across reformulations for younger and older adults?
And what effect does task preciseness have on it? For high precise tasks, there was
no significant difference in the mean SRQ across reformulations for younger
adults whereas for older adults, it decreased as they reformulated (the mean
semantic relevance of the ending queries was lower than that of the starting

Fig. 4. Mean semantic relevance of queries with target information for participants with (a) low
crystallized knowledge and (b) high crystallized knowledge (HMV) in relation to age and task
preciseness
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queries, t(23) = 1.88, p = .07). For low precise tasks, the mean SRQ increased
across reformulations for younger adults (the mean semantic relevance of ending
queries was significantly higher than that of the starting queries, t(26) = −3.5,
p < .005), whereas it decreased for older adults (the mean semantic relevance of
the ending queries was significantly lower than that of the starting queries, t(20) =
2.15, p < .05).

(b) Do younger and older adults start a search task with a similar SRQ? What happens
to this difference as they reformulate? And what is the effect of task preciseness in
this context? For high precise tasks, there was no significant age difference in the
semantic relevance of either the starting or the ending queries. For low precise
tasks as well, there was no significant age difference in the semantic relevance of
the starting queries. However, the ending queries of younger adults had a higher
mean semantic relevance than the ending queries of older adults and this differ-
ence was close to conventional significance, t(5) = 2.2, p = .07. Because of the
small number of observations for low precise tasks, we examined the difference
between the first four and the last four queries of a session and found no sig-
nificant age difference between the first four queries. However, for the last four
queries, the mean SRQ was significantly higher for younger adults compared to
older adults, t(18) = −3.22, p < .001.

6 Conclusions and Discussion

This study focused on the semantics of query reformulations in relation to age and task
difficulty. Task difficulty was manipulated using a metric called task preciseness
defined as the degree to which the task description overlaps with the content of the
target page(s) containing the answer. It is computed as the semantic similarity between
the task description and the content of the target pages using LSA. We conducted an

Fig. 5. Mean semantic relevance of queries with target at each reformulation cycle for (a) high
precise and (b) low precise tasks
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experiment in which 24 younger adults and 21 older adults solved twelve information
retrieval tasks divided into two levels of task difficulty based on our task preciseness
metric making use of LSA. For low precise tasks, the semantic similarity value was low
and for high precise tasks, it was high. Analysis of search performance on these two
groups of tasks shows significant differences: low precise tasks demanded significantly
more time, significantly more clicks and significantly more reformulations than high
precise tasks. Furthermore, the accuracy of low precise tasks was significantly lower
than that of high precise tasks. These outcomes are in-line with outcomes reported in
prior work [24] (RQ1). It indicates that our objective measure was valid and sensitive
enough in differentiating two levels of task difficulty.

We next examined the effects of age (RQ2), younger adults were, as expected,
significantly faster in completing tasks compared to older adults, clicked significantly
more often, especially for low precise tasks and reformulated significantly more than
older adults. The accuracy of older adults in task performance was significantly lower
than that of younger adults, especially for low precise tasks. These outcomes are also
in-line with aging-related literature [8, 11, 24, 26, 37] (RQ2). It indicates that our task
preciseness metric is able to successfully simulate the effects of task difficulty on aging.

We next analysed the age-related differences in the semantic relevance of queries
with target information. For low precise tasks, the mean SRQ was significantly higher
for younger adults compared to older adults. For high precise tasks, it was the other
way round (RQ3a). We ruled out the possibility that fluid abilities could be the
underlying cause for the interaction effect by including the score on our fluid intelli-
gence test as a covariate. The interaction effect was still found to be significant. We
then checked if differences in crystallized intelligence could explain the interaction
effect. We divided both younger and older adults into two groups of high and low
crystallized intelligence based on the median scores on our HMV test and repeated the
analysis on each group separately. For high precise tasks, the mean SRQ was signif-
icantly higher for older adults compared to younger adults only in the high HMV group
and not in the low HMV group. Whereas for low precise tasks, the mean SRQ was
significantly lower for older adults compared to younger adults only in the low HMV
group and not in the high HMV group. These outcomes indicate that, older adults, due
to their higher crystallized intelligence, are able to utilize the better specified contextual
information present in the high precise tasks more efficiently than younger adults. But,
when it comes to low precise tasks, which demand generating own queries using one’s
own knowledge and understanding of the task, older adults perform poorly compared
to younger adults.

Lastly, we examined the age-related differences in the mean SRQ across reformu-
lations. Younger adults were found to reformulate much longer than older adults. For
older adults, the mean SRQ decreased for both low and high precise tasks. For younger
adults, the mean SRQ remained constant for high precise tasks and even increased for
low precise tasks. Furthermore, both younger and older adults start a session with
queries of similar SRQ value. They also end a session with queries of similar SRQ value
for high precise tasks. For low precise tasks at the end of a session, the mean SRQ was
found to be significantly higher for younger adults compared to older adults (RQ3b). It is
important to note that these outcomes are largely in line with [24].

Age-Related Effects of Task Difficulty 91



One of the main limitations of our work is that the task preciseness metric we defined
can be used only for those types of tasks for which there is a known target answer page
(s). Therefore, it is necessary to know the target page(s) in advance to compute the task
preciseness. Though this limits the applicability of the metric in real environments
where neither the user intent nor the target answer are known before hand, it can be very
useful in providing training and support to users with low information search skills. We
describe how this training and support can be provided in the next section.

7 Design Implications

Based on the behavioral outcomes and the analysis of the content of search queries
during reformulations, we come up with the design and methodology of constructing
two types of automatic tools that can support interaction with a search engine.

7.1 Support Tool 1

We saw in the analysis of search outcomes that older adults take much longer time to
finish tasks than younger adults (See Fig. 2). One of the possible reasons could be that
they are unable to differentiate between a relevant and a non-relevant search result as
efficiently as the younger adults do. We propose a support tool that visually highlights
the most relevant search results for a given query, as shown in Fig. 6. This method-
ology was successfully used in the past to provide navigation support within websites
[23]. We propose to extend the same methodology to generate support for interaction
with a search engine.

Given a query, semantic relevance is computed between the query and each of the
search results on the basis of LSA. The search result with the maximum semantic
relevance is highlighted with a green arrow as shown in Fig. 6. This form of support
would enable older adults to spend less mental resources in differentiating between a
relevant and a non-relevant search result which in turn would lead to better accuracy.

Fig. 6. Design of a support tool for interacting with a search engine that highlights the most
relevant search result for a given query. (Color figure online)
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7.2 Support Tool 2

We saw in the analysis of semantic relevance of queries across reformulations that the
SRQ of younger adults remained constant and that of the older adults decreased as they
reformulated further. In other words, older adults were going further away in semantic
distance from the target information as they reformulate, which probably could be one
of the reasons for their lower accuracy (See Fig. 2). This support tool is intended to
ensure that a user does not digress too far away from the goal information in the form
of irrelevant queries. To address this problem, we propose a second support tool that
monitors - based on the LSA value - the average semantic relevance of the SERPs with
the goal information derived from the query and warns the user when it falls below a
threshold as shown in Fig. 7. This form of support would indicate to the users that their
search results on a page are not relevant enough and they can use this information to
take corrective actions such as generating a more relevant query.

The study of [24] and the results of our study indicate that such a support system
would be of immense help to older adults in improving their overall search perfor-
mance. We envision both tools to be used for training purposes with a large collection
of tasks and their corresponding expected answers. The efficacy of such a training and
support mechanism in improving the semantic relevance of search queries of older
adults in real contexts needs to be empirically verified.

Acknowledgements. This research was supported by Netherlands Organization for Scientific
Research (NWO), ORA Plus project MISSION (464-13-043).

Fig. 7. Design of a support tool for interacting with a search engine that monitors the average
semantic relevance of the user’s queries to the goal information
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Abstract. People with stereo-deficiencies usually have problems for the per-
ception of depth using stereo devices. This paper presents a study that involves
participants who did not have stereopsis and participants who had stereopsis.
The two groups of participants were exposed to a maze navigation task in a 3D
environment in two conditions, using a HMD and a large stereo screen.
Fifty-nine adults participated in our study. From the results, there were no
statistically significant differences for the performance on the task between the
participants with stereopsis and those without stereopsis. We found statistically
significant differences between the two conditions in favor of the HMD for the
two groups of participants. The participants who did not have stereopsis and
could not perceive 3D when looking at the Lang 1 Stereotest did have the
illusion of depth perception using the HMD. The study suggests that for the
people who did not have stereopsis, the head tracking largely influences the 3D
experience.

Keywords: HMD � Large stereo screen � Virtual reality � Stereopsis � 3D
experience � Stereoblindness � Stereo-deficiency � Head tracking

1 Introduction

Stereopsis refers to the perception of depth through visual information that is obtained
from the two eyes of an individual with normally developed binocular vision [1]. The
perception of depth is also possible with information visible from only one eye. In this
case, the person uses differences in object size and motion parallax in order to have
such perception [2]. However, according to Barry [3], the impression of depth cannot
be as vivid as that obtained from binocular disparities.

Virtual Reality (VR) has received numerous definitions. According to LaViola [4],
“VR is a user interface technology that provides an immersive and realistic, three
dimensional computer simulated world”. Dionisio et al. [5] defined VR as a
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computer-generated simulation of three-dimensional objects or environments with
seemingly real, direct, or physical user interaction. Different devices or systems can be
used to display a virtual environment. Different taxonomies have been established
according to the level of immersion. For example, Muhanna [6] classified the VR
systems as:

– Basic: hand-based and monitor-based.
– Partially immersive: wall projectors, immersive-desk, and monocular head-based.
– Fully immersive: room-based (vehicle simulation and CAVE) and binocular

head-based.

In a subject of Virtual and Augmented Reality of a Master’s program in Computer
Science, we observed that students who did not have stereopsis (checked using the
Lang 1 Stereotest) did not have perception of depth when using VR devices such as a
CAVE, a large stereo screen and even with autostereoscopic displays. However, the
same students had the sensation of depth using the Oculus Rift. This motivated us to
design a study to compare the Oculus Rift with another stereo device that we have
already used in order to test our hypothesis. The visualization system chosen for the
comparison was a large stereo screen. However, other Head-Mounted Displays
(HMD) or different visualization systems (CAVE, autostereoscopic displays, or other
HMDs) could also be used. Since the appearance of the first HMD developed by
Sutherland [7], many different commercial devices and non-commercial prototypes
have been developed (e.g., Oculus Rift, HTC VIVE, Google Cardboard, Samsung
Gear VR, or Microsoft HoloLens). Therefore, other comparisons could be considered
in the future work.

In this paper, we present a study in which users were exposed to a maze navigation
task in a 3D environment in two conditions: using a HMD (Oculus Rift) and using
polarization glasses with a large stereo screen. Two groups of users participated in our
study: a group who did not have stereopsis (no stereopsis), and a group who had
stereopsis (stereopsis). Our main hypothesis was that the users that did not have
stereopsis would have a statistically richer 3D experience with the HMD than with a
large stereo screen.

2 Background

2.1 Stereopsis Recovery

Several previous works have focused on the idea of restoring stereopsis in adults. Two
cases in which this recovering was described were experienced by Barry [3] and
Bridgeman [8]. Barry [3] recovered from strabismus after visual therapy in adulthood.
Bridgeman [8], with stereo-deficiency, acquired stereopsis when watching a 3D movie.
Besides these two personal experiences, other works have also been interested in
stereopsis recovery. For example, Ding & Levi [9] carried out a case study involving 5
adults who were stereoblind or stereoanomalous. After perceptual learning, the par-
ticipants showed substantial recovery of stereopsis. Ding & Levi [9] concluded that
“some human adults deprived of normal binocular vision can recover stereopsis at least
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partially”. In the same year, Astle et al. [10] carried out another case study involving
two humans with anisometropic amblyopia whose stereopsis also improved after fol-
lowing a training course. In 2014, Xi et al. [11] carried out a case study involving 11
participants with anisometropic or ametropic amblyopia. Those participants were
trained with anaglyphic textures with different disparities. They also experienced
stereopsis improvement. Vedamurthy et al. [12] trained adults who were stereo blind or
stereodeficient using a natural visuomotor task (a Virtual Reality environment). They
conclude that “some adults deprived of normal binocular vision and insensitive to the
disparity information can, with appropriate experience, recover access to more reliable
stereoscopic information”. Therefore, all these previous works indicate that human
adults can recover or acquire stereopsis in adulthood.

2.2 Users’ Perceptions

In this section, we focus on users’ perceptions in which two different visualization
devices have been compared. To our knowledge, no previous work has studied users’
perceptions considering people with stereo vision versus stereo blindness. However,
several studies of users’ perceptions have been carried out with groups in which
specific problems had not been defined.

With regard to the comparison between different HMDs, Young et al. [13] com-
pared the Oculus Rift and a high-cost Nvis SX60 HMD, which differ in resolution, field
of view, and inertial properties, among other factors. In this comparison, both HMDs
were fully immersive. Young et al. [13] assessed simulator sickness and presence. They
found that the Oculus Rift consistently outperformed the Nvis SX60 HMD, but some
people were more subject to simulator sickness with the Oculus Rift. Buń et al. [14]
used the nVisor MH60 V HMD, the Oculus Rift DK1, and Samsung Gear VR with
students of medical disciplines to learn anatomy. In this study, the three HMDs were
fully immersive. Twenty students from the Poznan University of Technology partici-
pated in a study concerning perception. The participants were asked to select the
preferred HMD and interaction method. Most of them chose the Gear VR in combi-
nation with Kinect and gamepad as the preferred solution.

Other works have compared HMDs with different visualization systems. For
example, Tan et al. [15] presented a study involving 10 participants who played a
first-person shooter game using the Oculus Rift and a traditional desktop
computer-monitor. In that study, the authors compared a fully immersive VR system
with a basic or low immersive VR system. They concluded that the participants had
heightened experiences, a richer engagement with passive game elements, a higher
degree of flow, and a deeper immersion with the Oculus Rift than on a traditional
desktop computer-monitor. However, they also mentioned the problems of cyber-
sickness and lack of control. Gutiérrez-Maldonado et al. [16] developed a VR system to
train diagnostic skills for eating disorders and compared two visualization systems
(Oculus Rift DK1 vs. a laptop with a stereoscopic 15.6-inch screen). In that study, the
authors also compared a fully immersive VR system with a basic or low immersive VR
system. Fifty-two undergraduate students participated in their study. No differences
were found in either effectiveness or usability with regard to skills training in a
psychopathological exploration of eating disorders through virtual simulations.
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Juan & Pérez [17] carried out a comparison study of the levels of presence and anxiety
in an acrophobic environment that was viewed using a Computer Automatic Virtual
Environment (CAVE) and a 5DT HMD. In this environment, the floor fell away, and
the walls rose up. To determine whether either of the two visualization systems induced
a greater sense of presence/anxiety in non-phobic users, an experiment comparing the
two visualization systems was carried out. Twenty-five non-phobic participants took
part in their study. The CAVE induced a significantly higher level of presence in users.
Their results indicated that both visualization systems provoked anxiety, but that the
CAVE provoked more anxiety than the HMD.

Other works have compared different versions of the same environment using
HMDs. For example, Davis et al. [18] used the Oculus Rift and compared two different
virtual roller coasters, each with different levels of fidelity. They found that the more
realistic roller coaster with higher levels of visual flow had a significantly greater
chance of inducing cybersickness.

Therefore, previous works have compared HMDs with low and fully immersive VR
systems. In contrast, we compare a HMD with a partially immersive VR system.

3 Virtual Environment

The virtual environment is based on the Cincinnati Water Maze [19]. The virtual
environment is a maze with nine intersections (see Fig. 1). The maze has a wall of
hedges that are two meters high and pathways of grass that are two meters wide.
A first-person avatar represents the participant’s point of view (the participant sees the

Fig. 1. Virtual environment. Maze viewed from above.
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maze through the eyes of the avatar). Therefore, this avatar personifies the movements
of the user in the maze. The participant controls the avatar with a gamepad. At each
intersection, there is an arrow on the ground; the color of the arrow and the direction it
points depend on the scene. The system has three stages: habituation, retention, and
testing. The habituation stage has an environment with a short route. The path has four
intersections and a straight road at the end. This is a trial stage to train participants to
handle the system properly. The retention stage consists of an environment in which the
participant follows another route with nine intersections and is guided by green arrows.
The participant must learn the route. The testing stage has yellow arrows that show
options at each intersection. The participant must remember and follow the same path
that was followed in the retention stage. When the participant makes a mistake, the
system shows a warning message and they are automatically relocated back to the
starting position. Each participant has five attempts to reach the end of the maze. The
time increases with the number of attempts. The experience lasts around six minutes.
However, the time could increase based on the number of attempts. A more detailed
description of the virtual environment can be found in [20].

3.1 Hardware and Software

The virtual environment ran on an Intel Core i7 computer, 3.5 GHz processor with
16 GB RAM, an NVIDIA GeForce GTX-970 with a video card of 4 GB, and Windows
8 Operating System. For the development of the system, we used Unity Edition Pro-
fessional (http://unity3d.com), version 4.6.0f3 as the game engine, and C# and Java-
Script as the programming languages. Blender was used to create and modify the 3D
models that were included in the environment. Adobe Photoshop was used to modify
textures and images.

Two loudspeakers were used to provide messages and instructions to the partici-
pants. AB-Move Gamepad BG Revenge was used as the input device. Thanks to the
gamepad, the user controlled the avatar, indicating the direction to follow (i.e., go
forward, turn to the right, or turn to the left). The gamepad was integrated into the
system thanks to the controller Input Manager of Unity, which enabled functions and
personalized the use of the device in the two visualization systems. The collision of
objects in the environment was controlled to keep the participants from colliding with
the walls.

3.2 Oculus Rift

We used an Oculus Rift DK2. It has a resolution of 960 � 1080 per eye, a
field-of-view of 100 nominal, a weight of 0.32 kg, and an optical frame rate of 75 Hz.
It has head tracking and positional tracking. Figure 2 shows a view of the Maze with
the Oculus Rift. Figure 3 shows a user handling the Oculus Rift.

The head tracking of the Oculus Rift was used to let the user to look around in the
position where he/she was. To integrate the Oculus Rift with the system, we used the
plugins provided by the manufacturer (Oculus SDK 0.4.2, Oculus Runtime, and Oculus
Unity Integration Package).
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3.3 Large Stereo Screen

A large stereo screen was placed in a room with some special characteristics. First, the
room was divided into two areas (the projection area and the user area); these areas
were separated by a wall and a translucent 120-inch screen. Figure 4 shows a

Fig. 2. View of the Maze with the Oculus Rift.

Fig. 3. A participant carrying out the task with the gamepad.

Fig. 4. Testing room for the large stereo screen condition.
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representation of this room. Two projectors placed in the projection area project two
images onto the screen. Specifically, we used two InFocus IN1503 short throw pro-
jectors. These projectors could generate an image of 177 � 111 cm. at a throw distance
of 140 cm. They produced a brightness of 3000 ANSI lumens and had a resolution of
1280 � 800 pixels. These two images are polarized and a 3D image is created. The
user must wear linear polarized 3D glasses in order to see the image correctly. Figure 5
shows a user in the large stereo screen condition. A library was developed to create the
3D sensation. This library allows the user to have the right point of view by placing the
two virtual cameras to simulate the two eyes of the user. The cameras are located at a
standard intraocular distance (63 mm) [21] and at a field of view of 60°. This value for
the field of view was calculated from the real dimensions of the screen and the distance
between the participant and the screen. This condition did not include head tracking.

4 Study

All of the participants were duly informed about the purpose of the study before each
session. They signed the Informed Consent for participation, and the study was con-
ducted according to the principles stated in the Declaration of Helsinki. The Ethics
Committee of the Universitat Politècnica de València (UPV) approved this study.

Before each session, all of the participants filled out the Personal Data Question-
naire (PDQ). Afterwards, they were checked for stereopsis using the Lang 1 Stereotest
cards [22, 23]. The participants were divided into two groups. Each group participated
in only one session and was exposed to only one of the two different conditions. One
group used the HMD and the other group used the large stereo screen (intersubject
analysis). Finally, when they had finished, they completed the questionnaire about
previous experiences (PEQ), and another questionnaire (PQ) to know their perceptions
about interaction, the 3D sensations, and satisfaction. Most of the questions of the PQ
were adapted from the Presence Questionnaire proposed by Witmer & Singer [24].

Fig. 5. A participant in front of the large stereo screen handling the gamepad.
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4.1 Participants

Students of the UPV participated in this study (N = 59; mean age 25.83 ± 3.97; 35
men and 24 women). A recruitment campaign was conducted to find the participants by
advertising within the campus facilities. The participants were randomly assigned to
each condition. Since the task was the same, each participant used only one of the two
conditions. The participants were assigned randomly to two groups (30 participants for
the HMD condition, and 29 for the large stereo screen condition).

4.2 Control Variables

To carry out the current study, two control variables were defined. The main goal was
to establish homogeneous groups in terms of previous experiences with 3D and to
determine which participants had stereopsis and which ones did not.

First, the PEQ was used to determine whether the participants of both groups had
previous experience with 3D and video games. The PrevExperience variable combines
the answers to questions related to previous experience (Table 1). The questionnaire
used a Likert scale [from 1 to 5 (1 being ‘none’ or (‘extremely low’), and 5 being ‘very
high’)]. For the group of participants who did not have stereopsis, the mean for the
HMD condition was 3.09 ± 0.61, and the mean for the large stereo screen condition
was 2.78 ± 0.58. These means indicate that those participants had moderate experi-
ence with 3D. For the group of participants who had stereopsis, the mean for the HMD
condition was 3.10 ± 0.59, and the mean for the large stereo screen condition was
2.96 ± 0.61. These means indicate that those participants had moderate experience
with 3D. There were no statistically significant differences in previous 3D experiences
between the HMD condition and the large stereo screen condition (U = 34, Z = 0.714,
p = 0.483, r = 0.184). This result demonstrates the homogeneity of the sample
regarding this aspect.

Second, the Lang 1 Stereotest was applied to determine which participants had
stereopsis and which ones did not. Brown et al. [23] administered the Lang 1 Stereotest
to 292 participants and concluded that this test correctly identified people with vision
defects associated with reduced stereopsis and that it was appropriate for vision
screening of both adults and children. The Lang 1 Stereotest has three objects. We
followed the protocol suggested by Brown et al. [23]. A participant passed the test
when he/she had 3/3 positive responses, 3/3 partial positive responses, or 2/3 positive
and/or partial positive responses where the negative response was at the 550” level.
A participant failed the test when he/she had 3/3 negative responses and 2/3 negative
responses where the single positive or partial positive response was at the 1200” level.

Table 1. Questionnaire on previous experience with 3D.

#Q Questions

QX1 I perform activities in 3D
QX2 I play 3D games
QX3 I see movies in 3D
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In our sample, 22 participants were successful in the Lang 1 Stereotest for the HMD
condition (73.33%), and 22 participants were successful for the large stereo screen
condition (75.86%). Therefore, 8 participants failed the Lang 1 Stereotest in the HMD
condition (26.67%), and 7 participants failed in the large stereo screen condition
(24.14%). These results ensure an equivalent number of participants in the two con-
ditions. In Brown et al.’s study [23], 6.5% of the participants failed the test. Other
studies have indicated that this percentage can be between 5% and 10% [25], or as high
as 34% in older subjects [26]. In our case, this percentage is considerably higher than in
normal population. This is because we especially invited people who we knew did not
have stereopsis to participate in our study. The objective was to have the sample of
participants without stereopsis as large as possible to compare them with the population
with stereopsis.

4.3 Procedure

The study compared the participant’s perceptions using a 3D environment in two
conditions (HMD and a large stereo screen). The same VR environment was used with
each condition. In order to move around the virtual environment, the participants held a
gamepad in their hands. In the HMD condition, the participants were seated in a chair
and wore an Oculus Rift DK2 with head tracking enabled. The lenses of the HMD were
positioned properly for each user’s eyes. This adjustment was achieved by turning the
lateral adjuster to fix the separation between the participant’s eyes (inter-pupillary
distance). The HMD was kept firmly in place by strapping it tightly to the participant’s
face.

In the large stereo screen condition, the participants were standing in front of the
large, high-resolution display. Displacement and rotation depend on the decision points
shown in the virtual environment. Each participant was instructed about how to use the
gamepad, the HMD, and the polarized glasses. The participant was also urged to pay
attention at each stage of the exposure. Each participant was instructed to remember the
route in order to find a way out of the maze.

After ending the session, the participants answered a questionnaire on the inter-
action with the system, 3D sensations, and satisfaction (PQ). The questions of the
questionnaire are shown in Table 2.

5 Results

This section presents the analysis of the data collected from this study. Data normality
was checked and the pertinent statistical tests were carried out based on those results.
The Shapiro-Wilk and Anderson-Darling are inferential tests that were used to check
data normality. Since the tests reported that our data did not fit the normal distribution,
non-parametric statistical tests (the Mann-Whitney U test) were applied for the Likert
questions to determine whether or not there were statistically significant differences for
our questionnaire (Table 2). There were two groups: one group used the HMD and the
other group used the large stereo screen. These two groups were also divided into two
different populations, those participants who had stereopsis and those participants who
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did not have stereopsis. The data from the study were analyzed using the statistical
open source toolkit R (http://www.r-project.org) with the R-Studio IDE (http://www.
rstudio.com).

The results of our questionnaire were grouped by Interaction, 3D Sensations, and
Satisfaction. The results are shown in Tables 3, 4, 5, 6, 7 and 8.

5.1 Interaction Outcomes

As Tables 3 and 4 show, no statistically significant differences were found in the QI2–
QI4 questions between the HMD condition and the large stereo screen condition. The
participants thought that the interaction with the 3D environment seemed natural (QI2).
The users were concentrated on the assigned task rather than on the mechanisms used
to perform it (QI3). The participants did not perceive significant differences for ease of
use (QI4). However, there was a statistically significant difference in QI1 in favor of the
HMD. In Q1, the participants perceived the mechanism, which controlled movement
through the environment, to be more natural. These results were obtained for the two
groups of participants (stereopsis vs. no stereopsis).

For the HMD condition and the two population groups (stereopsis vs. no stere-
opsis), no statistically significant differences were found in the QI1–QI4 questions. The
same result was obtained for the large stereo screen condition and the two population
groups.

Table 2. Questionnaire on the interaction, 3D-sensations, and satisfaction. The questionnaire
used a Likert scale [from 1 to 5 (1 being ‘none’ or (‘extremely low’) and 5 being ‘very high’)].

# QI Interaction

QI1 How natural was the mechanism that controlled movement through the environment?
QI2 How natural did your interactions with the 3D environment seem?
QI3 How well could you concentrate on the required tasks rather than on the mechanisms

used to perform those tasks?
QI4 The environment was easy to use
# QE Virtual Environment and 3D-sensations
QE1 How involved were you in the 3D virtual environment experience?
QE2 How much did your experiences in the virtual environment seem consistent with your

real-world experiences?
QE3 How closely were you able to examine objects?
QE4 How quickly did you adjust to the 3D virtual environment experience?
QE5 At times it seems to me that objects have depth?
QE6 My 3D experience compared to others previous 3D experiences has been …

# QS Satisfaction
QS1 To what degree did you feel general discomfort during or at the end of the task?
QS2 In general, rate the experience of movement and interaction with the virtual

environment
QS3 Rate your visualization experience from 1–5 (1-least satisfying)
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5.2 3D-Sensation Outcomes

To determine the outcomes for 3D sensations, the participants answered questions
QE1–QE6 after their exposure to the virtual environment in two conditions (HMD vs.
large stereo screen). Statistically significant differences were found in all six questions
in favor of the HMD. These statistically significant differences can be observed for the
group of participants who did not have stereopsis (Table 5 and Fig. 6) and those who
had (Table 6 and Fig. 6). Overall, the HMD allowed the participants to feel a more
enhanced experience than the large stereo screen for the two groups (stereopsis vs. no
stereopsis).

For the HMD condition and the two groups of population (stereopsis vs. no
stereopsis), no statistically significant differences were found in the QE1–QE6 ques-
tions. For the large stereo screen condition, no statistically significant differences were
found for any of the questions, except for QE3 in favor of the participants who had
stereopsis (U = 32, Z = −2.687, p = 0.011, r = 0.499). Although the means of the two
groups for QE3 are low, the participants who had stereopsis were able to closely
examine objects to a significantly greater extent than the participants who did not have
stereopsis. Moreover, the participants who had stereopsis in the large stereo condition
scored higher in all the questions (except QE1) than those who did not have stereopsis.

In QS1, there were no statistically significant differences between the two condi-
tions for the participants who did not have stereopsis regarding general discomfort
during or at the end of the session (see Table 7). However, in QS1, there was a
statistically significant difference between the two conditions and for the participants
who had stereopsis (see Table 8). The values of the means for the two groups show that
the participants who had stereopsis felt greater general discomfort with the HMD.

Table 3. Means and Standard deviations, Mann-Whitney U test analysis, and r effect size
between the HMD condition and the large stereo screen condition of those who did not have
stereopsis for the questions about interaction. The ** indicates statistically significant differences.

# Q HMD Large stereo screen U Z p r

QI1 4.38 ± 0.52 1.14 ± 0.38 56.0 3.426 <0.001** 0.885
QI2 4.88 ± 0.35 4.43 ± 1.13 33.0 0.829 0.446 0.214
QI3 4.00 ± 0.93 3.86 ± 0.69 30.5 0.308 0.962 0.079
QI4 4.13 ± 0.64 3.14 ± 1.22 41.5 1.662 0.101 0.429

Table 4. Means and Standard deviations, Mann-Whitney U test analysis, and r effect size
between the HMD condition and the large stereo screen condition of those who had stereopsis for
the questions about interaction. The ** indicates statistically significant differences.

# Q HMD Large stereo screen U Z p r

QI1 4.00 ± 0.93 1.14 ± 0.35 481.0 5.906 <0.001** 0.890
QI2 4.64 ± 0.73 4.36 ± 0.66 307.0 1.757 0.101 0.265
QI3 4.09 ± 0.68 3.59 ± 0.91 319.0 1.952 0.055 0.294
QI4 4.00 ± 0.93 3.77 ± 1.31 255.5 0.332 0.747 0.050
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Table 5. Means and Standard deviations, Mann-Whitney U test analysis, and r effect size
between the HMD condition and the large stereo screen condition of those who did not have
stereopsis for the questions about 3D sensations. The ** indicates statistically significant
differences.

# Q HMD Large stereo screen U Z p r

QE1 4.63 ± 0.52 3.57 ± 0.54 50.0 2.750 0.009** 0.710
QE2 3.62 ± 0.74 1.14 ± 0.38 56.0 3.392 <0.001** 0.876
QE3 3.88 ± 0.84 1.14 ± 0.38 56.0 3.376 <0.001** 0.872
QE4 4.38 ± 0.74 3.43 ± 0.54 46.5 2.277 0.034** 0.588
QE5 4.00 ± 0.54 2.29 ± 0.76 54.5 3.210 <0.001** 0.829
QE6 3.75 ± 0.89 1.71 ± 1.11 50.5 2.726 0.008** 0.704

Table 6. Means and Standard deviations, Mann-Whitney U test analysis, and r effect size
between the HMD condition and the large stereo screen condition of those who had stereopsis for
the questions about 3D sensations. The ** indicates statistically significant differences.

# Q HMD Large stereo screen U Z p r

QE1 4.18 ± 0.96 3.50 ± 1.01 338.0 2.365 0.018** 0.357
QE2 3.68 ± 1.13 1.18 ± 0.40 465.0 5.510 <0.001** 0.831
QE3 3.96 ± 0.84 1.73 ± 0.46 476.0 5.712 <0.001** 0.861
QE4 4.46 ± 0.51 3.50 ± 0.91 385.0 3.590 <0.001** 0.541
QE5 4.14 ± 0.77 2.64 ± 1.18 405.0 3.964 <0.001** 0.598
QE6 3.96 ± 1.09 1.86 ± 1.21 423.5 4.398 <0.001** 0.663

Fig. 6. Participants who had stereopsis and participants who did not have stereopsis (HMD vs.
large stereo screen). Barplot and error bars for QE1–QE6 questions. Confidence interval of 95%.
Statistically significant differences are found in all questions. Satisfaction outcomes
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In QS2 and QS3, the results show that there were statistically significant differences
between the two conditions in favor of the HMD (see Tables 7 and 8). This means that,
in general, the participants had a more satisfying experience using the HMD.

For the HMD condition and the two population groups (stereopsis vs. no stereopsis),
no statistically significant differences were found in the QS1–QS3 questions. For the
large stereo screen condition, no statistically significant differences were found for any
of the questions, except for QS2 in favor of the participants who had stereopsis. This
result for QS2 implies that the participants who had stereopsis rated the experience of
movement and interaction with the virtual environment significantly higher than the
participants who did not have stereopsis. When comparing the HMD column of
Tables 7 and 8 (HMD condition, no stereopsis vs. stereopsis), the participants who had
stereopsis scored higher on all the questions than the participants who did not have
stereopsis. The results for the comparison of the large stereo screen column were similar.

5.3 Task Outcomes

To determine the performance on the task, we calculated the following: the time for
completion of the task in seconds (Time), the number of head turns by the participant
performed at intersections (Headings), the number of attempts made to successfully
complete the path (Attempts), and the score (Score). The Score was obtained by adding
the number of correct directions chosen in each of the five attempts established to
complete the path. We defined ten points per attempt and a maximum Score of fifty
points. Specifically, the Score variable was obtained as follows. Each participant had
five attempts to reach the end of the maze. If the participant reached the end of the maze
on the first attempt, the task ended. If a participant chose the wrong direction at an
intersection, the participant automatically returned to the starting point and made
another attempt. If the participant went through all five attempts, the task ended.

Table 7. Means and Standard deviations, Mann-Whitney U test analysis, and r effect size
between the HMD condition and the large stereo screen condition of those who did not have
stereopsis for the questions about satisfaction. The ** indicates statistically significant
differences.

# Q HMD Large stereo screen U Z p r

QS1 1.50 ± 0.53 1.14 ± 0.37 38.0 1.414 0.282 0.365
QS2 3.75 ± 0.46 1.43 ± 0.53 56.0 3.395 <0.001** 0.877
QS3 4.38 ± 0.52 3.57 ± 0.53 46.0 2.372 0.039** 0.612

Table 8. Means and Standard deviations, Mann-Whitney U test analysis, and r effect size
between the HMD condition and the large stereo screen condition of those who had stereopsis for
the questions about satisfaction. The ** indicates statistically significant differences.

# Q HMD Large stereo screen U Z p r

QS1 1.55 ± 0.80 1.14 ± 0.35 311.0 2.084 0.055** 0.314
QS2 4.09 ± 0.81 3.32 ± 0.48 369.0 3.241 <0.001** 0.489
QS3 4.45 ± 0.74 3.59 ± 0.85 371.5 3.209 <0.001** 0.484
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The participants received a point for each correct choice of an intersection at each
attempt. There were 10 intersections in total. The participants received 10 points for
each attempt that they did not have to complete. Therefore, if the participants reached
the end of the maze on the first attempt, they received 50 points (10 for the first attempt,
and 40 for the 4 attempts that they did not have to complete).

The results for the participants with stereopsis and those without stereopsis using
the HMD condition are shown in Table 9. Table 10 shows the results considering
gender. The results for the participants with stereopsis and those without stereopsis
using the large stereo condition are shown in Table 11. Table 12 shows the results
taking gender into account. For the two conditions considered independently, the
results show that there were no statistically significant differences for the performance
on the task between the participants with stereopsis and the participants without
stereopsis. The performance on the task was also independent for gender.

Table 9. Means and Standard deviations, Mann-Whitney U test analysis, and r effect size for the
HMD condition and between the participants without stereopsis and those with stereopsis.

No-stereopsis Stereopsis U Z p r

Score 48.0 ± 2.88 47.68 ± 3.23 97.0 0.459 0.667 0.084
Attempts 1.62 ± 0.74 2.05 ± 1.09 70.0 −0.898 0.395 0.164
Time 350.5 ± 191.50 295.89 ± 109.63 106.0 0.844 0.414 0.154

Table 10. Means and Standard deviations, Kruskal-Wallis test analysis for the HMD condition
and for gender. Atte. = Attempts.

No-stereopsis Stereopsis v2 df p

Men Women Men Women

Score 48.00 ± 3.16 48.00 ± 2.83 48.83 ± 2.37 46.30 ± 3.68 0.21 1 0.646
Atte. 1.67 ± 0.82 1.50 ± 0.71 2.00 ± 1.34 2.10 ± 0.74 0.77 1 0.379
Time 364.1 ± 218.40 309.70 ± 116.6 296.30 ± 129.40 295.4 ± 87.0 0.71 1 0.399

Table 11. Means and Standard deviations, Mann-Whitney U test analysis, and r effect size for
the large stereo condition for the participants without stereopsis and those with stereopsis.

No-stereopsis Stereopsis U Z p r

Score 41.43 ± 9.41 38.09 ± 11.36 91.0 0.729 0.484 0.135
Attempts 2.14 ± 1.46 2.95 ± 1.76 58.5 −0.983 0.373 0.183
Time 114.5 ± 31.56 137.53 ± 59.34 67.0 −0.510 0.636 0.095
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For the HMD condition, Table 13 shows the results for the Headings variable (head
turnings) taking into account gender and group (no stereopsis vs. stereopsis). The
results show that there were no statistically significant differences for gender and group.

When the Score variable for the group who did not have stereopsis is analyzed and
the HMD (48.00 ± 2.88) and large stereo screen (41.43 ± 9.41) conditions are
compared, there were no statistically significant differences (U = 38.5, Z = 1.318,
p = 0.210, r = 0.340). When the Score variable for the group who had stereopsis is
analyzed and the HMD (47.68 ± 3.23) and large stereo screen (38.09 ± 11.36) con-
ditions are compared, there were statistically significant differences (U = 354,
Z = 2.725, p = 0.006**, r = 0.411) in favor of the HMD condition.

6 Discussion

As mentioned in the background section, HMDs have already been compared with
different visualization systems. In this paper, we have compared a HMD (Oculus Rift
DK2) with a partially immersive VR system. Previous works have compared the
Oculus Rift with a fully immersive VR system [13] and with a non-immersive VR
system [15]. Our results are in line with these works. Although other works have
suggested that a large projection screen may be an effective substitute for a HMD [27],
our results indicate that participants had a better 3D experience using a HMD than
using a large stereo screen. Juan & Pérez [17] compared a HMD and a CAVE and
observed that the CAVE induced a significantly higher level of presence. The features
of their HMD were: 800 � 600 and 40º FOV. The features of the current HMDs are
significantly better. We used a HMD with 960 � 1080 and 100º FOV. Another aspect
to consider is the inclusion in the system of head tracking. The motion parallax cue
plays an important role in stereoscopy. In a fair comparison, the projected stereoscopic
display should have head tracking. From our results (QI1 and QS2), non-inclusion of
head tracking has negatively affected the results for our large stereo screen condition.

Table 13. Multifactorial ANOVA test for the Headings variable, N = 30.

Factor F p Effect size (η2)

Gender 0.009 0.924 <0.01
Group (no stereopsis/stereopsis) 0.003 0.961 <0.01
Gender:Group 0.046 0.832 <0.01

Table 12. Means and Standard deviations, Kruskal-Wallis test analysis for the large stereo
condition and for gender. Atte. = Attempts

No-stereopsis Stereopsis v2 df p

Men Women Men Women

Score 41.00 ±10.82 41.75 ± 9.95 40.14 ± 9.94 43.50 ± 13.44 0.37 1 0.541
Atte. 1.67 ± 0.58 2.50 ± 1.91 2.79 ± 1.72 3.25 ± 1.91 0.31 1 0.579
Time 99.69 ± 15.69 125.59 ± 38.01 130.71 ± 59.73 149.47± 60.66 1.23 1 0.268
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In any case, considering our work and previous works, it is possible to conclude that
current HMDs offer advantages over basic, partially, or fully immersive VR systems.

Also mentioned in the introduction section, the study was motivated by the
observation of students who did not have stereopsis and did not have depth perception
with other VR devices (e.g., CAVE, a large stereo screen, or autostereoscopic dis-
plays). However, those same students did have the sensation of depth using the Oculus
Rift. Our study corroborated our main hypothesis that current HMDs allow users with
stereopsis problems to have the illusion of depth perception. Our explanation for this is
that the field of view of current HMDs is much more similar to the human eye than
other VR devices or systems. The inclusion of head tracking and a low latency are also
very important. Nearly all of the current HMDs include head tracking. As Carmack
[28] indicated that “The latency between the physical movement of a user’s head and
updated photons from a HMD reaching their eyes is one of the most critical factors in
providing a high quality experience”. Thus, all the new features of current HMDs allow
the users to perceive the virtual environment similarly to the way they perceive reality,
and, therefore, they feel similar sensations. Stereo blind individuals rely more heavily
on motion based cues for depth. Therefore, the 3D experience could largely be influ-
enced by the head tracking. Our argument that the head tracking largely influences the
3D experience was shared by one of the participants without stereopsis. This partici-
pant was a computer graphics PhD student, and he explained his experience in an
interview after 3 months of his participation in our study. The participant was not able
to identify any of the figures that appear in the Lang 1 Stereotest. He did not perceive
3D with an autostereoscopic screen, or with the large stereo screen used in our study, or
in the 3D cinemas. However, for the first time in his life, he did experience the feeling
of depth with a VR environment using the Oculus Rift. With our virtual maze, he could
perceive that the virtual elements were at his side and he could notice the distance they
were from. His personal opinion was that the changes in perspective while moving his
head enabled him to have that 3D feeling. After this first 3D experience, he tested other
stereoscopic devices and he has only been able to appreciate 3D with HMDs that
include head tracking. This participant added that when using HMDs that do not
include head tracking, instead of perceiving 3D, he suffered from cybersickness. He
also experienced cybersickness with the Oculus Rift and with environments that do not
allow navigation using head turns. These 3D experiences have not changed the way he
perceives objects in the real world. Other statements expressed by other participants
without stereopsis during the experience were as follows: ‘Oh my God, I can perceive
3D for the first time in my life with this VR device’. This reaction was in line with that
reported by the participants in the study carried out by Ding & Levi [9], “depth ‘popped
out’ in daily life, and I enjoyed 3D movies for the first time”.

Previous works have used VR for training adults who were stereo blind or stere-
odeficient [12]. After the training, some of those participants recovered or acquired
stereopsis. Our work tested the same virtual environment with two different visual-
ization systems (HMD vs. a large stereo screen) and with people with stereopsis and
without stereopsis. From the results, the HMD allowed the participants to feel a richer
3D experience than the large stereo screen for both groups (stereopsis vs. no stere-
opsis). This also indicates that full stereopsis may not be necessary for rich 3D
experiences. The performance on the task for the HMD was independent from the
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participants’ condition (stereopsis vs. no stereopsis) and gender. Therefore, our work
and previous works are complementary and their union opens up new possibilities for
people with stereoblindness or stereodeficiency. We believe that the use of HMDs in
training people for recovering or acquiring stereopsis could have implications for the
recovery of visual function in real life. Several studies have indicated that between 5%
and 10% of the population do not have stereoscopic vision [23, 25]. This percentage
can be as high as 34% in older subjects [26]. Therefore, current HMDs could help this
population to experience depth perception using VR. As mentioned in the background
section, Bridgeman [8], with stereo-deficiency, acquired stereopsis when watching a
3D movie. A current HMD has been used for watching 3D movies as an observer or as
an actor [29]. Oculus Story Studios (https://storystudio.oculus.com/en-us) made their
first two movies, Lost (2015) and Henry (2016). The possibility of watching movies in
3D as an observer or as an actor is interesting for people with stereopsis, but it also
opens up a new possibility for people with stereopsis problems that could be explored.

In this study, we have used a gamepad for the interaction. However, other devices
or types of interaction can also be used, e.g., using touch motion controllers, which can
be combined with the Oculus Rift CV1. Another possibility is to use VR Manus gloves,
or to use Leap Motion for gesture interaction. Leap Motion can be attached to the
HMD, allowing interaction with the user’s hands.

Even though current HMDs have several benefits, they also have some drawbacks.
One of them is the cybersickness that they may induce. As Davis et al. [18] indicated,
the more realistic the environment with higher levels of visual flow, the greater the
chance of inducing cybersickness. Other works have also studied cybersickness. For
example, Sharples et al. [30] studied VR induced symptoms and effects comparing a
HMD, a desktop, a projection screen (smaller than ours), and a reality theatre. The
participants using the HMD and the projection screen experienced a significant increase
in symptoms pre–post exposure for oculomotor, disorientation, and total scored.
Moreover, the participants using the HMD also reported a significant increase in
nausea. We have not carried out a formal study about cybersickness, but the data for the
SQ1 question (To what degree did you feel general discomfort during or at the end of
the task?) indicates that the participants who had stereopsis scored significantly higher
on SQ1 using the HMD than using the large stereo screen condition. Taking into
account the differences, our observations are in line with the conclusions obtained by
Sharples et al. [30]. Recent studies indicate that the Oculus Rift induces motion
sickness [31]. However, further studies are needed to determine whether this or other
current HMDs induce more cybersickness than other VR systems, and comparisons
between them should also be made. Another drawback is that cables must be connected
to the computer. Therefore, wireless HMDs (e.g., Samsung Gear VR, Google Card-
board or HoloLens) that offer freedom of movement could also be considered.

7 Conclusion

We have compared two different visualization systems: a partially immersive large
stereo screen, and a fully immersive HMD. The study involved participants who had
stereopsis and participants who did not have stereopsis. To our knowledge, this is the

Could People with Stereo-Deficiencies Have a Rich 3D Experience 113

https://storystudio.oculus.com/en-us


first comparison involving those two different visualization systems and those two
population groups. The HMD has provided a significantly better VR experience than
the large stereo screen. Users that have stereopsis problems and cannot perceive 3D
when looking at the Lang 1 Stereo test or using other VR systems (CAVE, large stereo
screens, or autostereoscopic displays) do have the sensation of depth when using the
HMD. Therefore, our findings indicate that people without stereopsis may benefit from
a 3D experience with current HMDs.

As future work regarding the perceptions of people that do not have stereopsis
when using current HMDs, a study could be carried out to determine the weight of the
different aspects that influence stereoscopy (especially, motion parallax). The Oculus
Rift, other HMDs, or other 3D-display technologies could be used to design VR
environments for training and to facilitate recovery of stereo vision by people with
stereo-deficiencies. We hope to help people who are afflicted with stereo-deficiencies to
have rich 3D experiences in VR with the work and ideas presented here.
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Abstract. Touchscreen technologies have become increasingly common in
personal devices, so it seems necessary to improve their accessibility and
usability for the older people. In the past years, a lot of studies have been
conducted to improve touch interfaces, however, most them do not consider
older people with very low attitude with ICTs. Moreover, the majority of studies
date back 2014, so they lack to consider the most innovative technologies
available today. The present study involves a sample of older people without
previous experience with ICTs with the aim of analyzing how basic features of a
touchscreen interface affect their performances with typical touch-gestures.
A total of 22 participants have been involved. Results partially confirm the
existent literature and partially reveal new interesting findings that can be useful
to improve the touch screen accessibility for older people.

Keywords: Touchscreen interface � Older people � Usability � Accessibility �
Touch gestures � Human computer interaction

1 Introduction

Nowadays, several attempts have been made to analyze the impact of the new tech-
nologies for the older users, in terms of accessibility, usability and acceptability: studies
of technology use, attitudes and skills have shown that they are less incline to use
technology compared with younger ones [1]. However, depicting the older adults as
technophobes represents an erroneous preconception as many evidences suggests that
older users desire interaction with new technologies to remain active in the society and
independent [2]. In fact, older adults can strongly benefit of new information and
communication technologies (ICTs) [3], although there are practical issues that explain
why older users do not use technologies: lack of motivation or reason to use ICT devices,
lack of experience with current technology, cognitive differences and age-related
decline, lack of knowledge on how to use ICTs, no access to the technological artifacts,
no understanding of what to do with a device, and usability problems [4, 5].
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The most effective way to overcome the scarce use of technologies in the older
population is to design technologies taking into account their abilities and preferences
since the beginning [6–9], in order to support them in using the available services that
are becoming more technology based, in particular embedded with touchscreen
technologies.

In recent years, touch technology has flourished, so that it has become essential in
everyday life: practically all personal devices (e.g., smartphones, tablets, PCs) imple-
ment it [10]. The reasons for the success of touchscreen interfaces is mostly due to the
fact they allow direct input, and consequently support human-computer interaction in a
more intuitive and accessible way. In fact, this imply a screen size larger than no-touch
interfaces and virtual button items bigger than those of a keyboard based interface (i.e.,
large enough to be pressed with a finger).

In the case of touchscreen technologies, some studies have shown that also younger
adults may encounter some frustrations during the use, suggesting that improving the
design of touchscreen interface for older adults will improve the rate of usability also
for the other user groups [1]. On this matter, several studies have been carried out to try
to define a set of informal guidelines for interface design for seniors [11]. The
dimension of the screen and the characteristics of the screen items (e.g., size, color,
grouping, etc.) have been studied to guarantee that touchscreen interactions result
accessible and usable for older people [12]. These studies demonstrated that larger
items, figure and links should be used to improve interaction. Regarding button size, at
least 20 mm square is recommended to ensure an optimal finger selection [13, 14],
while the minimum recommended width is 13 mm [15]. Regarding button spacing, a
space at least equal to 3.17 mm seems to lower performance error rate for older people
[16] although other studies found that gap size does not affect user performance [14].

Some studies [17, 18] found that the interface should support older people to
interact without difficulty and should avoid the focus loss, especially for user with
visual and cognitive impairment. As a result, they suggest designing the visual objects
(e.g., text, icons) with appropriate featured using high contrast colors, and a layout
based on clearness and simplicity. In particular, the dark color of background should
not be used because it stands out fingerprints and intensifies glare, although the major
tablet operating systems provide it as an accessibility setting [19]. To keep attention on
the interface, the information should be provided in a simple way, avoiding the
unnecessary objects like decorative animations, useless pictures, wallpaper patterns,
moving text or flashing text [18] and replace data entry with other simpler choice (e.g.,
tapping on predefined values, providing sliders or button for incrementing and
decrementing values, etc. [19]). Finally, several studies have analyzed the user’s
gestures (i.e., tap, slide, drag, pinch, swipe, etc.) while they interact with a tablet. These
sought to evaluate which of these gestures best support user performance for older
people [11]. Their results show that, older users with high manual dexterity prefer
dragging and pinching rather than tapping [20].

The literature study showed that there is a strong interest to understand the inter-
action on touch interface related to age. Nevertheless, most of the existing studies on
the usability of the touchscreen devices get primarily involved older people with
previous experience using computers and/or other touchscreen technologies (i.e.
smartphones, tablet, e-book reader etc.) [11]. Indeed, only few studies in literature have
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involved subjects without experience with ICTs. Moreover, although in the recent
years, touchscreen technology is considerably improved [21, 22], studies on interaction
of older people with these recent technologies are still lacking.

In this context, the present study involves a sample of older people without pre-
vious experience with ICTs (except for traditional mobile phone) with the aim of
analyzing how basic features of a touchscreen interface affect their interactions. For this
purpose, the paper inspects the older people performances, during their first experience
with the latest generation touchscreen. In detail, this exploratory study aims to:
(a) verify whether the guidelines relating to the GUI design for older people based on
studies conducted on older technologies are still valid today with latest technologies;
(b) assess the level of accessibility of current technologies for older people without
prior experience in the use of touchscreen and scarce experience in the use of ICTs.

2 Touchscreen Application

To support the evaluation of the interaction, a touch screen application has been
developed, to assess the performance of the participants with tapping, dragging and
pinching gestures. The application is composed by three game sessions:

• Tap: tapping a button on the screen;
• Drag and drop: dragging an object on the screen;
• Pinch-to-zoom: expanding or shrinking an object on the screen using two fingers.

The architecture of application (Fig. 1) is composed by three main functional
modules. The Application Manager allows to read pattern configuration and startup
application parameters and manage all the interaction flow during the three different
sessions. Every session manages the items’ appearance and behavior according with
the configuration data loaded by the manager: these sub-models provide to configure
the user interface.

In addition, a background routine is in running during the user interaction in order
to collect performance data that are stored in a dedicated report as shown in Fig. 1.

Each session provides a set of mini-tasks in which the target object changes its
attributes (e.g. position, shape, color, size, etc.), which are described in detail in the
sections below. Each session uses predetermined patterns to change the appearance
attributes of the target object, which were randomly assigned. Furthermore, each ses-
sion can collect key performance parameters useful for the data analysis, which are
described in detail in the following paragraphs. Each parameter allows to detect an
aspect of user performance: the Task completion time (in milliseconds) is the time
within the user completes the mini-task, while the Success value give the
success/failure condition. In order to determine the failure condition, a Limit time
session is defined for each game. A session is considered failed if the participant does
not correctly complete the gesture within the prescribed time.

The interface application was realized to comply the standards and the design
guidelines related to web accessibility [23–25].

How Older People Who Have Never Used Touchscreen Technology 119



2.1 Tapping

The first application tries to investigate the tapping interaction (Fig. 3a). The user’s
task consists in tapping a graphical target item (i.e. colored circle): it can be modified
about size, contrast, shape and screen position.

The variability range of the first session can be summarized in Fig. 2 and has the
same structure in the other experimental sessions. The four attributes used in App1 are:

• Position: the screen surface is divided into 6 regions and the target object to be
manipulated appears in the center of the assigned region;

• Shape: three different shapes are selected (square, square with rounded edges and
circle);

• Color: three different variants are chosen for the color variability: more precisely,
contrast combinations between object and background are defined to test the
influence of the choice of color in the interface design. The three variants shown in
Fig. 2 are low-contrast, high-contrast and reverse high contrast;

• Size: according to the accessibility guidelines three variants of size attribute are
defined (small with 38 � 38px, medium with 76 � 76px and large with
113 � 113px).

According with the appearance variables, random combinations of the target item
aspect is generated: the total number of the combinations is 162. The item appears on
the screen and when the user taps it disappears and the next one is shown. If the user
does not achieve the task within the limit time session (4.000 ms), the next step is
triggered to guarantee the session conclusion.

Fig. 1. Architecture of pilot application.
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2.2 Drag and Drop

The second app is focused on the drag and drop interaction (Fig. 3b). Two circles
(colored target item and white endpoint) with same size are displayed on the screen.
The user must hook the target item (colored) and move it into the white one. When it is
left, and does not match with the endpoint circle, its position is reset. In this case, the
attributes of the target object are two:

1. Type of gesture: a classification of possible dragging trajectories has been defined
(see Table 1), which is based on the possible combinations of positions the two
displayed objects may assume in the six areas of the screen defined above.

2. Size: the three sizes mentioned above are proposed again for both displayed items.

The second session provides 90 combinations. A limit time session equal to
5000 ms determines timeout for the step duration.

Fig. 2. Variability ranges of object attributes

Table 1. The considered dragging gestures

Typologies of gestures Dragging trajectories

Vertical up B21 ! B11, B22 ! B12, B23 ! B13
Vertical down B11 ! B21, B12 ! B22, B13 ! B23
Long horizontal right B11 ! B13, B21 ! B23
Long horizontal left B11 ! B13, B23 ! B21
Short horizontal right B11 ! B12, B12 ! B13, B21 ! B22, B22 ! B23
Short horizontal left B12 ! B11, B13 ! B12, B22 ! B21, B23 ! B22
Long diagonal upper right B21 ! B13
Long diagonal upper left B23 ! B11
Long diagonal bottom right B11 ! B23
Long diagonal bottom left B13 ! B21
Short diagonal upper right B21 ! B12, B22 ! B13
Short diagonal upper left B22 ! B11, B23 ! B12
Short diagonal bottom right B11 ! B22, B12 ! B23
Short diagonal bottom left B12 ! B21, B13 ! B22
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2.3 Pinch-to-Zoom

The third application concerns the pinch-to-zoom interaction (Fig. 3c). In this case, the
possible actions performed by the user are two: he/she can modify the size of the target
object by moving closer or away his/her fingers on the screen. The objective of this
session is matching a target object (colored) with a concentric endpoint circle (white).

The considered attributes in this session are position (the same six defined above)
and the zoom percentage. The zoom percentage is compute as the ratio between the size
of the target object and the endpoint circle (see Table 2). The total combination for
Pinch-to-zoom interaction are 36. A limit time session equal to 7000 ms determines
timeout for the step duration.

3 Material and Method

3.1 Participants

For the purpose of the study, volunteer subjects were recruited in facilities of the local
municipality. To be enrolled, the following inclusion criteria were fixed:

– Age 60 and older;
– Native speakers of the trial language;
– Mini Mental State Examination (MMSE) score � 24;
– Geriatric Depression Scale (GDS) score � 10;

Table 2. The considered zoom percentage

Object size Circle size

% Zoom Zoom out 44% 340px 150px
62% 240px 150px
70% 340px 240px

Zoom in 141% 240px 340px
160% 150px 240px
226% 150px 340px

(a) (b) (c)

Fig. 3. (a) Tap interaction; (b) Drag & Drop interaction; (c) Pinch-to-zoom interaction
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– Subjects should not have any significant mobility impairment (upper or lower
extremity);

– Fulfill hearing and vision criteria set by self-reported questionnaires (hearing and
vision criteria anticipate that both could be augmented, i.e., via eyeglasses or
hearing aids);

– Ability to make time commitment;
– No previous experience in the use of computers, Internet or other ICTs (except for

old-fashioned mobile phone).

The total sample was composed of 22 participants, 5 males and 17 females, with a
mean age of 76 years old (SD ± 6.69). The totality of the sample was retired and the
most income source is constituted by pension. Almost all the subjects (13 out of 22)
were married and live with the partner, while 8 subjects live alone and 1 with the sons.
Eight participants (8 out of 22) use mobile phone, while 14 never owned it. On the
cognitive side, the mean value of the MMSE is 29.31 (SD ± 0.77), while the mean
score obtained at the GDS is 3.72 (SD ± 2.54).

3.2 Experimental Equipment

The touch application was presented on a Samsung Galaxy Tab A (10.1′′). The whole
interaction with the pilot application was recorded by means of dedicated cameras.
Specifically, two cameras (Nikon d5300 + AF-P DX 18-55 VR) were placed in the
environment and recorded participant’s actions to allow offline computer-supported
structured video-analysis. Finally, the BORIS software (Behavioral Observation
Research Interactive Software) [26] is used to support a video-analysis.

3.3 Procedure

The experiment took place in appropriate equipped room. On a large table, the par-
ticipants had access to the tablet placed on a fixed special support.

Each participant was asked to sit in front of the tablet. In order to set the correct
distance between the user and the tablet, the user has been asked to hold the tablet and
position the chair in the way to make a 120° angle between his arm and forearm.
Furthermore, the experimenter has assured that the user was taking the correct position
and posture. Participants are required to maintain head and neck aligned with the screen
focused area, to keep their hips and knees lined up and parallel to the floor, to maintain
their back in contact with the chair, avoiding to tilt on the back and to take care that the
arms were parallel to the work surface. In the experiment, subjects were also asked to
operate with just one hand. The hand choice was not restricted to the left hand or the
right hand but was primarily based on the subject’s handedness. Anyway, all the users
that participated in the tests were right-handed. This test configuration was set to ensure
the user comfort during the test and the same interaction conditions for all the users.

The participants were welcomed in the laboratory room and researches have pre-
sented the trial objectives and collected the informed consents.

Before starting, the experimenter explained to the participants the three MiniApps
operation through the aid of a video demonstration and they were informed about the
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total duration of the test. Then the participants received a full explanation of how the
touch application was structured and how to operate it (Fig. 4).

The experimenter started the video-recording and the experimental phase began
with the experimenter asked the users starting the first Mini App. Later, the users were
asked to interact with others developed MiniApps, according to the functional sequence
described in the previous paragraph. In additions, during the entire interaction, users
were encouraged to express their thoughts, feelings, possible boredom signs and
opinions aloud while the experimenter was taken annotation of the performance, errors
and user attitudes. The experimental session was completed when the user has com-
pleted the three MiniApps. The total experimentation time about 22.5 min has been
established and all involved users have concluded the experiment without any breaks
between sessions.

4 Results

Tests show interesting results which partially confirm the existent literature and par-
tially reveal new findings that can be useful to improve the touch screen accessibility
for older people.

In general, for tapping we obtained a success rate equal to 78.09%, while success
rate decreases to 44.83% for dragging and falls down to 24.49% for pinching.
According to the literature [11, 20] this confirms that tapping is the easier gesture for
older people.

To assess if gender may affect user performance in term of task completion time, a
t-test has been carried out. As show in Table 3, the results illustrate that did not
evidenced significant differences between gender.

Fig. 4. The experimental setting.
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In order to analyze how the considered features of the interface affect user inter-
action, different ANOVA analysis were individually performed. To assess equality of
variance, Levine’s test was used.

4.1 Tapping

Four One-way ANOVA analysis were performed on the experimental results for the
tapping task. The first one used size (38px, 76px and 113px) as an independent variable
to investigate the effect of size on performance value (i.e., Task Completion Time). The
second one used the position of target on the screen area (B11, B12, B13, B21, B22,
B23) to analyze the effect of the target position on older people performance. The third
one used target contrast (low, high and reverse contrast) as independent variable to
investigate the effect of target visibility on performance. The last one used the icon
shape (square, square with rounded edge and circle) as independent variable to
understand the effect of the shape of the targets on the users’ performances.

Results show that size had a strongly significant effect on the older people per-
formance (F(2,2781) = 33.29, p < 0.000). Older people perform more quickly the
greater are the targets (Fig. 5): the average of Task Completion Time (T) is equal to
1.77 s with 113px target and increase to 1.84 s and 1.99 s with targets respectively of
76px and 38px width. This confirm results of several previous studies [19, 20].
However, an increase in the size of the targets does not seem to improve success rate:
participant performed well also with small targets.

Table 3. Task completion user performance related to participant’s gender

Mean time (ms) SD t p

Tapping Male 1886,14 627,08 t(2782) = 0,78 0,435
Female 1864,08 593,39

Dragging Male 3569,09 1004,94 t(865) = 1,88 0,061
Female 3427,79 926,28

Pinching Male 4702,18 1309,02 t(192) = 1,02 0,31
Female 4468,52 1557,8

Fig. 5. Tapping and dragging success rate and mean time to task for each target size
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The position of the targets on the screen significant affect older people performance
(F(5,2778) = 3.49, p < 0.004). Older people performed more quickly if targets are
located in the middle of the screen (TB12 = 1796.96 and TB22 = 1845.05) or on the
right side (TB13 = 1841.25 and TB23 = 1875.75), while target positioned on the left
side slow the performances (TB11 = 1943.02 and TB21 = 1908.78). Those results, for
right-handed subjects basically confirm the Fitts’ law [27]. However, position does not
influence the success rate.

Furthermore, there were not significant main effects of the contrast (F
(2,2781) = 1.57, p > 0.05) and of the shape of targets (F(2,2781) = 0.04, p > 0.05).

4.2 Dragging

Two ANOVA analysis were individually performed on the experimental results for the
dragging task. The first one used size (38px, 76px and 113px) as an independent
variable to investigate the effect of size on performance value (i.e., Task Completion
Time).

The second one was performed to understand how the features of the dragging
gesture affects older people performance. To this end, the type of gesture has been used
as independent variable to compute the ANOVA analysis.

Results show that size had a strongly significant effect on the older people perfor-
mance (F(2,864) = 18.99, p < 0.000). According to the results (Fig. 5), only the targets
of 113px width seem to be suitable to be dragged by older people. Regarding the effect
of dragging gestures, results show that the type of gesture strongly affects older people
performance (F(13,853) = 6.83, p < 0.000). In particular, older people perform more
quickly with vertical gestures and diagonal gestures at the right top (Table 4).

Table 4. Dragging performance data

Typologies of gestures % Success Mean time (ms) SD

Vertical up 44,33 2918,85 1334,84
Verical down 45,60 3101,45 785,84
Long horizontal right 50,00 3565,09 1039,28
Long horizontal left 41,98 3778,87 860,6
Short horizontal right 41,09 3359,09 912,05
Short horizontal left 38,13 3575,89 867,2
Long diagonal upper right 47,69 3306,05 932,53
Long diagonal upper left 43,75 3876,54 624,34
Long diagonal bottom right 47,62 3676,92 758,5
Long diagonal bottom left 57,58 3633,72 826,4
Short diagonal upper right 49,61 3198,97 893,45
Short diagonal upper left 43,85 3873,59 700,77
Short diagonal bottom right 48,06 3606,37 833,99
Short diagonal bottom left 47,29 3461,69 947,08

126 R. Menghi et al.



Moreover, by analysis performance data, it is possible to observe that diagonal
gesture resulted in higher success rate than horizontal or vertical gestures (Figs. 6 and 7).

In particular, diagonal trajectories in the lower left resulted in best performance
(57.8%), while short horizontal and long horizontal trajectories to the left resulted in
lowest success rate.

4.3 Pinching

Two ANOVA analysis were individually performed on the experimental results for the
pinching task. The first one used the zoom percentage (see Table 2) as an independent
variable to investigate the effect of direction and extension of pinching gesture on
performance value (i.e., Task Completion Time). The second one used the position of
target on the screen area (B11, B12, B13, B21, B22, B23) to analyze the effect of target
position on older people performance.

Results show that the zoom percentage had a strongly significant effect on the older
people performance (F(5,188) = 7.46, p < 0.000). According to performance data
(Table 5), spreading gesture resulted more ease than pinching. However, it should be
observed that zoom ratios that require very broad gestures to be performed (zoom =
226%) result in a dramatic reduction of the success rate. Regarding the effect of object
position, results did not reveal significant effect (F(5,188) = 0.86, p < 0.511).

Fig. 6. Short horizontal gestures
resulted in worse performances

Fig. 7. Diagonal gestures in the lower
left resulted in best performance

Table 5. Pinching performance results

% Zoom % Success Mean time (ms) SD

Zoom out 44 18,18 5440,38 1432,18
62 18,94 4584,32 1929,83
70 17,42 4169,57 1519,84

Zoom in 141 43,18 3710,47 1351,88
160 37,12 4684,43 1344,25
226 12,12 5511,56 957,57
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5 Discussion

From the analysis of the results, it is possible to synthesize some guidelines for the
designers of touchscreen interface, to be taken into account in addition to the already
available documentation [20, 28].

As already evidenced by the literature [11, 20], it is emerged that the most ease
gesture for the older users seems to be tapping, in terms both success rate and task
completion time. In particular, a dimension of the object greater than 13 mm (76px)
improves the user performance in terms of Time Completion Task, although the effect
is minimal. Moreover, the object positions in the screen – B12, B13 – positively
interfere with the success of the tapping task. However, the increase of the target
dimension does not really seem to influence task success rate with tapping and the
improvement resulted in terms of users’ performance efficiency is very small (i.e. the
task completion task with targets of 113px (i.e. 19 mm) decreases with the target of
38px (i.e. 6 mm) for only 220 ms). This result seems to refute a well-known guideline:
that the icon size is very important for older people in performing tapping [13, 14] and
at least 13 mm square is recommended to ensure finger selection 13 mm [15].

This result may be due to the improvement of touchscreen technology: in particular,
the introduction of the high-resolution screen seems to support users’ performance
accuracy.

Contrariwise, only targets large at least 113px (19 mm) seem to be suitable to be
dragged by older people. This is because the finger occludes the smaller targets during
the performance of gesture. Furthermore, the trajectory of dragging gesture influences
the performance. In particular, diagonal gestures in the lower left resulted in best
performances, while, short horizontal gestures resulted in worse performances. Prob-
ably this is because such gesture, more than others, avoid the object to be dragged is
occluded by the finger or the hand.

Finally, it is emerged that the most difficult gesture for the older users seems to be
the pinching/spreading, in terms both success rate and task completion time. Also, this
result is consistent with the literature [11, 20]. However, for zoom ratios that do not
require very broad gestures to be performed (� 160%), spreading gesture resulted more
ease than pinching. This result partially confirms the findings of Kobayashi et al. [20].
In fact, in case of pinching/spreading gesture with panning, they found that spreading is
generally easier that pinching.

6 Conclusion

Despite the interesting results collected, the sample size of the study is relatively small
and this does not allow a proper generalization of the data. For this reason, it is
important to take into account the present study as a pilot, with the aim of involving a
higher number of users during the next research activities. Within the limits of the
study, the most felt one is the neutrality of the application: the tasks were presented by
means of stimuli, that do not contain any emotional salience for the users.

From the literature, it is well known that the emotional salience of the events can
constitute an important contributor of memory-enhancing effect, for example, using
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stimuli ranging from pictures to words to narrated slide shows, as well as data from
autobiographical memory [29]. For this reason, the personalization of the interfaces
may support the successful performance with the tasks, if the screen elements, for
example, can be anchored to significant meanings for the users. Despite this, our pilot
was focused on achieving information on how to easier the use of any touch screen
interfaces in general, by giving a sort of guidelines to be followed during the design,
and that can be applied to any kind of contents.

Future studies on touch screen technologies and older users should take into
account how the results will vary in consideration of the different attitude level and past
experiences with the technological solution [7, 30], considering that improving the
design in favor of the older users means also to reduce the frustration with the use for a
wider plethora of users [1].

As it is well-known that the older people is represented by a highly heterogeneous
group, it is important to find a personalized way - tailored on the individual preferences
- to provide a training on technology literacy, in order to empower the users and
mitigate the erroneous representations of the technology, often derived by scarce
accessibility to the technological solutions.

The improvement of the technological literacy, defined as “the ability to use,
manage, assess, and understand technology, involving knowledge, abilities, and the
application of both knowledge and abilities to real-world situations, to be obtained
through formal or informal educational environments” [31], should be a valuable
complement intervention to support the use of the touch screen technologies, and thus
collecting new insights for the design of the interfaces.
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Abstract. In this paper, we investigate whether augmented reality visualization
techniques can empower older adults to explore and understand medication
information in an effective and timely manner. Through a user-centered design
process involving older adults and health professionals we developed an inter-
active camera-projector system called MeViTa (Medication Visualization Table)
that projects medication information surrounding medication boxes laid on a
table. Six designs were iteratively developed. In total 26 older adults, with a
mean age of 71 (±7), participated in the user studies. Although no time benefits
were observed, participants perceived MeViTa as an effective means to explore
and understand medication information, and as more engaging than the tradi-
tional patient information leaflet. Furthermore, by visualizing medication
information, our approach provides qualitative findings of the relative ease and
difficulty for older adults to learn more about medication information.

Keywords: Medication � Camera-projector � Older adults � User-centered

1 Introduction

Research shows that health literacy - the degree to which people have the capacity to
obtain, process, and understand health information - decreases with age [25]. This is
problematic as a large part of the older population is dependent on medication. For
example, in the United States, more than half of the older population of 65 + needs to
take more than five medications per week [41]. Furthermore, accidental medication
misuse is also more common with older adults [32]. This misuse is generally related to
the fact that medication information can be cumbersome to understand [5]. The work
that is presented in this paper attempts to use innovative technology to make it easier
for older adults to process medication information. This is an exploratory study focused
on the user experience of older adults interacting with our proposed solution.

Several approaches have been proposed to help older adults with technology. Besides
typical app-based solutions, the HCI community has shown the potential of using more
tangible, interactive technologies to assist people with various deficits and disorders
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[3, 24, 44]. In this paper, we extend this body of research with a proof-of-concept that
augments older adults in their capability to understand personal medication schemes.
Through a user-centered design process involving older adults and health domain pro-
fessionals (two medical software experts, two legal experts, and two medical researchers)
we developed an interactive camera-projector system called MeViTa (Medication Visu-
alization Table). MeViTa makes users’ data visible through an augmented reality data
visualization and visualizes (1) possible interactions between medication, (2) the user’s
personalized dosage regimen, and (3) the probability of side-effects. Users can explore,
interpret and engage with diverse kinds of information by putting medication boxes on the
table, as presented in Fig. 1. Note that our design tries to complement existing systems,
such as medication reminders [10], not to replace them. This raises the key question
whether allowing older adults to interact with augmented reality visualization techniques
empowers them to explore, understand, and recall medication information.

We make the following contributions: first, we present the design and implemen-
tation of an open-source camera-projector system that visualizes medication informa-
tion around medication boxes on a table. Second, we present evaluation results of the
perceived usefulness with in total 26 older participants and we describe both weak-
nesses and benefits for the HCI community working with augmented tools for older
persons. Finally, we discuss issues older persons can experience during evaluations
with a camera-projector system.

2 Background and Related-Work

To give insight into the challenges posed by medication intake, we provide a short
background and briefly discuss the challenges people can experience with medication
intake and the effects of medication misuse. We then position our work within related
work on camera-projector systems and assistive technologies.

Fig. 1. Interaction View of the Final Design. The medication boxes on the table are recognized
and medication information is projected surrounding the boxes.
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2.1 Medication Use

Correctly taking medication involves of a multitude of tasks: getting the right pre-
scription, buying the medication, reading the leaflet1 and searching for possible
interactions between medications, allergies, and even food. One of the problems with
medication use is that people can find it difficult to understand the traditional leaflets
[23, 30]. According to Liu et al. [30] leaflets “are inappropriate for use by older adults
to manage their medications effectively, which could adversely affect patient safety and
adherence to drug therapy.” Furthermore, Ng et al. [33] found users often struggled to
make sense of the provided data in its default form and suggest the use of pictograms.

Another problem is medication adherence. People often forget, or refuse, to take
their medication for distinct reasons [19]. For example, they have a false idea about the
inner workings of medication and feel they are unhealthy and unnecessary [38]. Fur-
thermore, people are often interested [11] in, or overestimate [7], potential side-effects.
For example, people who intensively sport, might not want to take a medication that
has fatigue as a side-effect. However, a general practitioner (GP) might discourage
people to lookup side-effects in fear of the nocebo phenomenon [4].

MeViTa aims to empower users by providing transparent and open medication
information. Interactive visualizations encourage people to interact with the data. It
helps users explore medication information and make the data more meaningful as
people may understand and become more interested in medication schemes in the
context of their own lives [11]. A combination of augmented reality and information
visualization information techniques may also help them to understand the rationale for
taking their medication correctly by visualizing the (often small) chance of side-effects
in an unambiguous matter. As such, it may support decision-making and adherence to
medication. We elaborate on technologies to support medication use for older adults in
the next section.

2.2 Health Technologies that Support Older Adults

Several HCI researchers have explored opportunities to use technology to support the
older adults. Medication reminders/helpers are well known assistive technologies in the
medical domain. While medication adherence is a problem for all age groups, research
suggests it is more common among older adults [31]. It is shown that dosage simpli-
fication, counseling, reminders, follow-up, supervised self-monitoring, and feedback
have the largest positive effect [27, 34]. Medication apps represent a possible strategy
to assist non-adherent people [10]. However, older adults are sometimes digital
immigrants [48] who might miss prior experience with mobile and other touch enabled
devices or prefer not to use them. Another approach are sensor-augmented pillboxes
which were developed for older adults [29] or Personal Health Applications [40].

In this paper, we target self-supporting older persons who want to take ownership of
their medication. A pill box is sub-optimal as it does not show the rationale and is
limited to the medication regime. The overall goal is to empower older adults to explore

1 Also known as: patient information leaflet (PIL) or patient insert.
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and understand medication information to address the risks and challenges, such as
accidental medication misuse [32], medication interactions [16] and compliance [21].

In our prior work [11], we initially proposed the use of camera-projector tech-
nologies as a collaborative tool for improving communication between a GP and a
patient. In this paper, we focus on how such technologies might assist older persons
with their medication intake. We designed, implemented and evaluated views that
represent the interplay between medications, dosage regimen and side-effects.

2.3 Camera-Projector Systems

In this work, we use a stationary camera-projector system. We based our approach on
the work of Gugenheimer et al. [15] who “envision a future where such devices
[camera-projector systems] will be sold in hardware stores. They could be available in
different form factors, either as a replacement for light bulbs or a simple small box
which can be placed in several ways inside the users’ environments to be able to blend
into the household.” Evidence of this vision can already be seen in industrial projects.
For example, IKEA’s kitchen concept 2025 [20] shows an example of an augmented
kitchen table. ActiveCues developed a similar system for people with dementia. Results
from their initial studies are promising: “we saw an increase of positive emotions and
social activity and a significant increase in their physical activity.” [1] Such systems
can also be used to augment medication information.

The research community has also been exploring the topic. LightSpace [49] for
instance explores a variety of interactions between camera-projector surfaces and
metaDESK [46] is an important example of interaction techniques using a tangible user
interface. Other applications can be devised for this technology. As Jones et al. [22]
mentioned, “[m]any new and exciting possibilities remain to be explored.” By
enabling the projection of interactive visualizations around medication boxes these
systems can also be used to augment medication information, and this is in line with
our requirement of empowering older persons with actionable knowledge about their
medication.

3 Design of MeViTa

A main consideration for the design of MeViTa was the selection of the displayed
information. In this section, we give an overview of the final design of MeViTa, shown
in Fig. 1, and its technical details. The rationale and major design decisions are pre-
sented in Sect. 4.

3.1 Visualizations

The Final Design evolved through five intermediate designs as described in Sect. 4.
Finally, as a result from this design process three different views remained to display
relevant information to users: first, the Interaction View (Fig. 1) represents medication
interactions, medication-induced allergies and warnings like alcohol and pregnancy.
Second, the Dosage Regimen View (Fig. 2) depicts dosage schemes. Finally,
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the Side-Effects View (Fig. 3) shows potential side-effects. To switch between these
views, users should move all the boxes on the table to specific areas of the projected
interface. No touch interface elements were added to prevent older users from unin-
tentionally activating a function [17]. Thus, only by using tangible objects on the table,
users can switch between views.

To start using MeViTa, users are required to put all their medication boxes on the
table. The system then recognizes these boxes and displays the Interaction View. Red
to green colored circles surrounding the boxes indicate whether users can take the
medication, or how long they should wait until it is safe to take the medication again.
The rationale for taking each medication is described at the bottom of the table
(headache/insomnia/etc.). Allergies are listed at the table’s top right corner. Warnings
are represented as icons around the boxes’ surrounding circles. Grey dotted lines are
drawn between the medication boxes and their respective rationales. Red lines con-
necting two boxes represent potential medication interactions. Finally, orange dotted
lines connecting boxes with allergies or warning icons represent risk associations to
alcohol, pregnancy, breast-feeding, driving, and food (e.g. grapefruit). For example, in
Fig. 1 the upper left box shows a warning for alcohol consumption.

To access the Dosage Regimen View, users should put the boxes in a designated
area on the left side of the table. This view uses a table layout and is a personalized
medication scheme based on the system used in the national health platform [47]. It
displays the number of pills and the times of each dose.

Finally, to see the Side-Effects View, users should put the boxes in the lower
designated region of the table. This view also uses a table layout, projecting the list of
all known side-effects on the table’s first column and the association (probability) that
each medication has with each side-effect on the remaining columns. These proba-
bilities are projected above each medication using icon displays: blue-colored icons
represent the likelihood of each side-effect.

3.2 Technical Design

The visualizations are implemented using the D3.js (4.2.1) [8] JavaScript library, in
combination with Underscore (1.8.3) for data calculations, and SAT.js (0.6.0) for
collision detection. Both the patient record and medication information is stored in
JSON files. The recognition of medication boxes is done using a slightly modified
version of Labbé’s find-object (0.6.0) tool [28], which uses OpenCV (3.1). The
Speeded Up Robust Features (SURF) [6] algorithm is used for keypoint detection and
description. It took the system approximately 0.2 s per medication box to determine the
location in the scene. The visualization itself updated every 0.5 s to adapt for changed
locations within trial-and-error determined thresholds.

MeViTa consists of a standard webcam, i.e. Logitech c930e camera, with a
1920 � 1080 resolution and a 90 degrees’ field, a short throw Acer H6517ST projector
with a 1920 � 1080 resolution and 3000 lm, and a MacBookPro12.1, which is a
standard setup for a camera-projector system [51]. Since the essential part of the
information is projected around the medication boxes, the system is mounted on the
ceiling with both the projector and the camera pointing down towards the table. Cal-
ibration is done manually for each new location by registering the outer areas of the
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Fig. 3. Side-Effects View, this view is shown when all boxes are put on the bottom. For example,
in this fictive scenario Strepfen has a very high chance (60%) of headache and a 30% chance of
causing high blood pressure. Percentages are not displayed in number but by coloring human
figures proportionally.

Fig. 2. Dosage Regimen View, this view is shown when all boxes are put on the left side of the
table. For example, the user should orally take 3 pills during breakfast, and 1 during lunch of
Strepfen.
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field of view. More sophisticated calibration is possible, but would go beyond the scope
of this work. No configuration screen was provided as this was not part of the
proof-of-concept.

4 Iterative User-Centered Design Process

To design the visualizations, a user-centered methodology was applied to gradually
improve the initial design of the visualizations. After every evaluation, qualitative
feedback was addressed in the next design, which was then again evaluated. Partici-
pation was voluntary and not compensated. Furthermore, each participant could only
participate once. An overview of the different studies is presented in Fig. 4.

4.1 Study 1: Concept

The Initial Design of MeViTa is inspired by prior research on medication visualizations
[12] and barriers of communicating health information [36]. It was designed in Pow-
erPoint. Guidelines from the Visualizing Health [45] project were also considered.
Their summary table, for example, is “suitable for use in decision aids or medication
packaging.” This initial design was discussed with a consortium of health domain
professionals, including two medical software experts, two legal experts, and two
medical researchers. The role of the legal experts was to validate compliance with the
General Data Protection Regulation (GDPR) (Regulation (EU) 2016/679).

All consortium members attended a presentation introducing the topic of disclosing
medication information to older adults using a camera projector system before the
Initial Design was shown. The design primarily served as an exploration of the domain
and formed the basis for Low-Fidelity Design 1. Two major attention points were
raised: Problem (1) the overview was too crowded: too much information was dis-
played at once which can be confusing to older adults since the ability to suppress
irrelevant representations or response tendencies is known to degrade with age [18];
and Problem (2) absolute percentages to visualize changes of side-effects are hard to
grasp [13].

4.2 Study 2: Usability

The Initial Design helped to design the Low-Fidelity Design 1 as shown in Fig. 5. The
information was divided into four different projections to address Problem 1:

Fig. 4. Timeline that shows the studies and the participants in each iteration. Keywords from the
most important problems identified in each intermediate study are numbered in bold. The design
used in each study is shown on the arrows.
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1. interactions and reasons (Figure 5A) ! Interaction View,
2. dosage regimen (Figure 5B) ! Dosage Regimen View,
3. side-effects (Figure 5C) ! Side-Effects View,
4. schedule (Figure 5D) ! Schedule View.

The circles were not used for the dosage regimen anymore and were now used to
visualize the half-life, which is the time the medication remains in the blood. Fur-
thermore, the side-effects were now visualized based on [43] instead of percentages
(Problem 2). Users could switch between modes by putting their medication boxes in a
respective region. To make this design more realistic, it was developed in PowerPoint
so that it could be projected on a table during the expert user evaluation. Five HCI
experts were asked to perform a list of typical user tasks to expose usability issues. Two
key issues were exposed: Problem (3) all information in the schedule was redundantly
visualized in the Dosage Regimen View (3/5), and Problem (4) it is cognitively hard to
remember the four regions to put medication (4/5).

4.3 Study 3: Medical Validity

An attempt was made to solve these issues in Low-Fidelity Design 2. The Sched-
ule View was removed (Problem 3), thus there are only three main regions to put the
medication boxes (Problem 4). This updated design was evaluated with an expert GP
from the academic center for general practice to test medical relevance. Two problems
were identified: Problem (5) the thickness of an interaction line showed the severity,
and an orange-to-red hue indicated the probability of a possible interaction. However,

Fig. 5. Overview of the Low-Fidelity Design 1. The view projected depends on the location of
the boxes. When they are divided over the table the user sees the (A) Interaction View; when they
are on the left side the (B) Dosage Regimen View, at the top the (C) Side-Effects View, and on the
right side the (D) Schedule View.
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this information is often not available in real patient records; and Problem (6) the
severity of a side-effect is a very personal experience and an impersonal, independently
determined severity level is thus best not shown.

4.4 Study 4: Explorative Evaluation with Older Adults

Based on previous feedback a fully working High Fidelity Design was built as pre-
sented in Fig. 6. To cope with earlier remarks, we only showed one type of connection
between medications from the start (Problem 5): once there was the chance of an
interaction a line was drawn between the two medications, hence the severity, and
probability were not shown. Furthermore, the severity of side-effects was not shown
(Problem 6), only the occurrence.

This intermediate study consisted of four parts: (1) an initial questionnaire
exploring demographics and existing attitudes towards medication intake; (2) a
task-based scenario; (3) a perceived usefulness questionnaire based on [35] comple-
mented with additional questions; and finally (4) the System Usability Scale (SUS) [9].
Participants were recruited through a paper invitation distributed amongst people at a
local older adults’ community. Eleven older persons (74 ± 8.3, 5 females) participated
in this study. One participant did not take any medication, four participants needed to
take only one pill a day and the six others took 3 to 10 pills per day. Three received
help from their partner and two received a letter from their GP to prepare a pill box.
MeViTa was installed in the home of one participant as the community was a far
distance from the research center and it was impossible for some participants to travel
the distance. The other participants were invited to this participant’s home. Thus, the
evaluation happened in a real home as shown in Fig. 6.

Comparison with the Leaflet. To enable a comparison between MeViTa and the
leaflet, participants were initially asked to answer five questions using the leaflet. How-
ever, we did not complete this part of the study as five participants did not want to read the

Fig. 6. This video’s screenshot shows the Interaction View and a participant (left) who is asked
by the facilitator (right) to perform a certain task. Four medications are put on the table. Note the
blue circles visualizing the half-life, which were replaced by the red to green circles in the latest
design due to the deemed complexity. (Color figure online)

140 R. De Croon et al.



leaflet (Problem 7) because their doctor, who might consider the nocebo phenomenon
[4], advised them to not read leaflets. Moreover, two participants mentioned their partner
read it. Three other participants could either not find (2/11) or read (1/11) the information.
Hence, only 1 out of 11 participants could successfully read the traditional leaflet.

Task-Based Scenario. During the task-based scenario participants were asked to
answer seven questions. All participants had to answer the same questions on the
medication scheme which was based on a real medication scheme. This scheme con-
tained of four medications and served as a simple use case of medication intake.
However, it was discussed at the Academic Center for General Practice in Leuven to
represent a realistic use case. To avoid that participants could answer questions from
memory and not look at the table to complete their task, fictional medication boxes
were used with altered medication names. Unfortunately, most participants were
confused by the medication they did not recognize (Problem 8). For example, when
asked to answer why Cymbolto was used two participants said without looking at the
table: “I don’t know, I don’t take this medication.” In total five out of 11 participants
did not look at the table and immediately indicated they did not know the answer.
Similar observations were made during the other tasks.

The question about the medication’s half-life did not interest our participants
(Problem 9). A participant summarized it perfectly: “I don’t care; my doctor should
know this.” It is interesting to note that although participants were told that they could
touch and move medication boxes on the table, none of the participants touched the
boxes, unless explicitly asked to do so. However, when they needed to move the boxes
to switch views we observed some difficulties reaching the upper part of the table
(Problem 10).

Perceived Usefulness and System Usability. The fact that participants were confused
between the real medication and the imaginary medication that had some letters
changed (Problem 8) was also clear in the average SUS score of 64, which is below the
average score of 68 [2]. Participants responded neutral when asked whether they felt
confident using the system. Answers on the perceived usefulness questionnaire are
shown in Fig. 7. Notwithstanding the difficulties with the name confusion, the whiskers
show both the mean and median range above neutral.

Fig. 7. Answers from the 11 participants ranging from strongly disagree to strongly agree. The
boxes visualize the answers on the perceived usefulness questions. Dotted lines indicate the mean
and standard deviations.
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4.5 Study 5: Evaluation Setup Validation

Before conducting the final user study, the updated design setup was evaluated in a
short intermediate study. To address Problem 9, the circles visualizing the medication’s
half-life were replaced by simpler circles that show whether it is OK to take the
medication. Furthermore, to enhance reachability (Problem 10) the area for side-effects
was moved to the bottom of the table. This time, participants received a 1-minute
demonstration of MeViTa using a box of iron staples to show that the meaning of the
boxes was not important. We deliberately chose not to show a legend to evaluate
whether the visualizations were clear without it. In contrast to Study 4: Elderly
Community (Sect. 4.4), it was strongly emphasized they were not looking at their own
medication but at the medication scheme of Julie Janssens, a fictive woman of 73 years
old weighing 76 kg. Furthermore, only the colors of the boxes were mentioned by the
main researcher to address Problem 8.

We tested this High-Fidelity Design 2 with three participants that were initially
recruited for the final evaluation (Sect. 5). Only one minor usability issue was dis-
covered and optimized in the Final Design: a grey area was added to the bottom to
indicate more clearly the area for side-effects. Another grey area was added on the left
of the table to indicate the area for the medicine schedule.

5 Final Evaluation

This section describes the final user evaluation of the Final Design resulting from the
five prior studies as described in Sect. 4. This evaluation explores whether allowing
older adults to interact with augmented reality visualization techniques empowers them
to explore, understand, and recall medication information in an effective and timely
manner.

5.1 Participants

Participants were found using a call for participation published in a major health
insurance members’ magazine. We did not impose an age limit and all self-identified
seniors could participate. These self-supporting older adults are the actual target group
of MeViTa. In total, 45 people responded to the call and were contacted by the main
researcher explaining the research and planned evaluation in more detail. Each par-
ticipant was asked to attend an evaluation session of maximum one hour at the nursing
home or at the university’s computer science department. A mileage allowance was
offered in return. In total 22 participants were willing and able to attend an evaluation
session, of which seven canceled last minute due to personal reasons. The first three
participants were used to validate the updated evaluation setup (Sect. 4.5). Hence, in
total 12 older adults (3 females) participated in the final evaluation. They were on
average 67.5 (±5.5) years old and took on average 9 (±5.5) pills every day.
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5.2 Experimental Setup and Measurements

At the start, each participant received an information sheet and was asked to sign an
informed consent. Like Studies 4 and 5 the evaluation started with an initial demo-
graphic questionnaire. After a tutorial, similar to Study 5: Evaluation Setup Validation
(Sect. 4.5), participants were asked (1) to find two side-effects, and (2) the dosage
regimen of Motilium using a leaflet. Next, using MeViTa, the same two tasks and five
additional tasks were asked in random order. The same approach as in Study 5:
Evaluation Setup Validation was applied. It was emphasized they were not looking at
their own medication but at the medication scheme of a fictive woman. Participants
were asked to think aloud. The following parameters were measured:

– Time. How much time does a participant need to complete a given task from the
scenario? These timings are extracted from the recorded video files and compared to
the time needed to find information in a traditional leaflet.

– Interaction strategies. Based on the recordings each interaction performed was
logged and analyzed to detect potential strategies participants applied.

– Memorability. We wanted to learn if participants recalled more information when
they visually saw the information instead of reading the information from leaflets.
Participants were asked to recall information from two tasks they performed using
both the leaflet and MeViTa.

After this task-based scenario seven perceived usefulness questions based on
O’Leary et al. [35] and ten SUS [9] questions were asked.

5.3 Traditional Leaflet and Task-Based Scenario

Table 1 provides an overview of each task and the average completion time. To avoid
the pitfalls of Study 4: Elderly Community (Problem 7), participants were asked to
perform only two tasks using the leaflet. To account for GPs’ nocebo phenomenon
concerns [4] the leaflet of an off-the-market medication Motilium was provided.

Task (1) “Can you tell me the side-effects of Motilium” or for MeViTa “Can you tell
me the side-effects of the white/red box?” was successfully completed by nine out of 12
participants using the leaflet (69 s ± 37 s). However, three participants were not able
to list the side-effects. To solve this task using MeViTa, participants had to move all
boxes on the table to the bottom to switch to the Side-Effects View. Compared to the
leaflet, it took participants longer to answer the question (107 s ± 55 s) because they
initially moved just one box. On the other hand, all participants could successfully find
all side-effects.

Task (2) “On which times during the day can Julie use Motilium” and “On which
times during the day can Julie use the red box” was answered correctly by all 12
participants both by using the leaflet (29 s ± 19 s) and by using MeViTa
(45 s ± 33 s). With MeViTa, participants first had to move all boxes to the left side of
the table to switch to the Dosage Regimen View. Then a table with the dosage regimen
is projected on the table. Each row is the regimen for the corresponding medication. In
contrast to the prior task, only four participants initially moved only one box.
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This indicated they remembered how to switch modes using the boxes: “Then I have to
get to that other screen for sure?”

To alleviate potential resistance to reading the leaflet, participants were asked only
two questions using the leaflet. Therefore, the following tasks were only performed
using MeViTa. Task (3) “Why do you think Julie should take this blue box?” could
easily be solved using the Interaction View. A grey dotted line connected the blue box
with ‘fibromyalgia’. This task was completed swiftly (5 s ± 2 s) and correctly by all
12 participants.

Task (4) “How do you rate the chance Julie will get a dry throat?” could be solved
by moving all boxes to the bottom of the table and thus switch to the Side-Effects View.
There, a medication’s side-effects are shown in a column above the medication box (see
Fig. 3). As the tasks were given in random order, some participants already started
from the Side-Effects View while others first needed to move all boxes. However, all 12
participants completed the task correctly 10 s ± 10 s. Interestingly, participants rated
the likelihood of side-effects lower than prescribed in the leaflet. When there were ten
or less out of hundred person icons colored, participants rated the likelihood as
uncommon, while the leaflet would list them as common.

Task (5) “Do you think Julie can drink alcohol while taking these medications?”
could be solved using the Interaction View. As shown in Fig. 1 orange dotted lines are
drawn from the medication box to an alcohol symbol when an interaction is possible.
However, this task created confusion with our participants as they were always taught
not to drink any alcohol when on medication: “Of course, I assume that you do not
drink alcohol, that is obvious.” Five participants therefore first moved all boxes to the
bottom of the table to spot the side-effects, which also weights on the average time
(20 s ± 21 s).

Task (6) “Can Julie combine these two blue boxes” could be solved using the
Interaction View. One of the primary features of the Interaction View is the opportunity
to check for medication-medication interactions. When two medications harmfully
interact with each other a red line is drawn between the two boxes. However, three out
of 12 participants switched to the Side-Effects View thinking that two similar
side-effects might strengthen each other. Eventually, all 12 participants spotted the red
line between two boxes and could finish this task successfully (53 s ± 66 s). More-
over, participants remembered to divide the boxes over the table for a better overview:
“but you [I] should not put the boxes too close to each other.”

Task (7) “How much longer before Julie can take a pain killer for her headache?”
could be solved using two different approaches. The Interaction View shows a green
circle surrounding a medication box when the user can take that medication now. Users
can also use the Dosage Regimen View to see if enough time has passed since the last
dose. Ten out of 12 participants completed the task (30 s ± 27 s): four participants
used the Dosage Regimen View to complete this task, while six other participants used
the Interaction View. Two participants were unable to complete this task: “How should
I know this?” and “I don’t know, it depends on what the doctor says.”
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5.4 Results on the Perceived Usefulness and Usability Questionnaire

As illustrated in Fig. 8, answers to Likert scale questions scored consistently high.
When participants were asked whether MeViTa increased their comprehension of
medication schemes 10 out of 12 participants agreed. The two participants that were
less positive argued they first needed to get acquainted with the system. All participants
agreed that the design can create medication awareness. Ten participants answered they
would like to use the system when they would need to talk to their GP. One participant
who responded neutral indicated her doctor “is 82 years old, and doesn’t like com-
puters.” The strongest benefit mentioned is that both the user and the GP would have
the same overview which makes it is easier to signal a certain problem to their care-
giver. Participants also liked the fact that a general overview of all their medication is
generated. This could be particularly useful when they need to go a different specialist.
Participants agreed that there is a need for a system to interact with medication as
“young caregivers need to search too much information, anciens [older, more expe-
rienced caregivers] already know all of that.” Participants agreed MeViTa is ‘a’ right
kind of tool, yet seven participants responded neutral as it is not necessarily ‘the’ right
kind of tool. Eight out of 12 participants strongly agreed and 4 agreed that the system
can prevent medical mistakes, such as for example medication-medication interactions.
Finally, the details are at the right level for 11 out of 12 participants. The scores on the
SUS questionnaire was on average 81.5, ranking MeViTa with an A grade [37]. The
question on whether they would like to use the system frequently scored lowest. Two
out of 12 participants who answered negatively mentioned they would only like to use
it when they were prescribed new medication, or when they have a question. In contrast
to prior evaluation, both questions: “I felt very confident using the system” and “I think

Table 1. Average time needed to perform each task and the view needed.

Task Leaflet MeViTa Δ View

1. Can you tell me the
side-effects of that white/red
box?

69 s ± 37 s 107 s ± 55 s +70 s Side-effects

2. On which times during the day
can Julie use the red box?

29 s ± 19 s 45 s ± 33 s +16 s Dosage
regimen

3. Why do you think Julie should
take this blue box?

/ 5 s ± 2 s / Interaction

4. How do you rate the chance
Julie will get a dry throat?

/ 10 s ± 10 s / Side-effects

5. Do you think Julie can drink
alcohol while taking these
medications?

/ 20 s ± 21 s / Interaction

6. Can Julie combine these two
blue boxes?

/ 53 s ± 66 s / Interaction

7. How much longer before Julie
can take a pain killer for her
headache?

/ 30 s ± 27 s / Interaction
or dosage
regimen
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that I would need the support of a technical person to be able to use this system.”
scored positive suggesting an improvement over the previous setup.

5.5 Interaction Strategies

In Study 4: Elderly Community (Sect. 4.4) participants only touched the medication
boxes when they explicitly needed to move them to alternate between views. In this
evaluation, however, other interaction strategies were observed. We observed two kind
of actions. The first kind of actions we call ‘better overview’: some participants moved
the boxes in such a way to eliminate line intersections or moved boxes further apart to
create more distance between the visualization elements for a better overview. The
second type of interactions we classify as ‘remove’: some participants took
non-relevant boxes from the table to simplify the visualization. Initially, we also logged
when participants touched the boxes to confirm they were answering the questions of
the right box and when they, unintentionally, held something above the boxes so the
camera lost track of the box. All actions were logged using the video recordings and
manually extracted. Table 2 shows a summary of all actions logged.

No relation, nor trend was found between the amount of times a participant per-
formed an interaction and how he or she performed on a task. Nor was there any trend
observed between the amount of interactions and the answers on the questionnaires.
However, as explained above, two strategies were observed for obtaining a better

Fig. 8. Answers from the 12 participants ranging from strongly disagree to strongly agree. The
box plots visualize the answers on the perceived usefulness questions. Dotted lines indicate the
mean and standard deviations.

Table 2. Overview of the number of times participants interacted with the medication boxes
ranked per task.

Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 Total

Better overview 2 6 0 2 1 1 0 12
Remove 0 6 2 0 0 6 0 14
switch between views 0 14 2 1 9 9 1 36
Touch to confirm box 2 6 0 5 1 2 2 18
Block From camera 0 3 0 2 1 1 0 7
Total 4 35 4 10 12 19 3
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overview: moving boxes or removing them. The latter strategy was mostly used when
participants needed to move boxes to switch between views. They moved the box they
were interested in to the right location and took the other boxes away. Finally, the view
from the camera was blocked seven times of which three occurrences are related to one
participant. This was not an issue as this primarily occurred while participants were
moving other boxes around so they did not even notice this occurrence.

5.6 Memorability

After each evaluation participants were asked (1) if they could still name the
side-effects of Motilium and the side-effects of the white/red box, and (2) if they could
say the dosage regimen of both Motilium and the red box. Question 1 and 2 were
answered correctly by respectively five and eight participants who used the leaflet.

Using MeViTa, correct responses were lower: question 1 and 2 were answered
correctly by two and five participants respectively. From these results, we cannot show
MeViTa helps participants recall medication information more effectively.

6 Discussion

6.1 MeViTa as a Tool to Explore Medication Information

In this paper, we proposed MeViTa to empower older adults to explore medication
information. MeViTa is designed using a user-centered methodology. Thus, changes
made to each intermediate design improved general usability and functionality.
Suggestions raised during the five iterative studies were incorporated in each updated
version as described in Sect. 4.

It is important to optimize and minimize the information shown to the user. On the
other hand, Shneiderman’s mantra [39] advocates to first show an overview and
afterwards let the user find the details on demand. However, our initial design was
deemed too complex by our expert consortium members (Problem 1). Furthermore, it
showed redundant (Problem 3) or non-interesting information (Problem 9), such as the
medication’s half-life, which could make it harder to remember how to switch between
views (Problem 4). In Study 3: Medical Validity we learned which medication infor-
mation is locally available (Problem 5) and that health-related issues are a personal
experience (Problem 6). Finally, especially when working with an older audience,
reachability should be considered (Problem 10), as they can experience issues reaching
the far end of a table.

Although none of our participants had interacted with a camera-projector system
before, most remarks concerned the visualization’s learning curve and not the use of a
camera-projector system. We thus argue that the technical choice was appropriate to
test our visualizations. Alternative solutions include a tabletop that can recognize
tangibles or a tablet. All participants mentioned they liked this approach as they did not
need to learn any new interaction paradigms. The positive perception is also reflected in
the average SUS score of 81.5.
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Finally, we observed that by showing the little colored people icons to show
uncertainty [43] people were generally less concerned with the likelihood of a
side-effect. When they visually saw 1 in 100 people, they realized the likelihood is
smaller than they initially thought when just reading 1% or ‘uncommon’. As our
sample size is small, we cannot draw strong conclusions from this observation, but the
observation is interesting for further research.

6.2 Lessons Learned with Older Participants

Important lessons were learned by analyzing the qualitative evaluation data and by
observing our participants performing each task. Foremost, like Kobayashi et al. [26]
our participants in Study 4: Elderly Community were easily confused. In the suc-
ceeding studies participants were therefore better informed about the medication on the
table not being their own medication for evaluation purposes. Furthermore, the name of
Julie was always mentioned as a reminder and colors were used to refer to medication.

Like Wrede-Sach et al. [50], we also learned older adults place a lot of trust in their
GP. Some participants were not willing to read an unknown leaflet as their doctor told
them not to read their leaflets. Moreover, in Study 4: Elderly Community only one
participant could successfully read the leaflet. Therefore, in the final evaluation, we
only asked participants to do two tasks using the leaflet and used an off-the-market
medication to consider their doctors’ concern. Even then, we could sometimes notice
some frustration when they were asked a second question using the leaflet. Although
we observed faster timings when participants were asked to perform a similar task, this
chosen methodology limited us to ask the participant to perform similar tasks to
eliminate learning effects.

6.3 Evaluation Results

Answers on the perceived usefulness questions improved compared to Study 4: Elderly
Community. Reasons can be twofold. First, both the issues with the non-interesting
half-life and the reachability were addressed and consequently participants received a
better experience. Second, the participants in the first iteration were on average seven
years older and were recruited through a community, whereas participants in the final
evaluation were recruited using a public call in a health magazine and were asked to
register online.

Only basic interaction strategies were discovered. Participants moved boxes for a
better overview, took boxes from the table to simplify the visualization and sometimes
touched the box to ask for confirmation. Given our limited number of participants, no
statistically relevant results could be discovered. However, in contrast to Harada et al.
[17], we did not discover any unintentional interactions by using objects as an input
mechanism to control the views [14].

6.4 Limitations

The number of participants (in total 26) and the absence of a control condition can be
seen as a limitation of our current work. However, like Sonne et al. [42] “we argue […]
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that it is more important to first uncover potential problems and understand the use of
the technology, than to conduct longer and larger efficacy studies.” Furthermore, to
allow for a comparison between participants we used a non-personal realistic medi-
cation regimen instead of asking each participant to bring their own medication.
Moreover, we should first discover potential issues and get medical clearance before
showing real, personal medication information.

7 Conclusion

In this study, we made the following contributions: first, we presented the design and
implementation of an open-source camera-projector system that visualizes medication
information around medication boxes on a table. Second, we presented the results of
the evaluation of the perceived usefulness of our design with in total 26 older adults
participants, and we described both weaknesses and benefits for the HCI community
working with technology for older adults. Finally, we also discussed the issues older
adults can experience during evaluations with a camera-projector system. To further
validate MeViTa, we already made a tentative agreement with the country’s largest
medication database provider to use their medically validated data in MeViTa.

We believe that with five intermediate studies as described in Sect. 4, and the final
evaluation we could to show the perceived usefulness of MeViTa. Qualitative feedback
gathered in the different studies shows that MeViTa can empower older adults by
visualizing medication information. Although not everybody agreed MeViTa is the
only kind of tool that could help them, they do strongly agree there is a need for an
application that helps them explore medication info. Unfortunately, we were not able to
proof that MeViTa can augment people’s ability to recall medication information better
or has a time benefit. However, participants indicated that MeViTa helps to understand
medication information and increases awareness, that it helps to reduce medical errors
and that they would like to use MeViTa in sessions with their GP.
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Abstract. The Keystroke-Level Model (KLM) is a predictive model used to
numerically predict how long it takes an expert user to accomplish a task. KLM
has been successfully used to model conventional interactions, however, it does
not thoroughly render smartphone touch interactions or accessible interfaces (e.g.
screen readers). On the other hand, the Fingerstroke-level Model (FLM) extends
KLM to describe and assess mobile-based game applications, which marks it as a
candidate model for predicting smartphone touch interactions.
This paper aims to further extend FLM for visually impaired smartphone

users. An initial user study identified basic elements of blind users’ interactions
that were used to extend FLM; the new model is called “Blind FLM’”. Then an
additional user study was conducted to determine the applicability of the new
model for describing blind users’ touch interactions with a smartphone, and to
compute the accuracy of the new model. Blind FLM evaluation showed that it
can predict blind users’ performance with an average error of 2.36%.

Keywords: Keystroke-Level Mode (KLM) � Fingerstroke-Level Model
(FLM) � Mobile phone � Smartphone � Mobile KLM � Touch interaction �
Visually impaired users � Blind users

1 Introduction

In Human Computer Interaction (HCI), predictive models allow for human performance
to be measured analytically to evaluate the usability of computer systems’ design sce-
narios using low fidelity prototypes and no user participation [19]. The Model Human
Processor (MHP) provides a simplified view of the human information processing
system that can be used to predict user behaviour. MHP is one of the key components of
Card et al. [5] framework for human performance modelling, and is a central part of the
framework’s other key component; a set of techniques collectively referred to as Goals,
Operators, Methods, and Selection rules (GOMS). This family of techniques is used to
compare and evaluate motor behaviour by describing four components of skilled
error-free user performance: goals, operators, methods, and selection rules.

The GOMS family is used to model goal hierarchies of defined unit tasks. The tasks
are rendered as a composition of actions and cognitive operations. The analysis of the
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composition yields quantitative and/or qualitative measures of performance [5].
Members of the GOMS family differ in their analysis complexity and the accuracy of
predicted completion times [11, 12]. The Keystroke-Level Model (KLM) is a simpli-
fied implementation of GOMS that is used to numerically predict execution times for
specific tasks in a desktop environment using mouse and keyboard input [4]. The
simple model has been widely applied to predict expert performance of various desktop
interfaces and its analysis has proven accurate [23]. This fact demonstrates the aptitude
and usefulness of KLM.

Originally intended for desktop systems, KLM has been continually extended to
model new paradigms of user interaction. With the advancement of smartphone
technologies, the original model has been modified for smartphone interaction to ease
and accelerate usability testing in the early phases of development. Smartphone
extensions to KLM review the model’s decomposition by modifying the original
operators, introducing new actions, and revising execution times. These new interac-
tions and extended models include predictive text entry [17], voice recognition [6],
Near Field Communication (NFC) technology [10], touch input [20], and touch-less
interaction [8].

GOMS techniques and smartphone extensions to KLM model visual desktop and
smartphone systems to overcome the drawbacks of usability testing by reducing cost and
identifying problems early in the development process. However, these models assume
non-disabled users that are able to visually perceive the interface. Visually impaired
users [27] utilise assistive tools to decrease or eliminate visual dependency. Screen
readers provide auditory descriptions of visual elements on a traditional screen. Simi-
larly, smartphones provide accessible interfaces to compensate for visual impairment.
Models formulated exclusively from and for visual computer systems are ill-equipped to
represent interfaces accessible to visually impaired users and their interactions.

This paper proposes an extended KLM model that is applicable to visually impaired
smartphone interaction, and it makes two main contributions. First, a selected mobile
KLM extension is examined and modified to model visually impaired smartphone
interactions. Second, the new model is evaluated in two user studies where the model
was able to thoroughly render and accurately predict blind users’ interactions with a
smartphone.

In the following sections, we first describe KLM and recall its benefits and limi-
tations as a predictive model. Next, we review the literature on cognitive models for
accessible designs and extensions to KLM. We then present the first study for the
purpose of extending KLM. This resulted in an enhancement to FLM that considers
accessible designs for blind smartphone users. Furthermore, we validate the extended
model in a main experiment. We then present and discuss the results of the validation
experiment. Finally, we draw conclusions and future plans.

2 Background and Related Work

The extended KLM for visually impaired smartphone interaction builds upon prior
work in predictive models and a stream of KLM expansions in accessible interfaces and
smartphones. While this section does not represent a complete review of the state of the

156 S. Al-Megren et al.



art for model based usability evaluation, it, nevertheless, highlights the most relevant
work and how they may differ.

2.1 Keystroke-Level Model (KLM)

KLM is one of GOM’s simpler techniques that computes the time it takes an expert
user to perform an error-free task on a desktop application. KLM inherits several
limitations from GOMS that limit analysis to linear, closed tasks that are executed
error-free by expert users. Task execution time is predicted in KLM by decomposing a
set of tasks into a list of perceptual, cognitive, or motor operators and computing its
summation. The model consists of six operators [4]:

• Keystroke K key or button press
• Point P point at a target with the mouse
• Home H move hands to the home position (keyboard or mouse)
• Draw D draw a line on a grid
• Mental act M mental processing prior to taking an action
• Response R system response time

Moreover, the mental operator is governed by a set of heuristic rules that consider
cognitive preparation:

• Rule 0: insert M operators in front of all K operators. Also, place M operators in
front of all P operators used to select commands.

• Rule 1: removeM operators that appear between two operators anticipated to appear
next to each other.

• Rule 2: remove M operators belonging to one cognitive unit except the first; a
cognitive unit is a premeditated chunk of cognitive activities.

• Rule 3: remove M operators that precede consecutive terminators.
• Rule 4: remove M operators that preceded terminators of commands.

The unit execution time for each operator (excluding R) have been set from pre-
vious HCI research. KLM predicts a task’s execution time by adding the operators’ unit
times for each of the task’s activities, where Toperator is an operator’s total time:

Texecute ¼ TK þ TP þ TH þ TD þ TM þ TR

KLM was empirically validated against keyboard and mouse based systems and
various tasks [4]. The model’s predictions were found to be accurate with an error of
approximately 21%.

2.2 Cognitive Models in Accessibility

The design of accessible web pages are governed by sets of regulations and guidelines
to maximise its use among users of varying capabilities [26]. Automated tools are
utilised by designers to assess compliance, however these tools only evaluate check-
points and do not thoroughly assess other usability issues (e.g. effectiveness and effi-
ciency). Visually impaired computer users use screen readers to navigate applications;
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visual content is represented as a coded linear sequence that is synthesised into auditory
presentation. The GOMS family of techniques are suited for modelling screen readers’
sequential output as the model’s application is limited to linear tasks. A handful of
research have explored extending predictive models to reproduce screen readers’
auditory representation.

Time-oriented aspects of usability were the focus of a new visualisation approach,
Blind Usability Visualisation [22]. This approach was later implemented as a disability
simulation tool, Accessibility Designer (aDesigner), to evaluate and visualise the
usability of web pages for blind users. The tool’s most novel feature is the concept of
‘reaching time’; the time it takes a blind user using a screen reader to reach a desired
destination on a web page from the top of that page. The tool is not a predictive model
and while average reaching time can be used to measure the navigability of a web page
by blind users, it excludes cognitive decision times or other operations. An extension to
one of GOMS techniques addresses this rough estimation of reaching time [24].

User observations and two field studies were performed to provide a broad over-
view of blind interaction on accessible web pages [24]. The studies identified key
findings of blind interactions, this include: reliance on different navigational strategies,
frequent speech rate configuration, verification of screen reader output, and activation
of interactive elements. Some of these findings were used to introduce new structures to
the Natural GOMS Language (NGOMSL) that extended the model for accessible web
pages. Configurable speech rates and Braille readings times and their impact were not
considered. This modified model aimed to automate the assessment of accessible web
page efficiency by calculating the time it takes to execute a task on a web page.
Nevertheless, the model remains qualitative in nature and unverifiable which makes its
application difficult.

Working with non-disabled users, new models were introduced to assess mouse
and keyboard navigation in a web site [21]. The keyboard model focused on users who
could not use a pointing devices and quantified keyboard navigation’s disadvantage
against mouse navigation. The TAB key is used to navigate a chain of links in a web
page by first locating the target link then pressing the key n times until the link is
reached and finally activated by pressing ENTER. This is clearly problematic for
link-intensive web sites. The models extend KLM, each of which introduced new
operators. Time estimates for the new keyboard operators were measured in a labo-
ratory experiment with non-disabled expert users. Theoretically the model can be used
to render blind interaction, but requires adaptation to consider the time it takes a blind
user to hit the TAB key.

Blind users’ interaction with web pages via a screen reader were remotely observed
and analysed to supplement KLM [25]. CogTool [13], a cognitive modelling tool that
supports rapid evaluation analysis of GOMS formulations, was used to validate KLM’s
efficacy at modelling blind users’ interaction. KLM did not accurately model the user’s
behaviour as it did not consider the screen reader’s high speech rate. Additionally,
CogTool’s rules for placing KLM’s mental operators, which were procured from sighted
user’s interaction with visual content, did not ideally reflect the observed skilled
interaction of the blind user. Discarding the mental operators from calculation did not
improve accuracy, which suggests the parallel recognition of situations and decisions,
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as well as auditory reception of the screen reader’s speech. A future tool was envisioned
for evaluating blind users’ interaction on a web page, but was not implemented.

2.3 KLM Extensions

Usability testing is an expensive process that is exacerbated with disabled users as
testing will have to be carried out late in production with high fidelity prototypes. The
recent direction of model extension address the usability needs of non-disabled
smartphone users. These models lend themselves to further modification to address
blind smartphone interaction. KLM is typically extended by evaluating original
operators and introducing new operators and equations. This section focuses on
smartphone extensions to KLM and reviews direct touch models.

In the context of smartphone interaction, studies for extension began with text entry
methods and predictive text. An early model extended KLM for three text entry methods
using a smartphone’s keyboard and compared predictions of typing speeds for each of
these methods [7]. Another model identified and validated new operators that represent
typical and advanced smartphone interaction (e.g. identification tags and gestures) [9].
The model was later revised to include NFC interactions [10]. An extended model
utilised KLM, Fitts’ law, and a language model to predict user performance with two
types of Chinese input methods on smartphones [17]. For the purpose of presenting a
new keyboard, 1Line, KLM was extended to measure multi-finger touchscreen key-
strokes [15]. Replacing the keyboard with speech input, a new model investigated the
feasibility of a speech-based smartphone interface for text messaging, which adapted
original operators and introduced predictive equations to the model [6].

Beyond keyboard or speech input, KLM had been extended to predict user inter-
action time and system energy consumption on smartphones [18]. KLM was also
adapted for next-generation smartphone designs, particularly phones that utilise styli
[16]. The new model introduced new operators that uniquely represent stylus inter-
actions, and presented the concept of operator block (a sequence of operators that can
be used with high repeatability). For direct touch interaction, KLM was modified to
model middle-sized touch screens in Integrated Control Systems (ICSs) [1], where the
prediction error was less than 5%.

Touch-based smartphones later replaced traditional phones where new extensions
were required to assess this new paradigm of human interaction. The Touch Level
Model (TLM) was proposed to support interaction with touch devices via direct
interaction [20]. Several operators were retained from KLM as they remain applicable
to touch input (keystroking K, homing H, mental act M, and system response time R),
but discarded the drawing D operator. Several new operators were freshly introduced or
inherited from other extensions to KLM that were not developed for touch input:
distraction X [9], gesture G, pinch P, zoom Z, initial act I [9], tap T, swipe S, tilt L
(degrees), rotate O(degrees), and drag D. TLM has the potential for benchmarking
users’ touch interactions, but the new operators are without baseline values and the
model has yet to be validated. Retained operators’ unit times will likely need to be
reexamined as well.

Fitts’ law is a descriptive model that considers the physical aspects of a Graphical
User Interface (GUI) and predicts the time it takes to point to a target. In previous
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research, Fitts’ law has been integrated with KLM to produce enhanced smartphone
versions of the model and to compute average execution time based on physical
interface features (e.g. [17]). One enhancement extended KLM with three common
touch interactions: swipe, tap, and zoom [3]; interactions similarly modelled in TLM
[20]. Unlike TLM [20], unit operators’ times were formulated using Fitts’ law. Nev-
ertheless, the model’s potential has not been verified against their intended interaction
and application.

Mobile games have increased in popularity as smartphones are becoming more
durable and supportive of direct touch interaction. The Fingerstroke-Level Model
(FLM) is a modified version of KLM developed for the evaluation of mobile gaming
efficacy [14]. FLM adapted original operators and introduced new ones to cope with the
new interactions. The model is comprised of six operators: tap T, point P, drag D, flick
F, mental thinking M, and response time R. FLM shares P, M, and R with the original
KLM, and tapping and dragging (i.e. swiping) with TLM [20] and El Batran et al.
extension [3]. Unlike the original KLM and its extensions [3, 20] that results in a single
deterministic value, FLM is a regression model. FLM was applied to a mobile game
where it was able to predict its execution time more accurately than KLM.

3 KLM Extension for Blind Interaction

The main objective of the first user study was to explore blind users’ interaction with
touch-based smartphones. Prior to the study, an online screening questionnaire was
distributed to better understand blind users’ smartphone interaction. The question-
naire’s main objectives were to identify commonly used smartphones, popular appli-
cations, and blind users’ experience with smartphones. The questionnaire was
conducted in Arabic and garnered twenty-one respondents, the majority of which were
female with an average age of 26.57 years (standard deviation, SD = ±9.66).
Excluding one participant, the entire sample used iPhones with the majority (81%)
having at least three years of experience with the device. The respondents ranked
Twitter, WhatsApp, and YouTube as their most often used applications.

3.1 Methodology

Two instruments were used in this study: structured interviews and observation. The
interview was designed to discover popular actions utilised by blind users when using
applications on a smartphone. The vocalised actionswere then confirmed via observation.

Participants. Three female blind participants with a mean age of 20 years took
part. The participants were university students in the College of Education at King
Saud University. All participants had good experience with using an iPhone (average
experience of 5.6 years) and gave vocal informed consent.

Apparatus. The iPhone was screened as the most commonly used smartphone and its
use was observed in this study. VoiceOver is a built-in speech synthesiser that assists
visually impaired users when interacting with iOS devices (e.g. iPhone) and applica-
tions. Along with specific gestures, users are able to navigate and activate interface
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element. For instance, a user taps to select an element and listen to its auditory
description which informs upcoming actions. Keyboard input is also facilitated with
audio. Speech rate of the synthesiser is adjustable in VoiceOver via a rotor that is
manipulated by rotating two fingers on the screen. However, this action is often
infrequent during a task and is therefore excluded from consideration.

Materials. Interview questions were predetermined starting with an introductory
question regarding the smartphone used and its version. The following question
prompted the participant for any set of actions that are typically adopted with iPhone
applications. The participant was asked to list these actions if she was able to identify a
particular set of actions repeatedly used among various application. Otherwise, the
participant is asked to describe her interaction with iPhone applications. For the study’s
instrument, two tasks for Twitter and WhatsApp were prepared for observation. In the
Twitter task, the participant was asked write and send a tweet on her personal account.
For WhatsApp’s task, the participant was asked to write and send a message to
someone from her contact list.

Procedure. Sessions were held in a quiet room and lasted approximately 40 min.
First, the participant was welcomed and the general research idea was introduced. Two
instruments were used in this study, interviews and observations, which were con-
ducted in the same session in sequence. First, the questions were put forth to the
participant in Arabic. Second, the participant was asked to carry out the Twitter or
WhatsApp scenario under observation. The choice of task and application was
dependent on the participant’s familiarity with said applications.

3.2 Results

From the interviews, all three participants agreed that they did not follow a series set of
actions when interacting with their iPhones. Nevertheless, when asked to describe the
sequence of actions typically taken when interacting with an application, the partici-
pants identified the following sequence: listen, navigate to a certain button or content
(via flick operation), then activate the element (via double tap). These reported actions
were then verified with observation.

Two of the participants performed the WhatsApp task, while the third participant
carried out the Twitter task. In the Twitter task, the participant opened the application
with a double tap and then navigated within the application by flicking the screen with
her finger. At times, the participant listened to the complete audio description of the
visual element before deciding on an action. Other times, the participant was satisfied
with a partial description. For text input, the participant tapped on the screen until the
textfield was located (this was vocalised with VoiceOver) and used double tap to
activate the keyboard. The writing process started with a tap on the approximate
position of the intended character to hear the description. These actions were similarly
observed with the WhatsApp task.

Blind users’ smartphone interaction via the device’s screen reader can be sum-
marised into four actions: tap, double tap, flick, and drag. Tap actions are used to select
an element. The selected element is activated via a double tap action. Flicking a finger
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on the screen is used to navigate the application’s elements. Vertical and horizontal
scrolling is achieved by sliding or dragging three finger across the screen.

3.3 Revised FLM for Blind Users

The user study identified a series of operations that were frequently carried out by blind
users interacting with a smartphone application: tap, double tap, flicking a finger on the
screen, or scrolling vertically or horizontally by dragging three fingers across the
display. These actions were mapped against the previously reviewed touch-based
smartphone extensions to KLM (see Sect. 2.3 and Table 1).

The four observed actions related to three operators from TLM [20], El Batran et al.
[3], and FLM [14]. Tap actions are a common direct touch behaviour that corresponds
well to the Keystroke K operator in KLM and was identified in the previous literature
[3, 14, 20]. The observed flick action was a single finger swipe that is short and quick
and directly mapped against FLM’s Flick F [14]. TLM [20] defined Swipe S as placing
one or more fingers on the screen and moving that finger in a single direction for a
period of time, while El Batran et al. [3] described swipe as a short or long action to
achieve tasks such as scrolling. These two actions can roughly represent the observed
flick action, while TLM’s [20] Drag D and El Batran et al. [3] long swipe can model the
observed drag action.

Of the three touch-based smartphone extension to KLM, FLM’s [14] operators
closely resemble the observed actions. Unlike TLM [20], units times were computed
for the various operators in FLM [14] and El Batran et al. [3]. However, El Batran et al.
[3] model only provides unit time for a short swipe (resembling a flick) and not for a
long swipe. Moreover, the operators in FLM were validated in an experiment where the
root mean square error (RMSE) of the observed and predicted execution times was
16.05%. For that purpose, FLM was selected as the prime candidate for extension. The
extended FLM model is called Blind FLM, and its operators and unit times are sum-
marised in Table 2 in relation to KLM [4] and FLM [14].

Retained Operators. Five of the original FLM operators are still appropriate to model
blind users’ interactions on an iPhone mobile device with VoiceOver.

• Tap T. A blind user taps anywhere on the smartphone’s screen to listen to the audio
description of the underlying visual element. This could be a button, text, link,
image, or video. Tap is also used to choose the start position for navigation.

Table 1. The observed blind actions mapped against the same/similar actions (i.e. operators) in
TLM [20], El Batran et al.’s model [3], and FLM [14].

Action/Model TLM [20] El Batran et al. [3] FLM [14]

Tap Tap T Tap Tap T
Flick Swipe S Short swipe Flick F
Double tap
Drag Drag D Long swipe Drag D

162 S. Al-Megren et al.



• Drag D. Vertical and horizontal scrolling is performed by sliding/dragging three
fingers across the screen.

• Flick F. Unlike dragging D, this action is typically quick and achieved with a single
finger to navigate application elements.

• Mental preparation M. With the absence of sight, blind users rely on other senses
to conceptualise the real world. Blind smartphone users utilise audio description to
map their next interaction, i.e. the mental preparation needed to perform the fol-
lowing action. KLM [4] was previously refined to model screen readers and the
authors suggested that recognition of the present situation, screen reader’s speech,
and action decisions occur in parallel. This was also argued for typing actions [25].

• Response time R. This operator is system dependent, arguably irrelevant due to the
technological advancement and negligible response times. Nevertheless, the vari-
able is still retained to account for different devices and software.

New Operators. New operators are introduced to the extended FLM to account for
novel interactions that are afforded by the analysed interface. Tap interactions are
frequently utilised by blind users to select an element and is retained from FLM [14].
Double tap actions activate the selected element (via tap). This is unique to blind users’
interaction, where the former voices the element and the latter launches the element.

Excluded Operators. The pointing operator P is excluded in Blind FLM as it is not
applicable to blind users’ interaction since pointing at an element requires visual
perception. Instead of pointing, a blind user taps close to a target element or navigates
the elements sequentially. Both of which are represented by the original FLM opera-
tors: tap and flick, respectively [14]. Thus, the act of pointing works in tandem or is
encapsulated with/within the subsequent action and is not used in its singularity.

Table 2. Retained, excluded, and new operators of the extended FLM (Blind FLM) and their
time estimates as compared to the original KLM [4] and FLM [14].

KLM [4] Time (s) FLM [14] Time (s) Blind FLM Time (s)

Keystroke K 0.2 Tap T 0.31 • 0.31
Point P 1.1 • 0.43
Draw D 0.9n + 0.16la Drag D 0.17 • 0.17
Home H 0.4
Mental act M 1.35 • 1.35 • 1.35
Response R variable • variable • variable
Extensions

Flick F 0.12right-to-left
0.11left-to-right

• 0.12b

Double tap DT 0.62
a Drawing D assumes n straight line segments having a total length of l.
b Flick F value is set at 0.12 s considering error-free navigation that were observed to
be typically from right to the left.
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Operators’ Unit Times. The baseline value for the FLM [14] operators were
computed with a practical study. The original values are employed for Blind FLM.
In the case of the double tap DT action, the value of tap T is multiplied by two.
The mental thinking M operator was not changed from the original KLM and is
maintained for this extension as well. See Table 2 for execution times for all operators.

4 Blind FLM Validation

The efficacy of a model and the accuracy of its baseline values are typically evaluated
through controlled research studies with human subjects. Within-participants experi-
ments were conducted to investigate Blind FLM. The purpose of these two studies were
twofold: (1) to determine the applicability of the Blind FLM operators for describing
blind users’ touch interactions with a smartphone (first user study); (2) to compute the
accuracy of the new model by comparing observed execution times with predicted
times (second user study).

4.1 First User Study

A preliminary study was carried out to satisfy the first purpose of the experiment;
determine if the new model and its operators are fit to fully model blind touch inter-
actions with a smartphone. This study was also used to evaluate the experimental tasks
in order to refine the tasks for the next study.

Methodology

Participants. Five female participants with a mean age of 20.2 years (SD = ±0.84)
were recruited for the experiment. All participants were familiar with using an iPhone
and VoiceOver with an average of 5.8 years of experience (SD = ±1.1). The partici-
pants were students recruited from King Saud University. The device’s VoiceOver
speech rate values ranged from 80% to 100% with an average of 90%.

Apparatus. Apple’s iPhone 6 with VoiceOver was used by all participants. Access to
the three applications were made via the participants’ private accounts. A camera was
used to video record participants’ interactions.

Task. Based on the previously discussed questionnaire results: Twitter, WhatsApp, and
YouTube were the top three used applications in the blind community. For the pre-
liminary study, three sessions were dedicated for each of these applications. Each session
consisted of three tasks; one open task and two structured tasks (a total of nine tasks).

• Twitter
– Structured tasks

1. View the profile of the first account on the ‘Following’ page
2. Write a tweet consisting of a single word in Arabic or English (e.g. ‘Hello’)

and to tweet the message

– Open task: retweet any tweet from the timeline
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• WhatsApp
– Structured tasks

1. Make a voice call with the first contact from the chat list
2. Reply to the first chat from the chat list with a single word in Arabic or

English (e.g. ‘Hello’)

– Open task: create a new chat group with two contacts
• YouTube

– Structured tasks

1. Play the first video in the home page
2. Subscribe to the channel of the first video in the home page

– Open task: delete YouTube’s browsing history

The open scenario was used to determine if Blind FLM was able to thoroughly
represent blind users’ interaction with a touch-based smartphone. KLM and extensions
of KLM are only equipped to represent error-free interactions and tasks, thus the two
structured tasks were used to reduce the space of probability and error. The two
structured tasks were presented as a set of steps that begin from a uniform starting point
that continued sequentially.

Procedure. Sessions were held in a quiet room with a WiFi connection, and each
session lasted approximately 45 min. First, the participant was given verbal instruc-
tions about the experiment and its purpose. After which, the participant was given a
chance to voice any questions about the study. Consent was then collected and
recorded verbally. Each of the nine tasks was presented to the participant with its
required steps. Prior to starting a task, the participant practiced the task until it was
mastered and completed without error. For the structured task, whenever a mistake
occurred the participant was asked to redo the scenario. All sessions were video
recorded.

Participants were asked to use their own iPhones for the experiment. To ensure
uniform VoiceOver settings for all participants a set of instructions were provided. The
speech rate of VoiceOver was set on 80% speed. The volume of the speech synthesiser
was set to its highest rate. Typing mode was set to standard typing.

Results. The video recording for all sessions were coded using the Behavioural
Observation Research Interactive Software (BORIS) [28]. BORIS, an event logging
tool, allowed the experimenter to observe the video recordings and log observations,
i.e. Blind FLM’s operators.

Structured Tasks. The structured tasks were modelled using Blind FLM to predict
execution times. All tasks were first modelled with the proposed Blind FLM
physical/motor operators. The response time R operator was not used due to the
iPhone’s almost instantaneous reaction. Mental act M operators were later added based
on the new model’s modified heuristic rules. Rules 1, 3, and 4 from the original KLM
are not applicable in this context. Rule 1 is related to fully anticipated operators, while
Rules 3 and 4 handle syntactic terminators. Rule 0 and 2 were modified from the
original KLM to reflect visually impaired smartphone interaction:
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• Rule 0 (R0 base rule): insert M operators in front of all K operators that are used to
type a text. Also, place M operators in front all P operators that are used to select a
method. In Blind FLM, flick F, tap T, double tap DT, and drag D operators sub-
stitute keystroke K and point P operations.

• Rule 2 (R2): remove all M operators that are related to one cognitive unit except the
first M.

For Twitter’s first task, one participant was excluded from the analysis due to
multiple mistakes. The observed execution time for that scenario with the four par-
ticipants was 13.8 s compared to a predicted value of 11.33 s. For the first WhatsApp
structured task, the average predicted execution time was 7.72 s compared to an
observed value of 8.34 s. The first YouTube task’s predicted execution time was 4.04 s
compared to the observed value of 5.68 s. The second tasks from all three applications
were excluded due to varying typing speed in Twitter and WhatsApp, and for repeated
mistakes in YouTube’s task. The root mean square error (RMSE) is commonly used to
evaluate KLM’s predictions [4]. The average computed RMSE for the three structured
tasks was 1.73%.

Open Tasks. The average number of actions undertaken for the open task was 14.6 for
Twitter, and 19 for YouTube, and 60.8 for WhatsApp. Negligible mistakes were
detected, with no more than two errors per task. The Twitter task consisted of 73% flick
F actions, 19% double taps DT, and 8% tap T actions. For the WhatsApp scenario,
approximately 40% of the interactions were categorised as flick F and 30% were tap
T actions. Double tap DT made up 26% of the actions, while drag actions D were only
performed 4% of the time. The majority of the interactions in the YouTube task were
flick F actions (78%), followed by double tap DT (21%) then tap T (1%). No drag
D actions were observed for the Twitter or YouTube tasks. The open tasks were not
analysed with Blind FLM as participants were not restricted to a set of predefined task
sequences.

Discussion. Blind FLM was well-equipped to model blind user’s touch interactions
with an iPhone and VoiceOver. This section discusses the findings of the preliminary
study for the open and structured tasks.

Structured Tasks. In the original KLM, the observed model error was 21% of the
average predicted execution time [4]. This level of accuracy was achieved in the
preliminary study. Nevertheless, the sample size was too small to be representative.
Additionally, it was observed with the structured tasks that typing speed varied
between the participants which may affect the consistency of the computed results. The
second structured task for each of the examined applications involved a typing subtask.
These tasks will be excluded in the upcoming user study. Unlike the other actions,
modelling text entry is complex. Previous findings for text entry identified various
factors that impact text entry, this includes: repetition effect (first tap, second, or more),
key type (number, alphabet, or character), entry method (e.g. predictive or word
completion), typing speed, and language corpus. Due to this distinctiveness, text entry
is excluded with a plan for a future extension.
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Open Tasks. The open task for each of the three applications were observed to
determine Blind FLM’s coverage of blind users’ interactions. The operators’ occur-
rence rates were computed and indicated the operators’ priorities and their weights in
the total execution time. The majority of operators were regularly used to model
interactions. Of those operators, flick F was the most frequently used when interacting
with the smartphone. The drag D action was the least used operator and was only
observed in WhatsApp’s open task.

4.2 Second User Study

A second user study was carried out to validate Blind FLM. The purpose of this study
was to compute the accuracy of the new model by comparing observed execution times
with predicted times. The experiment expanded on parts of the previous study and
improved the tasks to overcome inaccuracy concerns.

Methodology

Participants. Twenty right-handed individuals (7 males, 13 females) with a mean age
of 21.5 years (SD = ±7.24) took part in the experiment. Participants were recruited
from Kafeef organisation (an organisation that is concerned with training and quali-
fying blind citizens), Alnoor institute (a female school for the blind), and King Saud
University. On average the participants had 5.4 years of experience (SD = ±1.5) with
using an iPhone and VoiceOver. The average speed rate utilised with VoiceOver was
89%.

Apparatus. Similar to the previous study, an iPhone 6 was used by all participants with
VoiceOver. Each participant used their own device, as well as accessed their private
Twitter, WhatsApp, and YouTube accounts. The sessions were video recorded with a
camera.

Task. The task used with this study were previously examined in the previous
experiment. For each of the three applications, a single structured task was used. The
steps used in the preliminary study were re-evaluated as new versions of WhatsApp
and YouTube were released. The starting position for each of the three tasks was the
default position of VoiceOver. In Twitter, the participant was expected to follow the
steps necessary to display the profile of the first account on the ‘Following’ page. The
task’s steps for Twitter were as follows:

• Flick to the settings button
• Flick to the switch account button
• Flick to edit profile button
• Flick to profile name button
• Flick to user account button
• Flick to location button
• Flick to following button
• Double tap on the following button
• Tap on the screen
• Scroll down once
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• Tap on the screen
• Double tap on the first account

For the WhatsApp task, the participant was asked to initiate a video call with the
first contact on their chat list (see Table 3 for steps). For the YouTube session, the
participant was asked to play the first video on their personal home page by following
these steps:

• Flick to ‘Upload and Record’
• Flick to the search button
• Flick to personal account
• Flick to first video on the home page
• Double tap on video to play

Procedure. Sessions were held in a quiet room with a WiFi connections, the location
varied depending on the participants and their affiliation. Each session lasted approx-
imately 20 min. The participant was welcomed and the purpose of the study was
explained. The participant was then given a chance to voice any questions. Next, a
consent form was vocalised and the participant’s response recorded. Each task was
presented to the participant and its steps were explained. The participant was asked to
train each task until mistakes are no longer made. The participant was also asked to use
his/her own iPhone for the study with a VoiceOver speech rate set on 80%. The speech
synthesiser volume was set to the highest rate. All sessions were video recorded.

Results. The three tasks were modelled with Blind FLM to predict execution times
(see sample model for WhatsApp’s task in Table 3). The tasks were first modelled
without any mental thinking M operators. The mental thinking M operator was then

Table 3. WhatsApp’s task modelled with Blind FLM.

Task steps Operator Predicted unit time (s)

M 1.35
Flick to chats F 0.12
Flick to the compose button F 0.12
Flick to archived chats F 0.12
Flick to search field button F 0.12
Flick to broadcast list F 0.12
Flick to new group button F 0.12
Flick to first chat F 0.12

M 1.35
Double tap on chat to open DT 0.62

M 1.35
Flick to the video call button F 0.12

M 1.35
Double tap on button to call DT 0.62
Predicted execution time 7.6
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incorporated in the model following the modified heuristic rules for M insertion.
Observed execution times were logged using BORIS, where video recordings were
played frame by frame. Twitter’s task was predicted to take 10.97 s and its execution
time was observed at 13.28 s. The predicted execution time for the WhatsApp task was
7.6 s (see Table 3) compared to the observed value of 8.7 s. For YouTube’s task,
execution time was predicted at 3.8 s, while the observed value was 4.8 s. The
accuracy of Blind FLM was evaluated using RMSE, which showed an average pre-
diction error of 2.36%. Table 4 shows the predicted and observed execution times for
the three tasks, as well as the RMSE for each of these tasks and the average RMSE.

Discussion. The results show that all three tasks completion times were under KLM’s
suggested 21% RMSE [4]. For all tasks combined, the RMSE average was 2.36%.
Twitter’s task was predicted and observed to be the longest, while YouTube’s task took
the least time. This was also reflected with the RMSE value where a larger error
percentage was incurred for Twitter’s task. This indicates the effect of task complexity
on the model’s prediction error percentage. See Table 4.

The mental thinking M operator’s unit value used in Blind FLM is the original
value assigned to it with KLM [4]. Many studies similarly retained the original unit
measure for M for conventional phones [7] and smartphones [14, 20]. However, these
models render visual applications. A previous study observed blind users’ web page
interactions via a screen reader to extend KLM [25]. The results of the study suggested
the parallel recognition, decision, and auditory reception of the screen readers speech,
directly affecting the unit time of the model’s operators. While this was also observed
in the study (e.g. a participant not listening to the complete description of a visual
element), completely discarding the mental act M operator did not result in better
accuracy. This added complexity to the mental act M operator for accessible interfaces
merits a revisit in future research.

For all tasks, Blind FLM underestimated the predicted time (see Table 4). Given
that KLM can only model error-free tasks (a limitation passed on to its extensions,
including Blind FLM), participants were asked to repeat a task until no errors were
recorded. This repetition had lead the participants to caution and it indicates that the
observed times are likely upper limits. Thus, the observed extra time highlight the time
it took the participants to process the instructions and carry out the task, i.e. contrary to
natural interaction.

Table 4. Average observed time, predicted execution time, and computed RMSE for each of the
three experimental tasks, as well as average RMSE.

Task Observed time (s) Predicted time (s) RMSE

Twitter 13.28 10.97 3.81%
WhatsApp 8.7 7.6 2.01%
YouTube 4.8 3.8 1.27%
Average RMSE 2.36%
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5 Conclusion and Future Work

KLM and mobile extensions to KLM have popularly been adopted in HCI to predict
the time it takes a skilled user to complete an error-free task. Skilled users were
inherently assumed to be sighted and the applications relied on visual output. These
models cannot thoroughly express visually impaired interaction, where the visual
interface is replaced with an audible alternative. This paper makes two contributions.
First, FLM [14] was modified further to render visually impaired mobile phone
interaction. Some of FLM’s operators were retained, while other were excluded. A new
operator, double tap DT, significant to blind user’s interaction was introduced to the
model. These changes were applied after a series of interviews and observations with
blind users and their touch-based smartphones. Second, a user study was conducted to
validate the new model (Blind FLM), and evaluate its predictions on a number of tasks.
The results showed that Blind FLM was able to accurately predict execution time well
below the suggested 21% error [4].

The user studies carried out to modify KLM and validate the new model were
performed with an iPhone and limited to a set of applications (WhatsApp, YouTube,
and Twitter). We intend to evaluate Blind FLM’s accuracy with other mobile phones
and applications. The model’s operators’ unit times were not measured and instead
original values from KLM [4] and FLM [14] were adopted. In future work, we plan to
reexamine these values in controlled human-subject trails. This is particularly important
to overcome any inaccuracies due to FLM and Blind FLM’s varying application
domains. It will also be interesting to reevaluate the mental thinking M operators’ unit
time and the effects of an audible interface and blind users listening abilities on its
value [2]. Due to varying typing speeds, typing tasks in the validation studies were
excluded from computation. This exclusion lends itself to future research that considers
visually impaired text input and its effect on tap T and double tap DT operators. A final
future direction will apply Blind FLM on real-life design cases, where the model is
used to compare the designs efficacy to make informed design choices.
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Abstract. Zooming on large tactile displays can result in orientation
loss, especially if the user’s reference point disappears from the visible
area afterwards. To avoid such displacement we developed a focus zoom
approach which keeps the currently focused element as central point for
zooming. In this paper, we compare this approach with a conventional
midpoint zoom (the center of the output area is maintained after zoom-
ing) on the touch-sensitive BrailleDis 7200 device. In a study with four
blind and eight blindfolded sighted participants we could show that the
focus zoom significantly reduces displacement of the focused element on
the tactile output area. Locating the focus after doing a focus zoom needs
significantly less time, reduces the overall workload and is also preferred
by the users.

Keywords: Pin-matrix device · Tactile zooming · Focus zoom ·
Midpoint zoom · Blind user

1 Introduction

To allow visually impaired users an adequate access to graphical information,
large tactile displays have been developed for several years (see [18]). Especially
for graphics exploration tasks the display should be as large as possible to allow
users for bi-manual reading on the tactile output area [17] applying the concept
of active touch (see [3]). Novel two-dimensional pin-matrix devices consist of
up to 120× 60 pins (e. g. BrailleDis 7200 [11]) and, therefore, can present much
more information at once compared to conventional single-line Braille displays.
For instance, the presentation of interactive tactile graphics is possible besides
simple Braille output.

Compared to conventional visual screens the resolution of even such a large
tactile display is very low (10 dpi). Furthermore, the intake capacity of the tac-
tual sense is considerable lower than that of the visual sense [2] which results in a
more time-consuming perception. For these reasons interaction and presentation
techniques have to be adapted. In particular, appropriate zooming and panning
techniques are important for interacting with small screens and, therefore, are
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often targeted in current research of visual interaction (e. g. comparison of con-
ventional techniques [5], alternative strategies for map navigation [14], zoomable
soft keyboards [8,9] etc.).

When dealing with graphical applications on large tactile displays zooming
is also necessary. Blind and visually impaired users not only prefer the usage
of zooming functionalities for exploring detailed diagrams but they also can
improve their accuracy compared to having no zooming possibilities [13].

In the following, we give a brief overview over existing zooming techniques
on two-dimensional tactile displays. Afterwards we present a novel zooming app-
roach for the BrailleDis 7200 and compare it with the conventional zooming on
this device within a user study.

2 Related Work

Some approaches for large tactile displays are based on a semantical zooming,
i. e. the amount of information is adapted to the current zoom level. In this way,
enlargement results in showing more and more details while downsizing removes
details allowing to simplify the image. For instance, Rotard uses some kind of
semantic zooming methods for showing Scalable Vector Graphics (SVG) [15].

Furthermore, there are also approaches in which the algorithm automatically
decides which zoom levels are uninformative and, therefore, should not be shown
to the user [12,13]. This means, only zoom levels that are significantly different
to the previous level are shown, while the cognitive grouping of information
is preserved. In a user study with blind subjects, a significant improvement of
correct answers was shown compared to a conventional zoom [13]. There was no
difference in response time, but fewer clicks were used. However, a large tactile
display was not used for exploring the virtual diagram, but a single Braille cell
was mounted on a mouse which was moved across a graphics tablet.

If zooming should be realized independently of some knowledge of the pre-
sented content, a semantic zoom is not applicable. Instead, geometric zooming is
necessary. In graphical applications it normally leads to a continuous change in
the scaling. The applicability of such a continuous zooming for tactile displays
is unclear. Alternatively, providing 25 discrete zoom levels seem to be enough
for handling a haptic zoomable interface [20]. Generally, perception of zooming
greatly differs among blind and sighted people as no overview is available when
fingers explore the tactile display sequentially. Because of continuous changes in
the scaling, visual zooming seems to be rather a sort of morphing of the pre-
sented content for sighted people. This allows much more easily to maintain the
context compared to some kind of “page flipping feeling” in tactual perception
as some blind people have described it to us.

There already exist several approaches to realize a geometric haptic zooming.
The most simple one is a kind of midpoint zoom as it is used, for example, in the
Tangram workstation [1]. In this 1:1 adoption of the visual zooming metaphor
used in common graphical user interfaces, the zoom is performed at the center
of the current view port. However, in previous user studies it became clear that
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blind participants often were confused about clipped objects after zooming [1].
This especially occurs if an object is near to the borders and the user does a
zoom-in operation leading to an enlargement which is big enough to move the
object outside the visible range (see also Fig. 1 right row). As maintaining the
context after zooming is pretty complex in tactual exploration anyway, a large
displacement of the content should be avoided.

To allow the user to define a position to be zoomed, another approach can be
to rely on the finger position as center for zooming. One example is the Touch
Zoom used in the system of Shimada et al. [16]. The original zooming function-
ality of this system is also based on the conventional midpoint approach. In their
paper, Shimada et al. reported no comparison for conventional zoom and Touch
Zoom. Users only rated subjectively how useful and easy to use the new Touch
Zoom was [16]. The usage of zoom gestures within the HyperReader system [10]
is another example of the finger position approach. Thereby, the starting point
of the circular or semi-circular gestures is used as center for zooming. However,

Fig. 1. Screenshots of an example image’s tactile output on the pin-matrix device in
three different zoom levels based on the focus and midpoint zoom approaches. The
triangle shape marked with the surrounding frame is focused (on the pin-matrix device
this border is highlighted by blinking pins). The initial view port at the zoom level of
100% is the same, but it changes after zoom-in dependent on the used approach.
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to allow for an intuitive and usable gesture interaction, recognition of touch
has to be reliable. This can be affected by external influences, such as technical
problems, or by ambiguous values which can result from a multitouch input.

3 A Novel Zooming Approach on the BrailleDis Device

Both zooming approaches currently used on the BrailleDis 7200 device, namely
‘Midpoint Zoom’ [1] and ‘HyperReader Zoom Gestures’ [10], are not optimal due
to the above mentioned problems (clipping of objects after zooming and unre-
liable touch recognition respectively). Therefore, another approach combining
the advantages of both zooming functionalities was implemented. First it uses
hardware buttons instead of gesture input, and second it is not performed at the
center of the current view, but at the center point of the currently focused ele-
ment1. Unlike the zooming gesture, the finger is not taken as reference point, but
the system focus. In the following we call this zooming approach ‘Focus Zoom’.

The focused element seems to be appropriate for that purpose as it is often
the target of the user’s current attention. A typical scenario for using the zooming
abilities of a large pin-matrix device is to explore graphical applications where
the spatial arrangement or layout is important, such as a tactile image [1] or map
[19] application. In information retrieval or editing tasks within such applications
the element of interest will be actively marked or selected by the user.

The implemented midpoint as well as focus zoom are based on a fixed scaling
ratio. In other words, we use a factor of 1.5, i.e. after a zoom-in operation the
content is 50% bigger than before. This seems to be a reasonable zoom factor as
it allows for a sufficiently large difference between two zoom levels and it also
avoids too many zooming steps.

The difference between midpoint and focus zoom is the usage of different
center points displayed after realizing the zooming (compare Fig. 1). The center
for midpoint zooming always is the center of the output area. After a zoom
operation the position of the view port (offset2) has to be recalculated out of
the hypothetical new center and the center of the output area:

Point newOffset = new Point(
Math.Round((newCenter.X - (outputArea.Width / 2)) * -1),
Math.Round((newCenter.Y - (outputArea.Height / 2)) * -1)

);

In contrast, the offset for the focus zoom results from the difference of the
old and the new center of the focused shape:

Point newOffset = new Point(
oldOffset.X + (oldCenter.X - newCenter.X),
oldOffset.Y + (oldCenter.Y - newCenter.Y)

);

1 The center point of an element is represented by the center of its bounding box.
2 Note that in our case, the offset is ≤0 as it defines how the content is placed in

relation to the currently used view port.
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In both cases the hypothetical new center is the product of the old center and
the scale factor: newCenter = oldCenter * (newZoom / oldZoom). Thereby,
the old center is either the center of the output area (midpoint zoom) or the
center of the focused shape (focus zoom).

Our hypothesis is that the focus zoom is more efficient than the midpoint
zoom. We think, it can reduce loss of orientation by the user as the context is
changed less when the focused element does not move after zooming.

4 Experimental Setup

To investigate the above mentioned hypothesis, we conducted a user study to
compare the midpoint and focus zoom approach on the BrailleDis 7200 device.
The following research questions should be answered:

1. Which zooming approach is more efficient?
2. Which zooming approach reduces the workload?
3. Which zooming approach is preferred by the users?

4.1 Participants

12 participants with a mean age of 33 years took part in the study. Four of them
were blind, the others were blindfolded sighted people. The demographic data
of the subjects are shown in Table 1.

Table 1. Demographic data of the participants.

Subject ID Gender Age Visual impairment Experience with BrailleDis

B1 m 42 Late blind High

B2 f 53 Congenitally blind Very high

B3 f 32 Congenitally blind High

B4 f 27 Congenitally blind No

S1 m 32 Sighted Very high

S2 m 32 Sighted High

S3 m 34 Sighted High

S4 f 31 Sighted No

S5 f 22 Sighted Low

S6 f 33 Sighted Medium

S7 m 33 Sighted Low

S8 m 24 Sighted Very low

As no Braille knowledge or experiences in tactual shape recognition were
necessary for the study, we also took blindfolded sighted people to increase the
number of data sets. Their tactual acuity may be inferior compared to that of
blind people [4], but individual differences can be isolated by using a within-
group design of the study [7]. This means, every participant performed all test
conditions as described below.
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4.2 Materials, Task and Procedure

To allow for a comparison of the zooming approaches, a set of focus locating tasks
was given to the participants. The focused element should be quickly regained
on the tactile display after executing a zoom operation. This kind of task is
common for scenarios in which a tactile graphic is explored on a two-dimensional
pin-matrix device.

We prepared three test images each consisting of 18 shapes different in size
and form that were randomly spread over the document (see also Fig. 2). In
each single task, one of these shapes was selected randomly (each shape has
been chosen only once). Furthermore, the current view port of the pin-matrix
device also was placed randomly, but it was ensured that the focused shape was
visible in the initial output.

In a short training phase the two zooming approaches as well as the following
task was explained to the participant. Furthermore, an example was shown where
the focused shape moved outside the visible view after zooming and, therefore,
panning was necessary. To allow the user to locate the shape in this situation,
panning operations were explained and trained briefly. After the training, three
test runs were conducted.

The three test images were randomly assigned to the three test runs. Each
single task (one trial) within these test runs consisted of the following phases:

1. searching for the focused element
2. zoom operation (triggered by the test supervisor)
3. retrieving the focused element as fast as possible

Each test run consisted of ten different zooming conditions (single tasks,
see Table 2) which were presented in random order. In the first test run, each
zooming approach was assigned five times and in a random order to the zooming
conditions. In the second test run, one of the zooming approaches (either focus
or midpoint zoom) was used in all the ten different zooming conditions. In the
third test run, the remaining zooming approach was used. Each participant had
to complete all three test runs (within-group design). In total, there were 30
trials per participant. Before each trial, the user was told by which scale factor
the current output will be changed after zooming (see ‘zoom mode’ in Table 2).
Based on this information, the user can make his/her own expectations (mental
model) what will happen to the focused element.

4.3 Apparatus and Measurements

The Tangram workstation (see [1]) was used for presenting the graphical shapes
on the BrailleDis 7200 device (see Fig. 2). The graphic files were shown in Libre
Office Draw3, captured and converted into a 10 dpi binary tactile image. This
image was sent to the BrailleDis 7200 device which has a touch-sensitive tactile

3 https://www.libreoffice.org/discover/draw/.

https://www.libreoffice.org/discover/draw/
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Fig. 2. One of the sample images (Libre Office Draw graphic document with 18 dif-
ferently sized and formed shapes) presented on the BrailleDis 7200. The tactile output
shows all of the image (zoom level = 66%).

output area consisting of 120× 60 pins. The size of the tactile area is 30× 15 cm
which allows users to use both hands for exploring the content.

The focused shape was tactually marked by a blinking frame (its bounding
box) at a frequency of about 1.7 Hz. Note that for locating the target element
before and after zooming it was not necessary to recognize its shape but only to
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Table 2. Ten different zooming conditions used in the experiment.

Condition Initial zoom level End zoom level Zoom mode

Z1 66% 100% 1× Zoom-in

Z2 66% 150% 2× Zoom-in

Z3 66% 225% 3× Zoom-in

Z4 100% 150% 1× Zoom-in

Z5 100% 225% 2× Zoom-in

Z6 150% 225% 1× Zoom-in

Z7 225% 337% 1× Zoom-in

Z8 225% 66% 3× Zoom-out

Z9 225% 150% 1× Zoom-out

Z10 337% 150% 2× Zoom-out

detect the blinking frame4. As in both zooming methods the frame moves to a
greater or lesser extent after zooming, it is not enough for the user to just touch
the previous location. A task/trial was considered as successful as soon as one
edge of the bounding box was felt and reported by the participant. Therefore,
the user gave oral feedback (“stop”).

During the tasks, the following data were recorded in logfiles:

– focused shape: name and center position (before and after the zooming oper-
ation)

– zoom level: before and after the zooming operation
– offset of the view port: before and after the zooming operation
– time: when zooming operation was executed and when subject has successfully

found the shape again

Out of this, task completion time as well as the distance between the target
shape’s center position before and after zooming was calculated. Moreover, the
user’s workload for each of the two zooming approaches was measured by using
the NASA-TLX (Task Load Index, see [6]) after the second and third test run.
Therefore, the participant verbally had to give a rating between 0 and 100% for
each of the TLX factors. At the end of the test, the user should state which zoom
approach he prefers. Beside the demographic data these values were recorded in
a questionnaire.

4 Locating the blinking pins is the major challenge in a finding focus task on the
BrailleDis device. The recognition of a shape is quite a different task, which is not
part of our test. The participants could trust in that the focused shape is inside the
bounding box. In a real-life scenario on the pin-matrix device, the user must find
the blinking pins at first, and then he/she can continue the image exploration. By
concentrating only on finding the focus, we can reduce the complexity of the task.
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5 Results and Discussion

For exploring the tactile output area nearly all participants used both hands.
Merely participant S4 used only her right hand (all fingers and palm). B2 and S2
used their palms in addition to their fingers the whole time. B3 and S3 used only
their fingertips. The other subjects added their palms in some cases, for instance
if using the fingers was not enough to quickly detect the blinking focus. Although
the blinking pins made some mechanical sound, according to the participants of
the study it seemed not to be a clue to locate the focus.

A comparison of completion time in midpoint and focus zoom conditions for
each participant is presented in Fig. 3. The mean displacements of the focused
element are compared in Fig. 4.

Fig. 3. Time needed for locating the focused object after midpoint and focus zoom
(means and standard deviations; 10 ≤ n ≤ 15).

Fig. 4. Distance between the positions of the focused element’s center before and after
executing midpoint or focus zoom (means and standard deviations; n = 15).
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Regarding the time needed for locating the focused element after doing a
zoom operation, the focus zoom (mean completion time = 2.7 s, SD = 0.8) is
more efficient than the midpoint zoom (mean completion time = 3.4 s, SD =
0.8). Comparing the average times of blind (midpoint zoom: mean = 2.5 s, SD
= 0.5; focus zoom: 2.1 s, SD = 0.9) and sighted (midpoint zoom: mean = 3.8 s,
SD = 0.6; focus zoom: 3.0 s, SD = 0.6) participants separately, it can be found
that both user groups needed nearly a quarter more time to locate the focused
element after using the midpoint zoom. We suspect this is mainly due to the
higher displacement of the focused element after zooming with the midpoint
approach (mean distance = 25.2 pins, SD = 2.7) compared to that caused by
the focus zoom (mean distance = 6.6 pins, SD = 2.6). Paired t-tests show that
the difference in completion time (t = 3.581, df = 11, p < 0.01) as well as in the
displacement of the focused element’s center point after zooming (t = 15.093,
df = 11, p < 0.001) is significant.

Trials in which the participants did some panning operation were not included
in the analysis of completion times. In some cases panning was necessary as the
focused element was not visible anymore in the view port after zooming. While
in the focus zoom condition this happened not at all, in the midpoint zoom
condition it occurred in 21 out of 180 trials. The average completion time for
these trials is more than ten times slower (mean = 35.5 s, SD = 35.1) than
for the other midpoint zoom trials (mean = 3.4 s, SD = 0.8). The high standard
deviation for panning times can be explained by unexperienced users who panned
in a wrong direction and, therefore, needed up to two minutes for locating the
focused element. Despite these extreme cases, reorientation after executing the
midpoint zoom will be in practice much more time-consuming than the above
mentioned 125% compared to focus zoom.

Considering the distance values in the focus zoom condition, further expla-
nation is required. Normally, the focus zoom results in no or only very little
displacements of the focused element5. However, in some cases there can be con-
siderable displacements after a zoom-out operation due to keeping the content
within the visible range of the pin-matrix device (see Fig. 5). For instance, the
positioning of the document in the smallest zoom level (the whole image is visi-
ble) is always the same (Fig. 5 right) and does not depend on the used zooming
approach. Such an adaptation seems to be necessary to allow for a consistent
presentation of content on the pin-matrix device.

This effect also results in a more time-consuming search in zoom-out con-
ditions (see also Fig. 6), i. e. completion time of zoom-out trials (mean = 3.4 s,
SD = 1.1) is significantly greater than that of zoom-in trials (mean = 2.8 s, SD
= 0.7; t = −2.902, df = 11, p < 0.05). Especially the zoom-out by three steps
at once (factor = 4.5, see Fig. 5) doubles the search time on average from 2.6
(average time in one or two step zoom-out conditions) to 5.3 s. On the other
side, the tested zoom-in conditions (one, two and three steps) have no signifi-
cant difference on the completion time (F2,220 = 0.578, p > 0.5). By and large,
the effectiveness of the focus zoom approach against the midpoint zoom is more

5 Little displacements of one or two pins may occur due to rounding errors.
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Fig. 5. Screenshots of tactile output before and after a three-step zoom-out operation –
presentation in smallest zoom level (66 %) is equal in focus and midpoint zoom.

significant based on completion time in zoom-in conditions (t = 3.139, df = 11,
p < 0.01) than in zoom-out conditions (t = 1.307, df = 11, p = 0.22, no signifi-
cance). As shown in Fig. 6, these results can be found in both user groups.

Fig. 6. Mean times needed for locating the focused object based on the zoom condition.

The participants assessed the workload related factors of the TLX signifi-
cantly lower for focus zoom than for midpoint zoom (see Fig. 7; t = 4.950, df = 5,
p < 0.01). Note that low TLX values are better than high values6. Although the
individual ratings partially deviate greatly from each other, the focus zoom was
perceived by every participant as less or, at least, equally demanding as the mid-
point zoom in all factors. Thus, with respect to the overall workload, the focus
zoom has clear benefits over the midpoint zoom.

6 For instance, a low TLX performance factor means that a user was very successfully
in performing a task (“How successful were you in accomplishing what you were
asked to do?”; 0 = perfect, 100 = failure).
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Fig. 7. Rating of the TLX factors for midpoint and focus zoom (0 = very low, 100 =
very high; means and standard deviations; n = 12).

All participants liked the focus zoom approach very much. 9 of the 12 par-
ticipants would prefer it over the midpoint zoom, while the other three (one
sighted and two blind users) had no preference. Instead, they would like to have
both zooming possibilities because they think the suitability of the zoom method
highly depends on the current task. For instance, if only the focused element is
of interest, then the focus zoom seems to be more appropriate. On the other
side, they would prefer the midpoint zoom for better keeping the global context.

Regardless of the positive results of the focus zoom, there are some restric-
tions to its efficiency. If the bounding box is very big compared to the element
itself, the blinking frame could be far away from some parts of the object (e.g.
in case of a long diagonal line). On the one side, there could be some difficulties
for the user to match the focus blinking with the corresponding object, on the
other side the object and its center can be within the current view port while
the blinking bounding box is outside, and therefore, not touchable.

6 Conclusion and Outlook

In this paper we have compared two different zooming approaches, namely mid-
point and focus zoom, on the pin-matrix device BrailleDis 7200. The task of our
study with four blind and eight blindfolded sighted participants was to retrieve
the focused element in a tactile graphic after performing a zooming operation.
While the midpoint zoom condition maintains the middle of the output area,
the focus zoom takes the currently focused element as central point for zooming.

Our results showed that, at least in focus locating tasks, the focus zoom is
not only more efficient but also preferred by the users. It allows to better keep
orientation in dealing with single tactile graphic elements as it minimizes the
displacement of the focused object on the tactile output area after zooming.
This again reduces the need for time-consuming panning operations. Besides,
the overall workload for focus zoom is significantly lower than that for mid-
point zoom.

These results could be shown for both user groups – blind as well as blind-
folded sighted people. In fact, the average values for the two tested zooming
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conditions show that the blind users as well as the sighted users were both
about 25% faster in using the focus zoom, regardless of their tactile or visual
abilities. Of course, the blind users were faster in all conditions than the sighted
users, but for our analysis, the absolute time was not important. Independent
of accessibility issues and even for users who are unfamiliar with large tactile
displays, a focused-centered zooming approach can support focus finding tasks
on two-dimensional tactile displays.

In the end, multiple zooming approaches can be provided redundantly to
allow for an efficient interaction on tactile pin-matrix devices in various tasks.
On the BrailleDis 7200 the user can choose from the above mentioned zooming
methods, namely gesture input, midpoint and focus zoom. For instance, the
midpoint zoom is applied if no element is selected and zoom gestures can enable
the user to define a fixation point which is independent of the system focus.
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Abstract. Blind and visually impaired people are able to access visual
charts by the mean of tactile representations. However, their produc-
tion is time-consuming and requires know-how and skills in tactile chart
design. Our main goal is to support blind, visually impaired as well as
sighted authors by automating the creation process of tactile charts. We
follow an user-centered design approach. Therefore, we analyzed both
transcribers and users of tactile charts by conducting a survey on blind,
visually impaired and sighted authors. On that basis, we identified steps
and challenges of the production process, how users interact with tac-
tile charts, design guidelines, as well as user preferences and tasks. As
a result, we summarize requirements for an application that automates
the creation of tactile charts.

Keywords: Tactile charts · Audio-tactile charts · Tactile graphics ·
Accessibility · Effective design · Blind users · Survey · User requirements

1 Introduction

Information graphics, visual charts in particular, were developed for the visual
sense and make use of domain-specific skills. Due to the preattentive percep-
tion, the user gets a quick overview of the data, detects patterns and outliers
quickly [10]. There are several approaches to enable blind and visually impaired
people access information graphics. Verbal descriptions are often used to get
non-visual access to visual charts [2,4,11]. The development of those descrip-
tions takes a high effort and, furthermore, it is time-consuming to read them
out. They only cover the description of visual and structural properties of a
chart such as labels, axis scale or number of bars. Some approaches focus on
textual descriptions which include high-level content of the data visualization,
too, in order to provide an idea of chart’s intention such as Demir et al. [5] and
Moraes et al. [12]. Tactile charts may be more effectively for analyzing data than
verbal descriptions or data tables [15].

Tactile charts consist of raised elements, for instance lines, areas and symbols
which can be perceived by the sense of touch. Colors are replaced by a variety of
different textures and line styles to distinguish chart elements. Several guidelines
relate to the design of tactile graphics, in particular [3,6], because visual and
c© IFIP International Federation for Information Processing 2017
Published by Springer International Publishing AG 2017. All Rights Reserved
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tactile charts differ in their design [8]. The development of tactile charts is very
time-consuming and requires knowledge about tactile chart design [14]. Some
approaches are intended to facilitate the creation of tactile charts for different
use cases. Jayant et al. [9] developed the Tactile Graphics Assistant (TGA) that
support direct translation of a visual into a tactile chart with image processing
methods. Such kind of tools require a well-designed visual chart that follows
general design conventions. However, a direct translation may not be appropriate
for an effective tactile chart design [7,13]. Initial prototypes, for example the
tactile chart generation tool developed by Goncu et al. [7] or the tool by Araki
et al. [1] show the need for automating the creation of tactile charts. Nevertheless,
the majority of existing tools only support a few chart types. The resulting
charts developed by Watanabe et al. [15] are inflexible in their design because
the application just supports customizing labels and raw data input. Current
approaches do not support rich design such as Goncu et al.’s [7] tool that offers
just one layout for bar charts and one for pie charts. The design of tactile charts
heavily depends on specific use cases and user preferences.

Basically, an initial survey on the production of tactile graphics in Germany
delivers indications about current practice and user experiences in exploring and
creating tactile graphics [14]. However, this survey focuses on tactile graphics in
general. Needs for tactile charts may differ. As a consequence we have instigated
our own survey. We present the results as well as requirements for a software
that automates the creation of accessible charts.

2 Survey on Tactile Charts

Our survey addresses blind, visually impaired and sighted authors as well as
users of tactile charts. The survey was distributed by the means of more than
100 e-mails to media centers, schools, research institutes and online libraries.
In addition, an invitation to the survey was published by online newsletters of
three associations for blind and visually impaired people1.

The survey consists of three parts: The first part comprises 6 to 16 ques-
tions (depends on given answers) concerning experiences in chart production. In
the second part, participants were asked 11 questions about their experiences
in exploring and current practice in designing tactile charts. Each part starts
with a filter question. The last part includes demographic data such as age,
professionals, visual abilities or Braille reading skills.

2.1 Participants

In total, 71 users of tactile charts (34 blind, 7 visually impaired, 30 sighted)
with an average age of 43 years completed our survey. All blind (except three
who gave no answer) and none of the sighted participants have Braille skills.
The majority of the participants (in total 60) use tactile charts in the context
1 http://www.bbsb.org

http://www.isar-projekt.de
http://www.bfs-nrw-ev.de.

http://www.bbsb.org
http://www.isar-projekt.de
http://www.bfs-nrw-ev.de
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of their profession. They are from more than 40 institutions for instance schools
(48%), universities (17%) or media center (14%). Eight participants work or
study in university. Figure 1 summarizes the work description of the participants.
Most of them are teachers (20 participants). Independently from profession the
majority of creators have also experiences in exploring tactile charts (44 out
of 53).

The next sections present the results of our survey. Section 2.2 focuses on the
actual chart production process, whereas Sect. 2.3 summarizes user requirements
and preferences.

Fig. 1. Number of participants who have experiences in creating (creators) and explor-
ing (users) tactile charts categorized in their profession (in total 55 answers)

2.2 Production of Tactile Charts

This section presents results from questions concerning tactile chart production.
We have investigated two main research questions: Firstly, who are the creators
of tactile charts? Secondly, how is the typical production process organized?

In total, 53 participants (75%) do have experiences with the creation of
charts, including 28 sighted and 25 blind/visually impaired participants. Jointly
48% create tactile charts at least once a month, 19% of them just multiple times
a week. We not only asked for experiences in creation of tactile charts but also
for visual charts in order to find out whether blind/visually impaired people
create visual charts on their own. Figure 2 shows the distribution of experiences
in terms of visual and tactile charts. The majority of sighted participants cre-
ate visual as well as tactile charts (75%). 40% blind/visually impaired creators
produce tactile and none visual charts. In total 18 blind/visually impaired par-
ticipants have experiences in creating tactile charts, whereas 10 of them just used
analog methods (for example by carving paper). So, less blind/visually impaired
participants create tactile charts in digital form than sighted authors. In addi-
tion, blind and visually impaired participants have significantly less experiences
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Fig. 2. Distribution of participants (in total 53) who have experiences in creating charts
in visual, tactile or both forms. Participants divided into sighted and blind/visually
impaired authors.

in creating visual charts (60%) than the sighted authors (89%). Participants
who have no experiences (31 with visual charts, 27 with tactile charts) stated
two major issues: Firstly, blind/visually impaired participants have problems in
handling the required software (13 with visual charts, 13 with tactile charts).
Secondly, 14 blind participants do not produce visual charts because they can-
not access them independently, whereas 16 participants have no opportunity to
print tactile charts. Only six participants have no need to produce charts on
their own.

Beyond that, we were interested in the variety of chart types that are created
by the participants. Simple bar charts, line and pie charts are well-known and
created by more than 90% of the participants. Around 20% are familiar with
stacked bars, area charts and scatter plots. The remaining group consists of
bubble and donut charts as well as star plots which are produced by 10%. More
complex chart types are created and known significantly less often than simple
chart types.

Afterward, we summarize properties of the production process by present-
ing most common answers regarding data input, software for creation, steps of
adaption, challenging tasks, typical chart elements as well as the target group.

In total, 89% take a visual chart and 59% a data table as input. 43% use
Microsoft Office for creating tactile charts. 44% create a visual chart as basis and
adapt it for the tactile output. Typical steps included in the adaption process
are translating text labels into Braille (89%), creating or adapting a legend
(85%), adapting distances (78%) and symbol sizes (74%) as well as the axis
scale or change textures and line styles (70%). Design criteria for charts based in
majority of experiences from the target group (62%). For 63% of the participants
it is challenging to create tactile charts in an appropriate time. The specification
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of own design criteria (44%) and the implementation of them (26%) are also
challenging. We asked the participants to name those chart elements a typical
chart should contain. The most frequent answers where axis labels (88%), a
title (88%), the axes itself (83%), a legend (76%) as well as labels in Braille
(71%). 67% of the creators make use of tick marks on the axes while 62% add
precise values. The charts are mainly created for a known target group (for
example a school class, 62%). 43% produce charts for individual people. Only
seven participants (of 42) create tactile charts for themselves.

With this in mind, the following section derives specific user preferences and
requirements for tactile charts.

2.3 Users of Tactile Charts

The second part of our survey refers to the context of usage and exploring
strategies as well as preferences of the users.

Generally, there are more blind/visually impaired participants (35 equals
85%) who have experiences in exploring tactile charts than sighted participants
(25 equals 67%). About half of blind/visually impaired participants explored
tactile charts at least once a month within the last year. Eight participants used
charts several times a week. The majority get in contact with tactile charts in
school as well as in the context of their profession (see Fig. 3).

Fig. 3. Usage context of tactile charts. Fig. 4. Different tasks that partici-
pants want to reach with tactile charts.

More than half of participants use tactile charts to get access to a visual
chart (see Fig. 4). 36% especially blind and visually impaired participants use
tactile charts to learn visual concepts. Just as many explore precise values in the
chart.

For exploring tactile charts title (82%), legend (76%), axis titles (75%) and
axes (64%) are most important. Braille labels (51%), tick marks and precise
values (40%) are essential, too, for analyzing data. Tactile chart design depends
on the way how the user interacts with the chart because it should guide him.
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So, we have analyzed 43 free text answers from users of tactile charts. The
exploration process can be summarized by following four steps (based on common
answers):

1. Getting an overview (14 participants):
– Find out chart type by title (six participants) or initial scan (moving with

both hand over the full graphic)
– It can be useful to search for axes and their labels to get an idea of chart

content
2. Orientation/Configuration:

– Seeking for general reference points: axes characteristics (eight partici-
pants), Braille font, specific symbols, frame of the sheet or legend

3. Exploration/Getting content:
– If not already done: exploring of legend, textures and symbols
– Systematic exploration strategies (horizontal or vertical) are used by four

participants
– Exploring chart elements like bars, lines or pie segments in detail and

read all Braille labels
4. Getting details:

– Searching for guiding elements such as help or grid lines
– Explore precise values (ten participants), estimate element sizes and dif-

ferences by use of the index finger as reference and exploring with the
other hand around it

Some design issues leads to challenges in exploration. Getting too much infor-
mation (62%) is a major problem in tactile chart design. Users should be sup-
ported by getting an overview (challenging for 38%). Furthermore, it is challeng-
ing to keep orientation (36%) and to distinguish chart elements from aid lines
or grid (35%). Afterward, we asked how an accessible tactile chart has to be
designed (free text answers). In the following we summarize some general results
formulated as guidelines in descending order to the number of given answers:

– Reduce data content. Show only as much as data as necessary.
– Give a good overview of the data. Guide the user through your chart.
– Use clear Braille labels (with legend if necessary) with clear assignment to

chart elements.
– Omit grid or aid lines if they are dispensable. Otherwise, ensure that they

are considerably distinguishable from other elements.
– Different textures, symbols and lines styles should be easily distinguishable

and referenced in a legend.
– Support the user by reading out precise values.
– Support access for non-Braille users by overlaying the printed version.
– To support understanding the chart, provide a well written image description.
– Take care that the chart being large enough regarding the size in printed

form.

Afterward, we discuss our results and derive properties of target group as
well as requirements for a tool that supports authors by creating tactile charts.
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3 Requirements for a Tool that Automates the Creation
of Tactile Charts

In general, the software addresses two main issues: Firstly, it should support
authors of tactile charts by automating the creation process. Secondly, the tool
should improve the readability and contribution of tactile charts by supporting
well-defined design guidelines. To reach these goals user requirements from the
target groups are essential.

3.1 Context of Use and Use Cases

Mostly, tactile charts were used and created in the field of education by non-
experts such as teachers. A common use case is to transcribe visual charts from
teaching materials to enable blind students to access these charts and learn
visual concepts. We assume that time and hardware resources are limited, thus,
teachers have to prepare their teaching material next to their regular teaching
obligations. Many institutions have only one embosser to print tactile graphics.
Hence, different embossers should be supported.

For blind and visually impaired people it is challenging to produce visual
charts because they can not control it on their own. In particular, a similar
tactile chart is needed to control the visual one. In addition, there are also blind
authors who create tactile charts on the basis of raw data to analyze them.
Therefore, an effective design is needed.

3.2 User Requirements and Preferences

Accessible software is a major requirement for blind/visually impaired people.
Therefore, it should be possible to handle the software just using a keyboard.
The creation should be automated without the need of manual correction based
on rich customization features if required.

The resulting charts should be accessible by all target group members. They
should support Braille readers (majority of blind users) as well as a high-contrast
version for visually impaired. In addition, a visual version of the chart should be
included because most of the sighted authors and teachers are not familiar with
Braille reading.

3.3 User Tasks

A tool for automating the creation of tactile charts should at least support
established chart types such as bar, line and pie charts as well as scatter plots.
To support blind authors who are not familiar with the offered chart types, it
may be useful to include some exemplary tactile charts with a description. The
main requirement is the automatic translation and positioning of Braille labels.
In particular, users want to be supported by positioning elements, reducing the
complexity of the chart without losing content, choosing high distinguishable
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textures, line styles and symbols as well as adding a legend for the whole graphic.
Resulting charts should be standardized as well as highly adaptable. The tool
should offer different design templates based on underlying guidelines that can be
changed by the user to support different use cases. To support user experiences
the tool should accept established data formats such as CSV files or direct data
input. In addition, transcribing charts that were created with other chart tools
(e.g. Excel) should integrate the tactile chart production in the current workflow.
Therefore, an interchange format for tactile charts is needed.

4 Conclusion

In general, the survey indicates the need for supporting authors and users of
tactile charts. We identified the target group, common chart types, as well as
a common workflow for creating tactile charts including challenges. In addi-
tion, we identified four main steps for exploring tactile charts and formulated
requirements for tactile chart design. Based on the survey we have characterized
requirements for the automation application. It should not only decrease the
production time but also improve the quality of the charts. They can be pro-
duced and evaluated on the basis of well-defined guidelines. Thus, tactile charts
can be created with a consistent design which facilitates the exploration. Fur-
thermore, we not only want to support default chart designs but also features
to enhance the effectiveness of charts such as different grid types or help lines.
We are currently investigating further studies concerning effective tactile chart
design for the development of suitable guidelines that can be integrated into the
tool. Furthermore, we will improve chart accessibility by adding audio output.
Therefore we will explore different interaction strategies and technologies.

In the following developing step we will identify a whole concept and archi-
tecture for the automating application that reaches the identified requirements.
In addition, we investigate user studies for effective design of tactile charts and
interacting concepts. As a final conclusion, we want to improve the availability
of tactile charts by enhancing the creating process as well as the quality of tactile
charts. So, we want to enable blind and visually impaired people to analyze data
as effortless as possible to support the inclusion of disabled people.

Acknowledgment. The paper is part of the Mosaik project, which is sponsored by
the German Federal Ministry of Labour and Social Affairs (BMAS) under the grant
number 01KM151112. Only the authors of this paper are responsible for its content.
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Abstract. Unlike sighted readers who read whole words at a glance, braille
readers construct words sequentially processing them character by character as
their tactual field of view is small. Using this aspect of braille reading, we
conducted an experimental study to investigate whether nonsensical characters
moving under the reading finger would be a hindrance in reading words. We
used a prototype to display braille with a single actuator. There is a lateral
presentation of text to the user using a 3D printed braille embossed disc which
rotates under the reading finger of the blind person. Preliminary test results
indicate that users can read words even as nonsensical letters brush past the
reading finger. This feature has implications in the design of a cost effective
braille display.

Keywords: Braille display � Lateral presentation

1 Introduction

Much research has gone into studying aspects of braille reading and also designing
braille displays for visually impaired people. A braille cell in its standard format can be
a 6 dot cell with the dots arranged in 2 columns of 3 dots each or an 8 dot cell, with 2
columns of 4 dots each. Generally braille is presented in two ways to the user (1) static
raised dot display (where actuators move up and down below the reading finger of the
user) and (2) a lateral presentation of text to the user where there is a continuous slip
between the reading finger and the surface of the dots. There are also the alternate
methods of presenting braille to users where the users receive vibrations to indicate the
position of dots in a braille cell. In these alternate modes of displaying braille as seen in
[1] the standard 6 dot format is not adhered to with regards to the arrangement of dots
and the spacing between the dots. These alternate methods seem to be effective in the
presentation of short texts to the user. Figure 1 shows various divisions of research in
the area of braille displays based on the way the skin of the reading finger is stimulated.
Commercially available refreshable braille readers are very expensive mainly because
an actuator is needed for each dot of the braille cell, each braille cell consisting of 6 or 8
dots. Therefore a number of actuators would be required for a single line of Braille text.
Various actuators such as Electro Active Polymers (EAP), Shape Memory Alloys
(SMA), and piezo- electric actuators have been used in the research and development
of braille readers as in [2]. But at present, most commercially available braille displays
use piezoelectric actuators. To reduce the costs of braille readers, researchers have gone
into making single cell readers where only one cell is presented at a time to the user.
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Also due to the high costs of braille readers, many visually impaired users switch to
accessing data from a computer via screen readers which are more affordable and easily
available in developing countries. Our work lies in the area where there is a lateral
presentation of braille text to the user i.e. the actuators stimulate the skin of the reading
finger tangentially. The goal of our work is to test whether blind users are able to read
braille words even when non-sensical letters pass under the reading finger. We are
evaluating this feature through a proof of concept prototype. The remainder of the
paper is organized into four sections. Section 2 looks specifically at several aspects of
braille reading which have been studied and specifically braille technologies which
involve lateral movement between the actuators and the reading finger. Section 3 looks
at our experimental protocol and the results. Sections 4 and 5 deal with discussions and
conclusions respectively.

2 Background

2.1 Features of Braille-Reading

In [3] Foulke conducted extensive studies to examine braille reading and explored the
possibilities of improving the reading rate of braille readers. He was interested in the
legibility of braille characters and words formed by them. Experiments were conducted
to find how long it took to recognize a braille character and whether certain braille
characters took longer to be identified than others. He also subjected visual readers to
the same reading conditions as braille readers i.e. viewing one character at a time and
concluded that the speed of visual readers and braille readers would be similar if both
were subjected to reading braille and print under similar conditions. These results were
supported by [4] who conducted similar tests. They also suggested the use of characters
per second as an appropriate measure of braille reading speed as word length is
variable. In a comparative study of braille and letters, Loomis, in [5] studied the

Fig. 1. Various divisions of research in braille displays
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tangibility of letters and braille and suggested that braille dots were more perceptible
than letters. However similar studies by Heller [6], where braille, letters and the Morse
code were compared, found that with unrestricted exploration, there was similar per-
formance in the recognition of braille and letters. In more recent studies [7], aspects of
braille reading, such as the differences in static and sliding indentation to the finger
reading braille were studied on 4 participants under different display and proprioceptive
conditions. Their experimental design had two display types (static and sliding) and
two proprioceptive conditions (proprioceptive and non-proprioceptive). The study
suggested that the lack of sliding contact between the reading surface and the reading
finger diminishes the accuracy of reading.

2.2 Latero-Tactile Braille Technologies

Progressive waves of deformations were fed tangentially to the skin of the reading
finger by a device and this effect was studied on the ability of a user to read truncated
braille characters. This was compared to reading the conventional braille medium [8].
The design further emerged as the STRESS2 tactile transducer that has 10-by- 6
contactors which deliver tangential forces to the skin [9]. Displaying complete 6 dot
braille was explored using this device. However reading strings of disconnected letters
was difficult though possible. Reading familiar words were faster and more accurate.
Earlier designs which allowed for lateral deformation of the fingertip included the
rotating wheel braille display [10, 11].The rotating wheel design [10] used fewer
actuators (3 actuators for 6 dot braille, 4 for 8 dot braille) in a compact volume having a
drum with a small diameter. The pins would be set just before it entered into the
reading area of the device which was under the users’ primary reading finger. This
device however occurred at constant speeds and did not accommodate reversals. Also,
performance assessment of the device was not fully investigated with visually chal-
lenged users. Tactile Mice have been designed where both tactile and thermal feedback
have been provided [12].Users are able to distinguish material surface by getting
temperature feedback. The tactile feedback is provided by 30 piezo-electric bimorphs.
Other similar tactile-mice have been developed for research purposes. Earlier tape
displays such as Grundwald’s belt device [13] had a bubbled tape loop into which
protrusions could be punched by actuators.

3 Method

3.1 Apparatus

In our present work, we want to investigate whether a visually-impaired user can read
words even though non-sensical letters pass under the reading finger. We have adopted
a laterotactile presentation of text to the user in our study due to the reasons presented
in [7, 14], namely that single cell displays must involve sliding contact for more
effective braille reading. The apparatus consists of a tactile display (braille embossed
disc) mounted on the shaft of a stepper motor and the interfacing driving electronics
(control system) which is placed in an enclosure as seen in Fig. 3. In this method of
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presentation, the reading finger is stationary while the text changes underneath it. The
enclosure bears the weight of the hand resting on it while the reading finger is placed on
the disc.

• Tactile Display

The embossed disc is 3D printed and made of ABS (Acrylonitrile Butadiene
Styrene) plastic. It is an opaque thermoplastic and amorphous polymer. With a width, s,
of 5 mm assigned to each braille cell and Ө = 28.8°, the radius of the disc was
calculated is 20 mm as in (1).

s ¼ r � h ð1Þ

The disc has a width of 10 mm as in Fig. 2, and is comfortable for the users to place
their reading finger on. It had 25 braille letters embossed around its circumference with a
braille letter placed every 14.4°. The height of the braille dots were 0.9 mm and the
width was 1.4 mm in accordance with the standard values [15]. As preliminary testing
with the visually challenged user showed that the braille characters were too close to
each other, the disc was modified with only alternate braille characters embossed i.e. a
braille character was embossed every 28.8°(16 steps). As a result only 12 braille
characters could be presented to the user. The results of testing with 12 braille characters
are documented in our results. The disc is mounted on the motor shaft and rotates by
different angles according to the letter pressed on the keyboard of the laptop.

• Control System

The core of this prototype uses the TM4C123GH6PM microcontroller which is
ARM Cortex-M4F based processor core. It runs on 3.3 V at 16 MHz via the regulator,
3.3 V, 400 mA, LDO Texas Instruments TPS73633DRBT which receives 5 V supply
from the USB port of the laptop. It has a UART port running over the USB cable.
A booster pack was designed to fit the launch pad vertically. The booster pack includes
a DC jack to get power supply from a 12 V, 2A SMPS adapter. The booster pack has

Fig. 2. Modified 12 letter embossed disc (dimensions in mm)
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the driving electronics to drive the stepper motor according to the pulses received via
the microcontroller. Characters are transmitted at a baud rate of 115200 using a serial
terminal program from the laptop. The control of the motor at present is open-loop. The
stepper motor is rated at 12 V with a step angle of 1.8°. It has 4 phases with a holding
torque of 3.1 kgcm. The motor weighs 220 gms. It is programmed to run in the
unipolar, full stepping sequence. The stepper motor has a speed of 150 rpm. With a
speed of 150 rpm, 400 ms is the maximum time it will take to display character
separated by a full 360°. We understand that the reading speed is limited by rotation
speed of the motor. Choosing a motor with faster rpm, will increase the ability of the
device to display characters faster. Also embossing characters closer to each other will
reduce the delays between the appearances of letters.

3.2 Participants

Two visually challenged volunteers (both females) participated in the experiment
(mean age 35 years, range 25–45). All of them had no other impairments and their right
index finger was their primary reading finger. User 1 was adept in English braille with
40 years of experience while User 2 had just 5 years in learning English braille. The
preliminary findings are based on data from these two participants.

3.3 Experimental Settings

The prototype device we used for the study was placed on the table at the side of a
laptop during testing. The participants were instructed to place their hand on the device
with their primary reading finger placed on the disc as in Fig. 3. Since the users palm
rested on the enclosure, the weight of the hand did not stop the disc as it rotated. The
finger rested lightly on the disc as the enclosure bore most of the weight of the hand. In
our technique of presenting words to the users, the display of words is character by
character, via hyper terminal to the blind user by the experimenter. As the experimenter
presses a key, the stepper motor rotates through a corresponding specific angle,
bringing the letter right under the reading finger of the user, while non-sensical letters
brush past the reading finger. The user reads the character just under their reading
finger. The letter is held under the reading finger, till the next letter is sent via uart. If a
character could not be understood, they were instructed to say ‘Pass’ so that the
experimenter could send the next letter. The user was initially allowed to feel the device
and the embossed braille disc. The reading finger that was placed over the disc could
move over the embossed character both vertically and horizontally if the user felt the
need to, otherwise it was held over the disc while the disc rotated below it. Three sets of
36 randomly assorted words (2-letter, 3-letter, 4-letter words) were presented to the
user as Trial1, Trial2 and Trial3 in two sessions, Session1 and Session2. The accuracy
of reading out words in a minute was recorded and the mean speed of the three trials (in
cps-characters per second) per session was noted. We specifically use character per
second as metric of reading speed as words differ in length and a braille cell is a basic
unit in reading braille [4]. Since the users are not native English speakers, we assessed
their accuracy and speed on a printed braille sheet which had similar two, three and
four lettered words. Both readers were asked to read from the experimental set-up in the
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same way they read from paper braille. The accuracy and speed on both paper braille
and our apparatus was then compared. For both paper braille and in the experimental
set up, their mean speeds of 3 trials in each session were noted.

3.4 Results

User 1 and User 2 differ in their proficiency of English. This is seen even as we compare
their performance on paper Braille as in Table 1. User 1 who is experienced with
English had a noticeable decrease in speed when reading words in our experimental set
up. Yet there was a slight increase in speed in the 2nd session of testing as seen in Fig. 4.
Verbal reports from User 1 suggested that if she spent more time adapting herself to
reading in this manner, she would read faster. There was a minimal increase in speed for
both users in session2. This suggests an increase in speed with practice.

Fig. 3. Experimental set-up

Table 1. Speed in cps for User1 and User2

Paper braille Session1 Session2

User1 2.6 0.51 0.59
User2 0.36 0.37 0.38

Fig. 4. Comparison of speeds between users on paper braille and the experimental set- up
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The accuracy of both users on paper braille and the experimental set up were
similar. This indicates that reading using this technique is viable (Fig. 5).

4 Discussion

The standard braille reading rates for skilled readers are approximately 125 words per
minute equivalent to 7.5cps [4]. Since our users are not native English speakers we
assessed their paper braille reading speeds. A comparison of the results on paper and
our apparatus indicate that even though other letters brush under the finger, reading is
possible as the user reads the letter that finally stops under the reading finger. Also, in
words such as ‘L-O-O-K’, the largest time delay, as seen in Fig. 6 would be between
the appearance of the consecutive letter ‘o’ under the reading finger as the disc would
need to rotate a full 360° to come back to letter ‘o’ again.

Braille characters under the reading finger move in an anti-clockwise direction as
that is the conventional way braille is read. Therefore the embossed disc rotates only in
the counter clockwise direction beneath the reading finger. The embossed braille
characters are arranged at random along the perimeter of the disc. We interspersed
vowels and consonants as words are generally constituted by both of them. Therefore
the number of steps between the letters depends on the arrangement of letters along the
disc circumference. In this disc, consecutive embossed letters were 16 steps apart from
each other. If we place them closer, yet with enough spacing for a visually-impaired
user to be able to distinguish them with ease, the delay between the appearances of
letters can be further decreased. The high speed of the electronics contributes to the

Fig. 5. Comparison of accuracy between users on paper braille and the experimental set- up

Fig. 6. Time in milli-seconds between the appearances of letters.
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minimum delay between the appearances of letters under the reading finger. The
switching sequence of the stepper motor used had a minimum delay of 2 ms. The
motor speed is 150 rpm. This is a limiting factor in the speed of rotation of the braille
embossed disc. A motor with a higher speed will be able to present characters with
even shorter delays. For presentation of braille characters in this method, we have used
just one actuator as opposed to the use of many actuators (a minimum of six for a
braille cell) as in other designs of braille readers. Even with the use of a single actuator
in this method of presentation, the accuracy rates were between 98% and 100% for both
users. Hence, we believe that further investigating this feature in reading braille with a
larger sample size would help in the design of cost-effective braille readers.

5 Conclusion

We have shown in this preliminary study that it is possible for blind readers to read
words even as non-sensical letters pass under their reading finger. The results noted in
here are on testing with just two visually-challenged users, of which one was minimally
proficient in English braille. A wider population of visually impaired people who are
proficient in English must be tested. Also, this aspect of braille reading must be further
investigated when the user has control over the presentation of characters. For this we
plan to incorporate closed loop control of the motor where the user points to a character
in an application and the disc rotates according to the position of the device as indicated
by movement of a cursor that points to a letter on the screen. The disc needs to be
redesigned to incorporate more characters.
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Abstract. Though several keyboards for Indic languages are available on
Android Play store, few are accessible by the visually impaired. Particularly,
none of the gesture-based keyboards are accessible. We developed an accessible
prototype of the popular gesture-based, logically organised Hindi keyboard
Swarachakra. In this paper, we present findings from a two-part study. In the
first part, we conducted a qualitative study with 12 visually impaired users on
Swarachakra. In the second part, we conducted a longitudinal, within-subject
evaluation comparing Swarachakra and Google Indic keyboard. At the end of
the two-week long study, 10 participants had spent an average of 6.5 h typing,
including training and text input tasks. Our study establishes benchmark for text
input speeds for Indic languages on virtual keyboards by visually impaired
users. The mean typing speed on Swarachakra was 14.53 cpm and that on
Google Indic was 12.79 cpm. The mean speeds in last session were 21.72 cpm
and 18.36 cpm respectively. Regression analysis indicates that the effect of
keyboard was significant. In addition, we report the user preferences, the
challenges faced and qualitative findings that are relevant to future research in
Indic language text input by visually impaired users.

Keywords: Accessibility � Indic text input � Visually impaired � Longitudinal
study

1 Introduction

Smartphones today are more than just mobile telephones. They are flexible devices that
provide a wide array of information and communication services. Text input is a
common activity required by many of these services. Touchscreens keyboard is the
most common mode of text input on smartphones available in the market today. While
this phenomenon has been of great help to most mainstream users, it is not an easy or
smooth transition for those who are visually impaired [20]. Visually impaired users
were reasonably comfortable with traditional keypad-based text input as it provided
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them tactile feedback as they typed. For them, using a virtual keyboard on a smooth,
featureless screen has been a challenge.

Text input by the visually impaired using touchscreen keyboards is slow and
laborious. While much work has been reported about text input on virtual keyboards by
sighted people, comparatively less research has been reported about text input by
visually impaired. For English, and for several other languages that use alphabetical
scripts, virtual keyboards have been made accessible to an extent by
“explore-by-touch” and “lift-to-type” [15] interaction. In the accessible mode, as the
user moves his finger over the keyboard, the screen reader reads out each character
under the finger. When the user lifts the finger, the character last read is typed, and is
confirmed in a different voice.

However, a majority of Indic scripts are abugidas. Abugidas have a more complex
script structure compared to the alphabets. In these scripts, a new glyph is often formed
when a vowel modifier attaches itself to a consonant or when two or more consonants
combine together to form a conjunct. These scripts also have about twice the number of
characters than the alphabetical scripts. Several mainstream keyboard developers (such
as CDAC InScript [11], Swiftkey [13] and Swype [14]) have responded to this problem
by adopting the base QWERTY layout and relegating a large number of keys on one or
more layers of shift. This adds to the already heavy cognitive load on users.

In recent years, “gesture-based” keyboards (such as Swarachakra [2] and Sparsh
[12]) have attempted to alleviate this problem to some extent. These keyboards ease the
interaction and reduce the cognitive load on the users by a combination of logical
layout, dynamic pop-ups and gesture-based input. Unfortunately, this combination of
gesture and pop-up is not compatible with screen readers, making these keyboards
inaccessible. In prior work [1], we had presented an accessible version of Swarachakra.
In this paper we develop this work further. We first did a qualitative study of Swar-
achakra with 12 visually impaired users. Based on the feedback, we redesigned the
prototype. We then did a longitudinal empirical evaluation to compare the perfor-
mances of this prototype with Google Indic [3]. Our work is the first such evaluation
for Indic text input by visually challenged users. It establishes benchmark data for
future research.

In the next section, we describe the challenges in the designing accessible Indic
keyboards. In the third section we describe the designs of Google Indic and Swar-
achakra. In the fourth section we present the studies followed by the results. We
conclude by presenting the lessons learnt and the possibilities of future work.

2 Background

2.1 Text Input by Visually Impaired

In the last few years, research on English text input on virtual keyboards by sighted
users has advanced well. Using a combination of techniques such as word prediction,
auto correction and shape writing [8], researchers have reported text input speeds
ranging from 40 to 68 words per minute (wpm) or about 200 to 350 characters per
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minute (cpm) [7–9]. These are comparable to the speeds people achieve on desktop
computers using a regular tactile keyboards.

In contrast, the progress on text input for visually impaired users has been limited.
Speed in particular seems to be the problem. Azenkot et al. [6] describe Perkinput, an
eyes-free text input mechanism in which the user taps Braille-like patterns on a
touchscreen device. They report average a peak speed of 7.36 wpm (about 37 cpm)
with about 3.5 h of practice for Perkinput, which was an improvement over the 4.52
wpm (about 23 cpm) that users could achieve using VoiceOver. Nicolau et al. [26]
report mean last session speed of 4 wpm (20 cpm) for Portuguese on QWERTY.
Bonner et al. describe No-look notes, in which characters are arranged around the
screen in an 8-segment pie menu [5]. Each segment of the menu contains multiple
characters, such that all 26 letters of the English alphabet appear. The eight groups of
characters (ABC, DEF, GHI, JKL, MNO, PQRS, TUV and WXYZ) correspond to the
international standard mapping on a phone keypad [10]. In their study, they found the
overall text entry speeds were 0.66 wpm (about 3 cpm) for VoiceOver and 1.32 wpm
(about 7 cpm) for No-Look Notes. Thus, in these studies the speeds reached by visually
impaired users are reported to be between 7 and 11% of typical speeds of sighted users.

By the year 2020 about 31.6 million people are estimated to be visually impaired in
India [24]. To the best of our knowledge, no research on Indic text input by the visually
impaired reports benchmark text input speed.

2.2 Text Input in Indian Languages

As discussed above, most Indic scripts are Abugidas, and are structurally different from
alphabets. The Devanagari script [23] is used by many Indic languages including
Hindi, Marathi, Konkani and Sanskrit, and is based on Brahmi [23]. Like many Indian
scripts, Devanagari is structured according to the part of the body that produces the
sounds.

Text input in Indic scripts has many challenges [2, 4, 19, 25]. Often two or more
keystrokes are needed to input a glyph. The most common construction is the com-
bination of a consonant (e.g. ) and a dependent vowel modifier (e.g. ), which gives
a single glyph (e.g. ) (C+V). Conjuncts formed by joining two or more consonants
(C+C) (e.g. ) have been particularly difficult to input. These are formed by
separately inserting a joiner (halant character ) between the two consonants, thus
taking at least three keystrokes. Users often get confused with the sequence of char-
acters to be typed to achieve a desired conjunct. At times the halant is clearly visible in
the visual representation glyph (e.g. ) and in these cases, the sequence of
keys is obvious. However, many common conjuncts are represented as a single glyph
with varying levels of visual similarity with the original consonants (e.g.

).
Some other keyboards like Google Indic [3] have a different layout (as described

below). These are not constrained by the basic QWERTY layout and hence have
significantly reduced the need to use shift, though the other challenges remain.

Gestures have been used to improve speeds on virtual keyboards for English.
Swype [14] and Swiftkey [13] are examples of one type of gestures. In these key-
boards, the user moves the finger from one key to the next without lifting it, and the
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keyboard disambiguates the “shape” thus produced to guess the word user is trying to
type. This option is also available in Indic versions of these keyboards. However,
studies thus far have not reported improvements in speed in comparison with similar
keyboards without this feature (e.g. [2]). In any case, this feature is not accessible by
the visually impaired for any language yet.

As mentioned above, keyboards such as Swarachakra [2] and Sparsh [12] also use
gestures. Conceptually, these gestures are of different type than in Swiftkey or Swype,
and are particularly relevant to text input in Indic scripts. On these keyboards, when the
user touches a consonant, a pop-up appears. The popup displays glyphs that will result
after adding vowel modifiers to the selected consonant (Fig. 1). The user chooses a vowel
modifier by sliding his finger.With practice, the touch and slide becomes a single gesture.
Thus, the user starts inputting two characters in one stroke, thereby improving speeds.

Benchmark data for text input in Indic scripts is less compared to English. In a
recent study, Dalvi et al. [25] report a between-subject longitudinal evaluation with
sighted users using InScript, Swiftkey, Sparsh and Swarachakra. In their study, after
about 5 h of practice, novice sighted users reached mean speeds of 38 to 45 cpm. In
our subsequent work, which involved accelerated learning and extensive practice on
CDAC InScript keyboard, expert sighted users could achieve mean speeds of 110 to
120 cpm [19]. To the best of our knowledge, there are no published studies reporting
benchmark speeds using the Google Indic keyboard.

3 The Keyboard Designs

3.1 Google Indic

Given its suitable design, we chose Google Indic as the representative of non-gesture
based keyboards. It was also the only other Indic keyboard we found that was
accessible. Google Indic keyboard is logically organised, i.e. it uses the Devanagari

Fig. 1. Popup displaying combinations of consonant + frequent vowel modifiers in Swar-
achakra and Sparsh keyboards.
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script structure in its layout (Fig. 2a). It has five rows of keys. It displays most of the
frequently used Devanagari characters on the unshifted layer. Frequent independent
vowels and corresponding vowel modifiers are in row 1 of this layer. This row shows
independent vowels by default (Fig. 2a). The consonants and frequent diacritic marks
are in rows 2 to 5 in a layout that closely resembles the Devanagari script structure.

When a consonant or a conjunct is typed, the first row changes to show the (C+V)
form of the last-typed consonant/conjunct (Fig. 2b). This makes it easier for the user to
input the typical C+V glyph. While independent vowels do follow consonants, such
occurrences are infrequent (e.g. the word ). If the user wishes to type an inde-
pendent vowel after a consonant, he needs to tap and hold the corresponding vowel
key, and select the independent vowel from a pop-up. Similarly, the key for diacritic
anusvār ( ) shows some of the frequent diacritics in the pop-up. Google Indic keyboard
has two shift buttons. One shift toggles the between the characters and numerical keys.
A second shift cycles through the second and third layer of the keyboard which contain
some of the less frequent vowels, conjuncts and diacritics. The Google Indic keyboard
is accessible by the visually impaired users by “explore-by-touch” and “lift-to-type”
interaction described above.

3.2 Swarachakra Accessible

Layout of the mainstream version of the Swarachakra keyboard (Fig. 3a) is also based
on the logical structure of Devanagari script, phonetically grouped and arranged in a
grid similar to those found in most school textbooks [2]. Consonants, some frequent
conjuncts and vowels are arranged in a 5 � 8 grid in the middle of the keyboard. The
column to the left of this grid has frequent punctuation marks, while the column to the
right of the grid has backspace, diacritics and modal keys. The row below the grid has
shift, space, enter keys.

Fig. 2. a Before typing a consonant, b (C+V) form of last typed consonant .
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The glyph on the face of the key can be entered with a tap. In the mainstream version
of Swarachakra, the tap reveals a popup chakra (circular menu) with 10 options. If the
key is consonant or a semi-vowel, the pop-up shows 10 frequent C+V combinations for
the consonant. The user can select any of these with a slide gesture. Vowel modifiers are
ordered sequentially in the chakra. The angle of each the vowel modifier is the same
across all consonants (Fig. 3b and c). With practice, the vowel positions become a part
of the muscle memory of the user and he does not need to look at the chakra to decide
the direction of the slide any more. In this case, the tap-slide gesture becomes more of a
fling gesture in which two characters are input with one stroke.

The problem with the mainstream version of Swarachakra is that the pop-up pre-
vents the users from using the “explore-by-touch” and “lift-to-type” interactions that
are common to other keyboards. We developed an accessible version of Swarachakra
[1] (Fig. 4). This version supports the “explore-by-touch” interaction, wherein the user
can continuously slide his finger over the keyboard to locate the desired key as the
screen reader reads out the key under the finger (Fig. 4b). As the default Android
Google TTS [21] does not provide feedback for some Indic characters, we used
e-Speak TTS [20] for voice feedback in our prototype. If only a consonant is desired, it
is input by the usual “lift-to-type” interaction, after which the screen reader reads out
the input in a second voice.

Fig. 4. a Accessible version of Swarachakra, b explore by touch to locate key, c second-finger
tap to activate chakra, d lift the first finger and slide the second finger to make a selection

Fig. 3. a Swarachakra keyboard layout, b and c show chakra remains same for all consonants

210 P. Anu Bharath et al.



As we want the users to be able to explore the keyboard by touch, this version of
Swarachakra does not display the chakra pop-up on the first touch. Once the user has
found the desired consonant, he can activate the chakra pop-up by putting a second
finger down anywhere on the screen. The chakra pops up under the second finger
(Fig. 4c). Thereafter, the user can lift the first finger. To pick one of the glyphs from the
popup chakra, user slides the second finger in the direction of the desired vowel
modifier (Fig. 4d). As he does so, the screen reader reads out the vowel modifier under
the finger. If the user has not found the desired vowel modifier yet, he can explore the
chakra without lifting the second finger. Chakra can be dismissed without any input by
tapping the first finger, while holding down the second finger.

In the mainstream version of Swarachakra, chakra appears under the first finger,
aligned to the centre of the key. However, in the accessible version, the chakra appears
under the second finger. The user can choose where he taps the second finger. This
opens up the possibility of letting the edge keys also be the ones that need a chakra. In
the accessible version of Swarachakra, the left column with punctuations is dropped
(Fig. 4a). This separates the keys out in the horizontal direction, and lets the users use
the edges of the screen for orientation. For additional orientation, the keyboard gives
strong vibrations on five keys, namely the four corners and centre of the grid (the keys
for , , , and ). The users can input the spacebar and backspace through
three-finger swipe gestures.

4 User Studies

4.1 Short Qualitative Study

We first conducted a short exploratory qualitative study with 12 visually impaired
participants. Only two of these participants were familiar with touchscreens. Partici-
pants were explained the layout of the accessible Swarachakra and were familiarized
with the use of keyboard in accessible mode with screen-reader. Next they were asked
to type 10 words. After that, feedback was collected from the users.

Participants found the layout of the keyboard easy to learn. Most of the participants
liked the combination of second-finger tap and slide gesture to select the vowel
modifier. One of the most obvious issue participants faced was distinguishing between
the long and short vowels in the speech output of screen reader. For example, they
found it difficult to differentiate between (pronounced as kɪ as in kid) and (ki: as
in key), or between (k as in cook) and (ku: as in cool). They also faced some
difficulty in differentiating between some phonetically similar consonants ( , ,

, , etc.) in the speech output of screen reader. We also observed that keys
on the screen edges were easier to locate. The backspace key in our prototype was
small and participants found it difficult to use.

We redesigned the keyboard based on the above feedback. We replaced the default
text-to-speech engine of screen reader with custom text-to-speech engine Lekha
available via Vocaliser app [17]. We used pitch variation to differentiate between short
and long vowels. We shifted the diacritics in first row to the right edge and increased
the height and width of the backspace (Fig. 4a). If the user dwelled on a consonant key
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for longer than one second, a word starting with the consonant was read out as feed-
back. For example, ‘ ’ for , ‘ ’ for ‘ ’ and ‘ ’ for . This feedback was
the equivalent of reading out ‘Tango’ for T in English keyboards.

4.2 Quantitative Longitudinal Study

We conducted a within-subject study to compare the accessible version Swarachakra
and Google Indic keyboard. Our protocol for the study is similar to the protocol
suggested by [4], except that our study had a within-subject design. The keyboard
sequence was counter balanced across users.

On the first day, the user was assigned the first keyboard. The user was trained on
that keyboard. During the training session, the user explored the layout of the keyboard
with the help of the moderator for 5 min. Next, he was asked to type 8 Hindi words
(Table 1). These words were representative of the typing tasks that the user might face,
and were presented in the increasing order of difficulty. To ensure that the results were
comparable across keyboards, the users were not trained on the “prediction” features of
Google Indic keyboard. Users were trained on all other aspects of the keyboards
including space, shift, backspace, touch and hold delay, etc. In talkback mode, volume
up/down keys can be used to move the cursor left/right. Users were trained to use this
interaction for Google Indic keyboard. However, this feature was not available while
vocaliser app, and was skipped for Swarachakra. After the training, the user was given
time to explore the keyboard on his own for 5 min.

After that, the user was given first-time usability test (FTU). In this, the user typed
14 Hindi words. Some examples are shown in Table 1. Again, these words are rep-
resentative of the typing tasks that the user might require while typing Hindi. In the first
attempt of each FTU word, no hint was provided. If the user could not type the word
correctly, the user was allowed a second attempt. In the second attempt, predetermined
hints were provided if the moderator deemed it necessary. After the user had typed the
word, he was given feedback about how fast and accurately he had typed. If the user

Table 1. Sample of words and phrases used in the study.
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could type substantial number of words in the FTU, he was deemed to be trained. This
ended the session on the first day.

The next day onwards, a longitudinal usability test (LTU) was started. This con-
sisted of 10 LTU sessions, each of which required the user to transcribe eight phrases
(80 phrases in alls). The phrases were a mix of Hindi idioms and phrases from school
text for Hindi [16]. Example phrases are shown in Table 1. They were classified as
easy, medium and hard using the classification used by Dalvi et al. [4]. To provide
early success to the users, we asked the users to type a random selection of eight
easy-to-type phrases in the first LTU session. The difficulty of phrases was ramped up
gradually till the fourth LTU session. In subsequent LTU sessions, phrases were pre-
sented randomly.

The user could touch the top left corner of the screen to hear the word/phrase to be
typed and touch the right corner of the screen to hear the word/phrase typed so far. At
times, the spelling of words used in the phrases to be transcribed was not clearly
distinguishable in the screen reader speech output. If asked, the moderator clarified the
spelling (but not in the phrase typed by the user). Other than that, no other help was
provided during the LTU tasks. Like in the FTU, the user was given feedback about his
speed and accuracy after completing each phrase.

For the sake of consistency, all tasks were done using Xiaomi Redmi Note 3 device.
It has a 5.5-inch screen with 1080 � 1920 pixel display and a capacitive touchscreen.
To accurately log the text entered by users and the time taken, we created a software
application. To ensure that users do not get fatigued, we restricted each user to a
maximum of two LTU sessions per day, and provided a gap of at least 30 min between
sessions.

During an LTU session if the moderator observed that the user was not using the
keyboard well, he asked the user to explore the keyboard on his own before or after the
session. The moderator provided additional training if necessary during these
self-explore sessions. All these self-explore sessions were logged and were counted as
“practice time”. With this level of training, we were hoping to minimise errors and
increase speeds.

Each keyboard attempt took between six to eight days. Once the user had com-
pleted the first keyboard, the same process was repeated for the second keyboard. Each
participant was compensated a gift equivalent to ` 450 (USD 7) for their time.

4.3 Participants

Ten volunteers participated in the longitudinal study. Five of the users were partially
blind and five were completely blind. All except one user were right-handed. Users
were aged 17–28, with mean age of 22; there were 7 males and 3 females. Most of
them had been using mobile phones for less than a year and the mean phone usage
duration was about a year. Eight of the ten users had used Android phones. Of these,
five had used TalkBack. One of these was a current iPhone user but had used Android
before. One person owned a feature phone and had never used an Android phone. One
person had never used a phone. None of the volunteers had any experience with typing
in an Indian language.

Performance of Accessible Gesture-Based Indic Keyboard 213



5 Results

5.1 Practice Time, Accuracy, Error Rate and Speed

During the longitudinal study, 10 users typed 80 phrases on each of the two keyboards,
resulting in 1,600 phrases in total. The experiment involved about 6.5 h of typing time
for each user. The average time spent by users on a keyboard during training and
self-explore sessions is an indicator of the learnability of the keyboards. Mean practice
time (training + self-explore sessions) was about 1.5 h per keyboard and mean overall
typing time, including practice time, was about 3 h (Table 2). The pauses between
phrases and sessions were ignored.

While speed is the primary endpoint of this experiment, speed is comparable across
keyboards only when the accuracy of the typed matter is reasonably high on both
keyboards. The users were trained extensively to ensure high levels of accuracy (or low
uncorrected error rates). Damerau–Levenshtein distance was used as a measure of
accuracy. For each session of each user, % session accuracy was calculated using the
following formula:

%Session Accuracy ¼ 1� Edit distance
No:of characters to be typed

� �
� 100

Table 3 presents a summary of the mean and median % session accuracy for the
two keyboards.

The median session accuracy considering all 10 users for the two keyboards was
quite high (95.67%). This indicates that the users were satisfactorily trained and
motivated sufficiently to type accurately. High accuracy was maintained even as the
users attempted to achieve high speed.

Data about “corrected error rates” is also of interest in text input research. Users had
typed 25,381 characters including wrong characters and backspaces. Backspace

Table 2. Mean practice time and overall typing time for Google Indic and Swarachakra

Google Indic Swarachakra

Mean training + self-explore time (mins) 89 102
Mean typing time (mins) 193 198

Table 3. Mean and median % session accuracy

Google Indic Swarachakra

Overall mean (n = 10) 94.38 95.78
Mean of last two sessions 93.88 95.10
Overall median (n = 10) 94.80 96.17
Median of last two sessions 93.92 94.71
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constituted 6.32% of these and backspaced characters were another 6.39%. Figure 5
shows the corrected and uncorrected error rates for the two keyboards as discussed in
[19]. We can see that the total error rates are moderate in the first session. The corrected
error rate is higher than the uncorrected, and is between 10–13% on average. It drops to
between 4–7% by the 5th session, and stays in that range till the 10th session. While
there is some room for improvement in the corrected error rates, these are not exces-
sively high. We can consider that the users were reasonably trained, and hence their
speeds can be compared.

Table 4 shows mean typing speed for the first attempt, mean typing speed for the
second attempt, overall mean typing speed and mean typing speed for last session, in
characters-per-minute (cpm). Plot of mean session-wise cpm (Fig. 6) shows that the
speed increased as users gained practice on both keyboards.

A within-subject, repeated measures ANOVA is often used to compare the per-
formance of the two keyboards. Although it seems that speeds were higher on Swar-
achakra for the first attempt, a repeated measures ANOVA of session-wise mean
speeds showed that the differences in the mean cpm for sessions 1–10 between
Swarachakra and Google Indic were not statistically significant, F(1, 8) = 0.672
(p = 0.436), partial η2 = 0.077. However, we argue that in the particular case when the
users are novice to text input, repeated measures ANOVA may not have sufficient
power to isolate the real difference between performances of two input methods.

In a typical within-subject study that aims to compare performance of two key-
boards, users are asked to perform text input tasks on the two keyboards. The order of
presentation of the keyboards is counter-balanced to mitigate the effect of any transfer
of learning from one keyboard to another. The unstated assumption therein is that the

Fig. 5. Corrected and uncorrected error rates for Google Indic keyboard and Swarachakra
Accessible keyboard respectively.

Table 4. Mean typing speed (cpm) for sessions in first attempt, second attempt, mean cpm
across two attempts and mean cpm for last session for each keyboard.

Mean typing speed (cpm) Google Indic Swarachakra

Attempt 1 (n = 5) 9.8 11.2
Attempt 2 (n = 5) 15.8 17.9
Overall (N = 10) 12.8 14.52
Last session (N = 5) 18.4 21.7
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users are familiar with “text input” in that script in general, and are therefore already
familiar with the notions and the concepts inherent to “text input”. In reality, the user
does gain additional “text input practice” while doing tasks on the method attempted
first. This additional effect is deemed to be negligible compared to the overall text input
practice that the user may have had “in life” before the experiment. Hence, repeated
measures ANOVA only measures the difference in performance between the two
keyboards.

However, this argument is not valid in cases such as ours where users are new to
text-input as a task. Our users were unfamiliar with common text input tasks such as the
use of shift, backspace, and aspects inherent to Indic text input in particular, such as
vowel modifiers, conjuncts etc. In their first attempt, they were in fact learning these
aspects of text input as well as the specific input method. By the time they were in their
second attempt, the “general text input” practice gained during the first attempt could
be quite substantial compared to their earlier “in life” practice. If that indeed is the case,
the true difference of interest (the difference of speed between the two input methods)
may be overshadowed by the larger difference between the two attempts. While using a
repeated measures within-subject ANOVA, there is no way to separate the two
differences.

To test this hypothesis, we evaluated the difference between attempts (irrespective
of the input methods) and found that this was indeed true for our study. The mean
session speed irrespective of input methods in attempt 1 was 10.49 cpm (N = 10,
SD = 2.57) and for attempt 2, it was 16.83 cpm (N = 10, SD = 5.95). A two-sample
t-test assuming unequal variance showed that the difference was statistically significant
(p = 0.009).

To evaluate the relative performance of input methods while accounting for the text
input practice gained in attempt 1, we performed a multiple linear regression. In our
study, the mean typing speed of a given session is dependent on three factors: the
attempt (first or second), the session number (1 to 10), and the input method (Google
Indic or Swarachakra). To eliminate the effect of other variables, we performed a

Fig. 6. Mean session speed (CPM) for all sessions of attempt 1 and attempt 2
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multiple linear regression assuming the mean session speed as the criterion variable and
the attempt number, session number, and a dummy variable for the input methods
(Google Indic or Swarachakra) as predictor variables. The model was significant and
returned these values: R = 0.642, R2 = 0.412, adjusted R2 = 0.403, F = 45.707,
p < 0.0005. As anticipated, all three variables emerged as significant predictors. The
speed increases by 6.344 cpm per attempt (95% CI from 5.004 to 7.685, p < 0.0005)
and by 0.781 cpm per session (95% CI from 0.547 to 1.014, p < 0.0005). The input
method also emerged as a significant predictor (p = 0.012) with Swarachakra adding
to the speed by 1.732 cpm (95% CI from 0.391 to 3.072), or about 11% gain over
Google Indic.

The variance inflation factors (VIFs) of all predictor variables are below 2, indi-
cating that there is no multi-collinearity among the predictor variables of the model.
The distributions of the criterion variable and the z residuals were found to be normal.

5.2 Qualitative Findings

Screen-reader issue: As discussed earlier, some common issues were attributable to
the limitations of the screen reader. Distinguishing between short/long vowels and
similar sounding consonant pairs as read out by the screen readers was a constant cause
of confusion. While we attempted to vary the pitch to differentiate between such pairs
of vowels and give example words consonant, this solution was still not effective,
especially at higher speech rates. This we believe is a larger issue of visually impaired
users learning spelling in Indian languages, and goes beyond the scope of this text input
paper.

Accidental touch with gestures: Accidental touches while using gestures could
potentially lead to unintended text input and was a cause of concern. Hence, many
users preferred not using gestures for space bar and backspace in Swarachakra.
Similarly, they did not use navigation gestures in the typed text on Google Indic. While
correcting errors most users chose to backspace the text all the way up to the erroneous
input and then continue typing rather than using navigation gestures to the locate the
error and correct it.

Findings related to keyboard designs: Most of the users were new to text-input and to
touchscreen devices. The following findings must be viewed with this in mind.
Some findings are valid for design of both keyboards. Initially the users would start
exploring keyboards from the left edge, moving downwards to locate the correct row.
Then they would start moving along the row to locate the desired key. By the end of
first couple of LTU sessions, users had learnt the keyboard layout. They tried to
touchdown directly on the key, re-adjusting the finger to reach the intended key, if
needed. This reduced time taken to locate keys. This strategy was used to locate space
and backspace keys as well.

The keyboards being compared in our study do not give any feedback when a row
boundary is crossed. While trying to explore the keys in a row, users believed they
were moving perfectly horizontally, when in fact they were sometimes moving at an
angle. This initially lead to some confusion about the sequence of keys in the row.
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On Swarachakra users took some time getting used to the two finger gesture to
invoke the chakra. Finger tap to dismiss chakra was found to be useful. The key with
independent vowels was located at bottom-right corner of keyboard. This made second
finger tap a little tricky. While training users on the chakra in Swarachakra, they were
told to map the vowels onto a clock. As a result, after a few sessions users learnt the
angles of the vowel modifiers.

In Google Indic keyboard, for anusvār ( ) key on the right edge, the popup is
shown without a delay. This is inconsistent with respect to other keys, where the
pop-up with additional options appears after a delay. Due to this many users avoided
using the right edge to orient themselves. Sometimes users accidentally activated one of
the shift keys in Google Indic and found it difficult to navigate back. In Google Indic
keyboard if the users strayed onto the prediction bar at the top of the keyboard and no
predictions were being shown, no feedback was received from the screen-reader. This
misled users into believing that the screen reader had stopped working.

6 Conclusion and Future Work

We designed an accessible version of a gesture and pop-up based keyboard Swar-
achakra, and compared its performance with Google Indic, a predominantly tap-based
keyboard. We found that the gesture-based keyboard did significantly better than the
tap-based keyboard. Even after 10 sessions and about 3 h of typing practice on each
keyboard, there seemed to be no evidence of saturation. Future research is needed with
more sessions will be required to establish the saturation point. Although there are
papers discussing the benchmark data for sighted users in Indic scripts, this is the first
paper to provide benchmark speeds for text input by visually impaired in Indic scripts
through an empirical study.

Our study also provides insights into future designs of Indic script keyboards. We
attempted to help the users distinguish between short and long vowels by varying pitch
and between similar sounding consonants by providing examples. Neither seemed to
have helped enough, particularly as the users speed improved. Alternatives (such as
bigger pitch differences or completely different voices) can be tried in future research.
Gestures for space and backspace were not used much because users were concerned
about the accidentally touching a key while executing the gesture, leading to unin-
tended text input.

While ANOVA is often used to assess the difference between interventions in a
within-subject design, we argue that for text input studies with novice users, a repeated
measures ANOVA may not be the most appropriate test. When novice users learn to
type using the first input method, they are learning to type in addition to learning to
type using that specific input method. By the time they attempt their second input
method, they are already at an advantage. This could result in a significantly better
typing speeds on their second input method compared to their first one, which is not
factored out by the repeated measures ANOVA. A multiple regression can tease out the
actual differences between input methods after accounting for the differences between
attempts.
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Abstract. In this paper we present a preliminary user study conducted
on a walk-up-and-use musical instrument dubbed Collective Loops specif-
ically designed for co-located collaborative interaction for the general
public. The aim of this study was to verify that displaying all users’
choices in a shared interface would promote and facilitate user engage-
ment in creative collaboration. Although the results do not confirm our
hypothesis, the experiment allowed us to detect a more general design
issue with such walk-up-and-use multi-display installations: striking the
right balance between the different interfaces in order to release some of
the users attention for the benefit of the collaborative process.

Keywords: Co-located interaction · Collaboration · Audience engage-
ment · Interactive art · Walk-up-and-use

1 Introduction

The field of interactive art seized very early on the new possibilities offered by
ubiquitous computing. An in depth renewal of forms of aesthetic experiences
enabled the creation of new face-to-face collective interactive situations. Such
installations became more prominent with the democratization of mobile phones
with projects such as Blinkenlights [6] by the Chaos Computer Club in which
people could play the Pong game or send messages on a very large public dis-
play using their own mobile phones. And Dialtones (A Telesymphony) [10] by
Golan Levin et al., TweetDreams [8] by Luke Dahl et al., and Kim Haeyoung’s
Moori [13] allowed participants to interact via their phones with a musical
performance.

While some of such installations enabled creative collaboration between co-
located individuals, most of them relied on some form of human moderation or
orchestration to guide the audience’s actions, control the system’s reactions, or
rearrange the individual outputs to produce a suitable common result.
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Furthermore, co-located collaboration has been a gradually emerging topic
in HCI, and more specifically in the CSCW community, but has mostly focused
on systems designed to facilitate collaboration between teammates in a working
environment [2,11].

Our study, on the other hand, concentrates on the engagement in a collective
and collaborative process, with little to no intervention for moderation or orches-
tration, around a creative interactive installation. One of the many challenges
faced in designing such art installations, intended for co-located interaction by
the general public without human moderation, involves the ability to redirect
the user’s attention from individual interfaces towards shared interfaces in favor
of a collective and collaborative outcome.

Some closely related research has dealt with non-expert user engagement.
Brignull and Rogers have, for instance, studied how people can be enticed to
interact with a shared public system that allows them to post views and opinions
[4], and Edmonds et al. and Bilda et al. have addressed the problems faced by
creative installations in terms of audience engagement [3,9]. Other research have
dealt with visual attention issues in multi-display environments [5,12,15]. Yet
none seem to have specifically dealt with collective experiences in walk-up-and-
use systems.

In this article, we present a comparative user study that was conducted on
an artistic project entitled Collective Loops during a public event. We expected
through this study to better understand the role of individual and shared inter-
faces in the shift of users’ attention and examine some of the conditions that help
lead to a “successful” collective interaction by allowing the progressive coordi-
nation of actions in favor of a common satisfactory result.

2 Collective Loops

Collective Loops is a real-time collaborative musical 8-step loop sequencer devel-
oped as a prototype project for the CoSiMa [7] (Collaborative Situated Media)
platform1, in which several institutions and agencies are combining efforts to
develop a software platform, based on Web standards, easing the creation of
co-located collective interaction projects.

Having been thoroughly described in another publication [16], the Collective
Loops project and its setup will only be briefly presented here.

2.1 Concept and Technical Setup

The loop sequencer is comprised of two user interfaces: (1) an individual inter-
face used by each participant through their smartphone allowing them to alter
the sound emitted from it, as illustrated in Fig. 1, and (2) a shared, floor-
projected, circular visualization (of approx. 3 m in diameter) showing all par-
ticipants’ choices as well as the current position of the sequencer’s reading head
(represented by a bright moving sector), as depicted in Fig. 2a.
1 The CoSiMa project is funded by ANR, the French National Research Agency (ANR-

13-CORD-0010).
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(a) (b) (c)

Fig. 1. Collective Loops v2 individual interfaces: (a) place selection (b) and (c) notes
selection.

(a) (b)

Fig. 2. Comparative study interfaces: (a) NSloop and (b) RHloop

The CoSiMa platform, and consequently Collective Loops, is developed using
open Web technologies such as Node.js, WebGL, and the Web Audio API. The
Collective Loops installation is composed of three main software components:
(1) a local server managing inter-device synchronization and communication,
(2) a mobile web application accessible via a local Wi-Fi hotspot handling the
individual user interfaces, and (3) a web application running on a local machine
connected to a video projector handling the floor-projected shared interface.
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2.2 Iterative Design

A first version was deployed to the general public during the Ircam Open Days in
June 2015, which allowed up to 24 participants to collaboratively create simple
melodies using predefined notes of 3 instruments: percussion, bass, and melody.
The sequencer was divided into 8 time slots, with up to 3 participants per slot;
one per instrument. A slot and an instrument was automatically assigned to
each newcomer, who could then modify the note of the instrument by selecting
one out of 12 possible choices per the inclination of the smartphone.

This first public deployment allowed us to perform a full-scale test of Col-
lective Loops and detect technical issues that where difficult to evaluate oth-
erwise. It also allowed us to get feedback on interface and interaction design
aspects through a qualitative study with interviews, questionnaires, and video
recordings.

It was, for example, observed that most of the participants had a hard time
figuring out that their choice of note was done by tilting the smartphone back
or forth. In addition, many participants felt that their scope of action was very
limited, which had a negative impact on their motivation to interact.

Such imperfections impelled us to bring improvements to the project. A sec-
ond version was thus developed in which a more consistent design was chosen for
the individual and shared interfaces, and touch input was favored over gesture
for the note selection to better support a walk-up-and-use experience.

This new version supports up to 8 participants, one per time slot. A first touch
interface on smartphones allows each newcomer to manually choose a time slot
from all available slots. A second touch interface can then be used to alter the
sound emitted from the smartphone by choosing notes from all 3 instruments.
Unlike the first version, multiple notes from each instrument can be activated by
the same participant within certain predefined limits (3/12 melody notes, 1/6
bass notes, and 3/3 percussion notes).

Moreover, the emitted sound intensity can be controlled by tilting the smart-
phone back or forth, and an added echo effect enriches the experience and makes
it interesting enough with a small number of participants.

3 User Study

Previous studies have shown that revealing teammates’ progress to each other
can improve collaboration in distributed problem solving situations [1,14]. Yet,
to the best of our knowledge, no studies seem to have been conducted to under-
stand the role of mutual awareness, through shared visualization, on collabo-
ration in a leisure, walk-up-and-use co-located setting. An experiment has thus
been designed in order to test the hypothesis that revealing all users’ choices on
the common, shared interface would promote a more collaborative experience.

Since the quality of creative collaboration that is not guided by a prede-
fined outcome is subjective, we based the study on participants’ impressions
concerning their engagement in the collective process and their ability to create
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a common satisfactory result. We expected participants to build a better sense
of collaboration and engagement when they are able to view each other’s choices,
and thus enhancing the collective experience.

Two different designs for the shared, floor-projected, interface (shown in
Fig. 2) were tested in this comparative study: (A) participants’ choices are dis-
played on the interface as well as the reading head’s current position, (B) only
the reading head’s current position is displayed. We will refer, in this paper, to
the first interface as “NSloop” (for Note Selections) and the second interface as
“RHloop” (for Reading Head).

3.1 Context and Setup

The improved version of Collective Loops was deployed for the audience of the
workshops and presentations held during the International IRCAM Forum Work-
shop in November 2016. We opted to perform the study in the context of this
public showing, based on the notion that “the site of exhibition can be seen
(...) [as] the central site for interactive art research – the necessary starting and
finishing point for any study that aims to understand how meaning is produced
by an interactive artwork” [9]. The high costs involved in the deployment of such
installations was also a deciding factor. Indeed, the setup of installations such as
Collective Loops requires a non-negligible amount of time and man power, and
the floor-projection requires the mounting of a complex video-projection system.

Furthermore, although the CoSiMa platform aims to be compatible with
most smartphones, the current state of web standards’ implementations still
requires lending compatible devices to participants. Thus, to facilitate the par-
ticipation and improve the user experience, users were encouraged to borrow a
preconfigured device with a small portable speaker attached to it as shown in
Fig. 1c.

3.2 Subjects and Procedure

The audience of the workshops were invited to freely experience the installation
during lunch and coffee breaks which lasted between 1 and 2 h, and interfaces
were alternated outside of those break times. Human mediation was limited to
lending a preconfigured device, or assisting during the connection process on a
participant’s own smartphone. Participants had thus no prior knowledge of the
system and its musical collaborative possibilities.

After their participation, users were asked to volunteer in the study by filling
out a questionnaire. With none of the participants having experienced both
interfaces, 36 questionnaires were collected (18 per interface). The subjects who
experienced NSloop were comprised of 5 women and 13 men varying in age from
19 to 68 years old (mean: 38.9, σ: 13.1), whereas those who experienced RHloop
were comprised of 5 women and 13 men varying in age from 19 to 69 years old
(mean: 36.2, σ: 14).
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3.3 Data Collection

The questionnaires consisted of two general profile questions (age and gender),
ten 5-point Likert scale questions eliciting the participant’s impressions on the
individual and collective experience, and a final open-ended question allowing
the expression of general feelings and suggestions. We also video-recorded all
sessions from above, and stored detailed system communication logs.

3.4 Results and Analysis

The diagrams in Fig. 3 visualize the self-reported impressions of the subjects in
the individual and collective engagement in the real-time musical composition
with both interface. Although many of the comments left in the open-ended ques-
tion suggest that the participants who experienced NSloop were more satisfied
with the global experience than those who experienced RHloop, the responses
in the Likert scale questions do not show a significant difference between both

not
able

quite
able

Ability to follow one’s own actions
(U-value: 158; Z-score: -0.11)

not
aware

quite
aware

Awareness of others’ actions
(U-value: 147.5; Z-score: -0.44)

never always
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Fig. 3. Subjective experience impressions on 1 to 5 Likert scales; the x-axis represents
the scale values from left to right, and the y-axis represents the number of participants
having chosen each value (the gray horizontal line representing 2 answers for the given
value)
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interfaces in the individual or collective experiences (a two-tailed Mann-Whitney
test was performed for each question with n1=n2=18, P < 0.05, and the U-value
and Z-score as reported in the caption of each diagram in Fig. 3).

We can further notice that the peeks in those diagrams shift from right to
left as we go from the individual experience questions (top-left) to the collective
experience ones (bottom-right), implying that participants were globally satisfied
with the individual experience, but did not manage to fully exploit the collective
and collaborative aspects of the installation.

Indeed, the charts reveal that most participants deemed that they were able
to follow their own actions, but were not fully aware of others’ actions and did not
pay attention to others’ choices very often. They also indicated that they rarely
communicated with their peers and did not quite feel engaged in a collaborative
process.

Data collected from system logs, illustrated in the diagrams of Fig. 4, reveal
that the average number of simultaneous participants was slightly lower on
NSloop (2.8) than on RHloop (3.1). And, against our expectations, the total
time spent per participant on the installation was on average shorter on NSloop
(4’27”) than on RHloop (7’05”). This might have been a consequence of the lack
of shared information on RHloop forcing one to spend more time to apprehend
the system. No significant difference was, however, observed on the number of
note selections made by participants per minute between NSloop (mean: 25; σ:
17) and RHloop (mean: 22; σ: 17) when compared using a T-test (t-value: 0.65;
two-tailed p-value: 0.52).
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Fig. 4. Means from system logs

Furthermore, 7 participants indicated that the acoustic aspect of the system
was not engaging enough, and would have appreciated to have more choices and
control over the sounds emitted. One also noted that the shared projection on
NSloop was too prominent, dissuading discussion and collaboration with others,
a feeling that was increased by the fact that the sound emanating from others’
devices was not always edible. And another one suggested that the portability of
the individual devices was not fully taken advantage of due to the fixed position
of the floor projection.
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Based on the participants’ subjective evaluation of collaboration, the study
did not succeed in demonstrating a statistically significant improvement in the
shift of focus from the individual to the collective when all users’ choices are
exposed on the shared interface. However, it allowed us to get a better under-
standing of the multiple design challenges that need to be addressed in walk-up-
and-use installations of this type. Some of those challenges involve difficulties
encountered by the first participants in understanding their field of action, or
making the experience rich enough to encourage longer participation allowing
the formation of larger groups.

Additional research will be required to verify the results of this study and
better understand the role of individual and shared graphical user interfaces
in promoting collective experiences around multi-display co-located interactive
environments.

4 Conclusion and Future Work

We presented a comparative user study undertaken on a collective musical instal-
lation to verify a hypothesis regarding the role of a shared interface on promot-
ing the user engagement in a collaborative process when interacting with others
around a co-located artistic installation.

The described installation implements a multi-display interactive system with
smartphones and a shared floor-projection. Users act on their individual device,
while the shared projection allows them to visualize the full set of all users’
choices. The system ultimately aims to support the intuitive development of
collaboration between participants.

Users are confronted with four sources of attention throughout their partici-
pation: (1) the individual interaction on their smartphones, (2) the visualization
of all the interactions on the shared projection, (3) the sounds emitted from all
the individual devices, and (4) their collaboration with other members of the
public. While we wish to promote the latter by means of the individual and
shared interfaces, all four seem to be in competition with each other. Indeed,
they all solicit, in different ways, the user’s attention. Hence, it seems difficult
for participants to pay attention to others if their mind is already occupied by
one, let alone two or even three other sources of attention.

Therefore, more research needs to be undertaken to find a balance between
those concurrent sources of attention. We could, for example, consider attentional
weight of the individual and shared interfaces to balance them, or to dynamically
manage their ability to retain or release users’ attention, and thus better control
which type of interaction we would like to privilege in order to support the
emergence of a collaborative situation.

Such research could help model design patterns for co-located interactive
installations that encourage the audience to engage in a creative and col-
laborative process by building on previous frameworks such as the work of
Edmonds et al. in which they describe a model of creative engagement with
three attributes: attractors, sustainers, and relaters [9].



Designing Collaborative Co-Located Interaction for an Artistic Installation 231

References

1. Balakrishnan, A.D., Fussell, S.R., Kiesler, S.: Do visualizations improve synchro-
nous remote collaboration? In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems, pp. 1227–1236. ACM (2008)

2. Bardram, J.E., Esbensen, M., Tabard, A.: Activity-based collaboration for
interactive spaces. In: Anslow, C., Campos, P., Jorge, J. (eds.) Collaboration
Meets Interactive Spaces, pp. 233–257. Springer, Cham (2016). doi:10.1007/
978-3-319-45853-3 11

3. Bilda, Z., Edmonds, E., Candy, L.: Designing for creative engagement. Des. Stud.
29(6), 525–540 (2008). Interaction Design and Creative Practice

4. Brignull, H., Rogers, Y.: Enticing people to interact with large public displays in
public spaces. In: Human-Computer Interaction INTERACT 2003: IFIP TC13
International Conference on Human-Computer Interaction, 1st–5th September
2003. IOS Press (2003)

5. Cauchard, J.R., Lchtefeld, M., Irani, P., Schoening, J., Krger, A., Fraser, M.,
Subramanian, S.: Visual separation in mobile multi-display environments. In: Pro-
ceedings of the 24th Annual ACM Symposium on User Interface Software and
Technology, pp. 451–460. ACM (2011)

6. Blinkenlights. http://blinkenlights.net/project
7. CoSiMa - Collaborative Situated Media. http://cosima.ircam.fr/
8. Dahl, L., Herrera, J., Wilkerson, C.: Tweetdreams: Making music with the audience

and the world using real-time twitter data. In: Proceedings of the International
Conference on New Interfaces for Musical Expression, pp. 272–275. Citeseer (2011)

9. Edmonds, E., Muller, L., Connell, M.: On creative engagement. Vis. Commun.
5(3), 307–322 (2006)

10. Dialtones (A Telesymphony). http://www.flong.com/projects/telesymphony/
11. Isenberg, P., Fisher, D., Morris, M.R., Inkpen, K., Czerwinski, M.: An exploratory

study of co-located collaborative visual analytics around a tabletop display. In:
Proceedings of Visual Analytics Science and Technology (VAST), pp. 179–186.
IEEE Computer Society, Los Alamitos, November 2010

12. Kern, D., Marshall, P., Schmidt, A.: Gazemarks: gaze-based visual placeholders
to ease attention switching. In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems, CHI 2010, pp. 2093–2102. ACM, New York (2010)

13. Kim, H.: Moori: interactive audience participatory audio-visual performance. In:
Proceedings of the 8th ACM conference on Creativity and cognition, pp. 437–438.
ACM (2011)

14. Paul, S.A., Morris, M.R.: CoSense: enhancing sensemaking for collaborative web
search. In: Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems, pp. 1771–1780. ACM (2009)

15. Rashid, U., Nacenta, M.A., Quigley, A.: Factors influencing visual attention switch
in multi-display user interfaces: a survey. In: Proceedings of the 2012 International
Symposium on Pervasive Displays, p. 1. ACM (2012)

16. Schnell, N., Matuszewski, B., Lambert, J.P., Robaszkiewicz, S., Mubarak, O.,
Cunin, D., Bianchini, S., Boissarie, X., Cieslik, G.: Collective loops: multimodal
interactions through co-located mobile devices and synchronized audiovisual ren-
dering based on web standards. In: Proceedings of the Eleventh International Con-
ference on Tangible, Embedded, and Embodied Interaction, TEI 2017, pp. 217–224.
ACM, New York (2017)

http://dx.doi.org/10.1007/978-3-319-45853-3_11
http://dx.doi.org/10.1007/978-3-319-45853-3_11
http://blinkenlights.net/project
http://cosima.ircam.fr/
http://www.flong.com/projects/telesymphony/


Designing Interactive Technologies
for Interpretive Exhibitions: Enabling Teen

Participation Through User-Driven Innovation

Vanessa Cesário(&), Sónia Matos, Marko Radeta, and Valentina Nisi

Madeira Interactive Technologies Institute, 9020-105 Funchal, Portugal
{vanessa.cesario,sonia.matos,marko.radeta,

valentina.nisi}@m-iti.org

Abstract. The active involvement of teenagers in the design of interactive
technologies for museums is lacking further development. Adopting a
user-driven innovation framework along with cooperative inquiry, we report and
discuss a case study that has been designed to involve users in the ideation of
interpretive experiences for a local museum. Working in collaboration with the
Natural History Museum of Funchal, this contribution will present and discuss
co-design sessions that were aimed at participants with ages 15 to 17 and where
they were asked to ideate an interactive museum experience. As a result of the
co-design sessions, we have found several design patterns. We have grouped
these patterns into four categories that express the interests of a teenage audi-
ence; these categories are: “interactions”, “gaming”, “localization” and “social
media”. Our findings suggest that teenagers value interactive technologies when
visiting museums and that user-driven innovation plays an important role when
involving this specific audience in the design of user experiences for museums.

Keywords: Museums � Natural history �Mobile interaction � User experience �
User research � Teenagers � Participation � User-driven innovation � Cooperative
Inquiry

1 Introduction

With the aim of creating a space for a teenage audience to rethink their local natural
museum, in this paper we report on the data as well as the underlying research
regarding user-driven innovation. While tackling the visibility of teenage audiences
within the field of Human-Computer Interaction (HCI), in this contribution we will also
present four design categories that derive from the feedback that we have obtained from
a group of teenagers that were involved in a series of co-design sessions. Therefore, the
paper will be divided into three sections. Firstly, we discuss the key theoretical chal-
lenges that have informed the case-study that underpins this contribution. In this
respect, we discuss the lack of participation on behalf of teenage audiences in the
design and assessment of interpretive experiences and exhibition strategies of muse-
ums. Secondly, we delve into a discussion of how a user-driven innovation framework
can be used to involve museum audiences in the process of technological ideation.
Finally, and to further complement this discussion, we present the findings of a series
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of co-design sessions where participants were invited to rethink the interpretive exhi-
bition of a local museum.

The discussion of our case-study will be supported with the qualitative data that
was obtained from the sessions. A total of 75 students from a local secondary school
were initially asked to share their thoughts on their experience regarding the Museum
of Natural History of Funchal (in further, MNHF) that is set in Madeira Island,
Portugal. They were also invited to ideate a mobile and interactive experience for this
venue. The goal of this activity, as explained to the participants, was to design an
interactive and mobile user experience to support the MNHF’s permanent display of
taxidermied marine animals that inhabit the waters that surround the island.

2 Audience, Participation and the Museum Experience

To date, museums have reached out to specific audiences in the form of surveys and
questionnaires. In order to obtain relevant information and support the design of
exhibitions and interpretive experiences, this process has mostly followed a top-down
approach [1]. In fact, only few examples demonstrate how museums can actively
involve communities in an ideation process that is aimed at improving audience
engagement. The Glasgow Open Museum Experiment is often presented as a relevant
example. Set in the 1990’s, this experiment, amongst others, involved local and mostly
marginalized groups in the organization and curation of the museum’s exhibitions [1].
Reported by Simon, an impact assessment of Glasgow’s Open Museum experiment,
conducted in 2002, demonstrated that this project propelled two important contribu-
tions. Firstly, the project created “new opportunities for learning and growth” amongst
excluded audiences. Secondly, it changed the negative perception of museums amongst
marginalized groups.

The Glasgow case study can be given further momentum with the work of Tzibazi
[2]. Here, the voices and ideas of a younger audience are problematized. In fact, the
author identifies youth as an audience group that is often excluded from a museum’s
curatorial strategies. This exclusion has a profound impact, this considering that the
design of interpretive experiences in museums is no longer sensitive to this group’s
specific interests and needs, this also limits a museum’s potential to create interpretative
experiences that have real pedagogical relevance [2]. Drawing on several key studies,
Tzibazi also suggests that it is not only museums that ignore a younger audience (ages
13 to 19), members of this group seem to be generally disinterested in what museums
can offer. In response to this gap, Tzibazi [2] suggests involving youths through
Participatory Action Research (PAR) and as a way of documenting their ideas and
interests in relation to museums.

Moreover, Hall and Bannon’s [3] study is particularly vested in demonstrating that
cooperative design methods have the potential to support the successful introduction of
interactive digital technology in museums. According to the authors, in a context where
strategies have been mostly focused on the “functionality of [the] technology” (p. 214),
the use of cooperative methods opens space for an in-depth understanding of an
audience’s specific desires and needs. However, apart from Hall and Bannon [3],
the work of Dindler and colleagues [4] and the work of Ciolfi and colleagues [5],
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the active involvement of specific audiences in the ideation of interactive technologies
for museums is lacking further development.

The work reported above, echoes a gap that can be found within the field of HCI
more broadly. For example, there are comparatively fewer studies reporting on the
active involvement of teenage users. Those that are reported, rarely position teenagers
as sources of inspiration and information for design, as for example in the studies
reported by Batson and Feinberg [6], Karin Danielsson and Charlotte Wiberg [7]. On
the other hand, Katterfeldt et al. [8], suggest that when teenagers are the subject of
research, the employed user-centered design methods tend to produce an interpretation
of their demands and needs without however leveraging on their direct contribution.
Moreover, and set against the benefits that are reported by Hall and Bannon [3],
Dindler and colleagues [4], as well Ciolfi and colleagues [5], we argue that it is vital to
actively engage teenagers, the next generation of adults, in HCI research. Some authors
suggest that teenagers will soon become adults and should therefore be involved in the
design of future technologies [9]. As found by Fitton and colleagues [9], they are in a
better position to combine both child and adult perspectives. In fact, several method-
ologies that engage children in the design process have been developed [10]. In this
respect, Druin’s seminal work on Cooperative Inquiry [10, 11] and the Scandinavian
approach to Participatory Design [12] have gained acceptance amongst the IDC
community. In fact, participatory design is now engaging children [11, 12] and teen-
agers [7, 13–18] in the design process. On the other hand, Cooperative Inquiry (CI) is
one of the several participatory methods that includes youth in the design process (7–17
years old) [11, 19]. On this view, in CI, children act as full partners with adults, sharing
ideas and evaluating designs [20]. However, and although CI has been used for a long
time with children (7–11 years) [16, 20], co-design with teenagers (13–17 years)
remains less explored [21].

Our attempt to briefly discuss the importance of audience participation, namely the
participation of teenagers, to inform the design of user experiences that support
interpretive exhibitions in museums, can be understood by returning to the work of
Simon [1]. The author had already identified that participatory techniques not only give
“voice” to specific audiences, they are also essential in the development of “experi-
ences that are more valuable and compelling”. Simon’s argument echoes Falk and
Dierking’s [22] work. Here, the authors contend that “[the] museum represents a
community of practice in which myriad communities of learners mingle and learn”.
Our understanding is that this definition, strengthens the value and importance of
audience participation in the ideation of user experiences that are designed to support
interpretative exhibitions.

3 Designing Mobile Experiences for Museums

In this section, we describe a series of co-design sessions conducted with 75 teenagers,
aged 15 to 17 (average age of 16,5) from a secondary school in Funchal. All partici-
pating students were enrolled in a multimedia and informatics class. The sessions
integrate a broader project that has been developed by the authors and that seeks to
introduce interactive technologies in the context of the MNHF. We organized 20
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groups (3 to 5 students per group) in 5 sessions over a three-day period. Overall, our
sample included 56-male and 19-female students.

We chose a user-driven innovation framework for the group sessions. As it is
mostly used by industry [23], we followed this approach to gain a broader under-
standing of user-driven innovation, one that, “regards users as a source of innovation”
[24]. This was set alongside the cooperative inquiry approach that positions participants
as “design partners” [11]. Resembling the work of Chang and Kaasinen [25], our
choice highlights the importance of adopting user-driven innovation research “methods
by which user ideas can be captured and worked on further with designers” (p. 66). As
both authors argue, in this context, face-to-face focus groups have the power to
facilitate participation and to allow HCI researchers to gather information, one that best
translates “user’s everyday experiences”.

Each co-design session was initiated with a presentation of how museums, and our
case study, the MNHF, could be enhanced by using interactive technologies. Three
questions were used to spark the debate amongst the students. Those questions were:

(Q1) What do you think about museums? This question was asked to prompt feed-
back regarding whether students liked to visit museums and in what situations
they usually conduct their visits.

(Q2) How do you think interactive technologies could enhance your experience of
the museum and how could technology make this visit more enjoyable? This
question was important when collecting information regarding the different
types of experiences that students would like to explore at the museum.

(Q3) Have you ever been to the MNHF and to the museum’s aquarium? This final
question was used to better understand whether the students enjoyed their
experience of the MNHF.

Once the three questions were answered verbally, the MNHF was introduced
through a series of photographs that detailed the museum’s collection (mammals,
geology and reptiles). Subsequently, 13-points of interest relating to the museum’s
exhibit of taxidermied marine animals were identified on a physical map of the museum.
Afterwards, we asked how the young students could think of interaction and user
experience for museum settings. Here, techniques from the field of interaction design
were explained, such as: (i) research and ideation, (ii) low-fidelity prototypes, (iii) us-
ability feedback, (iv) high fidelity prototypes, followed by (v) development and finally
(vi) the user-testing. Our focus was directed toward the design of a mobile application
and therefore windows, icons, menus and transitions/gestures were also highlighted as
important elements when sketching a mobile app. At the very end, students were asked
to think about how several technologies could play a relevant role when visiting the
museum. For example, Near Field Communication (NFC), Radio Frequency Identifi-
cation (RFID), Quick Response Code (QR Code), Augmented Reality (AR), Mobile
Virtual Reality (MVR), and Proximity Beacons were provided as a set of examples.
These technologies were explained in depth along with examples of their usage.

Finally, our participants were involved in a 30-minute co-design session. Each
group was given two sheets (Fig. 1). Sheet A contained three text slots that could be
used to explain the experience which they would like to design and portray: (1) Nar-
rative: what is the story of the experience; (2) Species/Artifacts: how do visitors interact
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with the artifacts; (3) Mechanics/Tutorial: which steps will the user take to complete
the experience. Sheet B contained an empty wireframe that could be used to draw the
interface details for the mobile application that our participants had previously thought.

During the ideation process, we collected notes of the students’ interaction and
discussing of ideas. As guidance, emphasis was placed on the experiences that they
would enjoy in a museum.

4 Results

Considering Q1, Q2 and Q3 answers, our young participants considered museum visits
a mundane activity. Overall, the students suggested that museums do not offer anything
new, which was a reason for avoiding museums all together. Despite this deterring
factor, students admitted that they would visit museums during holidays or with their
parents. However, when on holiday, our young respondents only visited museums that
were located outside of Madeira Island. In fact, only half of the participants visited the
MNHF. Most of our participants rated the aquarium as the best feature of the MNHF.
Moreover, participants expressed interest towards the integration of videos, digital
content and interactions to enhance the museum exhibit. The two most highly rated
technologies and interventions were: games (75 participants) and virtual reality
(49 participants).

During the co-design sessions, several issues were raised by our participants. Firstly,
students advocated for a greater use of interactive technologies in museums, some
argued specifically for the importance of play and enjoyment while others suggested a
combination of both technology and enjoyment. One group in particular, stressed the
value of simplicity and usability to appeal to a wider audience. As our young partici-
pants progressed with the co-design sessions, we also took note of some of their
spontaneous remarks which highlighted feelings of excitement towards the technolog-
ical interventions that they were ideating: This is fun!; This is better than Pokemon Go!
and For sure I would go to the museum just to try something different like this.

Fig. 1. Sheet A (left), sheet B (center), a group discussing their ideas (right).
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4.1 Design Categories

The different groups compiled a total of 20 sets of A and B sheets, which were
analyzed in detail and to extract emerging trends and patterns as well as potential
insights. The relevant words and phrases that each group wrote on sheet A and drew on
sheet B were transcribed and patterns highlighted according to the affinities that
emerged from the grouping of words (Fig. 2). We chose to highlight this set of words
rather than analyze the ideas that were generated in the co-design sessions because our
goal was to generate patterns between the different groups of categories and understand
how our participants envisaged compelling museum experiences.

A total of 150-word transcripts were obtained. From these transcripts, four main
categories emerged, namely: (1) Interactions, (2) Gaming, (3) Localization, (4) Social
media.

Interactions. Words describing interactions and information delivery styles were
grouped in the interaction category. This category contained words such as informa-
tion, choose, codes and can be divided into three subcategories: (A) the user interacts
with artifacts, (B) the user interacts with the museum exhibition while taking on the
role of a selected artifact, (C) the technology that is used to interact with the exhibit. In
the former, the user interacts with the artifacts not only through images and sounds but
also by choosing which artifacts they would want to engage with. In this case, the user
would choose which artifacts h/she wants to embody. For example, the user could visit
the museum through the eyes of a specific marine animal. All the groups used at least
one of the above subcategories in their ideas. In this instance, a total of 58 words were
transcribed. What we identified as interactions was a complex but popular category, the
most important category if we consider the number of words of all the three
sub-categories as one.

Gaming. This category emerged from grouping words relating to games and game
elements such as achievements, awards and clues. Fifteen groups out of twenty used
words and concepts related to the gaming category in their ideas. In this instance,

Fig. 2. Word categories gathered from the co-design sessions with teenagers.
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a total of 51 words were transcribed. Gaming was the second choice of preference
when designing user experiences in museums.

Localization. This category was best expressed by a description of user’s movements
within the museum and could be seen in the discovery of artifacts and in words such as
maps, orientation and search. Eleven groups out of twenty used this category in their
ideas; a total of 29 words relating to this category were transcribed. Localization was
the third most important category amongst the design choices that were made by our
participants.

Social media. Finally, the social media category embraced words relating to the usage
of photos and social networks within the application, such as selfies, photos, social
networks. In this case, seven groups out of twenty used words relating to social media;
a total of 12 words were related to the social media category. To our surprise, the social
media category was the fourth and last pattern to emerge in terms of popularity, this
despite the high consumption of social media by teenagers (see for example the work of
Wikia [26]).

5 Discussion and Concluding Remarks

Taking into consideration the work of Dindler and colleagues [4] as well as the work of
Ciolfi and colleagues [5], in this contribution we have developed and tested a
user-driven innovation framework to engage a teenage audience in the design of
interactive experiences for museums. Referring back to Simon [1] and Tzibazi [2], we
developed co-design sessions with teenagers with ages 15 to 17. With the aim of
engaging young visitors in the ideation of novel user experiences for their local natural
history museum (MNHF), we documented their thought processes as well as their
interests regarding interactive technology and museums.

Our results led us to agree with Tzibazi [2], from a first glimpse, our young
participants showed disinterest in museums. In fact, when we first conducted the
co-design sessions, our participants suggested that their local natural history museum
did not offer engaging experiences. However, and instead of immediately designing in
response to the challenges that were pinpointed by our target audience, we rather
harnessed on their potential and ideas as valuable sources of information and inspi-
ration and by engaging them in co-design sessions where they took on the role of
“co-creators of museum experiences” [2] and as our “design partners” under the
framework of cooperative inquiry [11]. Resembling the work of Chang and Kaasinen
[25], our intention was to uncover “user’s everyday experiences” and to utilize these
experiences when tailoring new design solutions that can capture the attention of those
who visit the MHNF, namely the museum’s teenage audience. Furthermore, and
considering Simon’s work [1], the sessions held with our young participants gave them
a “voice” and engaged them enthusiastically in the design process. Our study also
highlights how much a younger generation values interactive technologies when vis-
iting museums. In fact, it was clear from their answers to our preliminary questions,
that they would appreciate the integration of technologically driven playful
approaches within the museum and to experience novel and less mundane activities.
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Participants took close inspiration from the technologies that were demonstrated to
them at the beginning of the session (e.g.: NFC, RFID, QR Codes, AR, MVR, Bea-
cons). In fact, QR Codes, Beacons, and MVR were mentioned by our participants in
the design session and as way of enhancing the museum experience. However, when
designing for a mobile experience, participants thought more about the game experi-
ence and its mechanics than the technology itself. Moreover, our results resonate with
the broader literature which indicates that young people today are born into a world that
is flooded by novel technologies. On this view, Wikia [26] reports that the “Generation
Z”, in this case today’s teenagers, are more and more engaged with digital platforms.
Besides, further studies argue that when working with this age group, emphasis should
be placed on producing combined solutions that connect the use of interactive tech-
nologies with more conventional media channels, as seen in Napoli and Ewing [27].
According to Falk [28], the most compelling aspect of these studies is that the one size
fits for all experiences does not apply for most museum visitors. As argued by Napoli
and Ewing [27], the same can be said for the “net generation” which is quite different
from previous generations, particularly when it comes to their beliefs and behaviors.

Following this discussion, the most relevant point that emerged from our study is
the need to create a broader range of experiences for the NHMF. Most relevant cate-
gories that emerged from the study are (1) the need for different experiences, followed
by (2) gaming, (3) location based technologies, and (4) social media. The social media
category, which appeared last, was somewhat surprising this given the fact that it is
widely appreciated amongst a teenage demographics [13]. We believe that this point
would deserve further investigation. The four categories derived from the co-design
sessions contribute to the field of HCI more broadly, this considering that they revealed
valuable insights which could be considered as guidelines when designing experiences
for a teenage audience. Therefore, and based on the categories derived from our study,
future work will be aimed at creating and adapting experiences based on these cate-
gories to the specificities of the MHNF. This would allow us to understand whether
these categories can be applied to the tours that are already in place at the museum and
in order to engage and capture the attention of a teenage audience. Furthermore, this
paper complements Hall and Bannon’s discussion [3], one that argues for the use of
cooperative methods when designing for a museum context. Moreover, we argue that a
user-driven framework is important when designing for a teenage audience. In fact, our
findings verify that the participants were fully engaged in the creation of a mobile
experience for a museum context, wanting to try them out in situ. Together, these
findings form a roadmap to guide the development and maturation of a mobile museum
experience solution that is targeted at teenagers. In fact, we envisage that our findings
can inform the design, research and evaluation of interactive technologies in a museum
context. We also foresee their application to other localities around the globe.
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{jan.schacher,daniel.bisig}@zhdk.ch

Abstract. The Immersive Lab is a platform for the development and
experience of large-scale audio-visual and interactive media arts. In this
article we investigate questions of audience engagement, artistic strate-
gies, and interaction principles, as well as the effects of embodied and
social interactions that become evident in this media environment. Using
the catalogue of artistic works developed for this platform within the past
five years as our material, we carry out qualitative inquiries through
interviews and categorisations. The emerging insights generate a clear
perspective on the convergence as well as discrepancies between the
artist’s intentions and the behaviours of visitors in the media space and
allow us to, if not definitively state, then at least speculate about uni-
versal aspects that each encounter in the media arts context entails.

Keywords: Social interaction · Interactive media space · Artistic
strategies · Interaction principles · Qualitative methods · Multi-modal
perception

1 Introduction

“Our body is not in space like things; it inhabits or haunts space. It applies
itself to space like a hand to an instrument ... For us the body is much
more than an instrument or a means; it is our expression in the world, the
visible form of our intentions. Even our most secret affective movements
... help to shape our perception of things.” [31, p. 5, our emphasis]

When working in interactive media, with technological installations, we rarely
get to engage directly in social situations of shared exploration and learning.
Conventional contexts, means, and media are more oriented towards producing
finished works that produce predictable single user experiences where the mode
of experience falls within a standard range of attitudes, such as cinema, TV-
series, and video-games. Shared presence within interactive media spaces and
installations enables the audience to enter into a direct engagement as a group.
Through the experience of exploratory processes, the social dynamics of shared
exploration come to the foreground.
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In this article we discuss the ‘Immersive Lab’ (IL) platform, the concepts
and activities developed therein, as well as a series of artistic works that were
developed for this platform within the last five years. Focussing on the question
of understanding social interactions patterns in reaction to abstract, algorith-
mic, or narrative media-art works, we investigate through qualitative methods
some of the categorisations and salient dimensions that constitute social interac-
tion in media environments. This covers two principal perspectives: the concepts
and processes used by the artists for creating work, and the effect of the works
on the audience’s interaction- and engagement-behaviours. Through qualitative
analysis processes based on interviews with artists, experts, and the observation
of audience behaviour in exhibition situations, a multi-perspective field of inter-
pretations emerges that can serve as a starting point for developing categories
that structure elements of social interaction and engagement.

The IL platform we are developing since 2010 is a vehicle for the exploration of
spatial media-arts work, combining the modalities of musical and visual surround
presentation with a full-scale interaction surface. Central in the installation is
the perceptual fusion of the three sensory modalities of vision, audition, and
touch, thus providing a seamless interactive experience. It is sufficient to say
about the design and constructing the installation itself that the dimensions and
arrangement of the elements was guided by the intention to provide a human-
sized space which fosters multi-sensory, embodied engagement (see Fig. 1).

Fig. 1. Interaction in the ‘Immersive Lab’. July 2015: Haunted ‘Mirror’.

Furthermore, a core idea of this project is to provide a platform for a wide
variety of artists to experiment in and develop artistic works specific to this
multi-modal configuration. From an artistic point of view, the most important
challenge concerns the development of an interaction model that takes advantage
of the particular setting of the installation. This is a classical interaction design
tasks, but applied to a situation that presents a particular set of demands and
eschews some of the classical themes of interaction design. The works need to
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address group and embodied interaction and shared experience in a model that
is based on dynamic interactions and algorithm-driven content generation. To
date, through residencies and workshops, approximately thirty artists of various
disciplines, backgrounds, and expertise levels have developed more than two
dozen works. This growing catalogue of works forms part of the materials for
the analysis carried out in this article.

2 Background

The platform of the IL can be situated in the field of interactive media art and
is oriented towards the general public. The installation system intended for a
variety of teaching scenarios that include teaching in the domain of creative
coding, interactive media, as well as computer music and algorithmic composi-
tion. It has been presented in exhibitions and showings to the general pubic as
well as specialised audiences with specific interests such as scholarly or scientific
investigations.

Similar media infrastructures that address immersive surround content in
various configurations–some larger, some smaller than the IL–exist in sev-
eral places worldwide. Prime examples are the StarCAVE systems at UC San
Diego [8], the Allosphere at UC Santa Barbara [2], the RML Cinechamber
project1, and the Graz immersive media lab running the extended view frame-
work.2 The specific characteristics of the IL that distinguish it from other plat-
forms are its intimate, human-scale size fit for small groups of visitors, and
the emphasis on tangible interaction with the entire screen surface. The IL is
a space for artistic experimentation, community building, and a research plat-
form enabling investigations into creative processes, multi-modal perception, and
multi-user interaction.

Immersion in its original sense means being submerged or enveloped, usu-
ally in water. In media arts and theory this term has been extended to mean
envelopment by mediated contents, be they visual, sonic, or sometimes tactile.
We may consider frescoes set in architectural spaces [1] and panoramic paintings
[16, p. 62] to be older forms of mediated immersion. The concept of ‘virtuality’
[32] is a central topic in the discourse about immersion and can be summarised
as the idea that mediated contents generate an artificial envelopment. Cinema
has been for a long time the principal vector for immersive experiences for a
large public [36] and today pushes further into that domain by the application
of 3D and stereoscopic techniques [46]. Video games in general and the recent
resurgence of virtual reality headsets have become another important way of
experiencing virtuality in an actively engaged manner [21, p. 81].

A further dimension that plays a role is embodied presence [43]. It informs the
perception of the digital image or abstract objects where they are integrated into
the body’s process of perceiving itself [17] or its environment [15]. The impor-
tance of embodiment can better be appreciated when considering the enactive
1 http://www.rml-cinechamber.org (All URLs valid in May 2017).
2 http://extendedview.mur.at/.
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position, as does O’Regan [34]. He postulates that cognition arises through the
body’s fundamental intertwining with the environment [20].3 The intertwining
of body and environment is present in the biological domain as a regulating prin-
ciple called autopoiesis [29]. The body’s ability to perceive itself and to adapt
its relation to the environment informs all sub-personal processes of perception
and human experience [14].4

These capabilities play an important role in the media context where abstract
simulated content needs to be engaged with in an active, intentional manner
[42].5 Here, intellectual reasoning fails to account for an important part of the
experience. It is thanks to the embodied, enactive [40] connection to the envi-
ronment that experience arises; based on the physical presence and sub-personal
perceptions, the affective [37] and embodied capabilities [43] inform experience
and provide models for understanding abstract or metaphorical media content.
By relating with the installation through a direct bodily behaviour the non-
semantic aspects of a work can have their effect. Think for example of encoun-
tering body-sized figures or hands: this prompts physical reactions of touching
and mimicking in an involuntary engagement.6

This is why an important aspect of any type of cross-media work and cultural
interaction scenarios is the development of metaphorical relationships [25] and
blended spaces of signification [13], which surpass the concrete ‘mediality’ of
any given situation. Thus, the visitor’s innate and acquired skills of recognising
relationships is applied to the simulated, mediated representations appearing
in the media space. This process leverages the complex educational, cultural,
and social assets and occurs “by building on visitors’ pre-existing knowledge
of the everyday, non-digital world ... employ themes of reality such as visitors’
understanding of näıve physics, their own bodies, the surrounding environment,
and other people” [22].

By looking at the challenges and demands of designing interactions and simul-
taneously creating aesthetic experiences that get shared by a group of visitors

3 “In this framework embodiment can not be merely understood as the fact of pos-
sessing a body and being encased in a body with its mass and well-defined extension
and limits in the physical world. On the contrary, it needs to be considered as the
embedding and enmeshing of an organism within its environment through extensive
sensorimotor interactions” [20, p. 6].

4 “To be proprioceptively aware of one’s body does not involve making one’s body
an object of perception ... Proprioceptive-kinesthetic awareness is usually a pre-
reflective (non- observational) awareness that allows the body to remain experien-
tially transparent to the agent who is acting” [14, p. 73].

5 “Intentional behaviour is characterised by the presence of a reason (i.e., motive,
desire, belief) to act in a way that will bring about the intended effect. Two elements
are constitutive of the phenomenology of intentional behaviour: the source of the
action (i.e., the intention to act) and the perception of the effects of a given act. The
link between the two is made possible through embodiment” [42, pp. 39–40].

6 For a clear example of this effect see the video of ‘The Unattainable/The Inti-
mate’ at 03:16 in class works on the following page http://immersivelab.zhdk.ch/?
page id=2857.

http://immersivelab.zhdk.ch/?page_id=2857
http://immersivelab.zhdk.ch/?page_id=2857
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in a common real space, principles of design and psychological foundations of
sociality come into play. Considering the combined affordance of the IL media
space together with the often idiosyncratic artistic ideas that the visitors are
confronted with, the perspectives of activity theory [23,26] are more appropri-
ate, rather than for example structured task analyses [3]. The agency of the
visitor in combination with a need or motivation creates the intentional relation
to the object in the world. This activity responds to affordances in the (natural)
environment [15], which are defined as the potential for action or perception that
is on offer; in the discourse about design this concept gets differentiated between
perceived and objective affordances [33], between cognitive, physical, sensory,
functional affordances [18], and affordances of control [35]. The visitor’s learn-
ing of the interaction modality happens through a reinforcing action-perception
coupling (or a circular causality [30, p. 15][11]), where they clearly perceive their
own agency [14, p. 237], and see or hear a clear dependency between an action
and the response by the (artistic) work, i.e., the media environment.

Interaction, within the context of media arts as well as broader technical
design “means the degree of access to model parameters at runtime” [45] and
thus the mode of exerting influence on a system’s behaviour. A mark of an inter-
active engagement is that a degree of autonomy is present in the system, which
mimics agency, in order to appear opposite the person in an inter-subjective [9]
and thus social [7] relationship. If therefore a “social action is action in which
the other is addressed in the visitor’s acts” [6], then on the level of the human-
machine interaction, the ‘other’ is first perceived within the technical system.
Simultaneously this perception includes other persons present, be it the (implic-
itly present) author or another person entering into the interactive situation. This
side-by-side presence is based on different types of social interaction skills that
“include verbal and non-verbal communication, the ability to exchange physical
objects, and the ability to work with others to collaborate on a task” [22]. A
specific case of this relationship arises when several visitors participate in the
exchange with the system. In addition to the topics of translation and behaviour
between man and machine we enter into a triangular social situation, where the
attention of the visitors gets divided between the engagement with the system
and the other people. Through the joint attention arising in the social situation
[10], the social bond is strengthened and a mode of negotiation through social
dynamics emerges. This is not comparable to an on-screen individual situation
or the sharing in the virtual sphere of the social web, but takes place in an actual
physical situation that occurs in the installation setting and engenders a shared
experience between visitors. The occurrence of these situations is specific for a
determined context, in what installation artist Snibbe calls “social immersive
media: immersive media that favors interaction in a shared social space using
a person’s entire body as the ‘input device,’ unencumbered by electronics or
props” [39].

The media situation presented in the IL falls within this category. Much of the
exploratory engagement by the visitors is based on these behaviour and learning
patterns. Given that the principal mode of engagement is by touching the screens,
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the visitors, even first-time ones, can refer to earlier experiences with touch
surfaces, be it mobile phones, tablets, or touch-screen kiosk applications [5].7

These fresh cultural norms, that have become pervasive since the rise of the
touch-screen mobile device, serve as experiential points of reference for exploring
the interaction in the IL.

Developing work, in particular of artistic nature, without concrete task and
result imperatives, means taking into account the biological, psychological, and
cultural elements contributed by each visitor, as well as the shared gestural
iconicity and familiarity with a certain type of abstraction in the presented
works.

3 The ‘Immersive Lab’

The ‘Immersive Lab’ (IL) installation is the fruit of several years of develop-
ment, investigation, and artistic creation. Originating from research into sur-
round sound and algorithmic composition [4], it has evolved to become the
multi-sensory and fully interactive space we present here. The platform serves for
experimentation in the artistic domain, as well as a device for generating expe-
riences to be investigated from a point of view of composition, systems theory,
and above all interaction and social behaviour within media environments.

Currently, the IL installation is a modular platform consisting of four free-
standing frames carrying curved rear-projected screens. The frames also carry the
multi-speaker audio system stacked in two circles of eight around the perimeter
of the screens (see Fig. 2),8 as well as the infrared illumination that is necessary
to transform the screens into touch-interfaces. The interaction is implemented
by tracking the visitor’s touch from behind the screens by means of a camera-
based system (OpenCV9 in OpenFrameworks10). The tracking system surveys
the entire screen surface of the installation, which spans more than ten meters
in width and 1.5 m in height.

The circular setup used in the past four years creates an enclosed space
that generates an immersive field of image and audio. Stepping into the space
immediately exposes the visitors to projected light and sound from all sides
and envelops them in an image that exceeds the natural field of vision. Apart
from a spatial envelopment by image and sound, additional levels of immersion
are generated for the visitors: they enter into a dedicated physical space, the
direct tactile interaction with the panoramic surface enhances their personal
engagement, and finally group behaviours and social interactions emerge within
the shared space.

7 Bill Buxton provides a useful overview over multi-touch devices from the beginnings
up to ca. 2008 http://www.billbuxton.com/multitouchOverview.html.

8 For more details on the construction of the installation visit http://immersivelab.
zhdk.ch/?page id=20.

9 http://opencv.org/.
10 http://www.openframeworks.cc.

http://www.billbuxton.com/multitouchOverview.html
http://immersivelab.zhdk.ch/?page_id=20
http://immersivelab.zhdk.ch/?page_id=20
http://opencv.org/
http://www.openframeworks.cc
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Fig. 2. A rendering of the ‘Immersive Lab’ platform in its current configuration.

The main activity carried out in this environment has been the development
of artistic works by a growing number of artists. Their task is to develop pieces
that combine panoramic image and surround sound with a focus on interac-
tion. The curatorial guidelines established early on have led to a catalogue of
artistic works that all present live-generated, multi-visitor, non-linear, audio-
visual interactive pieces. These decisions put a focus on generative graphics, not
photo-realistic artistic work or the use of little photographic or pre-produced
video materials. The sound domain consists also mostly of non-linear modules
rather than static musical sequences.

Each artistic idea uses specific materials and broadens the spectrum of ideas,
generating a wider scope of experiences and evoking different metaphors. In the
best case a piece exposes the inherent materiality of the installation (for example
by showing the machine-perspective and using the sounds of the screen material,
as is the case in ‘Mirror’, see Fig. 1); the pieces always constitute metaphorically
blended [12], algorithmically driven models, exhibiting behaviours in media that
give rise to the perception of machine agency and autonomy [38].

The perceived spatiality in the IL is not ‘virtual’ in the sense of a virtual
reality. Given by the physical space that is created through the disposition of
elements, a real spatial experience is generated, which provides depth, perspec-
tive, and boundaries that do not need to be simulated. In the few cases where a
‘world’ is created in the abstract realm (Hyperborea, Star Camber), the screen
surfaces obtain the character of windows that can be approached and touched
but also observed from a distance. Even then, the perception of immersion does
not primarily suggest physical presence as avatar in the simulated world. Its func-
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tion is more similar to a flight simulator where you look out through the window
at the world, rather than inhabit a first-person perspective like in a game.

For the visitor to the installation, the first mode of engagement is assessing
what and how content is being presented. Depending on the artist’s concept,
there might be an algorithmic piece running that modulates its behaviour and
content without visitor intervention (Star Chamber; Trails), and only changes
its overall state upon direct contact by a visitor. Other pieces depend on a
specific type of interaction to get started (Clocks and Clouds), posing the ques-
tion of audience engagement and visitor guidance. The engagement with each
piece is based amongst others on the ability to ignore that the contents are
computer-generated and projected as mere images onto the screens, in a will-
ing suspension of disbelief [41]. This ability builds on the acquisition of cultural
techniques [28,44].11 The emerging curiosity to engage with the presented idea
and metaphor arises from the recognition of the materials and contents arrayed
by the artist. The more concrete and realistic these elements are, the quicker
recognition occurs; the less mysterious or abstract the piece appears, the faster
patterns of engagement are tried out. Only when abstraction reaches a level of
simple, primitive shapes does engagement return to a direct, playful interaction.

However, unlike Snibbe’s work in museum environments [39], where content
is used to convey meaning, a message, and tell a story, in our artistic context,
fewer constraints operate, thus giving the artists who develop work a greater
degree of freedom. Those conceptual constraints that are imposed originate from
the aforementioned curatorial intent, which is aimed at keeping the experiences
coherent and with comparable degrees of interactivity, so that the visitors may
transfer the accumulated experience from one piece to the next.

The same kind of learning that we observe in the visitors also occurs for the
artists who engage with the challenges of making work for the IL. In this case,
the knowledge-gain may be located in the shift in understanding, which displaces
them from their original näıve idea to the actual implementation, based on an
iterative loop of implementation, experience, and adaptation to the observed
behaviours of the audience. To facilitate this process, we provide a software sim-
ulation environment, where sketches can be visualised and pre-recorded interac-
tion patterns can be applied to the model for testing purposes.

A short discussion of the piece Clocks and Clouds’ (see Fig. 3) shall serve as
an example for a detailed insight into artistic ideas, the development processes,
experiences, and problems, in particular with regard to social interactions. The
basic idea for this piece is that of an algorithmic clockwork driven by visitor
interaction. Through the layering of numerous identical elements, each with sep-
arate parameters, a dense texture emerges, that is a direct reflection of audience
activity. In reaction to the visitor’s touch gestures, the circular space gets filled
with acoustic and visual pulse-trains that are running at differing intervals and
exhibiting different life spans. The combination of the interactions by several

11 “To speak of cultural techniques in this context is to acknowledge the skills and
aptitudes necessary to master the new media ecology. ... Kulturtechnik comes close
to what in English is referred to as ‘media competence’.” [44, pp. 5–6].
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Fig. 3. Exploration and co-learning within the installation. September 2014, ‘Clocks
and Clouds’.

visitors generates a complex web of overlaid visual and sonic voices’, which merge
in perception into clusters or masses. The guiding idea in creating this piece is
a curiosity about perception of temporal, spatial, and sonic density and the way
spatial and temporal textures depend on establishing in the visitors an under-
standing of the generative principles and the importance of group interaction.
The stark and abstract quality of the piece poses a challenge to perception. It
serves as an investigation into how our perception is capable of separating visual
and acoustic streams and how sensory overloading has the effect of forming clus-
ters, fused objects, or gestalts [24] that consciously emerge through the abstract
phenomena perceived. The central topic of interest is social interaction between
several visitors, in particular in relation to the reduced sonic and graphical ele-
ments, and the richness of the spatial envelopment arising from several people
interacting at the same time. The development process of the piece was typi-
cal of working in this environment. Through a series of iterations, the original
sketch slowly gained in complexity, up to the point where adding more elements,
intricate state- or behaviour-mechanisms became counter-productive. Evaluat-
ing the effectiveness of engagement and interaction and judging when to stop
adding complications was only possible in situations where a number of visitors
entered into unguided play with the piece.

4 Analysing Models, Interactions, and Behaviours

In the catalogue of artistic work that have been developed for the IL thus far,
a number of different interaction models are explored. Although the technical
framework and physical infrastructure remains the same, a variety of metaphors
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and principles appear. The works developed thus far serve as base material for
our inquiry into social interaction, mainly in the form of video documentation
of public installation settings, through interviews with the contributing artist, a
well as an interview with an expert from the field of perception.

Approaching the question of social interaction in interactive media instal-
lations is possible principally through qualitative, experience-based methods.
Setting up empirical experiments for a data-driven quantitative approach is ren-
dered difficult on the one hand by the nature of the presented artistic content,
and on the other hand by the psychological dimensions of social interaction.
These may manifest themselves in group dynamics that only become visible
and measurable in verbal exchanges, gaze- and gesture-synchronisations but
require knowledge of the behaviours for interpretation. It seems hardly possi-
ble to formalise and break this down into atomic tasks suitable for empirical
experiments in the given situation. Inevitably, we use our judgement for estab-
lishing categories and attributing interpretations to systematisations. The use of
common and clearly identified terms when establishing categories and the col-
lection of key aspects through the interviews grounds this investigation in the
experience of multiple people, be they the artists, audience members, experts,
or the researchers themselves.

4.1 Rating Works

In order to subject the various works that have been realised for the IL to a com-
parative and systematic analysis, we introduce a set of categorical dimensions.
The full set comprises: media content, narrative structure, system behaviour,
visitor experience, interaction principles, and social setting. For the purpose of
this publication, we restrict our analysis and discussion to the latter three cate-
gories. Each of these categories contains several attributes with which the works
can be examined and rated. In a preliminary process by the authors ratings
were attributed by judging the functional, experiential, and social aspects of
each work. From the collected ratings a selection and reduction process was
carried out.

Table 1 collects the insights from the primary categorisation process by identi-
fying representative works of each category that sit at the lower and upper rating
boundaries. This is complemented with a statement about the average and its
significance to interpretation. This table provides an overview about the diver-
sity or similarity of the various artistic approaches and their relation to visitor
experience. In addition, it provides the means to identify how the IL as an instal-
lation setting that is common to all works expands, constrains, or pre-configures
the range of artistic, experiential, and social possibilities. These considerations
are addressed in the discussion section in juxtaposition with terms and cate-
gories obtained from further analysis processes. The discussion is directly based
on the analysis organised and subdivided along the same categorical lines and
attributes. The following sections explore the catalogue of pieces as categorised
in Table 1.
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Table 1. Analysis of interaction principles across the catalogue of works. Piece titles
abbreviated: Dolphy-Coltrane DC; Hyperborea HY, Trails TA; Clocks and Clouds CC;
Mirror MI; Star Chamber SC; FORMBIT FB; Trees TE; Sozio-Natürlich SN; Mush-
room Holzburger Paradise MP; The Unattainable/The Intimate UI; Nothing to Hide
NH; Monument for San Francisco MS.

Visitor Experience. (1) Affective – Intellectual During the visitor’s initial
encounter with a work the intellectual curiosity as well as a piece’s artistic strat-
egy are determining for the engagement. In all cases the principles of interaction
and multimodal correlation can only be discovered through a process of explo-
ration and discovery. (2) Individual – Shared Works that play with the concept of
intimacy focus on individual experience whereas works that create atmospheric
situations or a visceral immediacy emphasise shared experiences. Most pieces
alternate between these extremes by providing direct feedback to interaction
as well as integrating the system’s response into a global and shared setting.
(3) Disengaged – Engaged Almost all works establish an interaction that depends
on and rewards a high level of engagement. The focus on engagement is
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particularly strong in works that show little autonomy or those that appro-
priate game principles. In some cases, uninterrupted engagement is detrimental
to developing diversified and extended responses to interaction.

Interaction Principles. (4) Predictable – Unpredictable Predictability caters
to expectations and the rewards provided by a piece, in particular where an
instrumental tool-action provides the basis for interaction. The relationship
between the mechanism of the work and the diversity of visitor behaviours can be
identified in the predictable forms of interaction. (5) Persistent – Changing Sta-
tic interaction modes provide a rewarding comprehension for visitors, emphasise
the dynamics of social interrelations among visitors, but also weaken the inter-
activity’s role as driver of a piece’s development. Changing interactivity fosters
development and maintains an audience’s attention and curiosity. (6) Conven-
tional – Idiosyncratic Most pieces don’t adhere to conventional HCI principles
and those that do, do so deliberately as part of an appropriation through artistic
strategy. Nevertheless, among the artists a set of conventions has emerged that
is shared by several pieces, the most prominent being the use of trigger zones.
(7) Explorative – Affording Most works don’t reveal specific interaction zones
or principles as an affordance. Rather, these principles need to be discovered by
exploring or observing of other visitors; this generates a focus on shared forms
of engagement. Where graphical clues are given, it is in order to shift the focus
away from exploration of interaction towards the exploration of content.

Social Setting. (8) Scales to Multiple Visitors Most works favour interac-
tion by multiple visitors, but often the number of interacting visitors is lim-
ited, either because the piece cannot accept more input or because the legibility
of the work’s responsive behaviour would suffer from concurrent interactions.
(9) Requires Multiple Visitors Works that provide instrument-like interaction
or social game situations benefit from multiple concurrent interactions. Those
works that require the presence of multiple interacting visitors do so as part of
their content progression principle. (10) Requires Coordination Most pieces don’t
require a strict coordination between visitors but benefit from a synchronised
alternation between interaction and observation modes. Where coordination is
emphasised, it is in order to establish a collaborative interaction setting, which
in some cases represents an artistic appropriation of multi-user game conven-
tions. (11) Social Dynamics Drives Complexity Works that operate with the
metaphor of a musical instrument establish their complexity directly via the
social dynamics of the musical performance situation. The role of social dynamics
is less important for pieces with autonomous and inherently complex behaviour.
(12) Thematises Social Issues The specific properties of the installation setting
make the social aspects of group interaction implicitly relevant to all works.
However, its explicit thematisation is rare and gets chosen by artists with a
background in participative performance or social media.
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4.2 Interviews

Artist Interviews. In order to better understand the needs, processes, and
specifics of artistic development in this project, a number of artist interviews
were carried out.12 They cover general questions about concepts and metaphors
of the works, the mode of engagement, the significance of interaction, unex-
pected experiences, lessons learned about artistic processes, and opinions about
particularities of the IL.

‘Hyperborea’ is described by its author as “an imaginarium”, stating
that “the intentions of the users are converted to a medium value”, that
the“infrastructure becomes transparent, as you enter the space” and that visitor
can show “an observing or active engagement.”

Regarding ‘Dolphy-Coltrane’, the artist states that “the concept [is to] look
for a relation between two languages that are closely related, the graphical and
the musical”; it is a process of “translation, transcription from sounds to colours”
and that the effect is to “touch the colours and make them sound directly, instead
of playing them with an musical instrument.”

Commenting on their piece ‘Trails’ the artists state that “the interaction
model [is] that a touch has attraction forces, and works with few touch actions,”
however “with a larger number people a competitive situation arises.” The size of
the installation influences perception in that “the 360-degree projection increases
the dynamics through the enveloping characteristic and exerts an almost hyp-
notic effect.” A specific observation is that “frictions emerge between the differ-
ent forms of interactions within the simulation model and between the actively
engaged and the passively observing visitor” and that “through the model itself
the interaction situation is being made evident.”

The author of ‘Star Chamber’ notes that “the space is a unique space, you
cannot really understand until you’re in it ... its a very intimate space, [which]
changes the complexion of the piece.” The basic model of interaction is influenced
by the fact that “the algorithm is very unstable, dynamic, the context of the
data influences the changes”, which implies interaction as well as autonomous
behaviour. The visitors can “experience a sense of play ... an emotional experi-
ence ..., [the] sense of being dislocated and overwhelmed, [and] become part of
the space and enter another world.”

Reflecting on his piece ‘FORMBIT’, the artist states that “it’s a visually
dominant audio-reactive [piece].” He remarks that the perception has a specific
role in the installation: “peripheral vision is completely immersed, so I can sit in
it and ... the audio is encapsulating me,” and that by “touching in the periphery,
it is being filled with the feedback image and we can continue to have that
interaction ... it’s an experience I couldn’t have anticipated.” A central idea
emerges: “in such an environment I think it’s open ground for how people play
with it.” Finally, during the development process a reduction occurs and he
“realised: keep it simple, stupid, because you really want the [interacting] person

12 All interviews can be found on the corresponding page of the website http://
immersivelab.zhdk.ch.

http://immersivelab.zhdk.ch
http://immersivelab.zhdk.ch
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not to be frustrated.” So from an artistic point of view “it’s a good challenge
trying to figure out how simple is enough that it’s engaging and where to stop
[when it is] too much.”

These artist’s statements make evident several central elements: the unique
spatial experience; the acts of translation that are necessary between the media;
the main mode of interaction is that of play [19], that reduction and simplicity
is essential in the layered media and interaction setting; and that collaboration
as well as competition is a recurring social pattern.

Expert Interview. A expert was invited to experience works in the IL and
provide insights through an interview. His expertise is the psychology of per-
ception as well as cognitive effects of multi-sensory interaction. The selection
of works shown was made in order to provide the experience of the basic types
of contents and interactions: ‘Mirror’ provides body-sized, media-inherent feed-
back to touch gestures, ‘FORMBIT’ provides a strongly synesthetic audio-visual
experience with abstract lines and synthetic sound, and ‘Mushroom Holzburger
Paradise’ provides the experience of a rich auditory immersive environment with
an almost naturalistic visual situation. The inquiry was directed at discerning
levels of engagement, modes of interaction, multi-modal fusion in perception, the
change of experience over time, the expectations brought to the pieces, and the
balance between affective impact and intellectual curiosity.

About ‘Mirror’ he states that “you don’t feel alone, you always try to con-
nect with the figures in the projections” and that there is a “social level of
engagement, social gesture, bodily communication and interaction.” The effect
according to him is to “interact with a piece of art, with a riddle, try to explore
this space, interact with the space and its inhabitants.”

In his reaction to ‘FORMBIT’ he notices that it presents “a flat but interest-
ing learning curve” and that the “experience doesn’t really end, there is some-
thing to explore afterwards” in memory and the resonance of the perceptual
field. This is due to the fact that “the perception of movement is strong; a felt
kinaesthetic movement” is produced that acts on a bodily level in the same way
that“you can feel the sound energy on the touch panels.” Overall he states that
“[the piece] focuses more on the intellectual curiosity and playfulness” in the
way the interaction is set up.

For ‘Mushroom Holzburger Paradise’ he notes the process and unfolding over
time. “You start out with black and have to start to touch ... you have to engage
through sounds, have to unlock the visual sphere, try to find correlation between
the touch and the sound.” This leads him to state that within this process “you
realise ... that you won’t get surprised, [it’s] more an exploration of something
established,” and that it is “stimulating to have this visual feedback to touch,
the fluid simulation. [You] want to trigger it again, [this is the] playful element.”

The new terms that appear in these interviews are the concepts of social
bond (not feeling alone), bodily communication, the riddle and surprise, the
notion of perceptually unlocking correlations, the different learning curves, the
kinaesthetic, bodily sensations produced by the works, and finally both curiosity
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and playfulness. He also remarks that in each piece the experience changes over
time while the learning process and the playful engagement evolves. His main
point concerning expectations is that some of the intentions of the artists remain
hidden and that in some cases the pieces do not evolve enough, thereby leaving
his curiosity unsatisfied.

4.3 Visitor Observation

A separate mode of investigation is the observation of the behaviour of visitors
towards a given work and their interaction amongst each other. This process
can be carried out either live or in video-captures. To provide repeatable obser-
vations, we carried out the observations on the documentation videos captured
during the project exhibitions; they are available on the project’s website (see
below). In each of these videos, the principal modes of engagement and explo-
ration become discernible. The main criteria for selecting categories are their
reoccurrence in several works and the involvement of at least two people. The
main attitudes, behaviours, and effects that we observed and collected were:
contemplation/observation, exploration, showing-doing, explanation, and com-
petition/collaboration.

The following video excerpts shall stand for many other situations where the
same behaviours and effects can be identified:

In the video for ‘Dolphy-Coltrane’,13 between 00:27 and 00:46, two visitors,
who happen to be professional musicians, are seen exploring collaborative play-
ing and shaping the musical structure in the piece. Their communication and
synchronisation occurs through sound, which is a habitual mode of paying atten-
tion between musicians. In the same video, between 00:54–01:10 the different
modes of observing, trying out (exploring), joint attention and communicating
(showing-doing) between members of a general, non-expert audience are clearly
visible.

Similar behavioural dynamics are visible in ‘Mirror’.14 Here, a group of expert
musicians discover (exploration) the piece for the first time and show each-other
elements that they find interesting (showing-doing). A more conventional sit-
uation of passive observation and sharing understanding (explanation) can be
seen in the video documenting the piece ‘Star Chamber’,15 between 00:30 and
00:54. Here the interaction modality is structured by a model that only allows
state-changes and the slowly evolving generative processes puts the visitors into
a passive, contemplative state.

In the video of ‘Monument for San Francisco’,16 with a technology-savvy
audience, between 03:35 and 03:50, visitors can be seen explaining (showing-
doing) to each-other what they see in the presented imagery, thus engaging in

13 ‘Dolphy-Coltrane’ at: http://immersivelab.zhdk.ch/?page id=74.
14 ‘Mirror’ at: http://immersivelab.zhdk.ch/?page id=544.
15 ‘Star Chamber’ at: http://immersivelab.zhdk.ch/?page id=62.
16 ‘Monument for San Francisco’ & ‘Nothing to Hide’ in video ‘workshop-showing’ at:

http://immersivelab.zhdk.ch/?page id=3029.

http://immersivelab.zhdk.ch/?page_id=74
http://immersivelab.zhdk.ch/?page_id=544
http://immersivelab.zhdk.ch/?page_id=62
http://immersivelab.zhdk.ch/?page_id=3029
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a communication situation (explanation) that goes beyond purely exploratory
interaction. Similarly, in ‘Nothing to Hide’, in the same video, between 05:55
and 07:20, the group interaction and joint interaction is brought to a maximum,
in particular with the piece’s concept of exposing social media contents in an
interaction model resembling ‘whack-a-mole’.

The mode of competition but also collaboration is most visible in ‘Hyper-
borea’,17 between 05:08 and 05:40, where each segment of the screen-space
presents a separate but linked interaction element that is used to navigate the
piece (Table 2).

Table 2. Collected keywords from the three qualitative investigation strands.

Artists Expert Visitor observation

Spatial experience Social bond Contemplation/observation

Translation Bodily communication Exploration

Play Riddle Showing-doing

Reduction and simplicity Surprise Explanation

Collaboration/competition Perceptually unlocking Collaboration/competition

Learning curves

Kinaesthetic, bodily sensations

Curiosity

Playfulness

5 Discussion

After these detailed analyses the next step is to bring together, compare, and
synthesise the insights. The collected keywords as well as the analysis of interac-
tion principles generate a map of interaction mechanisms and effects, which needs
to be deciphered. The installation platform and the inherently artistic situations
assembled in the work catalogue form a well defined framework, which informs
the observed situations. Basing our investigation on these materials enables a
comparative approach across a number of cases, yet at the same time prevents
the generalisation into other interactive media settings. Nevertheless, the combi-
nation of elements assembled in the IL platform represents a valid experimental
setup with which to carry out the intended analysis about social interaction.

The four investigation strategies carried out on the corpus of work each repre-
sent a specific perspective. At the intersection of these four fields lies the question
about social engagement in interactive media installations. Several dimensions
of sociality can be observed in this intersecting field: exchanges among artists,
influences between artist and the (imagined and projected) visitor, perceptual
links between the engaging visitor and the abstract entities presented in a piece,

17 ‘Hyperborea’ at: http://immersivelab.zhdk.ch/?page id=56.

http://immersivelab.zhdk.ch/?page_id=56
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and finally the different interactions taking place between several visitors. In
each of these cases the relational nature of the situation is central, but their
rapport is not always a direct and immediate one. On the contrary, through the
different temporalities that are present in the artistic development process, in
the maturation of the ideas and experiences, as well as the time of a visit to the
IL, the different subjects relate to each other in circular, adaptive, and influenc-
ing loops that mark the experience. Only between members of the audience does
a direct social interaction emerge, in all other cases the technology as well as the
metaphors and models used to construct the works mediate the experience and
the inter-relationships.

An important question arising from this state of affairs is to what degree the
social interactions perceptually dominate the other elements. Does the spatial,
multi-sensory, yet evidently artificial media environment not impose a stronger
impact than the (group) experience that is possible within its confines? Can
we deduce that an inter-subjective link provides an indispensable influence on
the visitor’s behaviour or does it influence it in an oblique manner? Does the
action-perception loop enable a perception of lateral social interactions between
visitors, or does the perception only occur when it is metaphorically established
with the media work within the circular causality of interaction?

Even though it is hardly possible to provide a definitive answer to these
questions within the given framework, the evidence that was collected in the
analysis shows that on the different levels of interaction, within the different
relations, the social or at least the inter-subjective rapport forms a core part of
the experience. Whether this relationship supersedes the impact of the media
environment depends on a variety of factors: the number of visitors present at
the same time, the interaction principle and the artistic language of a given work,
the familiarity of a person with interactive installations, and a general affinity
to abstract, metaphorical, game-like scenarios.

Judging from the collected interviews and the observations of audience behav-
iour (see also Fig. 4) we are confident that in many cases the inter-subjective
exchange forms the basis for interaction. Framed by the initial curatorial brief,
in none of the works does a purely linear, utilitarian tasks fulfilment principle
prevail. The abstract playful engagement [27]18 establishes both on real and
metaphorical levels the subjective engagement of the visitor with a situation
where an agent provides the subjective vis-à-vis. This subject can be perceived
as the (inherently present) author or the agency-endowed, simulated entities
within the interactive system.

Lateral social interaction or at least influences between persons in large-
scale installations are always present; we haven’t been able to observe a single
situation where a visitor did not engage in a dialogue with other people present.
The setting is, contrary to personal devices and small screens, not amenable to
solitary exploration, and if a single person is interacting there is always another

18 In “the formal system of games, the formal system of the model, and the formal
systems of narratives” [27, p. 3].
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Fig. 4. Large Group interaction inside the ‘Immersive Lab’. November 2015 at the
Gray Area Foundation for the Arts, San Francisco, CA.

person partaking who becomes the recipient of commentary and self-reports of
experience.

The complexity of the emerging phenomenon in the resulting interactions
depends on and reflects the complexity of social situations and group behaviour
patterns. This is the case both during artistic development processes and in exhi-
bitions with visitor interactions. The only solitary moment occurs during artistic
development processes, where activities of sketching and constructing ideas takes
place. But even in that phase the evaluation of the models and ideas requires the
presence and interaction of another person. This particularly concerns an under-
standing of how synchronisation, coordination, and competition function within
the interactive situations. These effects can only be seen and understood in the
full installation scenario with an adequate number of visitors. Furthermore, the
scale and scope of immersion is difficult to anticipate. The understanding about
mechanisms and effect of interaction models on this dimension of experience can
only be achieved through exposure to the actual setting. All this to emphasise
the absolute necessity to experiment in the actual setting and adapt the orig-
inal concept and idea to experienced and observed behaviours and interaction
patterns.

6 In Closing

The ‘Immersive Lab’ platform provides a framework for artistic work as
well as investigations into foundational principles of interaction and audience
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engagement. By laying out the framework, it’s conceptual background, and the
specificities of creating artist work for this interactive media environment, we
have set up an experimental device with which to investigate core question that
are relevant to designers, HCI-researchers, as well as artists interested in mas-
tering this particular mix of disciplines.

The main insight from this inquiry may be that there is always mutual show-
ing and learning occurring in the social setting of a large scale installation,
and that this complex, charged media environment enables the observation of
behaviours, the extension of experience, and the encounter with archetypical cat-
egories of interaction, that are provoked by the specific, particular, idiosyncratic
demands and reactions inherent to each artist’s vision.

Future work with the IL platform will extend the installation framework
into other configurations, to enter into research and dissemination collaborations
with scientific partners who investigate perceptual phenomena of proprioception,
action-perception coupling, and musical performance principles. In addition, the
pedagogical impetus will be broadened to include a variety of students, rang-
ing from high-school to post-graduate arts and design students. And finally, the
‘Immersive Lab’ will be shown in a number of exhibitions where the general pub-
lic will be able to experience the effects of human-scale, multi-modal interaction
with spatial audio-visual media.
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Abstract. This paper presents a methodology for the study of audience
perception of live performances, using a combined approach of post-hoc
and real-time data. We conducted a study that queried audience enjoy-
ment and their perception of error in digital musical instrument (DMI)
performance. We collected quantitative and qualitative data from the
participants via paper survey after each performance and at the end of
the concert, and during the performances spectators were invited to indi-
cate moments of enjoyment and incidences of error using a two-button
mobile app interface. This produced 58 paired post-hoc and real-time
data sets for analysis. We demonstrate that real-time indication of error
does not translate to reported non-enjoyment and post-hoc and real-time
data sets are not necessarily consistent for each participant. In conclu-
sion we make the case for a combined approach to audience studies in
live performance contexts.

Keywords: Audience studies · Error · Performance studies

1 Introduction

As computing has found its way into every facet of our lives, the experience of
the user has become a central point of HCI study and discussion [38]. Indeed,
as interfaces have become ubiquitous and their applications have expanded to
include a broader and more personal range of interactions - far beyond task-based
interactions in the workplace [27] - their use has become ever more ambiguous,
and their purpose potentially open to many interpretations [32].

Experimental electronic music (EEM) performance using digital musical
instruments (DMIs) shares many of these same features of ambiguity. EEM
evolved out of the 20th century avant-garde and valued experimentation and
improvisational exploration over musical vernacular. Because of this emphasis on
improvisation, in EEM performance there is no specific task and no “right” or
“wrong” interaction - a commonality it shares with the current HCI paradigm.
(It should be stressed that in this sense we are concerned with DMIs as tools of
c© IFIP International Federation for Information Processing 2017
Published by Springer International Publishing AG 2017. All Rights Reserved
R. Bernhaupt et al. (Eds.): INTERACT 2017, Part I, LNCS 10513, pp. 263–281, 2017.
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improvisation, and not in the details of their usability.) With decades of develop-
ment, EEM performance has been exploring ambiguous interactions in an audi-
ence context for far longer than third-wave HCI, and we propose that it is a fertile
ground for inquiry into spectator experience of ambiguous interactions.

In HCI audience studies, and certainly those in the New Interfaces for Musical
Expression (NIME) research community, post-hoc methods are common means
of data collection [3,6,8,15,21,23]. Using surveys and/or interviews, investigators
can quickly and inexpensively gather a wealth of quantitative and qualitative data
based on audience opinions. However, Loftus and her collaborators demonstrate
that human memory is notoriously unreliable [25], which raises questions about,
if not the veracity of post-hoc data, then what additional conclusions real-time
data may allow us to draw, and what other methodologies might be employed.

We were therefore motivated to investigate the role and content of both post-
hoc and real-time data in an audience study, in order to develop a methodology
that might make the best use of both. The questions we explore in this paper
are as follows:

1. What kind of evaluation can be undertaken with post-hoc and real-time feed-
back, and how can these forms of data collection inform one another?

2. What are the features of an incidence of audience enjoyment? What are the
features of an incidence of “error”?

This paper presents a study that examined the role of familiarity and musical
style in the enjoyment of DMI performance using this combined methodology.
The study context was an evening concert, where two performers played self-built
musical instruments in both an experimental and a vernacular style, and data
was collected from the audience As well as post-hoc survey data, real-time data
was collected via a custom-built system called Metrix, a system for collecting
real-time audience feedback that runs on mobile phones and records spectator
indications of “enjoyment” and “error” via a two-button interface.

The implications of the post-hoc data are discussed in depth in [2]. In this
paper, we shift our focus to examining the results of combining of real-time
and post-hoc data, and using these results to examine the specific notion of
“error” in performance. We discuss the kind of evaluation that is possible with
this combined methodology, and compare and contrast the post-hoc and real-
time data sets – considering the how they inform one another, as well as the
advantages and drawbacks of each. We also examine the real-time data to gain
insight into the perception of the perception of EEM’s ambiguous interactions,
and performance features that may indicate “enjoyment” and/or “error”, and
how this might inform our understanding of each.

2 Related Work

In this section we first trace the history of real-time audience data collection, and
existing methods for HCI studies of spectator perception. We also contextualise
DMI performance in relation to third-wave HCI, and specify why error is an
issue of interest in both arenas.
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2.1 Data Collection in Audience Studies

Real-time audience response has been measured since 1930s where it was first
used to gauge audience response to radio, film, and television [26]. These studies
took place in a lab, where spectators indicated their reactions with buttons
and knobs on hand-held devices. Since then, real-time data gathering techniques
have become more sophisticated and integrated into the performance setting,
now including physiological data (such as head tracking [29] and galvanic skin
response [24]), verbal and non-verbal feedback [1,11], as well as the measurement
of crowd behaviours, such as applause [4,9].

Stevens et al. [34] describe a study done with pARF, a system comprised of 20
hand-held (PDA) computers programmed to gather time-series “arousal” data.
Participants indicated their emotional state with a stylus on a 200 px× 200 px
grid on the device’s screen, and their response was measured at a rate of 2 Hz.
The devices were distributed to 20 individuals in an audience of 200 for feedback
during a dance performance.

Though rigorous analysis of the real-time data gathered with pARF was
performed, there are drawbacks to this method. First, the pARF system supports
up to 20 devices (only 18 were used for the study), meaning that a 10% subset
of the audience used it, a small sample that is generalised to a much larger
crowd. Secondly, no post-hoc data was collected alongside pARF (except for
demographic details), which also leaves open the question of the difference in
insights this method might have when compared to post-hoc data. Metrix, the
system we designed and used for our case study, addresses these gaps.

2.2 DMI Performance, HCI, and the Role of Context

Though a comprehensive history of DMIs and EEM performance is beyond the
scope of this paper, it is helpful to trace their roots. This musical tradition devel-
oped over the last 100 years (starting well before the advent of digital technol-
ogy), and is connected to the avant-garde that rose out of seismic shifts in culture
taking place in the early 20th century [18]. Connected to Russolo’s Futurism [31]
and timbre-focused work of Varèse, it emerged at a time of radical experimen-
tation that made liberal use of new technology, and soon exposed the limits of
the usual tools. As Varèse remarked, “Our musical alphabet must be enriched.
We also need new instruments very badly ... which can lend themselves to every
expression of thought and can keep up with thought” (1916, quoted in [37]).

Along with a pursuit of new instruments, practitioners set aside musical
vernacular (features such as melody, triadic harmony, rhythmic regularity) in
favour of radical experimentation. The path of development can be seen running
thorough Pierre Schaeffer’s musique concrète and the work of John Cage and his
experimentation with the musical score. He created scores more akin to recipes,
descriptions of musical situations that had to be produced and completed by the
performer (and sometimes the audience).

This lack of established artistic goals and the discarding of established musi-
cal frames of reference parallels features of 3rd wave HCI [38]. HCI was origi-
nally concerned with task completion in the workplace [27], but since that time
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interaction with computers features in virtually every facet of life, and comput-
ing now serves much more nuanced social, emotional and cultural purposes. As
such, “emotions and experiences are keywords in the third wave.” [7] In these
interactions, the task may be set by the user, the task may only become apparent
during the interaction, or there may be no task at all. Gaver et al. [17] propose
that this ambiguity in interfaces is a “resource for design” that, instead of leading
users through a task, instead provides a space of possibility for interpretation.
Further, Sengers and Gaver [32] assert that HCI “can and should systematically
recognize, design for, and evaluate with a more nuanced view of interpretation
in which multiple, perhaps competing interpretations can co-exist.”

In both the DMI and HCI contexts, understanding what is (or isn’t) done
with the interface is as crucial as the device itself. Reeves et al. [30], suggest
that the experience of an HCI spectator can be described by how they see the
interaction, coupled with the effect of that interaction - whether the interaction
and the outcome was hidden, partially hidden, transformed, revealed or ampli-
fied. In this way, the performer action and outcome are tightly coupled; more
importantly, the notion of “task” is removed from the discourse.

Spectator experience of DMI performance is an area of interest in NIME,
where discussion has settled around the notion of transparency. Transparency is
defined by Fels et al. [12,30] as “the psychophysiological distance, in the minds
of the player and the audience, between the input and output of a device map-
ping” [12]. Since DMIs do not have to conform to traditional modes of interaction
[20], considerable effort has been made to expose the instrument’s workings to
audiences, through visualisations of computational processes [5,28] and physical
metaphors [10].

Curiously missing from this discussion is the influence of musical style on
audience perception. Whether an input-output mapping is understandable to the
spectator may depend at least in part on whether they are witting spectators [33];
that is, whether they understand the norms of the musical style in which the
instrument is used. Just as many interactions between humans and computers
cannot be removed from their cultural context, instrumental transparency may
only be measurable in the context of a particular musical style. This was a
primary motivator for our case study, which questioned the role of familiarity
on audience response to EEM performance using DMIs.

2.3 Perception of Error in DMI Performance

Fyans et al. have made inquiries into the spectator experience, particularly where
it relates to the notion of error [13–16]. In one such study [15] they observe that
spectators are able to identify few errors with DMI performance, even rais-
ing the question of whether error is even possible. Gurevich [19] contributes a
more flexible system of thinking about boundaries and straying outside them,
by suggesting that variation is the locus of style, which he defines as individual
variations.

It is important here to consider this notion of error. From the Latin errare,
meaning to stray, “error” suggests a stepping outside of accepted boundaries.
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Kruse-Weber and Parncutt [22] define error in a classical music context as “unin-
tended result of an action”, and classify intended actions as those specified in
the score. However, experimental electronic music performance is highly impro-
visational and has no vernacular resembling a classical score. In this context,
how can a performer stray out of bounds? Are errors even possible?

This study on familiarity’s impact on audience enjoyment presented an
intriguing opportunity to also examine the notion of “error” in this context. We
wanted to gain insight into whether enjoyment and error are mutually exclusive,
and determine if features of these two states could be extracted from real-time
indications by the audience. Therefore, our real-time system had buttons for
indicating two states, “enjoyment” and “error”.

Of course, this single audience study can’t answer these questions in a general
sense. It does, however, provide some intriguing insights that suggest what the
audience perceives as errors as the performance unfolds.

3 Real-Time Data: Metrix

3.1 Motivation and Technical Description

When considering which system to use to collect real-time feedback, we first
looked to existing solutions 1. However, we found these solutions to be inappro-
priate for one or more of the following reasons: Prohibitively expensive; overly
complicated; lacking in features (or drastically over-featured); hard to customise;
requiring significant participant training; or generally unfit for purpose in this
context. Leveraging the availability of web technologies and the ubiquity of per-
sonal smart devices, we designed Metrix, an application that was streamlined,
easy to use, fit for purpose and customisable.

Metrix is an open-source system for real-time data collection. It is a single-
page web app, and is designed to be used on mobile phones. Metrix runs on
a web server, and users connect to it via their phone’s browser. When active,
participants can tap the interface’s buttons, and the system records each user’s
button taps (grouped by the button that produced them) in a database as time
stamps associated with their username. The resulting timestamp data can then
be distributed along a timeline. (Fig. 1 describes the Metrix dataflow).

The data gathering interface consists of a screen split in half into two buttons
(Fig. 2). It is inactive until the start of the performance, when it is made active
by an investigator via a remote control interface.

There are significant benefits to this web app approach. First, this app runs
on a mobile phone and there is nothing to download, meaning that an entire
audience can participate (in similar studies, devices were custom and limited
and only a small percentage of the audience could participate [35]). Second, the
design of the interface is a web page, and is therefore easily customisable and can
go through multiple design iterations. Third, this system leverages the ubiquity
of mobile phone technology; audience members in many contexts can be assumed

1 http://www.pcipro.com/, https://www.feedbackr.io/, http://www.clikapad.com/.

http://www.pcipro.com/
https://www.feedbackr.io/
http://www.clikapad.com/
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Fig. 1. Diagram of data flow between participants and Metrix.

Fig. 2. Views of Metrix in use. Clockwise from top left: Screen to select group; presen-
tation of username; view during data collection; post-performance pause and reminder
of username. (Color figure online)

to have their own devices that they are already know how to use, so there is little
on-boarding necessary.

Additional features such as username assignment also allows connections to
be made in the datasets. When a participant accesses the Metrix interface, a user-
name is automatically generated for them (an amalgamation of two randomly-
chosen words) and displayed on their screen, and they are reminded of this
username whenever the interface is inactive between performances.

There are, of course, contextual considerations when implementing Metrix as
a research tool. Though we were leveraging the ubiquity of mobile phones in the
context of our study, not all audience members everywhere will have a mobile
phone. Additionally, a wifi connection that can support all users is needed, and
web server load would be a consideration for very large audiences. Mobile phone
batteries are also a factor, as audiences will probably not arrive with their phones
fully charged, and Metrix requires that they be active for the entire performance.
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Interface and interaction design. We chose a two-button interface for Metrix.
We were interested in the audience indicating two states: “I am enjoying this”
and “There was an error” (we will hereafter refer to these buttons as “enjoyment”
and “error”).

Since this is an interface designed to be used during a performance, we wanted
it to be as easy, intuitive, and unobtrusive as possible. A slider with a neutral
position, for example, may require visual attention, so we opted for discrete
buttons. The active interface is split in half, each half serving as a “button”, so
it was easy to tap each side without having to look at the device. We also chose
not to use text to reduce cognitive load, and instead used symbols and colours
on the buttons to indicate their function. On the left, “enjoyment” is green and
is indicated by a :) symbol. On the right, “error” is red and is indicated by an
X (see Fig. 2). Each button provided some subtle feedback by darkening slightly
when tapped.

4 Case Study

The context of this study was an evening concert, during which two musicians -
each of whom plays a self-built DMI - gave two short performances of approx-
imately five minutes each: one in a highly experimental style, and one in a
conventional (vernacular) style. In this section, we will detail the study method.

4.1 Post-hoc Data Collection: Surveys

The audience for this study (N = 64) was randomly distributed survey booklets
on arrival. The book a participant received placed them in either Group 1 or
Group 2. The survey booklets contained four short surveys to be completed
after each performance (the post-performance surveys) and a longer survey to be
completed at the end (the post-concert survey)2. The post-performance surveys
asked three quantitative (rating scale) questions, and three qualitative (open-
ended) questions. The post-performance survey asked more reflective questions
and gathered demographic data. These survey answers were matched to the
participants’ real-time data through the Metrix username, which we asked our
participants to write on the front of their survey books.

4.2 Study Design

The two musicians recruited for this study were Dianne Verdonk on the La
Diantenne [36], and Tim Exile on the Flow Machine3. These musicians were
chosen because they have achieved a level of virtuosity with their instruments,
their instruments allow them to play in both an experimental and conventional
musical styles, and the way their instruments work is not already familiar to an
observer (Fig. 3).
2 Blank questionnaires available at: http://bit.ly/1QYBlIk.
3 http://techcrunch.com/video/create-live-edm-with-tim-exiles-flow-machine/

519373211/.

http://bit.ly/1QYBlIk
http://techcrunch.com/video/create-live-edm-with-tim-exiles-flow-machine/519373211/
http://techcrunch.com/video/create-live-edm-with-tim-exiles-flow-machine/519373211/
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Fig. 3. The study performers, from left: Dianne Verdonk on La Diantenne; Tim Exile
on the Flow Machine.

The audience was divided into two groups, according to which survey book
they were handed upon entry. Group 1 received a ten-minute technical tutorial
on Tim Exile’s Flow Machine, and Group 2 received a ten-minute technical
tutorial on Dianne Verdonk’s La Diantenne.4 This was to provide a difference
of familiarity – for each performance, one group would be familiar with how the
instrument worked, and the other would be unfamiliar.

While each group received their instrument tutorial, the other group received
a short (10 min) on-boarding session in another room that featured a two-minute
video on how to use Metrix, and left time for questions. During this session we
stressed that the states indicated by the buttons were not opposite - it was not
“I heard an error” and “I didn’t hear an error”, or “I’m enjoying this” and “I’m
not enjoying this”. We also stressed that participants could tap the buttons as
often - or as rarely - as they wished, and that the boundaries of “enjoyment”
and “error” were entirely up to them.

The concert consisted of each performer playing two pieces, one experimental
and one vernacular (the performers were asked to interpret this in the context of
their individual performance practice). The order of performance was as follows:

1. Dianne: Experimental
2. Tim: Experimental
3. Dianne: Conventional/Vernacular
4. Tim: Conventional/Vernacular

5 Processing of Real-Time Results

Prior to analysis, some data cleaning techniques were applied to the real-time
data set. These included:

4 These tutorials were given by a member of the research group to avoid any bias
toward seeing a particular performer before the show.
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Truncating all tap events to the nearest second: The time stamps collected
were in milliseconds, but that resolution of time proved too noisy. For that
reason, all tap events were grouped by the second in which the tap took place.

Grouping taps by time interval: We grouped the “error” events by 1-second
interval, and grouped the “enjoyment” events by 5-second interval (the reasoning
for this is discussed in Sect. 5.2).

Filtering to remove multiple taps from intervals: A small number of
participants appeared to be very enthusiastic with their button tapping, and
tapped many times in a given time interval. To avoid one person’s repeated
tapping creating an artificial spike in tap events, we counted only one tap per
participant in any given interval.

5.1 Data Considerations

In a previous paper [2] we considered the post-hoc results and what they revealed
about the effect of instrument familiarity and musical style on audience enjoy-
ment of experimental DMI performance. For this analysis, we will instead focus
on the real-time data in order to determine the features of enjoyment and error,
and make reference to the post-hoc ratings of Enjoyment as we examine how
these datasets complement one another.

It should be noted that participants were under no obligation to take part in
both methods, and some only took part in one. We collected 64 surveys, but for
this analysis have only included survey data that had a real-time data set from
the same participant (58 participants in total; Group 1 n = 30, Group 2 n = 28).

It should be highlighted that since the notions of “enjoyment” and “error” were
not considered to be complementary ideas, they were treated as different data sets
with separate insights, and coded by the investigators entirely separately.

5.2 Process of Analysis

The first step was visualisation of the real-time data in histograms, using the
1 s bin width. For the histograms associated with the “error” button, the results
were understandable at this time resolution. However, for the “enjoyment” data,
a 1 s bin meant the data was still very noisy. The bin size was increased, and at 5 s
peaks became more prominent. An example of the distribution of “enjoyment”
indications throughout a performance is illustrated in Fig. 4.

5.3 Video Coding

Two investigators independently analysed the histograms for “enjoyment” and
“error” for each performance. The performances were recorded on video, with an
audible click to mark the point where the Metrix interface was made active by
the investigator. This made it possible to sync the video footage and the real-time
data, which enabled us to analyse the performance and look for events in the per-
formance around points of audience agreement about “enjoyment” and “error”.
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Fig. 4. Patterns of use for “enjoyment” button by 5 s interval, Performance 1.

In coding the video, we defined what constituted an “event” for the video
analysis as agreement among 3 or more people in one or two consecutive time
intervals, preceded by two or more seconds of zero error indications. (See Fig. 5
for an illustration.) The reason for two seconds of no indications was so we could
be sure the previous event had ended.

Fig. 5. An illustration of an “error” event, by examining the number of participant
indications per second.

6 Findings

After the video coding was completed by two investigators, a deductive thematic
analysis was performed to extract themes, combining the results until saturation.

6.1 Features of “error” Events

We found that audience-indicated “error” events were, for all performances, less
common than “enjoyment” events. These “error” events tended to occur together
across the audience, appearing as spikes in the histograms (see Fig. 8, Note 2),
whereas “enjoyment” events tended to occur far more often but with less agree-
ment among the audience.
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From our video coding and thematic analysis, we found that error events fell
into the following categories:

1. Obvious and trivial performer error (Dianne at one point hit the mic stand,
and Tim’s rig shut off at the end of his final performance, which were widely
indicated);

2. Sounds that were loud, or unexpected;
3. Facial expressions indicating a mistake;
4. Errors in musical content (for example, out of tune or against the expected

rhythm).

In the experimental performances, the errors were primarily in categories 1, 2
and 3. In the conventional performances, errors in category 4 were also observed,
suggesting that the audience had a deeper knowledge of the musical style in these
cases.

6.2 Features of “enjoyment” Events

“Enjoyment” events were not as straightforward as “error” events. Instead of
appearing as spikes in the data, their appearance resembled a Gaussian distrib-
ution; taps increased to a peak over time, and then tapered off (see Fig. 4 bottom
for an example). “Enjoyment” appears to have a slower, more cumulative effect,
contrasting the “error” events’ sudden onset and sharp drop off.

Enjoyment events clustered around events with the following features:

1. Moments of novelty, such as the introduction of a new playing technique,
timbre or texture;

2. Moments of high musical intensity, flow, or complex rhythmic patterns.

In the experimental performances, category 1 (novelty) was the driving fac-
tor in periods of enjoyment. In the conventional performances, both categories
were observed, but category 2 (intensity) predominated. This again suggests an
audience engagement with the underlying musical language.

6.3 Real-Time Data Compared to Post-hoc Findings

We compared the number of button taps (which we refer to as “indications”)
during the performances to see if an increased amount of “enjoyment” or “error”
indications (Fig. 9) bore any resemblance to the rank ordering of Enjoyment from
the post-hoc data. This ranking - comparing those who were familiar with the
instrument vs those who were unfamiliar with the instrument for each perfor-
mance - is illustrated in Fig. 6.

Considering the four performances overall, increased use of the real-time
“enjoyment” button did not correlate with the audience’s post-hoc rankings of
enjoyment. Although the most “enjoyment” indications did occur during the
highest-ranked performance (P4), that was the only similarity. There was no
clear relationship between number of “error” indications and rankings of the
performances: the lowest-ranked performance did have the most “error” indica-
tions, but this pattern did not hold for the other three performances.
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Fig. 6. Rank ordering of performances from post-concert survey, from favourite (1) to
least favourite (4). Note that shorter bars indicate stronger preference.

6.4 Inconsistency Between Post-hoc and Real-Time Reporting

In the post-performance surveys filled out immediately after each of the 4 perfor-
mances, we asked participants to rate how enjoyable they found the performance
they had just seen. We found inconsistency between their real-time reporting and
their post-hoc reflections. We will consider two illustrative examples:

One respondent from Group 1 (who saw Tim’s instrument before the concert)
made 137 “enjoyment” indications during Performance 4 (Tim’s conventional
piece), more than twice as much as any other performance (this was after elimi-
nating more than one indication per second). But, in the qualitative assessment
of the performance they reported It was a bit flat.

A respondent from Group 2 (who saw Dianne’s instrument before the concert)
made 108 “enjoyment” indications during Performance 4 – also more than twice
as much as any other performance. In the qualitative feedback they reported
that It seemed a bit disjointed.

These two examples suggest that raw numbers of real-time events are not
always a good predictor of post-hoc reporting. More importantly, this inconsis-
tency points to an intriguing area of study in audience perception: It suggests
that what we think in the moment and what we think upon reflection may not be
the same, and supports the need for examination of both post-hoc and real-time
data as well as a way to better understand it.

6.5 Correlation of Real-Time Data and Post-hoc Ratings

In our post-performance surveys, we asked respondents to rate the performance
they had just seen according to the following questions:

1. How much did you enjoy the performance?
2. How interesting was the performance?
3. Did you understand how the instrument worked?
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Since we are comparing real-time indications of Enjoyment, we will consider
only the post-hoc Enjoyment rankings associated with Question 1 above.

For each performance and with each Familiar and Unfamiliar audience sub-
group, we compared the rate of real-time “enjoyment” and “error” indications
with the post-hoc quantitative ratings of Enjoyment, to see if there was any rela-
tionship (16 correlations in total, summarised in Fig. 7). Across these, we found
one correlation that was statistically significant. This correlation was between
real-time “enjoyment” indications and post-hoc ratings of enjoyment (r = 0.58
p = 0.0007).

Fig. 7. A summary of the correlations of real-time “enjoyment” and “error” indications
with the post-hoc rankings of Enjoyment of each performance.

We found no positive or negative correlations between “error” indications
and post-hoc rankings of enjoyment.

7 Discussion

7.1 A Consideration of the Limitations of Metrix

The post-concert survey provided space for feedback on Metrix. Though feed-
back was overwhelmingly positive (with most comments referring to it as easy
and intuitive and only one participant indicating that they found it a little dis-
tracting), we do acknowledge possible limitations of some features, and present
data about why we believe these limitations do not impact the data we collected.

1. Suggestion of binary states. There is a risk that the two buttons, using
complementary colours, suggest that the “enjoyment” and “error” states are
opposite and mutually exclusive. Though we mentioned in the onboarding ses-
sion that this is not the case, we acknowledge that simply telling an audience
what they mean may not be enough.
However, our data showed that these buttons were not used in opposing ways,
based on two observations. First, we found that there was no usage pattern
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Fig. 8. Patterns of use of the “error” button and “enjoyment” button for Performance
3. NOTE 1: Error and good events often occur together, suggesting there is no binary
relationship. NOTE 2: “Enjoyment” events are cumulative and rise to a peak, where
“error” events have a sudden onset and sharp drop off.

that suggested that when the audience was not hitting the “enjoyment” but-
ton they were hitting the “error” button, suggesting that they were not using
them to indicate binary states. (See Fig. 8, NOTE 1 for an illustration.)
Secondly, as we will describe in Sect. 7.2, the usage patterns of the “enjoy-
ment” button and the “error” buttons was very different. “Enjoyment” events
appeared to be cumulative events, gathering to a peak and tapering off again,
whereas “error” events were sharp spikes with sudden drop off. This further
suggests that the way the buttons were used was not related, and therefore
our concern about a binary interpretation was unfounded.

2. Use of symbols. In order to reduce cognitive load we used symbols to indi-
cate the two buttons instead of words: A smiley face indicated “enjoyment”
and an X indicated “error”. These were chosen because they were not similar
symbols that could be confused, and did not suggest a binary relationship (as
could be the case with a happy face and a sad face). However, we were con-
cerned that these may not communicate clearly enough, and that respondents
might still perceive a binary relationship.
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Fig. 9. Average number of “enjoyment” and “error” indications per second for each
performance.

Instead, we found, as described in point 1, that there didn’t seem to be a
binary relationship evident in the patterns of button use. There was also
no feedback about the symbols being confusing. Further, a subsequent user
workshop on this interface design with people who had never seen Metrix
before indicated they found the symbols clear.

7.2 Observations on Usage Patterns

Over the course of the performance, there was no reduction in the use of the app;
in fact, the final performance had the most indications on both buttons. We can
thus conclude that Metrix kept participants engaged throughout. We cannot say
specifically why this was, though simplicity or novelty may be factors.

We also found that participants vary widely in their willingness to record
events, but that they appear relatively consistent in their level of use. We
observed that those who tapped the button frequently for one performance
tended to have similar levels of use for all four, and those who were sparing
with their indications were similarly consistent. There will always be those who
will be enthusiastic users and it is important to control for this in the analysis
(for, example, by disregarding duplicate indications in a time interval).

7.3 Delayed Reactions: Real Time Is Still Not Immediate

Error and enjoyment events exhibited different temporal profiles. “Error” indi-
cations tended to happen in a narrower window, in clear response to a spe-
cific performer action or sound event. “Enjoyment” indications, however, appear
spread out over wider time intervals. Clusters of “enjoyment” indications tended
to build up over tens of seconds, reach a peak and taper off again, suggesting it
is more of a persistent state than a discrete event.

This is not to suggest that “error” is a specific stimulus that gets a con-
sistent and immediate reaction, and it is important not to view this as an
action/reaction relationship. However, these differences do lend insight into the
audience experience of both - that “error” is swiftly judged, whereas “enjoyment”
tends to accumulate over time.

It is also challenging for participants to judge, and then register, a passing
event that is usually part of the general continuum of a performance experience.
As one participant noted, “Enjoyable moments - as well as errors - pass so
quickly. It took quite some mental time to decide and process, so sometimes I
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did not press at all because I felt the moment had already passed and it would
not make sense at all to press anymore. The delay leads up to a sound, I would
say, between the occurrence of an event and my button press.”

7.4 A Lot of Errors Doesn’t Mean that It’s Bad

The post-hoc rank ordering of the performances made a clear indication that
Performance 4 was heavily preferred (see Fig. 6). This, interestingly, was the
performance that also got by far the most “error” indications in the real-time
data.

This means that the presence of “error” indications did not suggest a perfor-
mance that was not enjoyed. The suggestion here is that “error” perhaps does
not deserve its negative connotations, and that there may be more to error than
simply being something to avoid. It also suggests that events which audiences
understand as “errors” are not necessarily bad; it is even possible that noticing
subtle errors implies a certain level of audience engagement with a performance.

This finding is supported by the lack of negative correlation between “error”
indications and ratings of Enjoyment both audience subgroups and all perfor-
mances. If a tap on the “error” button suggested that the spectator considered
the performance to be bad we would expect to find more widespread negative
correlations between the number of these indications and the post-hoc ratings.
This was not the case.

We found a positive correlation between “enjoyment” indications and ratings
of Enjoyment for Performance 2, Tim’s experimental performance, among both
those familiar with the instrument. This is notable because this was the lowest-
rated performance among all audiences. It may suggest that when there is no
common vernacular on which to rely then instrument familiarity is not a signif-
icant factor in whether or not a performance is enjoyable (a finding supported
by the post-hoc analysis of this study [2]). However, because these data points
are isolated, more in-depth study is needed in order to formulate any specific
conclusions.

7.5 What Real-Time and Post-hoc Data Have to Offer One Another

Real-time data affords us second-by-second insight into audience experience, but
it does not provide any contextual insight. Conversely, post-hoc data provides
detailed contextual and descriptive feedback, but we have no way of tying these
to any specific event. Each, therefore, has the potential to provide what the
other cannot. This is potentially very powerful, and suggests that there are
dimensions of audience data available through combining these two techniques
that are inaccessible when only one is used.

But, each method can only ask its own questions, and we must be careful
about which conclusions to draw. To make meaningful conclusions, the questions
asked by both techniques have to be designed to inform one another, and how to
best formulate questions to get results that can be meaningfully related requires
further study.
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Further, as we demonstrated in Sect. 6.4, we found inconsistencies between
the post-hoc and real-time data for individual participants, which suggests that
this potential multidimensionality of a combined methodology is not straightfor-
ward. It does suggest, however, an intriguing direction for future study, investi-
gating why we think one thing in the moment and another afterwards, and what
this means about the way we perceive time-based events.

8 Conclusion: Implications for HCI

This paper presented a combined methodology of real-time and post-hoc data
collection for audience studies. We presented Metrix, a mobile phone-based
real-time data collection system, that features an easy-to-understand UI and
anonymised user ID generation that allows individual real-time responses to be
linked to post-hoc surveys. We present this method in the context of digital
musical instrument (DMI) performance, but it is applicable to any HCI context
involving audiences or spectators.

We view this examination of EEM performance using DMIs through the lens
of third-wave HCI, as in both the relationship between humans and technology
is often subjective, ambiguous or culturally-dependent. We found that, in the
real-time data, the rankings of performances in this study is not is not reflected
in the frequency of “enjoyment” or “error” indications in real time, and that a lot
of “error” events does not mean a performance was not enjoyed. Furthermore, we
find that individual audience members are not always consistent between real-
time and post-hoc responses, and suggest that more study is needed to examine
why this is the case. We also find that neither set of results is predictive of
the other. Finally, we reflect on real-time and post-hoc data providing different
insights and how these may be related to provide more powerful insights into
audience perception.

Because each data collection technique provides a dimension that the other
cannot, future HCI studies within and beyond the arts domain may benefit
greatly from a combined approach, but further study is needed to determine how
to most effectively understand and combine them to provide multi-dimensional
insights that cannot be gained by the use of one technique alone.
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Abstract. While embodiment is widely accepted as an important theoretical
basis in interaction design and HCI, few studies explore movement-based
meaning making in interacting with ambient media. Building on embodied
interaction, this paper aims to identify and analyze key characteristics of audi-
ence experience and the role of bodily movement in meaningful making through
an empirical study. A prototype “Piano Staircase” is built for experience tests
and empirical data collection. Experiments with 30 participants have been
conducted. The findings show bodily interaction can activate embodied con-
ceptual mapping and facilitate meaningful audience experience. The model of
embodied meaning making provides possibilities for analyzing meaningful
experience with ambient media.

Keywords: Embodied interaction � Audience experience � Ambient media �
Bodily movement � Embodied metaphor

1 Introduction

Digital computing has been pervasively penetrating into people’s everyday life.
Growing research suggests that the vision of interaction design should extend from
digital artifacts to everyday environments where interactive technologies are embedded
and hence support embodied interaction [14, 16, 18]. Ambient media, as a novel media
form, incorporate interactive technology into physical spaces, which creates various
affordances for engaging audience in bodily and social interactions. While many
studies have focused on designing for task-oriented interactions, few studies have
centered on meaning making in interaction with ambient media. “Ambient” has its
phenomenological essence grounded in embodiment, and embodied interactions are
anchored in human’ intrinsic familiarity with “ambiently embodied interfaces” [18].
The relationship between ambient media and embodiment reflects a loop of intentional
arc, where perception and action are tightly interconnected with together. This study is
to address the following questions: What major factors can be identified in audience
experience? How do bodily movements facilitate embodied metaphorical thinking and
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imagination? We introduce a high-fidelity prototype for experimental study. Qualitative
data is collected through observation and semi-structured interviews. We summarize
qualitative results of participants’ primary experience in terms of six themes. A model
of movement-based meaning making is developed to illustrate the cognitive processing
of embodied conceptual mapping and schema-based imagination.

2 Research Background

In this section, we briefly examine three main concepts as the theoretical basis, and
related studies are also reviewed.

Embodied cognition emphasizes that human body’s state plays a central role in
shaping cognition [1, 12], languages [13, 15, 17], understanding digital media [7], and
dancer’s emotion [8]. This is against traditional Cartesian dualism about separation of
mind-body which overlook the influence of bodily experience on perception and rea-
soning. Human language and imagination are rooted in bodily experience and con-
strained by a range of embodied schemas, which is formed from people’s recurring
physical interactions with environments [15]. Embodied metaphors are the concrete
extensions of a schema. When talking about abstract concepts, people usually use some
expressions linked to bodily interactions to represent abstract concepts. People who did
bodily actions corresponding to the metaphors can better understand verbal phrases
than those performing actions not relevant to the metaphors and those not performing
any actions [22]. Clay et al. [8] investigated emotional expression of movement-based
improvisations by using augmented technology, which scientifically shows that dan-
cer’s bodily movements directly affect emotion and expression.

Dourish [10] coined embodied interaction to illustrate meaning-making as a process
of physical and social interactions. The interaction between human and machine is
embedded in a composition of both physical habits and social (cultural) experience, and
embodied experience is created from direct and situated engagement with living
environments. Antle et al. [3] believe that people’s early bodily experiences (e.g.,
keeping balance on ground) help to form the BALANCE schema which can be applied
to understand more abstract ideas (e.g., He balances his emotion). The embodied
metaphors refer to those of conceptual metaphors rooted in an embodied schema
arising from everyday repeated bodily interactions [2, 4]. The projection between
source domain and target domain constructs an embodied conceptual mapping.
Empirical studies partly prove that the meaning expression of product is also structured
by embodied schemas, and user experience with products is highly related to bodily
experience [21]. Building upon embodied interaction, the previous studies have
explored the relationship between bodily engagement with ambient media and four
experiential qualities [19, 20].

Distinctively differing from traditional media, ambient media are embedded in public
spaces where people are more likely to be immersed in it with intuitive actions [14, 19].
There are threemain attributes of ambient media: The novel physical forms (Spatiality) of
ambient media attract attention of audience and provide affordances for bodily actions.
The audience may experience unexpected feedbacks (Unexpectedness) when being
engaged in interactions with ambient media (Engagement). Audience experience is an
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active process of engagement where the perceptual, emotional, kinesthetic, and cognitive
responses are derived from interactions [5, 6, 20].

3 Research Design and Methods

To investigate the impacts of bodily movements on audience’s metaphorical thinking
and imagination, a high-fidelity prototype called Piano Staircase was developed to
enable participants to freely perform different actions with auditory feedbacks. The goal
of conducting audience experience test is to gather empirical data for understanding the
role of bodily movements in audience experience.

3.1 Design Criteria and Experience Prototyping

The criteria of prototyping are aimed to match the three attributes of ambient media.
Firstly, in order to transform physical space into interaction interface, the prototype is
proposed to be physically and socially situated in a public space rather than a controlled
laboratory. The second criterion is to attract audience’s attention by evoking a sur-
prising response, which is a neutral psychological status giving rise to emotional
experience. Thirdly, ambient media should engage audience’s bodily actions by cre-
ating affordances that can potentially solicit interactions. Inspired by “Piano Stairs” [9],
we utilized the staircase in a public space of a university building to set up the
prototype “Piano Staircase” (PS) (Fig. 1). Aligned with design criteria, the prototype
was developed like a real piano, and each stair corresponded to a certain musical note.

3.2 Participants and Procedure

We invited 30 participants (13 males and 17 females) to participate in the experience
tests. Their ages ranged from 18 to 35. Twenty-two were locals of Hong Kong, seven
Mainland Chinese, one Indian. Most participants were recruited from a university in
Hong Kong except for three passers randomly invited at site. Firstly, participants were
informed that they can feel free to experience a physical space, and they can choose to
quit the test at any time. A consent form was signed by them (informing them video
recording would be used). Then, participants can freely move on the staircase, and their
behaviors were videotaped by a hidden camera, aiming to reduce distracting their
attention. Each participant interacted with the work for 3–6 min, and the duration
depended on their own intention. After the interaction session, the participant

Fig. 1. Piano staircase (based on the DDB’s work [9]).
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immediately joined a face-to-face interview. Semi-structured interview questions were
prepared to motivate participants to express their feelings and thinking. The recorded
video was played during the interview to help them recall their experience. The dialogues
between researchers and participants were recorded as audio files for further analysis.

3.3 Data Analysis

This study mainly analyzed the verbal reports about first-person experience, while
video data served as evidence for observational behaviors. We conducted thematic
analysis to identify themes related to embodied experience. Interview audios were
transcribed as text files. After that we used HyperResearch to do coding by following
bottom-up and top-down approaches [11]. Regarding the research questions, the
researchers viewed the transcripts, made notes and marked key words to look for
potential patterns. Then, the words or sentences related to the prior codes (with round
dots in Fig. 2) were firstly highlighted in the coding book where the meaning of each
code was also described (e.g., Engagement: feeling being physically and mentally
engaged in interaction with it). Next, inductive codes were generated from verbal data
rather than the prior template. These codes were updated with the coding progress.
When a new code was defined, the researchers went back to check the previous
transcripts for coding for possible segments. Finally, the segments labeled with same
code were compared and across all cases for some refinements, and all codes were
rechecked and organized.

4 Results

The coding scheme consists of six themes highlighted in bold (Fig. 2). Twenty codes
were identified and defined for further analyzing participants’ embodied experience and
engagement patterns.

Fig. 2. Themes and codes.
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We summarized results in terms of the six themes as follows.

• Perceptual Experience and Bodily Experience

All participants started to experience the Piano Staircase (PS) with their perceptual
responses. Many participants got their initial impression through visual and auditory
perceptions. All participants noticed the features of music changing during the inter-
action process, such as pitch, rhythm, duration and continuity.

Although the interview questions did not directly ask participants to talk about their
bodily movements, all participants described their bodily experience related to various
actions, speed, force. The most frequent code is “Bodily Movement” with 75 times
(Mean frequency is 2.5 per case). Many participants tried different actions (e.g., stride,
jump, stamp) rather then just stepping. Five participants skipped over one or two stair
(s) by taking a long stride. Some participants stayed on the staircase for a while or keep
in a posture, such as opening arms for balance and keeping in a posture like standing.

• Embodied Metaphor and Cognitive Experience

The descriptions of participants reflected different embodied mappings between
metaphorical concepts and physical movements. For example, after a period of adapting
to the work (walking up and down), most of the participants had a mapping between
musical pitches and levels of stairs. P3 said: “After I heard the first sound, I wanted to
walked up following the stairs. Then I also found it had a pattern like a spectrum of notes
of keyboard.” Four participants (P4, P11, P16, P28) described that they experienced the
changes of tempos when walking at different speeds. Some participants experienced a
sense of force when walking in different directions. The mentioned words include
“heavy”, “intense”, “relaxed”, “unconstrained”, “light”, “subside”.

The theme of cognitive experience includes six codes: Attention, Evaluation,
Anticipation, Desire for exploration, Recall, and Imagination. Evaluation: Participants
constantly evaluated the interactive experience at different moments. Four participants
mentioned that the distance between two stairs (e.g., the first and the fourth) were too
far, and they can not reach it through stretching legs to generate a tune or chord.
Anticipation: Some participants, who declared they had some piano performance skill,
had an intention to play a composition. Apart from playing compositions, two par-
ticipants (P8, P9) intended to stepping on all the stairs and to see the musical effects.
Imagination: When being asked about what brands could be associated with PS and
their imaginations on the current experience, many participants mentioned physical
exercises and sports brands. Two participants (P11, P29) mentioned specific brands
about scooter and sneaker. Three participants (P8, P23, P28) also related it to raising
awareness of health.

• Emotional Experience and Ambient Media

Most of the participants described the overall experience was positive (interesting,
happy, fun, exciting). For example, P1 said: “It was very interesting and funny, and I
think it can bring romantic feeling to me.” Three participants felt that the higher pitches
made them more excited. In contrast, two participants described their feeling gradually
became deep and heavy when walking down. P9 intended to walk down fast to
experience the feeling of fast tempo which made her pleased.
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The qualitative data also reflected three attributes of ambient media as mentioned in
Sect. 2. Spatiality: Some participants had a sense of public space. They recalled
environments they had experienced before. For example, P6 mentioned a hotel hall
where she heard the music of piano played by someone walking on the stairs in the
hotel. In addition, many participants noticed the physical spatial features. Four par-
ticipants mentioned the spatial relation of stairs. P3 described: “It became a dynamic
thing from a flat surface. I noticed the pitch went up with the height of the stairs.”
Unexpectedness: Unexpectedness occurred not only in the beginning but also in the
whole process of interaction. Many participants felt surprised to hear the musical
sounds when first stepping on. For example, P1 said: “After I stepped on it for the first
time, I was really surprised by the sound.” Some participants did not feel much
unexpectedness in the beginning, but they described various unexpected feedbacks
when shifting different movements. Engagement: Many participants mentioned how
their perceptions and bodily states affected their future intentions, and their cognitive
states also determined further actions. For example, a participant (P19) mentioned he
wanted to made the sound last longer and stayed on a stair for a while. P4 mentioned
she move her whole body to produce music, and energy was engaged with it.

5 Discussion and the Model of Embodied Meaning Making

The results indicate that bodily movements are tightly correlated to embodied con-
ceptual mappings and cognitive experience. In this section, we focus on further dis-
cussing the relationships between bodily experience, embodied conceptual mapping,
and imagination, and other related studies are compared. Based on these analyses, we
aim to develop a model of embodied meaning making, which provides a useful
guidance for characterizing and designing experience with ambient media.

5.1 Embodied Conceptual Mapping

Embodied conceptual mapping can be activated by the audience’s immediate bodily
movements. The embodied metaphor projects a concept of source domain (embodied
schema-based) onto a concept of target domain (abstract) [2, 17, 21]. A range of
conceptual mappings (Table 1) are closely tied to bodily states. The bodily movements
(e.g., walking upward or downward) speed up a projection from bodily experience to
the abstract and intangible concepts (pitch, tempo, flow, and force). Different from the
purely cognitive mapping in linguistics and cognitive science, the conceptual metaphor
in the interaction with ambient media maps the features of primary bodily experience
(source domain) onto the abstract concept (target domain). The embodied interaction
studies [2, 3] asked participants to finish a series of structured tasks, and the
metaphorical concepts were prepared in advance. Compared with these procedures, our
study does not have a structured task, as the metaphorical concepts were directly
generated from lively bodily interactions with PS. We propose embodied interaction
with ambient media is a process of meaning-making rather than mere meaning-
understanding.
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5.2 Force-Related Schemas

The empirical findings support the theory of embodied schema-based product
expressions [14, 21, 22]. The quantitative study [21] partly proved that the under-
standing of visual expression of products is rooted in embodied schemas which are
based on a series of spatial relations (e.g., In-Out, Front-Back). Johnson [15] also
examine those gestalts which embodies more internal structures of forceful interaction.
Seven force-related schemas (e.g., Compulsion, Attraction) are demonstrated to play an
important role in constructing meaning. The mappings of flow and force intensity are
less structured by spatial relations rather closely tied to forceful experience. The first
two mappings (Table 1) are based on the same schema SCALE (quantitative or
qualitative level), as High-Low and Fast-Slow are more about a cumulative character
and dependent on the spatial relations. However, in the other two mappings, many
force-related words (heavy, intense, relaxed, light) are tightly related to forceful
interaction and kinesthetic experience. The mapping from bodily movements to fluency
is extended from the Gravitation which is defined as an experiential structure that the
body is physically dragged toward the earth. Especially, one participant described her
kinesthetic feeling about fluent moving of a waterfall, which is a typical
Gravitation-based mapping. The mapping of bodily movements and force intensity is
structured by Removal of restraint that is exerting a force to remove a barrier and the
barrier is removed (light or relaxed). These mappings are in line with several qualities
of force gestalts: vector, path of motion, degrees of force intensity. Force-related
schemas are overlooked by the research on embodied interaction, and further explo-
ration is needed.

5.3 Embodied Schema-Based Imagination

The embodied conceptual mapping not only elicits immediate concept generating and
understanding, but also triggers further cognitive processing such as imagination and
recall. Participants associated the experience with different objects (e.g., ladder) or
environments (e.g., cathedral). These elicited imaginations also can be summarized as
two types: orientation-related and force-related. One participants imagined being a
cathedral, which maps her feeling of upward movement onto a holy imagery and forms
a metaphorical concept (abstract) “Holy is up”. This abstract concept then is mapped

Table 1. Embodied conceptual mappings.

Movement Metaphorical concepts Embodied conceptual mappings

Spatial level Pitch (high, low) High level - High pitch
Low level - Low pitch

Speed Tempo (fast, slow) Fast movement - Fast tempo
Slow movement - Slow tempo

Speed Flow (fluent, unsmooth) Fast movement - Fluent
Slow movement - Unsmooth

Orientation Force intensity (heavy - light) Up - Heavy (Intense)
Down - Light (Relaxed)
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onto an imagined cathedral (concrete). This mapping of imagination is typically
organized by a orientational or vertical relation. The second type of imaginations is tied
to the participant’s forceful bodily experience with PS. The mentioned tangible objects
and environments include sneaker, waterfall, house-jumping, and jewelry, these are
related to the force-related movements. The imagination of sports products results from
the past kinesthetic experience, in which immediate bodily experience is linked to an
image structure. The other three mappings also arise from the forceful experience:
Blockage: The mapping of stamping on the stairs and a jewel dropping to a metal plate;
Gravitation: The mapping of fast walking down and waterfall; Enablement: The
mapping of bodily movements and game house-jumping.

Based on the discussion and related studies [3, 21, 22], we develop a model (Fig. 3)
to demonstrate the process of bodily movement-based meaning making. Past long term
perceptual and motor experience form various mental patterns (spatial and forceful
relations) that can be extended to construct different meanings (Line 1). Bodily
interactions can activate the conceptual mapping from immediate bodily experience
onto an abstract concept (Line 2), which results in an embodied metaphor structured by
an embodied schema (Line 3). Embodied metaphors also further imaginations related to
imagined environments, brands, and objects (Line 4). Embodied metaphor and
embodied imagination are both elicited by bodily movements (Line 5) and structured
by embodied schema (Line 6). They share similar mapping process, but normally
embodied metaphor is a mapping from a concrete physical experience (action and
perception) to an abstract experiential concept, and embodied imagination sometimes
maps an abstract concept onto an imagined concrete environment or object (e.g., holy -
cathedral, fluent - waterfall). This model provides a useful guidance for understanding
and designing meaningful experience with ambient media.

Fig. 3. The model of embodied meaning making.
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6 Conclusion

We identified the main factors of experience with ambient media through experimental
data collection and thematic analysis, and discussed embodied meaning making by
analyzing the relationships between bodily experience, conceptual mapping, and
imagination. This study provides empirical evidence that bodily action is not only an
input behavior for triggering interaction but also a major source of embodied con-
ceptual mappings and facilitating meaningful experience. The findings extend previous
studies on embodied interaction: Meaning making and imaginative activities in inter-
action with ambient media are not only structured by pervasive embodied schemas but
also tied to immediate bodily states. The model of embodied meaning making provides
a useful guidance for characterizing and designing experience with ambient media. The
future work will explore how this model of embodied meaning making can benefit
designing ambient media with regard to meaningful engagement. Relevant design
principles can be revealed to support design practice through further empirical studies.
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Abstract. To enhance the desirability of public transportation, it is important to
design for positive travel experience. The context of bus transportation has
broad potential for utilization of novel, supplementary digital services beyond
travel information. The aim of our research was to study bus passengers’ needs
and expectations for future digital services and to develop initial service concept
ideas through co-design. To this end, three Idea generating workshops with 24
participants were arranged. Our findings reveal six service themes that can be
used as a basis of designing future digital traveling services: (1) Information at a
glance while traveling, (2) Entertainment and entertaining activities, (3) Services
that support social interaction, (4) Multiple channels to provide travel infor-
mation, (5) Extra services for better travel experience, and (6) Services that
people already expect to have. The themes are discussed and further elaborated
in this paper.

Keywords: Bus � Public transportation � Digital services � User needs �
Co-design

1 Introduction

In recent years, urban mobility has been considered as one of the most significant
societal challenges for the future as the need for transportation will raise, resulting
increase in emissions, noise and infrastructures [25, 28]. As cities, worldwide are
forced to reduce emissions by, e.g. trying to reduce the usage of private cars, the role of
public transportation and the related services are becoming a central design issue. As
policy makers seek to encourage and support the widespread use of public trans-
portation, its services need to be developed so that it is seen as a more desirable option
for the wide audience [7, 9]. This can be achieved by understanding the passenger’s
travel behavior and the multifaceted issue of trip satisfaction [24]. To this end, indi-
viduals’ travel behaviors have been targeted with informational education campaigns in
order to raise awareness and change attitudes [23].

For the public transportation to gain larger popularity, the transport providers and
planners should also consider the individuals’ needs and expectations regarding short
distance traveling activities and thus design for better travel experiences [2]. Enhancing
the attractiveness of public transportation can happen, for example, through
experience-driven design [16]. The importance of user experience for customer
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satisfaction and loyalty have already been recognized by several organizations in
different fields [29]. The context of public transportation has broad potential for the
application of digital services and other supplementary services that can add value to
the passengers’ travel experience [2].

The goal of our research is to investigate how people experience the short distance
bus transportation and what kind of digital traveling services would enhance their travel
experience. By traveling services, we mean digital services that can support or enrich
the bus ride and the associated activities before and after it. This study is a part of a
larger research project called Living Lab Bus, in which one of the aims is to develop a
platform for interactive services for electric buses. However, the service ideas devel-
oped in this study are not specific for electric buses only, and most of them can also be
utilized in traditional buses.

This study aims to gain design-relevant insights on to how public transportation
services should be developed in order to better serve the travelers’ needs and expec-
tations, and thus to improve the travel experience of buses. To gain deep understanding
of the user perspective, the present study took a participatory approach. The research
question is: What kind of services support the passengers’ needs and expectations in
the bus context?

We address the research question by gathering user needs and expectations by
ideating with the potential users, novel digital services that could enhance their travel
experience. New service concept ideation can be seen as an initial phase of co-design
process, and thus the workshops were organized with a strong focus on participatory
ideation activities. To this end, we conducted a series of three Idea generating work-
shops with altogether 24 participants. We applied a context-specific workshopping
method to study situated activities in a specific environment, i.e. the bus. This paper
contributes to the understanding of short distance bus travel experience from the
perspective of user experience of digital services. The results of this paper contribute to
the design knowledge of the future digital services for the bus context. This knowledge
can be used as a basis for human-centered design for different categories of services
that can enhance the desirability of bus transportation.

2 Related Work

We present related work on travel experience and how supplementary digital services
can enhance the users’ experience of bus transportation.

2.1 Travel Experience

Public transportation is a unique representation of urban space where individuals come
together with diverse socio-economic backgrounds at regular frequencies for extended
periods of time [8]. Public transportation plays an important role in the way people
move around in their everyday life [6]. Travel experience in the context of public
transportation is a result of the holistic view of the transportation service [2], including
the different experience components: the customer’s affective, cognitive, physical and
social responses to the service [26].
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Several studies [e.g. 9, 19], have found that public transportation users are generally
the least satisfied compared to other modes of transportation, such as private car drivers
and cyclists. Within different public transportation modes, the bus users were least
satisfied [18]. The reasons for the low satisfaction rate is impacted by the attributes
such as the transport mode’s flexibility, “fun” factor and how well the mode matches
with the traveler’s lifestyle [4]. However, a qualitative interview study conducted by
Hildén et al. [10] found that participants were generally pleased with the current travel
experiences with the local busses in two major cities in Finland – Helsinki and
Tampere. The study examined the trip satisfaction by comparing the experience of the
local public transportation services to the participants’ previous experiences of public
transportation internationally.

The satisfaction rates of public transportation systems vary locally, and the reasons
for that can be drawn from multiple factors. External factors such as the timetables,
state of the vehicles, safety and the accessibility of public transportation have a strong
impact on the satisfaction rates. A pyramid of customer needs formed by van Hagen
and Bron [26] represents the train passengers needs and experiences in five levels (from
bottom to top): trust, travel time door to door, mental effort, physical effort, and
emotions. The model was used in the Netherlands Railways in shifting the focus of
measure from efficiency to customer experience.

Passengers’ traveling behavior, and thus also the experience of traveling, is
changing simultaneously with the mix of transport modes and the offered services in
them [25]. Furthermore, St-Louis et al. [24] state that trip satisfaction is affected not only
by external trip factors but also internal factors. They state that travel behavior is
influenced by spatial, socio-economic and personality components [24]. Foth et al. [7]
have investigated the travel experience from three aspects of the journey – before,
during and after the trip. This division can be drawn from the user experience design,
where the experiences can be divided into different categories based to the stages of the
product, service or system usage [21]. Even though user experience happens during the
interaction with a product, service or a system – and thus has a beginning and end – there
are still indirect experiences before the first encounter as well as after the usage [21].

2.2 Supplementary Services for Better Travel Experience

Passengers in a vehicle are the ideal candidates to be entertained and informed about
aspects related to the journey as well as e.g. the social aspects of the travel, such as the
people sitting next to them [7]. When conducting short distance journeys passengers
have great potential to interact with mobile services, unless they are traveling with a
companion [7]. Hence, the context of public transportation has broad potential for the
application of digital services such as location-based services through the use of, for
example, travelers’ mobile devices [8].

Dziekan and Kottenhoff [4] have studied the impact of real-time information dis-
plays on public transportation. They state that real-time travel information increases the
feeling of security, decreases the feeling of uncertainty, and makes the traveling easier,
since it saves passengers’ effort when making a journey. Providing real-time travel
information results more efficient traveling when passengers’ can plan their journeys
leading to shorter traveling times [4]. It also leads to utilization of wait time when
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passengers’ can use the time to carrying out tasks, such as shopping [4]. It also results
other adjusting strategies, for example enhancing the comfort of the journey by
choosing to wait for the next bus when the arriving bus is being crowded [4].

Maclean and Dailey studied real-time bus information on mobile devices already in
2001 [15]. Later studies by Watkins et al. [27] and Ferris et al. [6] have studied the
enhanced usability of public transportation by providing good traveller information
systems to passengers. Both papers study a transportation information toolset
OneBusAway. OneBusAway is designed to decrease the passengers’ feeling of
uncertainty of public transportation by providing real-time information for bus riders in
the area of Seattle [6]. Tools that provide real-time arrival information to bus pas-
sengers improve the usability of public transportation and thus increase the passengers’
travel experience.

Developing the efficiency of traveling does not always increase the passengers’
travel experience. The access to real-time information of bus is just “a necessary first
step which other ideas can build on and add further value” [7]. To enhance the travel
experience Foth et al. [7] suggest that the systems of real-time passenger information
could rather focus on how the different journey options can be planned, assessed, and
distinguished on the aspects of fun instead of efficiency.

Foth et al. [7] studied the micro activities performed by passengers during commute
and their impact to the bus travel experience. These micro activities include activities of
social, entertainment, observational, travel, and routine. Similar studies have also been
conducted showing that people spend their time at, for instance bus stops and onboard
buses listening to music and using social media applications in addition to reading
newspapers and books or simply relaxing [e.g. 5, 14]. Until today, it has been mostly
left to the passengers to entertain themselves [7].

Enhancing the attractiveness of public transportation can happen for example
through experience-driven design [16]. Experience-driven design takes selected
experiences as design targets to inspire and guide design [1, 17]. By familiarizing
oneself with the passengers’ needs and current activities in the vehicle, new mobile and
supplementary services can be developed that have the potential of adding value to the
passengers’ travel experience [2]. No longer is transportation only about moving from
an origin to a destination but it is a way for the users to encounter different service
channels; such as off-board services (services that are used outside of the vehicle),
on-board entertainment or information before, during or after the bus trip [3]. Carreira
et al. found that “Passengers also looked for other services, usually based on new
technologies that could enhance their experience during the overall trip” [3]. To be able
to understand the demand in different travel settings, the service providers need to
familiarize themselves with the travel experience and its forming factors [20].

3 The Study with Co-design Workshops

This study aimed to gather design-relevant insights to how public transportation ser-
vices should be developed in order to better serve the passengers’ needs and expec-
tations, and thus to improve their travel experience in buses. The research focuses on
gaining insights of the passengers’ needs and expectations for digital traveling services,
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in order to understand how the travel experience could be enhanced by developing the
existing services and by adding new, supplementary digital services to the public
transportation. This was studied by co-designing service ideas together with frequent
bus users and later analyzing the ideas generated in the co-design workshops.

3.1 Method

In order to better understand the bus passengers needs and expectations, and to ideate
services, we conducted three co-design workshops. In co-design, users are invited to
participate to the design activities together with design professionals in a continuous
cooperative process that results in better solutions for daily life [22, 23]. In co-design,
users are treated like experts, but since they often have very little experience on inno-
vation it is important to provide materials that support the ideation activities [22]. The
co-design materials, such as workshop tools can provide different entry points to the
design problem as well as help the participants to build their own design language [13].
These co-design methods suit best for the early phases of the design process, e.g. for idea
generation through brainstorming new ideas, or when rethinking existing solutions [13].

3.1.1 Stimulus Materials
Findings of a semi-structured interview study [10] with ten international students was
carried out in order to gain insights of the current user experience of buses in Finland, as
well as of the expectations to the electric bus. The interview findings were used as an
input to the workshops in form of Context Cards (see Fig. 1). A set of 15 inspiration

Fig. 1. Examples of the context cards: on the left, the card of confidence and feeling of being in
control and on the right, the card of luxurious and premium experience.
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cards was designed to help the participants with the ideation of the intangible traveling
service ideas. Seven (#1-7) of the cards were derived from the findings of an interview
study [10] and seven (#8-14) were chosen with small alteration from the 22 categories of
Playful Experience (PLEX) framework. PLEX Cards were developed to communicate
the Playful Experiences framework’s 22 categories to people who aim at designing for
playfulness [12]. PLEX Cards have been used to generate ideas with experience driven
approach [12]. The 15th card was added from the Living Lab Bus project agenda. The
cards were printed and cut into size 12 � 12 cm. Each card consisted of 3–4 pictures
and the card title. The Context Cards consisted of three theme sources:

Context-specific themes

1. Making the ecological values of electric bus visible
2. Informative communication
3. Entertaining activities
4. Atmosphere of relaxation
5. Subtle opportunities for social interaction
6. Luxurious and premium experience
7. Getting to know the personality of the driver

Themes from PLEX categories

8. Confidence and feeling of being in control
9. Fellowship - friendship and communality

10. Opportunity to be creative and express oneself
11. Stimulating senses
12. Exploration and discovery to learn something new
13. Captivation - forgetting one’s surroundings
14. Competition - contest with oneself or an opponent

Theme from the [Blinded for review] project agenda

15. Utilizing the sensor data collected by the bus.

3.2 Idea Generating Workshops

This study consisted of a series of three co-design ideation workshops. The workshops
took place in Tampere and Espoo (Finland) in the spring of 2016. In Tampere, the
public transportation is focused on bus transportation, and the bus lines cover the city
well. In Helsinki region – including the city of Espoo, the public transportation is
multimodal, which means that the passengers have access to bus, commuter train, tram,
metro, and a commuter ferry with one travel card. In both cities, the public trans-
portation could be described as a functioning and well-planned system. Still there is a
general need to develop the attractiveness of the public transportation system.

The workshop process and stimulus materials were identical in all three workshops.
However, all of the three workshops were organized in a different environment with
different levels of contextuality: (1) imagined environment, (2) a stimulated environ-
ment and (3) a real environment. These three workshop context types were selected in
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order to study the optimal level of workshop contextuality (results reported in a sep-
arated publication). The settings of the workshops were (see Fig. 2):

1. A classroom at a university – Imagined environment (Workshop 1, WS1)
2. Technologically advanced lab in a research institute – Stimulated environment

(Workshop 2, WS2)
3. Moving electric bus, Espoo, Finland – Real environment (Workshop 3, WS3)

3.2.1 Workshop Process
The agenda of the workshop sessions consisted of short presentation of the day’s
agenda, goals for the day and briefs for the tasks. We wanted to provide the participants
with electric bus specific inspiration, and thus videos of the unique qualities of electric
buses were shown to highlight the silent and smooth ride. An icebreaker exercise
served as a starting point for the workshops. The participants were asked to share a
good or a bad experience when using public transportation and share this with others.
This helped the participants to relax and set to the right mindset.

Five scenarios – situations that could take place in the context of bus transportation –
were used to guide the main part of the workshop. Before the ideation we encouraged
the participants to ideate wild and creative ideas. At this stage, it was not relevant to
think about costs nor the technology available. The task was to come up with service
ideas that could enhance their own travel experience in that specific situation. The
scenarios were:

1. The bus was few minutes too early and you just missed it. Now you have to wait for
the next one.

2. You are in the bus. The route is unfamiliar to you.
3. You are in the bus. The route is familiar to you so you can lay back and relax.
4. You get off at your destination stop after a busy day.
5. You have to change to another bus in a big transportation hub, like Kamppi in

Helsinki.

Fig. 2. Pictures from each workshop context: imagined environment (picture a), stimulated
environment (picture b) and real environment (picture c).
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Participants were divided into teams of 2–3 persons (three teams in each workshop,
nine in total) for the ideation tasks. 15–20 min was spent for each scenario task after
which the groups shared their ideas with others. The participants were asked to choose
one to three Context Cards at a time to guide their ideation during the scenario exer-
cises. They were also encouraged to use different cards within and for each scenario to
get diverse ideas.

3.2.2 Participants
The workshops had 7–9 participants each. The workshop participants were mainly
students and they represented diverse study programmes (e.g. HCI, Bioengineering,
Business, Automation Engineering, Art and Design). Most participants of all work-
shops stated that their main reason for traveling was going to university (12 partici-
pants) or to work (4 participants), 12 said that they use public transportation to travel
during their free time. Majority of the workshop participants used public transportation
frequently: 12 participants stated that they use public transportation at least 4 days a
week, and eight participants 2–3 days a week. Only four said that they use it once a
week or more rarely. See Table 1 for the participant details.

3.2.3 Data Collection and Analysis
The sessions were voice recorded and filmed. We transcribed the recordings and the
documentation sheets in which the participants documented their ideas. The analysis
was done by thematically grouping the ideas bottom up. To draw out common themes
from the ideas we used affinity diagramming [11] in the analysis. Building the affinity
diagram allowed us to understand the traveling service ideas thematically. As a result
the transcriptions were divided to 181 individual traveling service ideas or digital
service features. These 181 service ideas were generated in the workshops by different
student teams, and thus they included a few same or similar ideas.

Table 1. Participants of each workshop.

Attribute Imagined environment
(WS1)

Stimulated environment
(WS2)

Real environment
(WS3)

Number of
participants

8 9 7

Average age
(year of
birth)

1990 1982 1987

Gender 4 F, 4 M 3 F, 6 M 3 F, 4 M
Participants’
nationalities

Bangladesh, India,
Iran, Pakistan, Spain,
USA, Vietnam

Australia, Bangladesh,
China, Finland, India,
Russia, Vietnam

China, Finland,
India, Indonesia,
Russia, Taiwan
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4 Findings

The purpose of this study was to gain design-relevant insights for the development of
supplementary services for public transportation that can improve the bus travel
experience. We wanted to understand the bus users’ needs and expectations for such
traveling services, and therefore utilized co-design workshops to gather service ideas
from the workshop participants. This chapter presents findings – six service themes –
that answer our research question: What kind of services support the passengers’ needs
and expectations in the bus context?

The study findings were grouped thematically bottom up into 46 subthemes and
finally to six main themes (see Table 2). The traveling service ideas related to each
service theme are presented in the following. The main service themes, derived from
the ideas generated by the workshop participants were: Information at a glance while
traveling, Entertainment and entertaining activities, Services that support social
interaction, Multiple channels to provide travel information, Extra services for better
travel experience and Services that people already expect to have. For the subthemes,
participants’ ideas are presented below in quotes.

Table 2. The found themes and subthemes of digital services for the bus context.

Theme Subthemes

Information at a glance while traveling Discovering interesting places in the surroundings
Discovering interesting events
Aiding the navigation to the stop of connecting line
Easy access to journey related information
Bus showing information outside about the line and
destination
Interactive windows
Connecting the public screen with the mobile phone

Entertainment and entertaining
activities

Active entertainment
VR, AR windows
Physical exercise suggestions at bus stops and when
in the bus
Art and visual entertainment
Passive entertainment
Bus stop specific entertainment

Services that support social interaction Sharing social media with other passengers in the
bus
Games for people sitting next to each other
Silent and loud areas for buses
Suggesting “bus mates” from other passengers to
travel with
Interactive screens at bus stops to aid with
communication
Writing and sharing stories with fellow passengers

(continued)
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4.1 Information at a Glance While Traveling

This theme includes service ideas dealing with the easy and effortless access of
information during the travel. This theme consists of 30 ideas within seven subthemes.
The subthemes found most relevant for our study were: Easy access to journey related
information with ideas such as “Touch screen information points to the transportation
hubs” and “More information screens installed into the bus”; Discovering interesting
places in the surroundings with ideas such as “Mobile guide tour – possibility to match
with someone local who could give you a tour around the nearby area” and “A map at
the bus stop that would provide information about the neighborhood”; and Connecting

Table 2. (continued)

Theme Subthemes

Multiple channels to provide travel
information

Real time information of the bus location
Alerts of the approaching stop
Info about the next 2-3 stops
Info about intersecting lines
Bus driver giving information on the surrounding
environment
Re-planning your journey on the go
Compensation for late buses
Connecting transfer modes
Information about bus consumption & green values
Confirmation of being on the right bus stop

Extra services for better travel
experience

Indication of available seats
Vending machine at the bus stop
Possibility to inform the driver to wait for you
Luxury, premium and extra service
Handling of the luggage
Borrow, rent carts/carriages to carry luggage
More comfortable seats at the stop/hubs
Waiting area/lounge at the transportation hub
Borrow umbrella and return it next time
Instant channel for feedback
Book/magazine/newspaper exchange

Services that people already expect to
have

Physical place (other than the bus) to buy tickets in
advance
Better, adjustable seats in the bus
Free Wi-Fi available
Possibility to charge your phone
Possibility to check balance and charge your travel
card
Temperature-controlled bus stop
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the public screen with the mobile phone with ideas such as “Possibility to transfer the
information from public screen to mobile phone”.

Participants highlighted the importance of clear communication of, and easy access
to information, whether being inside or outside the vehicle. For example, the partici-
pants stated a need to aid the navigation to the bus stop or gate of the connecting line.
Participants also wanted the bus to show more information to outside, such as placing
the bus number to every side of the bus so that it would be visible also when standing
next to the bus. Participants had some ideas for new ways of communicating the
information such as utilizing interactive windows as screens and enhancing the con-
nection between the public screens and personal mobile phones. As one group stated,
the modern technology could allow the phone to connect to the bus stop screen, which
could advertise them specific things to do, i.e. try out new cafeteria around the corner.

Participants stated the need to get advertisement of the local neighborhood and
events around the area. One of the ideas within the subtheme Discovering interesting
places in the surroundings was about providing the passengers’ easy recipes that could
be in line with what is on sale in the local supermarket (“Meal inspiration – show all
supermarket, restaurant and bar deals from the local area together with the opening
hours”). Other ideas were about notifying the passengers about upcoming local events
in the surrounding area. One team stated the need to bring surprising factors to
everyday life and thus their idea focused on decorating the bus or bus stop with the
seasonal events – like the Ice Hockey World Championships in May – with sound,
lights, visualizations and smells.

4.2 Entertainment and Entertaining Activities

This theme includes service ideas dealing with a variety of entertainment modes within
the bus transport journey from the bus stop to the actual bus. The theme consists of 29
ideas within six subthemes. The subthemes found most relevant for our study were:
Passive entertainment with ideas such as “Onboard entertainment, such as music and
games” and “Screen with randomized questions to learn something new”; Active
entertainment with ideas such as “Drawing exercises at the back of the seats” and
“Games to play with the other passengers in the bus”; Bus stop specific entertainment
with ideas such as “Public screen with games and news” and “Playing the sound of
birds singing to make you feel welcome to the bus stop”; and Physical exercise
suggestions at bus stops and when in the bus with ideas like “Exercise instructions to
keep you warm at the bus stop” and “Application that would suggest easy exercises
after sitting still for a certain period of time”.

Participants generally stated the need to be entertained and having multiple options
to choose from depending on your mood and energy levels. Several suggestions came
for public touch screens that would provide entertainment and travel information inside
the bus and at the bus stop. Participants were also willing to get free access to music
while traveling by bus with ideas such as attached headphones, earphone jacks, and
sound booths. Some ideas focused on utilization of modern technology, such as VR
and AR. Ideas were generated where the VR experience could be either provided with
VR glasses or with smart windows. This way people could entertain themselves by
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looking at different sceneries – different seasons, predictions of future life, informative
guide tours of local attractions, etc.

4.3 Services that Support Social Interaction

This theme includes ideas related to the social aspects of traveling by bus. The theme
consists of 13 ideas within six subthemes. This theme was the smallest one in the
number of service ideas. Many people stated that they want to relax in the bus and
therefore being social is not a priority.

The most relevant subthemes within this theme were: Sharing social media with
other passengers in the bus with the ideas such as “Creating a social network of the
passengers”, Games for people sitting next to each other with ideas such as “Bus
related team games for the two people sitting next to each other”; and Interactive
screens at bus stops to aid with communication, with ideas such as “Creating a hashtag
for each bus stop to enhance the community feeling” and “Guide request button that
connects to the transportation provider’s help desk that gives you answers in real time”.

Participants had ideas of creating and sharing things with the other passengers
within the bus. One idea was that one could write a story that the others could read and
maybe even edit and this could be then published on the big screens in the bus. There
were also many suggestions for a social network within the bus where you could
communicate with others and, for instance, search for people with similar interests.

4.4 Multiple Channels to Provide Travel Information

Amongst the participants this was seen as the most important and easiest category to
ideate around, based on the amount of ideas within the subthemes. This theme includes
ideas related to the information regarding the journey. The theme consists of 46 service
ideas within 10 subthemes. The subthemes found relevant were: Real time information
of the bus location with ideas such as “A screen at the bus stop with a real time map
with the vehicles’ locations”, “Journey planner that would function also without
internet connection” and “A screen attached to the back of the front seat in front of you
that would have your personalized journey”; Alerts of the approaching stop with ideas
like “Voice alert or wake-up call” and “Vibrating bench when your stop is
approaching”; Bus driver giving information on the surrounding environment with
ideas such as “The driver reminding people of their stops” and “The driver providing
information of the surrounding area like a tourist guide”; and Information about bus
consumption and green values with ideas like “The screens in the bus could show the
benefits of using the ecofriendly modes of transport” and “Displaying the CO2 savings
personally and by all passengers on board at that time”.

Even though real time journey planners already exist, it was still seen important to
provide the information in various of ways, i.e. through public screens, voice alerts and
mobile phone applications. Important features were also the ability to quickly re-plan
your journey in case the plan A failed and also to get some compensation if the bus
never shows up or is remarkably late from its schedule. Other ideas mentioned were i.e.
about showcasing not only the approaching busses but also the ones that already went,
so that you would know not to wait for it to come. One team stated a need to get
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confirmation that you have arrived to the correct bus stop. One team on the other hand,
had an idea of using the same maps in all the applications so that it would be easier to
understand and read them.

4.5 Extra Services for Better Travel Experience

This theme includes ideas regarding something that is considered being “extra”, which
would enhance the travel experience. The participants brought up a need for services
that link to, but are not directly part of the bus ride. The theme consists of 43 service
ideas within 11 subthemes. This theme was seen as the second most important and
easiest category to ideate around, based on the amount of ideas within the subthemes.

The subthemes found most relevant for our study were Luxury, premium and extra
service with ideas such as “Home delivery, when you are too tired to walk home from
the bus stop”, “Comfort seats that allow you to sleep” and “Lottery with different prices
utilizing the travel card usage”; Instant channel for feedback with ideas such as “Give
feedback for the driver” and “Rate the travel experience when you get off”; and
Vending machine at the bus stop with ideas like “Refreshments, such as coffee and
snacks” and “More exotic alternatives of food choices available”.

Participants also suggested a lounge type of place for the transportation hubs that
would contribute to the overall travel experience by more comfortable and enjoyable
waiting time. Teams suggested silent rooms with sleeping pods and rooms with dif-
ferent ambient or themes, such as forest or beach. In this lounge families could take
care of their kids and also one would have free access to the toilet facilities. One
suggestion was that you would need a travel card to access this space and thus it would
not be available for everyone.

Teams generated also ideas related to the sharing economy. Suggestions came for
i.e. borrowing carts or carriages for handing luggage, borrowing an umbrella and
returning it the next time and a book or magazine exchange. Regarding the physical
environment, the participants hoped to have i.e. more comfortable seats with neck
support, so that it would be easier to sleep both in the bus and in the lounge area while
waiting for the bus.

4.6 Services that People Already Expect to Have

This theme includes ideas dealing with the “must haves” or hygiene factors that the
participants noted to be important. The theme consists of 20 ideas within six sub-
themes. The subthemes include Physical place (other than the bus) to buy tickets in
advance with ideas such as “Buying your ticket advance should notify the driver that
he should not leave earlier” and “A place to buy the tickets to shorten the queues”;
Possibility to check balance and charge your travel card with ideas like “Make
tomorrow a smoother day and charge your card while you wait for the bus” and
“Information desks where you could buy tickets”; and Temperature-controlled bus
stops with ideas like “Heating system at the bus stop that you pay for” and “Closed bus
stops so that the heat stays inside”.
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Most popular needs and ideas were related to free Wi-Fi available for passengers in
the bus and the possibility to charge one’s phone. Also, some ideas were related to the
physical qualities of the bus, for instance better and adjustable seats.

5 Discussion

The aim of our study was to understand how to enhance the bus travel experience by
digital services. There are needs and expectations for new services that do not simply
focus solely on the efficiency of the trip but rather, on the pleasurable experience of
related activities, such as entertainment, social interaction and “extra” services that
enhance the travel experience. Our study shares the motivation of Foth et al. [7] that
holistic understanding of passengers’ requirements is needed in order to develop ser-
vices that can add value for the users and thus enhance their travel experience. Our study
also validates some of the findings of Foth et al. [7] regarding the passengers’ needs and
expectations for future traveling services. In specific, we agree with Foth et al. [7] that
traveling services, together with the supplementary services, could focus more on the
entertaining aspects of the journey instead of solely on the efficiency of the trip.

In our study, we identified six service themes based on ideas that the workshop
participants generated in the co-design sessions. Many of the individual service ideas
have already been studied or even implemented and hence, the novelty of our study
does not lie in the individual service ideas, but rather in the overall service theme
categorization. Where the themes of Information at a glance while traveling, Multiple
channels for better traveling experience, and Services that people already expect to
have are somewhat axiomatic and predictable the other three themes hold more nov-
elty. These themes have been addressed also by Dziekan and Kottenhoff [4], Watkins
et al. [27] and Ferris et al. [6].

Even though commuting is often seen as private quality time [10], people still crave
for social interaction and therefore we believe that the theme Services that support
social interaction has high design-relevant potential for successful services. Supporting
the social interaction can happen in forms of traditional face-to-face discussions or, for
instance, via social media. In addition to direct interaction, the participants generated
ideas with indirect interaction, such as co-writing short stories or playing mobile games
with others.

As Carreira et al. [2] state, in order for public transportation to gain larger popu-
larity, the transport providers and planners should be considering the individual trav-
elers’ needs regarding short distance traveling activities. Thus, the services should be
more personable focusing on individuals and their daily lives providing Extra services
for better travel experience. To attract more people to choose public means of trans-
portation over private cars, something that adds extra value to the commute should be
available. The workshop participants generated service ideas that are familiar from
other transportation fields, such as aviation industry. However, not all these ideas were
for digital services. For instance, a lounge type of waiting area or better bus stops are
simple, yet major improvements that have an impact on the quality of the wait time.
People also wanted to feel that they have a voice and that their voice is heard, in case
there is a need to give feedback. This need generated several ideas regarding digital
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feedback channels. This addition to the existing transportation service is something that
would also benefit the service providers, when they would get real-time data of the
problems occurring during peoples’ traveling time.

Even though people are nowadays entertained by their mobile phones and the
applications in them, there is still a need to be provided with entertainment via other
channels too. Entertainment and entertaining activities theme included service ideas of
both active and passive entertainment. Especially services for passive entertainment,
such as showing content on displays in the bus and bus stops were needed. Currently
these displays are filled with news and commercials, but the participants of this study
expected more local information, such as information of surrounding area – parks and
attractions, as well as advertisement of local events, shops and restaurants.

Based on the service themes described in this paper, we propose tentative experi-
ence characteristics for digital services in the bus context:

• Feeling of being in control relates, on one hand to the basic need for successful
traveling, that is, the journey from A to B and how it can be kept manageable at all
times. Supplementary services can add to the feeling of control by providing cues
about the landmarks, schedules and the overall travel chain.

• Relaxation is another central experience for the bus context. Many people prefer to
spend their traveling time relaxing, preferably alone. Bus ride is seen as private
quality time for many people and hence, there should be ways to enhance “calm”
experience instead of pushing everyone to be active and social.

• Connectedness is related to people’s feeling of being part of a community and
friends, for example via their mobile phones and social media. More indirect
connectedness could also relate to sharing economy between bus passengers.

• Local experiences form another experience category that provides design oppor-
tunities for the bus ride. These experiences can take the form of infotainment –
knowing the local environment, advertisements and local contacts to people.

• Being modern, even if not an experience per se, refers especially to utilization of
modern technology – such as shared public displays, VR, AR and smart windows –
when using new traveling services, both informative and entertaining services.
Using modern solutions may evoke further related experiences such as curiosity and
pride.

From the above experience characteristics, relaxation and connectedness are pro-
posed also by Hilden et al. [10]. Additionally, they propose that emphasizing the
ecological choice and feeling of luxury can be accounted for in the design of digital
services in electric buses. Depending on goals of a specific service design effort for the
bus context, these experience characteristics could be turned to experience targets
according to the approach of Experience-Driven Design [17], which can increase user
acceptance of the developed services.

The study was limited in the number of participants as well as number of work-
shops. Students as participants do naturally not represent all possible target groups.
However, we consider students with international background as a good starting point
for establishing understanding of service themes, since they are known as active users
of public transportation, and an active and enlightened group of smartphone users.
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Another reason to focus on students at this stage was also the potential in them as
application developers, which is one of the areas we will study in the future.

In our future work, we are planning to conduct co-design workshops with other
stakeholder and user groups by taking the ideas generated in these workshops further.
We will furthermore utilize the special characteristics of the electric bus, such as the
quietness of the bus, novel types of displays, and various sensor-based data that can be
collected during the bus ride. Another possibility for future work is to study the found
service idea categories in relation to other models of passenger needs, for example the
pyramid of customer needs by van Hagen and Bron [26]. The presented findings
regarding bus service needs and ideas reveal themes that can be used in development of
services. Our study also revealed themes that can be used to inform the interaction
design of future traveling services in different phases of the journey: before, during and
after the trip. We find this an interesting way to categorize service needs and ideas and
thus, we will also explore these aspects in our future studies.

6 Conclusion

In this paper, we presented the findings of our study of bus passengers’ needs and
expectations for future digital services by developing initial service concept ideas
through co-design. This was done by conducting three Idea generating workshops with
24 participants. The study findings revealed six service themes that can be used as a
basis of the design of future digital traveling services: (1) Information at a glance while
traveling, (2) Entertainment and entertaining activities, (3) Services that support social
interaction, (4) Multiple channels to provide travel information, (5) Extra services for
better travel experience, and (6) Services that people already expect to have. This
knowledge can be used as a basis for human-centered design of digital services that can
enhance the desirability of bus transportation.

This study was a part of a larger research project Living Lab Bus, in which one of
the aims is to develop a platform for interactive services for electric buses. However,
the findings of the study were not specific for electric buses only and can be utilized
also in traditional buses.
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Abstract. Financial literacy can play an important role in supporting the
livelihood of the poor. Sri Lanka, being a country that aims to become a
knowledge economy, has started to integrate the use of technology in its primary
education. This paper presents a case study from a Co-Design activity with
primary school children in rural Sri Lanka to ideate designing of mobile
applications to engage primary school students in financial literacy. Three
workshops were conducted spanning over two months based on the bonded
design method. Techniques involving bags of stuff, storyboarding and stickies
were utilised to support idea generation. Two themes; shopping and transporting
were prominent among the final designs. From the findings of this paper, we
discuss the design inspirations of the study and the impact that scaffolding
practices had on the outcomes of the study. Finally, we lay out some initial
guidelines to follow when conducting co-design workshops with rural and
resource constrained children in Sri Lanka.

Keywords: Co-design � Financial literacy � Children � ICT4D

1 Introduction

“We can end poverty” is the theme of the United Nations’ 2015/2016 development plan
and eradicating poverty has been listed as the main millennium development goal [55].
The World Bank reports that almost half of the world’s population lives on less than
USD 3 per day [62]. In the Sri Lankan context, the Ministry of Finance and Planning
reports that approximately 1.3 million individuals are living in poverty with earnings of
around USD 25 per month [33]. Approximately, 86.8% of them are from rural regions
where resources are poorly distributed. Furthermore, there is a significant percentage of
individuals living ‘just above’ the poverty line. If the poverty line increased by USD 2,
the people who are living in poverty will be reaching 2.0 million [33]. That is close to
10% of the countries’ population. Consequently, about 1.5 million families are
depending on Samurdhi, which is social welfare scheme by the government to the
low-income families [53].
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Financial education can play a vital role in a country’s social and economic growth.
A significant correlation exists between economic development and financial education
[21]. Recent reports indicate that the average debt of a Sri Lankan family has increased
from USD 355 to USD 1325 since 2009 [9]. The Central Bank of Sri Lanka has started
conducting financial educational programs for low-income families as a solution. It is
reported that the financial education should start at school and has to be learned as early
as possible [40]. By understanding the importance of financial literacy for children,
education systems around the world have started integrating it to the school curricu-
lums as a part of the Mathematics syllabus [52]. With Sri Lanka being a country with a
high literacy rate and a relatively small population, the government has a focus on a
knowledge economy with a service sector instead of a manufacturing industry [16]. In
2016, the government has proposed to introduce tablet computers to Schools as a
learning tool [29]. Drawing inspiration from this initiative of introducing tablet com-
puters to secondary schools, a pedagogical approach is investigated to identify ways to
utilize them to enhance the financial literacy among the young learners in Sri Lanka.

Introducing new technological devices is only one aspect of a solution. Additional
investigations are required in making these devices productive and to design applica-
tions which cater the requirements of these children. Understanding the context of the
users and the relationships between individuals, artefacts and practices are key con-
siderations for the effective design of technological tools [36]. This awareness helps
designers to design tools and technologies which fit the spaces the users occupy. Thus,
we have conducted a series of co-design workshops to obtain design inspirations for
designing mobile applications towards enhancing the financial literacy of resource
constrained primary school children in rural Sri Lanka. We collaborated with a public
school, where most of the students were from neighbouring orphanages. They were
deprived of facilities such as the Internet and even electricity. All the participating
students had very limited exposure to technology. The main contribution of this work is
to showcase the co-design procedures in a post-colonial environment while the overall
aim of this study was to generate design ideas to implement a mobile application for Sri
Lankan schools focusing on financial literacy. This paper will feed results into a larger
scale government sanctioned project on designing applications for financial literacy.

The workshops were held within one school semester spanning over two months.
We were allocated one hour per session by the school administration to accommodate
routine teaching and learning activities. The children participated as co-designers in all
the workshops. Design inspirations for creating mobile applications to promote
financial literacy were developed incorporating a variety of methods. Methods such as
bags of stuff [15], storyboarding [54] and stickies [15] were used to draw out ideas
from their day to day experiences in interacting with money and to evaluate the
designs. The use of a variety of techniques enabled the research team to gain a com-
prehensive understanding of children’s sentiment towards money.

Over the past three decades, the HCI community has shown a great interest in
getting children involved when designing tools and technologies for them. While many
of these studies conducted in the developed world [26, 31, 45, 58], there is a lack of
similar work in the developing world where the teaching and learning environment is
significantly different [19]. Hence, we present a case study conducted with primary
school children in rural Sri Lanka to investigate how to design with children.
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The purpose of the paper is two-fold: Firstly, to provide some initial inspirations on the
metaphors to be used when designing for resource constrained children in the devel-
oping world. Secondly, lay a layout on a set of guidelines to be used when conducting
co-design workshops in a developing country. We find that instead of directly utilizing
the methods used in the developed countries, some initial time needs to be spent on
getting the children familiar with the co-design approach due to cultural diversities. All
the designs were inspired by the children’s day to day experiences and they needed
them to be expressed as realistic as possible. Before describing the workshops, we
present related work in constructing a rationale for our design workshops.

2 Related Work

2.1 Children and Financial Affairs

Children in the modern society do not live in isolation and they directly interact with
the world economy [56]. The ability to manage finances is one of the critical skills to
acquire. This skill is mostly acquired in childhood [1]. Consequently, studies conducted
by Beverly and Burkhalter [6] and Cohen and Xiao [8] recommend that the financial
education needs to be provided as early as possible starting from pre-primary educa-
tion. It will help prepare young people to make better financial decisions [30].

The United States Department of the Treasury [13], reports that the financial
education should be integrated into the school curriculum as part of mathematics and
reading curricula starting from elementary school, as it lays the foundation for making
effective financial decisions throughout their lives. Northern Ireland has embedded
activities [38] to their primary mathematics syllabus to help promote financial under-
standing in an attempt to alleviate the problem of financial exclusion. These recom-
mendations are supported by research which states that children begin to understand the
concept of money by the age of 3 and understand the importance of saving money
between ages six and twelve [52]. By the age of 12, children start engaging in more
complex saving and spending strategies [18]. Understanding the importance of finan-
cial literacy for children, education systems globally have started integrating it to
school curriculums [52]. Metcalf and Atance [32] report that even though the children
were not inherently motivated to save, they can be taught the importance of saving
even after a single trial. Otto et al. [39] have used a game to explore the age differences
in children’s ability to apply saving strategies. Of the two studies, first was conducted
with 42 children and the second was with 36 children (ages 6–12). They report that
between ages nine and twelve, children gain the ability to manage their money, learn to
manage bank accounts and use banking functionalities.

2.2 Co-designing with Children

When technology is implemented for children, it is critical to involve them in all
aspects of design which allow designers to come up with tools and technologies
capable of catering a child’s requirements [12]. The lack of preconception about the
design space makes the children aged between 7–10 the best candidates for these type
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of studies [43]. Previous studies discuss various ways children can be involved in the
design. Druin [12] reports that the children should be involved as design partners where
the adults and children are treated as equals while Read et al. [43] suggest different
levels of involvement, namely informant, balanced and facilitated. However, it has
been identified that there is an unequal power relationship between adults and children
which presents a significant barrier especially in the school environment [3, 51].
Another concern raised when involving children as design partners is that most children
are not trained to provide critical feedback [43].

Over the years, many methods have been introduced for designing with children.
Cooperative inquiry [12] is a philosophy where children are considered design partners
and work together with adults as equals. Informant design [46] by contrast advocates
input from different people at different stages in order to effectively maximise the value
of their contribution to the overall effort Bonded design [27] sits in between cooper-
ative inquiry and informant design by uniting a team of intergenerational people,
drawing upon and recognising their different insights and strengths. In the bonded
design method, the design partners work with researchers for shorter periods of time.
Furthermore, the bonded design method allows the design partners to be considered as
learners in addition to being designers. This method is ideal when the designers are
unable to work with children for a longer period of time. Kidstory [51] is another
method which is an adaptation of cooperative inquiry that enables a large number of
children to participate in the design. The Child Computer Interaction (ChiCI) group use
a method named The Mad Evaluation Session with Schoolchildren (MESS) [44] which
has more emphasis on evaluation and fun. PICTIVE [35] is an approach that uses
papers and pencils to get non-computer-literate users involvement. Designing organic
user interfaces by means of PlayDoh, small Lego bricks, fabric shapes etc. have also
been investigated [42]. Doorn et al. [11] have explored a method where they get
children involve as researchers to gain rich contextual insights. IDEAS [5] is a method
for involving autistic children in designing. Furthermore, there are various techniques
been introduced such as bags of stuff [65], storyboarding [54], layered elaboration [59],
etc. [60] to get children engaged in these studies.

Utilizing the above-mentioned methods and techniques; many studies have been
conducted by various researchers in varying contexts over the last two decades within
the HCI community. Alborzi et al. [3] have investigated on getting children into
designing immersive storytelling environments. Frauenberger et al. [17] report that it is
essential to focus on ways to interpret the inputs and ideas of Children. Engaging
children on designing tools to address issues related to mental health is another avenue
which has been explored [37]. Kwon et al. [26] have engaged children in designing a
social mobile learning application. Another study focusing on improving the Namibian
reading culture [23] outlines how they utilized participatory design in different levels to
gather design inspirations. Makhaeva et al. [31] report how they created creative spaces
for co-designing with autistic children using a concept named “Handlungsspielraum”.
One similarity in all these studies is that it was the adult partners who led the sessions.
However, it has been identified that the children can also initiate and lead these type of
co-design workshops [64] as long as they are sufficiently trained.
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Designing with children from the developing countries
Researchers often assume the availability of stable and reliable power supplies,
affordable and ubiquitous cell coverage and internet facilities when designing for the
developing countries [2]. However, in many of the developing countries, none of these
assumptions are guaranteed. Irani et al. [22] referred to this differences and the chal-
lenges faced in the developing world when designing, under the umbrella of “post-
colonial computing”. They also propose a formulation of design work based on
engagement, articulation, and translation. Suchman [49] has also reported the differ-
ences in practices and the importance of not relying on the assumptions made at the
“hyper-developed world” when designing for post-colonial or marginalized popula-
tions. Culturally situated design [14, 47] is another concept which states the importance
of designing for a particular culture by referring to the designs which are grounded in
the designers own culture. This understanding enables them to interpret the designs
unambiguously. A study [48] reports that children from technology savvy environment
can design for children who are technologically challenged. This was done with 50
children from a UK primary school where they designed a game related to hand
washing for children in Uganda. However, it can be said that the study produced
positive results because the idea of handwashing is generic enough to be played by a
global audience. Another similar study [47] conducted with children from a UK pri-
mary school with the aim of investigating the use of sensitizing techniques’ impact on
designing for a surrogate population (rural china) reports that most of the designs put
forward by the children are culturally un-situated. Even though these children were
given enough time to get familiar with the Chinese culture, most of their designs did
not reflect that knowledge and were culturally neutral. Nonetheless, it is clear that when
designing for marginalized and culturally diverse communities, the researchers them-
selves should have aa grounded understanding of the targeted audience.

Kam et al. [24] have carried out a study on designing digital games in a rural Indian
village with students from three schools. They have given students to play a game for
1.5 h. These games were traditional village games. They state that it is easier for rural
children to relate to technologically enhanced education systems if it has the same
game mechanics as a traditional game. The focus of the study was on designing for
keypad mobile phones. Another study [25] has attempted to integrate mobile phones in
an Indian village has focused on exploring how unsupervised mobile-learning is done
in rural India. They report how village children used mobile phones in their day to day
lives along with their improvements in English as a second language. Even this study
was done using basic mobile phones and not in a classroom environment. Larson, et al.
[28] have conducted an experiment with 63 students in India on improving English
literacy. This is a mobile game, based on the popular sport cricket, targeting to improve
pronunciation skills of rural Indian children. Nevertheless, this was done using low end
basic mobile phones. One Laptop per Child (OLPC) is a concept that was introduced to
promote technology use in primary education in developing countries. This initiative
has shown both positive and negative impacts in different contexts. For instance, a
study was done in Ethiopia [50] which focused on child literacy have shown positive
results while in the US [61] it was identified a failure due to various factors. recently,
The OLPC Sri Lanka initiative reports that “only giving XO machines did not make a
big change among these young learners in general” [20]. They claim that the
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background has to be set including conducting teacher training and setting a sound
pedagogy. Ames [4] argue that the positive results and claims made by OLPC studies
in the developing world are mainly due to the charismatic nature of the device.

While these studies haven’t incorporated participatory design techniques or
involved children as design partners, they probe deep into the varying cultures, prac-
tices of rural communities through an ethnographical approach. Hence, our paper
provides a first in-situ study which looks at designing with children in a South Asian
developing country.

3 The Study

3.1 Method

Three workshops were conducted based on an adaptation of the Bonded Design [27]
method. This method describes several stages in design such as team building, viewing
and critiquing, drawing, brainstorming, games, journaling and evaluating. All the
workshops were conducted in the schools instead of a lab environment.

Since the study involved working with children, the study was done in compliance
with our institute’s ethical committee regulations, where parent/guardian consents were
obtained in writing. Special permission was also sought from the Department of
Education, Western Province, Sri Lanka. All the participants and their
parents/guardians were informed that the participation in the study was voluntarily and
they could opt out at any given time without having to provide reasons.

A qualitative approach was used for gathering and analysing data. All the work-
shops were video recorded and three researchers actively took notes throughout the
study. Both teachers and students were interviewed after the study. These were
semi-structured interviews where we aimed to understand their learning experiences of
designing with peers. Each interview was approximately 10–15 min and took place
immediately after finishing the study. Interview data was transcribed. Thematic anal-
ysis [7] was used to analyse the transcriptions and video clips of field study observa-
tions that were made in the school setting.

3.2 Participants

The participants for the workshop were 24 primary school children (Age 8–9) with
very limited exposure in playing mobile games and three adult researchers. These
children were selected based on the findings of Read et al. [43] as they report that
children in this age groups are the ideal candidates for designing with. Druin et al. [12]
report that the children can be used in these type of workshops in different forms,
namely, user, tester, informant, and design partner. In our workshops, the children took
part as design partners where they become an integral part of creating a technology. All
the children were present throughout workshops. The adult researchers participated as
facilitators and motivators. They lead the discussions and guided the children in
designing by asking “what if” questions.
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3.3 “The Play Room” Workshop

When developing an engaging and sustainable learning tool for the children, it is
essential to involve them from the initial ideation process [12] which makes the chil-
dren co-designers. Consequently, to be effective co-designers, they need to have a
proper understanding of the process of co-design, the fundamental concepts, and
subject knowledge. However, as this is the first co-design workshop that is been done
with Sri Lankan primary school students and due to their demographics, these children
are likely to have no or little experiences with either using these type of mobile devices
or the process of designing. To overcome this situation, we designed “The Play Room”
workshop. Through this workshop, we attempted to simulate the first two stages of
bonded design; team building, viewing and critiquing,

We believe that when introducing something new to a child, it has to be introduced
gradually. “Instructional scaffolding is the provision of sufficient supports to promote
learning when concepts and skills are being first introduced to students. These supports
are gradually removed as students develop autonomous learning strategies, thus pro-
moting their own cognitive, affective and psychomotor learning skills and knowledge”
[57]. Researchers argue [34] that this is the formal implementation of Vygotsky’s
“Zone of proximal Development” which refers to the gap between what a child can
achieve alone and what a child can achieve with the help from an external party. In that
sense, the play room workshop was intended to be a scaffolder so that the children can
gradually learn the process of co-design while getting an experience for using mobile
devices.

For the first part of this intervention, the researchers went to the school and
observed the teaching and learning environment. This is done for two days with the
same teacher who taught mathematics. The sessions were video recorded. Afterwards,
we conducted “The Play Room” workshop to understand the feasibility and limitations
in participant recruitment, technical and logistic constraints, to observe how partici-
pants will respond and to determine the duration of an effective session. We designed
two overhead cameras to record the work of the children in order to ensure that the
video recording was nonintrusive and instantaneously oblivious to the participants.

This workshop was utilized as an icebreaker session to build relationships with the
children and researchers. Icebreaking is critical to narrow the power gap. Since most Sri
Lankan students are not used to talking freely with their teachers (adults) and
expressing ideas, we used this session to make friends with them, get to know them
better and build trust. The students were discouraged from raising their hands and
standing up when they wished to make a point as we needed them to address the
researchers as freely as possible. Workshop series was conducted throughout a week
(1 h per day). The workshop started by researchers introducing themselves to the
children and telling them about their school days and how subject such as mathematics
influenced them in their personal lives (failures and successes). The idea behind this
was to use this activity to help the children get over their fear of failure and to get them
to start talking about their ideas. During this workshop series, all 24 children took part
in playing mobile games, drawing activities and discussing their thoughts on the games
they were playing.
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3.4 “Build a Game” Workshop

The Build a Game workshop was conducted one week after “The Play Room”
workshop. It was conducted as four one-hour-long sessions within four days. This
workshop simulated the drawing, brainstorming and journaling stages of bonded
design. This workshop series used a variety of methods to brainstorm ideas and initiate
discussion with children.

Eight teams were formed with three children per team. As there were only three
adult researchers, one researcher had to be a part of two groups. Each team was asked
to develop one or more prototypes (depending on the ideas they generate) to represent
their experiences with interacting with money and visualize those experiences in a form
of drawings. Semi-structured interviews were carried out during and after the work-
shops while the children describe their ideas.

As techniques for engaging children in design, a combination of Bags of stuff and
Storyboarding [15] were used. Bags of stuff uses art supplies for the creating low
fidelity prototypes and storyboards usually illustrate a scenario of how an application
feature works. The art supplies were provided in a form of a large bag filled with items
such colouring pens, glue, paper, markers, scissors, and cardboards. Using the items
provided the children were asked to create stories.

3.5 “SCORE” Workshop

This was a two-day workshop where children used the stickies [15] method. The sticky
notes were used to record one idea per note of their likes, dislikes, and design ideas
about another teams’ designs. This workshop is similar to the evaluation stage sug-
gested by the bonded design method. After the session, the three adult researchers
organized these notes into groups in an attempt to identify themes. This helped the
researchers understand the outcome of the session while using it as evaluating mech-
anism for the prototypes.

3.6 Data Collection and Analysis

For all 3 workshops, we collected video data, field notes, photographs, design artefacts
in the form of storyboards and sticky note artefacts. We also conducted brief
semi-structured interviews with all child participants on their thoughts on the work-
shops. The data analysis was done through a cross-validation of video data, interviews,
artefacts, and field notes to explore evidence related to our research questions. We also
examined behaviours and attitudes the children showcase during these three work-
shops. As the authors involved are from different geo locations, all the data was placed
into a secure online data storage in which the videos, field notes, photos, and artefacts
could be analysed by each author [63]. To strengthen the validity of our findings, each
author explored the evidence independently and across analysis was done to investigate
the difference and/or similarities of each.
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4 Findings

4.1 Observations of “The Play Room” Workshop Series

The education culture of most Asian countries is non-participative while the teacher is
usually considered as an authoritative figure [41]. This is true for Sri Lankan education
as well. The teaching is mostly done using the chalk and talk method. Teachers
complain that due to a large number of students in a classroom (40–45) they cannot pay
individual attention to each student.

During our observations, we realized that the teacher works relentlessly to get the
students to learn what she was teaching. We also noticed that she put an extra effort to
her teaching as she was aware that we were filming. She encouraged the students to
keep quiet in the classroom during the teaching period by utilizing techniques such as
asking them to raise hands when they start shouting. However, we could observe that
some children refrain from asking questions from the teacher due to this practice. Later
a child confided in us stating “I was afraid to ask the teacher then and I waited till she
finished, but I forgot to ask it from her after the session”. We realized that this
reluctance to communicate openly could be a barrier in our co-design workshops.
Hence, we decided to have an icebreaking workshop to build trust and confidence
among the children.

During the initial stages of the workshops, the children were hesitant to talk freely
and they tried to treat us with the similar respect they have for teachers. For an instance,
when we ask a question, they would raise a hand, and if asked would stand up and
answer. However, once the session progressed they seemed to be more relaxed and
talked freely with us. Additionally, they seemed nervous in answering questions such
as “What is your favourite subject?”. When the teacher was around, all of them said
they liked Mathematics best. Therefore, we asked the teacher to leave the room and
afterwards, 5 children said they liked “Art” best and 2 said, “Sinhala” (mother tongue)
is their favourite subject.

The second session involved playing 5 educational mobile games where shopping
was the main theme. They were asked to play the games even though none of them have
played a mobile game before (Fig. 1a). While this was done as an ice breaker, we did not
hesitate to try and learn children’s perspectives about the games they were playing. We
used this to see which interactions are intuitive and which are not. The children were
informed that they can ask for help if necessary. We were particularly mindful not to ask
any “Leading” questions. Since the game was in English, none of the students could
understand the instructions given and they had difficulties in understanding some of the
icons used. We realized that the children were just trialing and learning. This was
evident in one of the game plays which involved a bakery. The player can bake a cake
and sell it. Nevertheless, the children kept on baking cakes even though they have made
one cake. They confided that they thought the game was about making a cake instead of
a shopping game. All the games highlighted every element that needs to be clicked in a
hierarchy. The children seemed eager to click/touch on anything blinking or anything
with bright colours. Hence, most of the children were able to get by playing the game,
even though they didn’t understand the spoken language. While we perceive this as to be
an effective mechanism to make interactions intuitive to novice users we also observed
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that the children who took the time to learn how to play, showed signs of frustration
though out the session even though they had learned.

At the end of the session, we conducted a semi-structured interview session where
the children discuss their ideas, likes and dislikes about the games they played. They
prefer writing them down and we collected the notes as evidence. The session con-
cluded with a drawing activity where the children would draw scenario from the games
they played (Fig. 1b). As the session progress, we realize the children get used to
handling the devices and playing games. Initially, they were struggling with device
features such as screen timeouts and rotations. But after some time all of them got used
to it and learned how to turn the screen back on. The children stated that they liked the
metaphors used in the games, especially the cartoon characters. However, they
explicitly mentioned that they would prefer if the games were in the Sinhala language.
All these activities (the initial discussion, playing the game, discussing the likes and
dislikes, drawing activity) were done to train the children for the upcoming workshops
as these children were new to these type of interventions.

4.2 Artefacts of the “Build a Game” Workshop

The focus of this workshop was to design game scenarios as paper prototypes. Most
groups preferred to work as teams while one group of students wanted to work indi-
vidually. However, we could observe many intra-group and inter-group discussions
among the children.

While it was notable how the experiences and sometimes hardships of these chil-
dren were expressed from their designs, we could observe very little idea diversity
among the designs. Two themes of design were common among most of the groups
and only one child, a member of the team that preferred to work individually came up
with a design outside of the two common themes (Fig. 2).

Fig. 1. (a) The children playing the mobile games for the first time and explain their thoughts,
(b) some of the drawing artefacts from the children illustrating their favourite scenarios of the
games
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The most common theme out of the two was “Shopping”. All the children drew
their shops as a small village shop as opposed to larger supermarkets. The majority of
the items sold were sweets and fruits while the character of shop owner resembled a
typical village character or a little child. One of the children mentioned that she drew
“Nihal Mama” (Uncle Nihal) who happened to be the owner of the school canteen.

In all the drawing, the character of the shopper was always a child, either walking
to the shop or taking a bus to the Pola (open market). The children stated that it is how
all of them go to the shop as none of them owned a bicycle but they, of course,
preferred to ride a bicycle.

One group of children explained their story by roleplaying. One child assumed the
role of shopkeeper while the other two children played the role of shoppers. They listed
down the prices of items and they did the calculations on the drawing itself so that we
(the researchers) would understand their drawings better (Fig. 3). Discussions with the
teachers have revealed that she utilizes the same technique in some of her teachings as
the children respond favourably to learning activities when embedded in storytelling or
role-playing activities.

The other common theme was transportation, either by bus or by train. Here the
children drew scenarios where they would travel either to school or visit family. It was
fascinating to see how extremely detailed some of the drawings were. For instance, one
drawing illustrated the bus stops and explicitly mentioned the way to the market. An
interesting observation was the colour of the bus. In all the drawings, the bus was
coloured in red. The red colour busses are the Sri Lanka transport board (CLTB/CTB)
bus and they offer a discounted price for school children and they implement season
tickets at a subsidiary rate. The children stated that they would always wait for a CTB
bus. One team has decided that they want to draw a complete story which represents
the scenarios where they would interact with money. Here, the characters would take a
bus to the market, buy items and return home from a taxi or a three-wheeler (tuk-tuk).
There were numbering the screens, using arrows and even writing instruction as next
scene as a means of the guiding the teacher to follow their story since the teacher was
not there and the signs would help her construct the story (Fig. 4).

Fig. 2. A story of going to a village shop and buying items. The numbers (1, 2, 3) are used to
explain a specific event such as going to the shop and paying.
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The only artefact, which was outside these common themes, was produced by the
team where individuals preferred working alone. One of them drew a scenario where
his father is obtaining a loan from the village butcher and paying a debt of Rs. 2000
(*13 USD) he owed. In his picture, the character of the father was crying while the
person taking the money was smiling. He stated “Yesterday I went with my father to
meet an uncle and my father gave Rs. 2000 to him. I saw my father was saddened when
he handed over the money”.

Apart from these observations, we could see that the children who said art was their
favourite subject finish their stories and help other students while some struggled to
finish their work. However, in the end, all the children expressed that they enjoyed the
workshop and asked about the next workshop.

Fig. 3. The story of going to the market by bus. This was a detailed drawing illustrating going to
the bus stop, waiting till a CTB bus arrive, going to the market, buying goods and return by a
taxi. (Color figure online)

Fig. 4. The drawing of the debt payment scenario. The left-hand board shows a scenario of
taking on a debt from the village butcher while the right side board shows the payment of debt.
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4.3 Outcomes of the “SCORE” Workshop

During the SCORE workshop, we observed that all the students facing difficulties in
writing their likes, dislikes and design ideas on small sticky notes in the Sinhala lan-
guage. This is understandable as the language skills nor critical thinking skill of these
children are not yet fully developed. Therefore, we adapted a method introduced by the
bonded design for evaluation where the children complete a simple questionnaire. The
children wrote down the likes, dislikes, and ideas to improve the designs on a piece of
paper provided. While the children were writing down their ideas, semi-structured
interviews were conducted with them to understand the meaning of their writings. For
example, one child has written that he disliked the fact that the “Money is on display”
and what he actually meant to say is that he didn’t like the way the values of the
notes/coins were written instead of drawing the actual note/coin (Fig. 5).

We observed that almost all the children having difficulties in distinguishing dis-
likes over design ideas. The also struggled with finding points which they like and we
believe that is because they are not trained to provide critical but constructive feedback.
Therefore, initially, the small groups gave more design ideas and did not give likes and
dislikes. As a result, at the end of the workshop, we organized 3 likes, 4 dislikes and 21
design ideas for all designs. Another notable observation was that the children did not
like evaluating the work of their friends when they were present in the room. Therefore,
we had to get one team at a time to evaluate the designs of their peers. Once this task
was complete, we got all the teams together and read every note to them. Initially, the
teams kept quiet when there was a criticism to their designs but after some time they
became defensive towards criticism. For instance, in the artefact where one team have
described a scenario with a bus, the bus ticket was issued outside of the bus. One of the
children challenged this by saying “This is unrealistic; all bus conductors issue tickets
inside the bus”. The team which designed that artefact retorted, “No the long distance
buses issue tickets before getting on the bus, you just haven’t traveled in one of those”.
We observed some children were unengaged who later revealed that they were “ner-
vous but felt more comfortable as the session progressed”.

Fig. 5. The Sticky session. Each team took a turn in examining other team’s work and wrote
down the likes, dislikes and design ideas to improve those artefacts.
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From the design ideas, we developed themes such as integrating audio as well as
video introductions, customizing colours of the items, interacting with the items
through drag and drop, have different levels and ability to select a certain level. They
also liked colours of the items on display and in the shop scenario, they liked that it
resembles a village boutique rather than a supermarket. However, some of the girls
complained that in all artefacts, the player (avatar) is represented as a boy and we
inferred that the ability to choose a male or female avatar is an important feature.

4.4 Potential Design of the Application

The design of the application will be informed by the findings from the workshops. We
will also investigate the feasibility of gamification concepts as it is referred to the use of
game design elements in non-game contexts [10]. Aligned with the concept of gami-
fication, the application will be associating the following gamified features.

1. Narrative
Narrative refers to a story line which connects the activities together. It helps the
activities to make sense. The two themes emerged (shopping and transportation)
will be utilized in developing a story which the students can relate to. A child
traveling by bus to a village boutique can be a potential story. The transactions
he/she does along the way and at the boutique can be used as learning activities.

2. Progression
This refers to the importance of unlocking information continually. Accordingly,
the application will consist of different stages and multiple levels in each stage. In
order to progress through the stage, the users will have to complete the previous
level. The difficulty will increase when they progress through the game. For
instance, concepts such as saving, loan, performing transactions with cents will be
introduced at the higher stages.

3. Rewards and leaderboards
As rewards for the system, a 5-point scoring/rewarding system will be developed
with the use of stars. The better they perform the more stars they get.

5 Discussion and Lessons Learned

In all our workshops, we did not work with an individual child, rather a group of
children in the ages eight to nine. These children differ in knowledge, life experiences,
and styles of exploring ideas. They need time to understand how to work as a team as
well as learn to respect the ideas of others. Through these workshops, we understood
that the adult participants need to be patient as the teams learn to be better at collab-
oration and work as a team of equals. From this section, we hope to build a discussion
towards further exploring the findings and observations of the three prior workshops as
well as present our ideas on what they speculate as design aspirations. The lessons we
have learned by conducting co-design workshops in Sri Lanka and the challenges we
faced as designers are further discussed.
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5.1 Design Inspirations

It was clear that the children’s everyday experiences and desires had a major impact on
their drawing artefacts. As opposed to most major shopping themed mobile games,
where the user (player) would visit a supermarket and choose items from the shelves,
they preferred visiting kades (small village boutique) and ask for the items from the
storekeeper. However, instead of items such as bags of rice and grains which can be
commonly found in these type of kades, their drawings had a lot of sweets, toys, and
fruits. It is arguable that this is a common observation of a child’s drawing. However,
the children expressed that they rarely get to buy items such as toys and fruits from the
shops as they are expensive. The extreme poverty, some of these children undergo was
another distinctive feature of these drawings. In addition to the items favoured to be
bought, waiting for the cheaper government owned red colour buses, getting small
amounts of money as a loan and the struggle to pay it back were seen as evidence of
their hardships. Furthermore, the children wanted their designs to be as realistic as
possible. Instances such as the arguments the children had on how the bus tickets are
issued, the colours of the notes and the way values were written on the notes can be
seen as examples of the effort the children have put into their design.

During the play room workshop, we observed that children face difficulties in
understanding some of the common icons and interactions such as the next icon and
swipes. Since the language used is foreign to these children, none of them understood
what needs to be done. Highlighting what needs to be focused on have been used as a
solution. However, some of the students were frustrated as they could not fully
understand what needs to be done. This highlighted that first impression, as well as
intuitive interactions, are important and signs and symbols we assume are globally
understood not really be so. Therefore, we recommend that designers understand the
experiences of these children and take design inspirations from these examples when
designing and implementing technologies for rural Sri Lankan children.

We observed that the children produce a significantly higher number of design ideas
than likes or dislikes. All the children started writing likes and dislikes but after some
time they would start working on design ideas and kept working on it. The researchers
had to ask the children specifically for likes and dislikes. While this is identified as a
common observation of sticky evaluation sessions, we believe that it is a reflection of the
teacher-centered teaching and learning environment the children are immersed. From
the observations, we noticed that the children treat the teacher as a knowledge hub and
they expect her to give all answers. Even though there are attempts to get students
involved in learning, it is common for Sri Lankan classrooms to be more bias towards a
teacher-centric environment. Therefore, we believe that the children’s reluctance to talk
freely is the main reason for the lower numbers. However, we observed that several
design ideas were correlated with dislikes. For instance, a dislike such as “I don’t like the
way the values of notes and coins are displayed”, correlates to “The coins and notes
should be represented by actual or realistic images of them instead of writing just the
values”. We also believe that it is a difficult task for children to provide likes and dislikes
by exploring these types of low-fidelity paper prototypes. Therefore, we recommend that
evaluation techniques to be used only after a functioning prototype is implemented,
especially with children from the developing countries.
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Lesson 01. Use a native language when designing and be mindful that some of the
globally recognized icons and gestures are foreign to these children.

5.2 Unsuccessful Scaffolding

We found that there was a lack of idea diversity in scenarios across all the groups.
There were two common themes; shopping and transportation except for one exem-
plary case of debt collection. We believe that the activities of the play room workshop
and the scaffolding nature are related to this lack of idea diversity. As mentioned above,
during the playroom workshop, the children played few shopping-related games.
Pedagogically, scaffolding refers to support given to students solve problems, while
gradually removing those as students gain more knowledge [57]. We presume that
while the play room workshop was successful in supporting children gradually learn
the process of co-design, the scaffolding did not function properly when playing the
mobile games. We speculate that instead of widening the boundaries of child’s
imagination it narrowed the scope, resulting in the generation of the similar type of
ideas. However, the lack of ideas could also be due to the fact that these children have a
limited exposure to finance and money transactions in their day-to-day life. The
exception being, the child who witnessed the loan and repayment transaction.

The limited time allocated for the play room workshop can be another reason for
the lack of success in scaffolding. Even though we allocated one week for this, it could
be seen that the children developed a wrong preconception about the design space
during this week. It was evident that some of the children thought they are required to
design something similar to what they have played. This can be due to the close
relationship between the games they played and the design space they required to
ideate. In the future when running similar kind of workshops and initiatives it might be
good to meet with the children at least one month in advance. It is advisable to give
children ample opportunity to interact with mobile games prior to the study as they
have limited experience with these devices. We recommend that designers be cautious
when selecting applications or games to be provided for the children. The selection has
to be diverse in order for the children become familiar with game mechanics and
features provided by the platforms. Playing different types of games will limit the
preconception of design space among the children while allowing the children to get
familiar with the devices of which they are designing games for. Additionally, it will
provide an opportunity for the design teams to form a closer bond with each other
(adults and children) as well as time for them to learn to work as a team.

Lesson 02. The children should be given opportunities to get familiar with the tech-
nologies of which they are designing to. However, researchers need to be mindful of
the fact that this might lead to children developing a preconception about the design
space.

Lesson 03. Sufficient time should be allocated for the ice breaking sessions as the
children are not used to talk freely and express their ideas to an adult.
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5.3 Planning and Management

The role of adults within the team was critical. We as the adult participants had to be
experts in the methods that were used and were responsible for planning the work-
shops. We guided the child designers in thinking about their experiences of interacting
with money and ideated how to visualize those experiences in a form of a mobile
application. Although we made sure not to ask “leading questions” we used “What if”
questions to guide the students and engage them in thinking deep into their experi-
ences. Since this study was done within a school, we had to stick to strict time intervals
as we were allocated only one hour per session. However, it was an arduous task to
keep to time as the children kept exploring their experiences and discussing them with
adults and peers, which if we had been strict about time would have been a hindrance
as well as some of the richness in ideas would have been lost. The fact that the children
found this work more fun than the school work was the biggest concern when
managing time.

Initially, we planned to conduct the Score workshop with standard sticky notes.
However, during the play room workshop when the children were writing down likes
and dislikes about the games they played, we discovered that they are struggling to
write concise thoughts in a paper as small as sticky in the Sinhala language. These
children have not yet started using pens and were writing using pencils. Hence,
whenever they made a mistake, they would erase and write on the same paper. This
made the sticky note dirty and the children did not want to work with them anymore.
Instead, they asked for another sticky. Thus we decided to let them write on A4 size
paper. Afterwards, the adult researchers got together and wrote down the ideas of
children on sticky notes. Sometimes, the adult researchers had to interview the children
to understand the meanings of what they have written as they were ambiguous. There
was one instance where a child had mentioned “I like 1, 2, 3” and the child has meant
to say that he liked the way the events are numbered so that he can understand the flow.
Additionally, we identified that some cultural practices can also impact the student
participation in this type of work. For example, in countries such as Sri Lanka, the
students are trained to be passive learners. This makes it difficult for the children to
participate in an activity such as “stickies” which require them to provide critical
feedback. Therefore, we report that it is paramount that some initial time needs to be
spent on getting the children familiar with the co-design approach before directly
utilizing the methods used in the developed countries.

We also realized that there was a slight hostility from the other teachers of the
school towards the study as they believed the children from one classroom is getting a
preferential treatment. However, as native researchers, we understood this behaviour of
other teachers since the school is one of the rural schools with limited infrastructure and
resources. Hence some teachers believed that there are much more important basic
amenities to be improved within the school before the introduction of technology. Thus
we would suggest all future researchers follow proper channels of getting approvals
before conducting longitudinal studies in Sri Lankan schools.

Lesson 04. Children face difficulties in writing concise thoughts on a small piece of
paper (sticky note). Therefore, such evaluation methods cannot be used as it is.
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6 Conclusion

The work explained above is part of a larger study focusing towards using tablet
computers as a pedagogical tool towards improving financial literacy to overcome
poverty. As it is identified that the financial education needed to be provided from a
young age, our study explored the experiences of children in interacting with money
and how they would visualize these experiences in a form of a story. Through a series
of co-design workshops, we were able to gather design inspirations and useful concepts
about how to design a mobile learning platform from a child’s perspective. The chil-
dren took part in the study as design partners and worked as equals with adult
designers. Since these children are new to these type of activities, a scaffolder process
is followed. While this was successful in getting children familiarized with the process
of co-design, it was found to limit the children’s boundary of imagination. Two themes
became prominent when the drawing artefacts were analysed. Except for one case, all
the designs fell into either the shopping theme or transportation. We realized that the
children expect the applications to relate to their daily experiences and needed the
visual elements to be as realistic as possible. The artefacts generated by the children
were evaluated through stickies method where we were able to collect likes, dislikes
and design ideas from the children’s perspective which can be used to improve the
artefacts of the children. Our future research will be directed towards implementing a
fully functional prototype based on the findings of the study and evaluate it through a
field study. It is our belief that even though our work is specifically focused on
technology design for financial literacy with children, our findings and observation are
valid for most design applications within the same context.
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Abstract. In this paper, we focus on creative practices associated with smart‐
phone images for supporting scientific work. We employed observations and
semi-structured interviews with 12 research staff members from a biomedical
engineering institute over a period of three months and explored the role smart‐
phone images play in supporting their scientific activities. We studied different
ways smartphone images are incorporated into researchers’ everyday work. Our
findings highlight practices and motivations associated with the use of smart‐
phone images. Based on our findings, we provide implications for designing
innovative smartphone apps and particularly emphasize the role smartphones can
play in developing and maintaining hybrid lab-books.

1 Introduction

Studies of science and technology [12, 28] have pointed to the fact that while final
outcomes of any scientific work, be it scientific articles, functional technologies or news‐
paper reports, inform about scientific facts and truths, a large number of procedural
insights and local contingency are often filtered out. In particular, how scientists come
about making sense of their data, images, or other type of information and what cognitive
processes manifest themselves is rarely reported. The conduct of scientific research
involves a varied set of cognitive processes and skills. Some of these are internal processes
of the sort that have been the focus of the traditional cognitive science for decades, such as,
categorization, reasoning, problem solving, and analogy formation. Others are processes
that take place when information is propagated across different representational media,
such as documents, papers and other types of external representations (e.g. [10, 11, 26, 27,
30]). Researchers have recognized that cognition is a socially and culturally embedded
phenomenon that is situated and distributed between people concerned [8, 10, 11, 17, 21,
26, 27]. Cognition is as much rooted in mental processes as it is in the external world of
objects, artifacts and social practices. In particular, the importance of external representa‐
tions in reasoning and knowledge construction has been noted by many researchers seeking
to understand the nature of the science [11, 14, 16, 20].
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The current generation of smartphone cameras with advanced capabilities for rapidly
capturing and sharing images has shown a great potential for the development of innova‐
tive applications that can support medical and scientific practices. Smartphone-based
applications such as CellScope [5], M-Health [2], smartCARD [23], and mobile spectro‐
scopy [9] have shown how current smartphones can be augmented to support scientific
processes. There are similar examples [6, 7] in the field of ophthalmology. While the
development of such bespoke solutions is increasing, there is a lack of research into
studying existing practices of smartphone use in scientific work. Human Computer Inter‐
action (HCI) researchers can develop innovative solutions, when there is a strong reper‐
toire of knowledge about the role smartphone images play in supporting scientific work.

In order to explore this area, we carried out an ethnographic study at a biomedical
engineering facility in a university setting. We involved 12 researchers in a semi-struc‐
tured interview study and an observational study. We studied their everyday work prac‐
tices and in particular observed their use of smartphone images. Using an inductive
thematic analysis approach [3], we organized our findings in the form of social ‘prac‐
tices’ and ‘motivations’ associated with the use of smartphones.

As a common laboratory protocol, all the researchers kept lab-books where they
recorded each and every minor detail of their activities. A detailed analysis of these lab-
book showed that capturing images using smartphones at different stages of their work
was a very common practice. We found four generic types of smartphone images:
microscopic images, procedural images, equipment images, and measurement images.
We found that these images were used for recording complex information, supported
coordination and communication within teams, worked as a referencing and trouble‐
shooting tool and became a simple way of information offloading. Based on such prac‐
tices we point to some important implications for designing new mobile solutions, in
particular exploring the design of physical-digital lab-books.

We make two contributions to the HCI community by (1) developing an empirical
understanding of the smartphone image use in the biomedical engineering research; and
(2) providing important implications for designing novel mobile solutions.

2 Methods

We used two methods to understand the use of smartphone images in scientific work.
We contacted three research labs within the biomedical engineering facility and
recruited 12 participants for a semi-structured interview study. 8 out of these 12 partic‐
ipants agreed to let us observe their lab work. Table 1 provides details of these partici‐
pants. The three labs that were approached were working in the areas of Biomaterial and
Tissue, Bones and Histology, which combined a good variation of expertise and focus
on biomedical engineering [18].

Our participants included lab technicians, senior researchers and PhD students in
their final years. All of them had at least 3 years of experience working in the field. In
the interview sessions, we asked our participants to describe their laboratory work and
processes, we looked though their lab-books and smartphones to understand the role of
digital images. We also asked them to discuss at least three recent projects using their
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lab-books. The interviews lasted for about 45 min and were audio recorded and later
transcribed. We took photos of their lab-book pages and smartphone images while they
answered our questions. We also followed 8 of these participants in their laboratory
work. We made scheduled appointments with these participants over three months. We
spent nearly 30 h with them observing their activities, and specifically looking into their
use of smartphones during this time. We took notes while our visits to the laboratories
and audio recorded conversations. We carried out thematic analysis [3] on the partici‐
pants’ observation and interview data, where we inductively identified patterns and
themes within the data in the form of social practices and goals.

Table 1. Participants in interviews and observations.

Laboratory Participants Methods
Biomaterials & tissue 5 Interview (5), observations (3)
Bones 4 Interview (4), observations (2)
Histology 3 Interview (3), observations (3)

3 Results I: Practices

In this section, we will discuss specific practices related to the use of smartphone images.

3.1 Use of Lab-Book

All the researchers working in these labs were required to keep their lab-books up-to-
date. Smartphone cameras were used to capture several of the scientific and procedural
details in the form of images and in rare cases videos. Our participants used their lab-
books to record a large variety of information: images of their experimental activities,
hand written notes, annotations and drawings, printed email exchanges and standard
operating procedures (SOP), post-its, bookmarks, graphs of their results, among other
things. This way, lab-books contained both physical and digital (later printed and glued
to the pages) information. Affordances of the paper-based lab-book allowed participants
to share among team members, photocopy them or add pages whenever required. These
features are highlighted in the work of Sellen and Harper [27]. We observed that
researchers used a large amount of digitally-created information (smartphone images,
graphs, email prints) which was printed and glued their printed versions onto their phys‐
ical lab-books.

3.2 Types of Images

We observed that our participants captured images from their smartphones for different
purposes. Figure 1 shows some examples that we collected during our research. We
categorize them into four generic types:

1. Microscopic images are captured by placing smartphones directly onto the eye piece
of microscopes (Fig. 1a). These images are captured to check the morphology (e.g.
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shapes, colors, structures) of different biological samples. In the labs that we studied,
some of the microscopes did not have the in-built camera feature and this was where
such a use of smartphone cameras was useful. We found that participants captured
such images because it was quicker to transfer, share and print images. Participants
commented that such images are not used in important publications, but these
provided good indications on the progress of their experiments.

2. Procedural Images are captured during the regular course of an experiment where
the aim is to record each and every step through projects. Figure 1b shows a lab-
book page which captures all the steps taken in an experiment, allowing others to
reproduce the process in future. Images captured in such a way also allow researchers
to troubleshoot when they come across any problem.

3. Equipment Images are captured to report specific ways of using biomedical equip‐
ment or point out any issues (or workarounds) so that other lab workers can get
informed. Figure 1c shows a lab-book page where an issue in an instrument is
reported with annotated instructions. These types of images are captured to help
others in the lab who might use those equipment.

4. Measurement Images are captured to record sample sizes, sample labels, chemical
quantity, among other technical information that are important to specific experi‐
ments. These images serve as reminders and can be re-visited during the trouble‐
shooting phase. Figure 1d shows an image where samples and their labels are
captured.

Fig. 1. Images captured using smartphones.

4 Results II: Motivations and Goals

In this part, we will discuss the motivations and goals behind using smartphone images
in biomedical research.
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4.1 Quick Recordkeeping, Reliability and Troubleshooting

We observed that the use of smartphone images in lab-books served multiple uses. All
of our participants maintained a very meticulous lab-book in order to make sure that
they record each and every step of their work. During an interview session, one of the
participants said: “There are quite a few different things which we need to record.
Perhaps starting from the very beginning – the processing and embedding of tissue
usually requires substantial amount of sequential and time-based steps so you need to
record quite accurately what solution you are changing from and into; all that needs to
be documented quit well. Mobile photos help in this case.”

The role of smartphone images was quite important in the development of the lab-
books. Smartphones being ready-at-hand allowed recording very complex set of infor‐
mation easily and quickly. In the case of the microscopic images (Fig. 1a), researcher
did not have to rely on the inbuilt camera of the microscope. During a typical experiment
once samples are embedded with some chemicals, researchers needed to regularly check
the behaviour of the sample on specific microscopes. We observed that researchers relied
on their smartphone images because it was easier and quicker to do preliminary analysis
on their samples. Images captured through the built-in cameras of microscope were high-
res and hence quite large in size, which made the sharing, transferring and printing
process slower for participants. It was a compromise in quality, but in cases where quick
analysis is required (changes in cells colour or size), this compromise was not counter‐
productive for the research.

During experiments participants would have to prepare a large number of samples
with different permutations and remembering them or even keeping a hand-written
record of individual samples would be a tedious job. Figure 1d shows an example where
a researcher has used images to keep track of their samples, reliably. The image high‐
lights the issue of labelling and orientation. In this example a participant working on a
sheep tibia bone had sectioned a large sample in different orientations. She has labelled
these samples and captured images of these samples with their labels so that she can
keep track of different procedures followed on these samples. She commented: “As we
process our samples, we maintain a clear chain of orientation. We take lots of pictures
of the samples: how they have been processed. It is little effort but we are always
confident of what we are doing and we can always go back to our log-book images and
check.”

Several participants commented about the problems they faced in maintaining their
lab-books. Some participants pointed out that the amount of time and effort spent on
capturing images through smartphones and later attaching them on their lab-books was
really high. Others commented that the issue of labeling (when the samples are in large
numbers) was a big problem. Some participants commented about the resolution issues
of smartphone images (in comparison to the high definition cameras built into certain
biomedical equipment). These are the clear points where technology can play a role and
novel solutions can be explored.
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4.2 Coordination and Communication

Smartphone images allowed smoother coordination and communications within and
outside of the teams. Often the work was handed over to other members within the same
lab and having all the details captured in lab-books helped in coordinating activities.
The facility had collaborations with several international universities and medical
centers. They would get samples from these collaborators to carry out specialized
experiments. A participant commented: “We have to make sure that our collaborators
know what we are planning to do with their samples. We show them images of how we
sectioned their samples before we do anything on it….. Since I keep my lab book up to
date, my team members can also take over if I am not available.”

Even within the facility, there were specific cases where smartphone images helped
in communicating difficult issues with other members. One of the participants who
participated in our study commented the following: “I was doing this work for one of
the PhD students in our group. I wanted to show him that this tissue was hard and without
making it soft enough I could not section it properly. At that time, I showed him some
photos and discussed this issue and after the discussion we decided how to work on this
particular section.”

5 Discussion and Implications

Our interaction with three research laboratories highlights how the use of smartphone
images has become interweaved with the everyday work practices of the researchers. In
several cases, the use of smartphone images was simply a quick workaround. In the case
of microscopic images (Fig. 1a), the ready-at-hand nature of smartphones allowed
researchers to take photos directly through the eye piece of microscopes and to have
quick prints. This particular workaround had some issues with the quality of images.
These images also played a role of cognitive offloading, in a sense that rather than having
to remember the measures or names of chemicals, capturing an image using smartphones
would be very easy to make sure that the precise information is recorded. Another issue
that our research has highlighted is the empirical aspect of meticulous recording of
information. Even when researchers had to go through a lengthy process of capturing,
transferring, printing and gluing images onto the lab-books, they saw value in doing so.
As we pointed out, record keeping allowed them to troubleshoot, coordinate among
collaborators. They also used lab-books as a reference tool to guide future research
activities. It is also important to point out the lack of technology support. The use of
smartphones was itself a technology use, but at several points we saw that researchers
used hand-written labels, relied on physical scale bars for measurements and glued
images on lab-books and annotated them. We believe that there is a huge scope for
designing novel mobile technologies that can support biomedical engineering
researchers’ work practices. In the following we point to some interesting design consid‐
erations.
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5.1 Hybrid Lab-Books

A quick look at the lab-books of our participants indicated how they combined a mix of
digital and physical data into a paper-based book. They recorded digital information
such as smartphone images, graphs and email prints and combined them with hand-
written notes and drawings, post-its, and colorful bookmarks. This illustrates the versa‐
tile affordances of paper-based materials. On the one hand our research echoes the
findings of Sellen and Harper’s [27] work and highlights importance of technology non-
use [1]. Sellen and Harper emphasized that the value of a physical artefact such as a
paper is its materiality and affordances which allows for mobility, portability, sharea‐
bility, which are not always easily substituted by a new digital paper technology. There
is a clear value in sustaining the sanctity of a material artefact and a technology should
build on these material qualities and not replace them. Similarly, the notion of tech‐
nology non-use also proposes that in specific situations technology may not be the best
solution.

On the other hand, our research highlights that technology was in fact used in combi‐
nation with paper-based materials to produce images, graphs and email prints. Addi‐
tionally, there were clear gaps where technology can actually improve parts of
researchers’ activities. Having an inbuilt measurement tool or a ruler on the screen of
smartphone camera that can provide measures of specific physical samples; or digital
labeling mechanisms through which individual samples can be identified; or being able
to print images in a variety of formats and layouts – which can be later annotated if
required; can be of great value and useful digital additions to the existing setup. These
implications need to be experimented before any strong claims can be made.

HCI has witnessed some work on augmented lab-books [13, 15, 22, 25] and
augmented workspaces [30] for biological researchers. Mackay et al. [15] participatory
design approach showed a great potential. However, these research projects had a strong
technology push. We believe the need for a hybrid lab-book still exists. A more balanced
approach is required where users (biologists or biomedical scientists) can keep their
existing practices of using a paper-based lab-book alive and smartphones can aid in
minimizing the tedious tasks such as gluing printed images on paper lab-book, labeling,
and measuring.

5.2 Innovation Through Hardware and Apps

The field of biomedical engineering being visual and structural in nature provides an
opportunity for designing innovative applications which utilizes the camera feature of
smartphones. We clearly saw the need for developing a smartphone app to support much
more refined ways to capturing and handling the microscopic images (Fig. 1a). Currently
a lot of appropriation and workarounds goes on where researchers would place their
mobiles on the eye piece of microscopes and after some positioning they would capture
images of their samples. This particular practice can be supported through very simple
apps that can allow basic measurements, positioning, and printing incorporated in the
smartphone itself. Advanced image processing and pattern recognition algorithms can
allow for detecting and identifying specific objects from the samples or develop a much
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detailed morphological understanding of biological samples. Some progress is already
visible where external hardware and sensors are used to aid specific features in the
smartphone’s capabilities. The example of CellScope [5] is a great one here. We believe
that HCI researchers, utilizing user-centered perspectives, can lead the innovation in this
domain.

6 Conclusion

In this paper, we showed our initial findings on the role smartphone images play in
supporting scientific work. We do not claim this to be a comprehensive empirical
account, however, our findings do point to some interesting tension between the use of
physical and digital information in the field of biomedical engineering. Our findings
highlight the different ways researchers incorporated the use of smartphone images in
supporting their work. We believe that by having an account of the existing practices of
using smartphone camera feature, HCI researchers will have a better handle toward
designing innovative solutions to support biomedical scientists in their laboratory
settings.
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Abstract. Technology is often not accessible to older adults, especially to those
with low digital literacy or cognitive impairment. One premise of participatory
design is that involving stakeholders including potential users during the whole
process of design and development can result in solutions that are more
accessible and make more sense to a target population. However, involving
older adults in the design process is not straightforward, especially when they
have little or no experience with information technology or some form of
cognitive impairment, such as early stages of dementia. We investigate how to
facilitate the participation of older adults with and without cognitive impair-
ments in the phase of low-fidelity prototyping. We report on participatory design
activities conducted in a non-governmental home for older adults with low
socio-economic status and present lessons learned and challenges for planning
and conducting participatory design that complement the literature in this sub-
ject area. For example, participants showed they are capable of some level of
abstraction, although literature indicates that older adults with cognitive
impairments have difficulties in abstract thinking.

Keywords: Participatory design � Design with older adults � Low-fidelity
prototyping � Cognitive impairment � Dementia

1 Introduction

Ageing is a process that can be understood as sequential, individual, accumulative,
irreversible, universal, deteriorating a mature organism, affecting all members of a
species, turning its members less capable of dealing with stress from the environment,
and thus increasing their chance of death [11]. Generally, ageing can be accompanied
by a certain decline in cognitive capacity, which however not necessarily interferes
with everyday life. Apparently, this alteration is due to a reduction of the information
processing speed and due to changes in cognitive functions such as memory, attention
or executive functions [22].

Dementia is not a disease but a term that describes a group of symptoms caused by
different diseases or conditions. “Dementia is a syndrome – usually of a chronic or
progressive nature – in which there is deterioration in cognitive function (i.e. the ability
to process thought) beyond what might be expected from normal ageing. It affects
memory, thinking, orientation, comprehension, calculation, learning capacity,
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language, and judgement. Consciousness is not affected. The impairment in cognitive
function is commonly accompanied, and occasionally preceded, by deterioration in
emotional control, social behavior, or motivation.” [13].

Older adults with cognitive impairment might experience a reduced ability to
interact with digital devices such as computers or smartphones and applications.
Together with probable motor impairments, reduced vision and hearing, certain devices
and services become quickly inaccessible to older adults. Older adults are often
described as technology-averse, although they accept new technologies, albeit differ-
ently than younger adults [23]. The processes of perceiving the utility of a technology
and overcoming the fear of “breaking things” might be different from younger adults,
but older adults also want to use technology if they consider it beneficial [2, 19].

The inability of a person to use some technology is a consequence of a design failure
[24]. A design that is inadequate for people with certain special needs results in society
disabling these people. Designers need to keep in mind that their reality might be quite
different from that of an older adult, which might impact fundamental aspects such as the
metaphors used during design. The diversity within the population of older adults is
enormous and greater than the diversity among younger adults [19]. Generalizing
findings from younger to older adults is complex if not impossible, and thus design
should always be conducted explicitly considering older adults as potential users.

Participatory design (PD) is an approach to design that includes users and other
stakeholders into the design process [10], and thus seems appropriate to create solu-
tions that are accessible and make sense to older adults. The objective of this paper is
not to argue that PD is the best approach for designing in this context, but rather to
investigate its possible advantages and limitations.

A design process can be separated into different phases, e.g. problem identification
and clarification, requirement analysis, design, implementation, and evaluation [21].
The focus of this work is on the phase of design, and more specifically on low-fidelity
prototyping. Low-fidelity prototypes are often used during the early phases of design
and can be sketches made on paper or using other materials that allow quick drafting.
Low-fidelity prototyping is a low-cost method to explore and evaluate ideas without
already focusing on details of a final, polished product [27].

Although other authors have reported on PD with older adults with and without
cognitive impairments [1, 5–9, 15, 19, 20, 25], few reported on low-fidelity prototyping
with these participants as co-designers as opposed to informants or evaluators [8]. The
objective of this work is thus to contribute to filling this gap.

We describe seven activities conducted with a group of older adults that included
people in early stages of dementia. We conducted these activities in a non-governmental
home for older adults with low socio-economic status. To be eligible to move in,
candidates cannot have economic means to sustain themselves autonomously.

We present lessons learned and challenges for planning and conducting PD activ-
ities. A common theme of the lessons and challenges is that the inclusion of older adults
with cognitive impairment into the process of low-fidelity prototyping is complex,
especially when participants have little or no experience with technology use. Apart
from adapting prototyping techniques to the abilities of the participants, careful planning
is required to present an explain concepts related to technology design and use.
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The remainder of this paper is structured as follows: Sect. 2 presents related work;
Sect. 3 characterizes the design context; Sect. 4 describes the seven activities and
obtained results and analyzes and discusses them; Sect. 5 synthesizes the lessons
learned; Sect. 6 identifies challenges for planning and conducting PD activities; Sect. 7
concludes.

2 Related Work

Older adults differ from younger adults in the ways they use digital technology [3].
People with cognitive impairments face difficulties when interacting with digital
devices or services [4]. Designers often seem to ignore older adults as a target audience
[2], possibly trying to simplify the design process by focusing only on a subset of user
needs, or physical, sensorial and cognitive characteristics [1].

PD gives participants a voice by considering their individual needs and experi-
ences. However, engaging older adults in the design process involves some challenges
[19]. It is necessary to frequently remind participants of the meeting topic. Designers
might overanalyze contributions of participants, introducing a complexity not intended
by the participants. Older adults might have difficulties imagining future technologies
or intangible concepts. Designers need to keep that in mind when appreciating the
individual contributions to the design process (cf. also [8, 25]). Some PD methods
might need to be adapted.

Lindsay et al. [19] proposed the following approach for including older adults in
PD: stakeholder identification and recruitment, video prompt creation, exploratory
meetings, and low fidelity prototyping sessions. The video prompts were intended to
trigger the curiosity of the participants and to create discussions that supported the
exploratory meetings that informed the low fidelity prototyping sessions. The goal of
the prototyping sessions was to identify more requirements related to features of the
device to be designed. The sessions followed the PICTIVE process [26].

The following three studies investigate how to include older adults in the processes
of idea generation, creativity and design critique. Davidson and Jensen [20] investi-
gated whether older adults whether a design critique of existing applications before the
phase of ideation supports creativity. The authors found evidence that a design critique
before ideation is detrimental to creativity. Massimi et al. [28] used critique before
design to try to increase creativity of the older adults, discussing photos of PDAs before
a brainstorming session and the subsequent prototyping. The authors concluded that
older adults conduct critique more easily than design.

Uzor et al. [29] conducted a study whose main objective was to involve older adults
in the design of multimodal tools for effective rehabilitation. The participants were
involved in activities such as personal experience discussion, scenario and persona
creation, evaluation of prototype games, and sketching proposals of new games. The
study presents evidence that seniors can play a significant role in the design of reha-
bilitation games.

Different from our work, Lindsay et al. [19], Uzor et al. [29], Massimi et al. [28]
and Davidson and Jensen [20] did not involve participants with cognitive impairments
or not explicitly mention whether or how these were involved in prototyping activities.
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Lindsay et al. [8] investigated how to create an empathic relationship among
designers and participants with dementia. They designed a safe-walking device for
people with dementia. At the outset of the project, the authors tried to understand the
everyday life of the participants as well as differences between participants and
designers. Initially, the authors analyzed participants’ accounts about experiences rel-
evant to the problem domain. Subsequently, they incrementally produced individual
prototypes with the participants, which allowed an exploration of the participants’
thoughts and experiences without requiring abstract thinking.

During the design stage, Lindsay et al. [8] conducted four meetings with the older
adults. Of the six participants of the first stages, only the two who were most engaged
in the process and the subject participated in this stage. During the first two meetings,
the authors presented sketches of different ideas as well as storyboards to discuss these
ideas. During the third meeting, the participants tried to create paper prototypes of the
device interface (the authors did not report on the result of this meeting). During the
fourth meeting, the final prototype was presented.

Slegers et al. [15] developed a system to register eating times of older adults with
dementia using PD. Their process involved three phases: ethnography, ideation and
conceptualization, and prototyping. The contact between designers and participants
with dementia occurred in two ways. During the ethnography phase, the designers
observed participants in their homes and in a psychiatric hospital, and accompanied a
psychologist visiting participants with dementia at home. To understand the difficulties
of people with dementia in everyday life, the authors conducted an activity based on
the MAP-it method [17] with the older adults and their caregivers. The results of this
activity informed the prototyping of an application for caregivers, during which only
caregivers participated, but not the participants with dementia.

Holbø et al. [7] investigated how to design a safe walking device considering the
needs of older adults with dementia. Conducting interviews and PD workshops, they
identified factors that influenced the participants’ attitudes towards these devices and
how they expected these devices to help them. The design process comprised two
phases. During the preparatory phase, the authors conducted interviews with relatives
and caregivers, initial meetings with the participants with dementia, and created photo
recordings of daily activities, to better understand the routines of older adults with
dementia, their families and their caregivers. Subsequently, they conducted PD
workshops to better understand the personal experiences of the participants with
dementia, how dementia affected their possibilities to do outdoor activities, and how a
technological device might facilitate these activities. During this phase, the authors
used the photos from the first phase to discuss daily activities. Next, they used Lego
figures and a neighborhood map to help the participants describe relevant experiences.
Last, researchers, older adults with dementia and their caregivers created low-fidelity
physical prototypes and used them to play out scenarios, identifying requirements as
the participants reflected over possible uses of a safe walking device. The research was
conducted with three older adults with dementia, and each activity was conducted
individually with each participant and their families and caregivers.

Hendriks et al. [6] argued that traditional PD methods are not very appropriate for
people with dementia, since they require specific approaches that consider their dif-
ferent cognitive and psychiatric symptoms (e.g. deterioration of memory or aphasia;
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depression, hallucinations or delusions). Based on literature about PD with older adults,
with people with dementia and with people with symptoms related to dementia, the
authors proposed six subgroups of guidelines to support the process of PD with older
adults with dementia. To evaluate these guidelines, they conducted PD sessions with
female participants with dementia aged between 70 and 95, as well as their family
members. The sessions were focused on problem clarification and design suggestions,
and were conducted with an individual person with dementia and their family mem-
bers. The proposed guidelines or best practices do apply to PD in general and are not
restricted to older adults with cognitive impairment. Furthermore, they do not focus on
planning specific activities such as prototyping or evaluation.

Although some authors investigated how to design with or for people with
dementia [1, 2, 6, 8, 14, 18], we encountered few examples (e.g. [7]) of involving older
adults with cognitive impairments in the stage of prototyping. Furthermore, guidelines,
recommendations and insights identified by the respective authors are relatively
abstract. Especially regarding prototyping, these authors did provide few details as to
how the employed methods and techniques worked with the participants with dementia.

3 Characterizing the Design Context

We conducted our activities at Lar dos Velhinhos de Campinas (LVC), a
non-governmental institution for older adults with a more than a 100-year history
located in Campinas, State of São Paulo, Brazil. The activities were conducted by two
researchers and occurred once or twice a month, in accordance with the participants’
availability. Each activity had a duration of 60 to 90 min, occurred in the early
afternoon, and terminated when afternoon coffee was served. The activities were
mostly conducted in the room of occupational therapy at LVC’s geriatric center and
were always accompanied by the same occupational therapist. At the beginning of each
activity, past activities were remembered. All activities were filmed, and one researcher
took annotations. The research activities were approved beforehand by the ethical
review committee of the researchers’ institution as well as by LVC’s coordination
board. All activities were discussed beforehand with some of the LVC staff.

The older adults participating in the activities live at the LVC and were invited by
the occupational therapist to volunteer as participants. Some of the participants aged
between 69 and 92 showed cognitive impairments such as different stages of dementia.
The number of participants in the seven activities varied from five to twelve. The
variation in the participation was due to individual health-conditions, well-being, and
parallel activities. The educational level of most corresponded to 4th grade elementary
school. One participant graduated high school, and some were functionally illiterate,
participating in reading and writing classes at the LVC.

All participants were residents at the LVC and needed to accept and follow the
institution’s rules and regulations. Most participants had a humble upbringing, many
did not have family or friends and thus rarely received visitors. Some had health
problems that prevented them from participating in some encounters. Sometimes,
participants arrived emotionally upset, and even crying, e.g. because of missing family
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members or friends. These and other circumstances were always considered when
planning and conducting our activities with the intent to provide a pleasant activity.

At the beginning of the first encounter, the ethical review committee approved
consent form was discussed and read jointly. Of the participants that showed symptoms
of dementia, none required a legal representative, and all could sign the consent form.
Although this is outside the scope of this paper, an important question is to what extent
people with cognitive impairments can consent to participating in research activities
and remember that they consented. Apart from writing consent forms in easy to read,
plain language, in appropriate font size, as well as reading them aloud and discussing
them with the participants, an approach that might help remembering might be to make
video recordings of the discussion available. During our activities, we did not make
those recordings available (the residents of LVC did not have easy access to a playback
device), but orally remembered participants at the beginning of each activity why we
were there and that they could leave the activity at any moment (some participants left
activities when not feeling well, but generally returned for the next session).

The activities we report on in this paper are part of the master-level research of one
of the authors, the prime objective of which is to investigate how to include older adults
with cognitive impairments into PD processes. Our design process was open, i.e. at the
outset we did not have a specific objective other than designing something that would
make sense within the context of the LVC.

During previous activities that involved storytelling, questionnaires, games, as well
as interviews with participants, caregivers and other LVC staff [16] we already had
started to familiarize ourselves with the LVC as well as with the participants, their
physical and cognitive abilities and limitations, their preferences and needs, their life
experiences, as well their “profiles” as potential users of digital technology.

The participants, as well as many other residents of the LVC, had little to no
experience with digital technology. Although the LVC has a computer room accessible
to all residents, hardly anyone uses it. Of our participants, only two possessed a feature
phone, most had no experience with devices such as microwave ovens or video
recorders, and many did not use the TV remote control.

We identified that the LVC residents often faced difficulties adapting themselves to
their new home after moving there, communicating with other residents, and following
LVC rules and regulations. We observed that the participants loved to look at photos
and that this activity instigated conversation among them, even after having stopped
looking at the photos. Looking at photos individually or in groups might stimulate
communication, might have a potential to help in the adaptation process (e.g., using
photos of interesting places and events of the new home, as well as photos of the old
home) and even might promote accepting and remembering house rules and regulations
(e.g., by storytelling). We thus decided to design some device for displaying photos,
focusing on features that might stimulate conversation.
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4 Towards Participatory Paper-Prototyping: Seven PD
Activities

The activities described in the remainder of this section focus on possibilities to include
the participants in low-fidelity prototyping activities. Not all activities were directed at
prototyping a “photo viewing device”, some explored general techniques or dynamics
of low fidelity prototyping.

Based on challenges pointed out in the literature, the goal of the first activity was to
evaluate a prototyping technique to promote accessibility and creativity. Analyzing the
activity, we perceived limited overall communication among the participants. The goal
of the second activity was to better understand how the participants communicated
during collaborative, goal-directed activities. After that activity, we identified “photo
viewing” as a possible target application. The goal of activities three and four was thus
to evaluate to what extent existing online photo viewing applications made sense to our
participants, while at the same time evaluating how they used two different prototypes
(simple paper and executable with a dedicated physical input device). After these
activities, we accepted “photo viewing” as a relevant and adequate application and
perceived the participants had difficulties understanding the purpose of design activities
as well as the meaning of graphical interface elements. The remaining three activities
presented in this paper thus yielded at gradually exposing the participants to proto-
typing graphical user interfaces.

4.1 Activity 1: Redesign of a TV Remote Control

The objective of this activity (cf. Fig. 1a) was to explore a limited set of Styrofoam®

cutouts as prototyping material, investigating its accessibility, creativity potential, and
whether it is suitable for creating various design alternatives. This activity consisted in
the construction of a low-fidelity prototype of a TV remote control that participants
could understand and use. Participants were divided into groups of two to three and
asked to build a remote control using the materials provided by the authors. Each team
received a kit of Styrofoam® cutouts which included different “empty” remote control
bases and different button sets in different shapes and colors. In previous activities, we
had perceived the participants’ difficulties of drawing something “from scratch”, even
concrete objects such as a TV set or a flower. Furthermore, some participants had
difficulties holding a pen or drawing on paper, hence the exploration of this kind of
material during the activity.

One of the original eight participating older adults left the activity shortly after the
start. The remaining participants designed remote controls in three groups. The
resulting remote controls would not have been fully functional, and the participants had
difficulties or were unable to describe or explain their designs. In two of the
two-person-groups, one participant chose and arranged all parts while the other only
observed. In the first group, the participant put duplicate volume controls on the remote
control. Although he stated that he could not see the labels on the buttons, he stated to
have chosen them because of their high contrast. In the second group, the designing
participant tried to get the other’s opinion, however without success.
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The three-person-group tried to communicate and choose the buttons together. The
researchers were unable to understand the button layout (there were duplicate buttons
and number buttons mixed with other controls), and the participants were unable to
explain it. One participant stated, “I don’t understand anything. I’m doing, but I’m not
understanding”.

After designing their remote controls for approximately one hour, each group tried
to simulate the use of the remote control of another group, i.e. pretending to turn on the
TV, change channels or volume. One control did not have an “on/off” button, thus the
participants were unable to simulate this task. The creator of the control explained that
the TV would be switched on by pressing one of the number buttons, but could not
explain how to switch it off.

Many of the standard remote control labels did not make sense to the participants
and did not help to identify the button functions. One participant felt uncomfortable for
not having used a remote control before. Throughout the activity, he repeatedly stated
that next time he would “do better”.

Although some of the participants never used a remote control before, all groups
assembled a remote control from the parts handed out to them. However, none of the
created prototypes could have been transformed into a functioning prototype. We did
not conduct a comparative activity with a prototype drawn on paper, but from our
experience with the group, they would probably have had more difficulties drawing a
remote control from scratch. The activity allowed us to better understand the advan-
tages and disadvantages of prototyping based on assembling ready-made parts.

An advantage is that physical prototype assembling might be more inclusive than
prototype drawing. Arranging the parts requires less fine motor skills than drawing on a
sheet of paper, and, with the right materials, might even be conducted with people with
visual impairments. Arranging the parts also allows for easier exploring and recon-
figuring than erasing lines drawn on paper or starting over with a new blank sheet.
Furthermore, for designing in a domain unfamiliar to the participants, this technique
provides concrete starting points, as opposed to a blank sheet of paper.

A disadvantage of this technique is that such prototypes are restricted to the
available parts. In this concrete instance of a remote control, the prototypes did not lead
to insights that could not have been gathered without PD. A possible adaptation of the
technique would be to design the parts in a previous PD activity or allow the ad-hoc
design of parts during the session.

a) b)

Fig. 1. (a) Redesign of a TV remote control; (b) Creating a photo poster.
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Our main interest in this activity was to investigate whether the technique was
feasible in principle, which we could affirm, and how the participants interacted with
each other. With no facilitator instigating conversation, and no otherwise imposed
“rules”, as expected, the participants hardly communicated. The only communication
that took part in some groups was of the form “Is it OK to put this piece here?” to
which the other participants always agreed.

4.2 Activity 2: Photo Poster

The objective of this activity (cf. Fig. 1b) was to investigate whether and how the
participants communicate and coordinate during a creative process. During this
activity, participants were divided into two groups of five and asked to create a poster
telling the “story” of one of the previously conducted activities. As materials, partic-
ipants could use a large sheet of paper, color pens, glue, and choose between sets of
photos from one of the previous activities printed on plain paper. Each group chose a
different set. The authors participated as facilitators. At the end, each group presented
their poster to the other group, telling the story.

One of the groups managed to organize itself in a way that allowed each member to
give their opinion and to participate in some way in the creative process. One partic-
ipant with tremors in the hands could not draw but actively commented on the others’
drawings. After some time, a more passive participant was given the task to hold and
distribute the pens and other utensils, and thus possibly felt more like a part of the
group. In the other group, one of the participants dominated the activity, while the rest
seemed to accept this. Two of the participants arrived emotionally upset, one of them
crying. Both insisted in participating, but did not contribute actively to the group. The
two groups presented their results with enthusiasm. One of the main presenters, who
generally is very articulate, seemed to be nervous. The main presenter of the other
group got a bit “carried away”, and it took some time until the researchers and other
participants managed to get their focus back to the group.

In contrast to the previous activity, the researchers participated in the groups and
instigated communication among the participants. In this activity, the participants
communicated more among themselves than during the previous activity. Since we
worked in groups of six participants including the facilitators, effects of group
dynamics became visible, i.e. strong personalities dominating the group (not neces-
sarily consciously), or quieter participants contenting. Since in many cultures, older
adults are very respected, balancing the group dynamics can become a delicate matter.
Another common event occurred during this activity: two participants were very
emotionally upset at the beginning of the activity, but were eager to participate. It is not
always possible to console upset participants, and postponing the activity to the next
encounter is often not an option. Activities should thus be planned considering
indisposed or distracted participants, and facilitators be prepared to do more than just
conducting an activity.
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4.3 Activity 3: Evaluation of a Low-Fidelity Paper Prototype

The objective of this activity was to evaluate to what extent common interface elements
of “simple” web-based photo viewing applications made sense to the participants, and
whether they understood the content of the digital “photo album”. During this activity,
the participants interacted with a paper prototype of a photo viewing application. The
photos used in a prototype were of a parade in which some LVC residents participated
during a national holiday. The prototype was modeled imitating common web-based
photo viewing services and had five types of possible interactions: show the
next/previous photo, recommend, like, or comment on a photo. The participants were
divided into pairs and asked to view the available photos and to explore the different
buttons. One facilitator read the photo descriptions aloud when displaying a new photo.
Comments could be written on paper with a pencil. After the interaction with the
prototype, the researchers conducted a quick debriefing trying to evaluate how each
pair of participants understood the prototype.

Since most of the participants had never used a computer before and thus probably
did not understand the meaning of most of the interface elements, the participants had
great difficulties using the prototype. One of the participants was observing attentively
the other groups, but when it was her turn, she also had great difficulties. The partic-
ipants could not distinguish buttons or active interface areas from inactive ones, and
even when buttons were labeled, they did not understand their meanings. One par-
ticipant, who participated in almost all activities, but who often seemed to lose interest
quickly, understood that the “next” button advanced the “slideshow”, and pressed this
button repeatedly, seemingly to “get over” with the activity. Despite the difficulties
interacting with the prototype, the participants were highly engaged with the photos
and talked excitedly about them during as well as after the activity.

Although many participants had never used a computer before and thus probably
did not make the connection between the paper prototype and a computer application,
they could explore the prototype to some extent, and some partially concluded the task
of viewing the photos in the prototype. This indicates that evaluating paper prototypes
might be useful even if users have no or little experience with digital devices and
cannot establish a relation between a paper prototype and a computer application. The
“social” functions of the prototype (like, recommend, comment) did not make sense
initially, since at first, the participants did not understand that someone who uses the
device after them will see the results of their actions. Later some participants began to
understand the functionality of commenting.

All participating older adults remained seated during our activities, and many had
limited mobility. Thus, paper prototypes should be small enough to be explored while
seated. Inclined tabletops can make the areas of a prototype more accessible.

This activity also provided arguments for accepting the idea to design a photo
viewing application. Even with difficulties using the prototype, the participants enjoyed
viewing the photos and talked to each other lively, including after the activity and with
participants who had not used the prototype.
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4.4 Activity 4: Evaluation of a Prototype of Physical Input Device

The objective of this activity (cf. Fig. 2a) was to explore the feasibility of a dedicated
physical input device as technological platform, and to evaluate to what extent the
participants understood different interface elements, as well as the application content.
The activity consisted of interacting with a photo viewing prototype similar to that of
the previous activity, using a physical input device that required touching physical
interface controls. The prototype was developed in Scratch1 and used a Makey Makey2

based input device. Upon touching any of the controls, the prototype provided auditory
and visual feedback. We divided the participants into pairs and explained the purpose
of the application, remembering the previous prototype. We then asked the participants
to freely explore the application, and debriefed them similarly to the previous activity.

All tangible controls of the prototype were labeled with text and icons. Although
participants could read the labels, they did not understand the controls’ functionality
and initially pressed the controls exploratorily. One participant with motor impairments
only pressed the nearest controls.

Although, in comparison with the paper prototype, the prototype of the physical
input device had five explicit physical controls, and although the participants under-
stood quickly that they had to press the controls to provoke some change in the
application, they had great difficulty interacting. Few of the participants could switch
photos purposefully, most did not understand that the “next” and “previous” controls
displayed the next and previous picture. Only one participant could match the physical
controls to actions on the screen.

One participant asked his partner which control changed the photos, and got the
correct answer. Diverting the gaze from screen to physical control, pressing the “rec-
ommend” instead of the “next” control, and looking back to the screen, another par-
ticipant thought the photo had changed, only to perceive it had not after reading out and
remembering the photo description. Yet another participant thought, the controls had

a) b)

Fig. 2. (a) Evaluation of a physical prototype; (b) Wireframing tutorial and hands-on exercise.

1 Scratch - https://scratch.mit.edu/.
2 Makey Makey - http://www.makeymakey.com/.
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different functions for her and her partner, possibly because both managed to switch
photos, one using the “next” and the other the “previous” control.

Despite the difficulties using the prototype, comparing a “traditional” photo album
and the prototype, one participant exclaimed, “[The physical input device] is great,
even better! You have to keep turning over [the pages of a photo album], but [in the
physical input device] you just hit here and [the next photo] already appears”.

Compared to the previous activity, this one was easier to some extent, since the
participants had already been exposed to the concept of a prototype and since the
interaction controls were now explicit physical objects. The interaction with the pro-
totype was made difficult due to usability problems that could not be fixed in time, as
well as due to unfavorable lightning conditions and high background noise during the
session.

Nevertheless, the participants seemed to be engaged and commented positively
about the experience. Although this was probably partly due to being exposed to some
new technology for the first time, one participant who is often less motivated, and who
was not going to participate in this activity, curiously approached the table where a pair
of other participants was interacting with the prototype to see what was going on.

4.5 Activity 5: Wireframing Tutorial and Hands-on Exercise

The main objective of this activity (cf. Fig. 2b) was to explain the concept and
importance of prototyping, and to introduce the participants to techniques of creating
paper prototypes. Secondary objectives included introducing some interface design
concepts such as “buttons”, “placeholders” or “features”. Finally, we tried to further
explore how participants understood the abstract vs. the concrete and the tangible vs.
the intangible aspects of prototypes and user interfaces.

This activity was divided into three stages: explaining the concept of prototyping,
exemplifying the importance of prototyping, and creating a wireframe-like prototype.
The concept of “prototyping” was explained using PowerPoint slides, variants of a
simple, concrete paper prototype, and a high-fidelity prototype on different smart-
phones. Using these three media, also the concept of a “button” was introduced, e.g.
participants held a smartphone in their hands and experienced what happened when
they pressed a graphical button on the phone’s touch screen.

To illustrate the importance of prototyping, we used a paper prototype of a com-
puter screen that had an image at the bottom center of the screen. We posed the task to
color the image, and the tools to complete the task were color pencils representing a
color-fill tool of image editing applications. In one variant, the pencils where placed at
the top left corner of the screen, similar to the position of the tool in a toolbar. The other
variant had the pencils beside the image. The participants perceived, that both alter-
natives worked, but that the second alternative was much easier to use.

During the third stage, the participants were asked to create a layout of an “about
me” page, similar to online profile pages, yearbooks or friendship books. To give the
participants a concrete task, we asked them to replicate an example of the previous
PowerPoint presentation: a screen that contained a person’s name, a photo, a text and
three buttons for changing the background color, changing the photo and reading the
text. The participants received a blank sheet of paper and rectangular snippets
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representing placeholders of each interface element. Subsequently they were asked to
fill in a factsheet about themselves and explained that one of the researchers would
create an “application” using the layouts of and information about each participant.

All seven participating older adults managed to create a layout, three without
help. One participant with low vision created his layout without being able to read the
labels on the placeholders. After being prompted by a researcher and being read the
labels, he changed his layout slightly. Two participants had help from the occupational
therapist, which resulted in her creating almost the complete layouts. Another partic-
ipant had difficulties understanding the activity, and did not know how to arrange the
placeholders, even after being given hints and examples by a researcher and another
participant.

Based on the individual abstract paper layouts and the factsheets, one researcher
created the digital, concrete “about me” screens and presented them at the beginning of
the following session. Seeing the results evoked positive reactions. One participant was
excited and amazed seeing her photo and her personal information on the screen.

Although in previous activities the participants engaged in tasks similar or related to
prototyping, we only introduced this and other concepts such as “features” and interface
elements like “buttons” during this activity. The challenge of introducing these concepts
is similar to working with generally digitally illiterate people. We used a mix of
real-world and digital examples, as well as demonstrations and hands-on exercises and
experiences, and tried to use a language that could be understood by the participants. For
example, the concept of design tradeoffs was translated to “often there is no right or
wrong; and some things work better for some people and worse for others” and
demonstrated by the height and position of power outlets and light switches in the room
(in our country there are no mandatory building standards for placing these).

We did not expect that the participants understood and remembered the concepts
after one activity, and during the hands-on wireframing task most did probably not yet
understand the utility of a wireframe. However, although some had difficulties exe-
cuting the activity, the participants could make the connection between the concrete
layout and the wireframe (or “drawing of boxes”).

4.6 Activity 6: Newspaper Collage

The objective of this activity was to explore whether and how the participants
understood the transition between a concrete newspaper layout and the abstract rep-
resentation of a wireframe. During the first stage of the activity, the participants created
the front page of a newspaper, gluing paper clippings (text snippets, and cutouts of
photos and other visual elements, all taken from a real newspaper front page) on a
blank sheet of paper. Each participant received between 8 and 15 clippings from a
different newspaper. The participants were encouraged to create their own layouts.
After that, we asked them to take a second sheet of blank paper and draw boxes for
each element glued on the first sheet, in its respective position.

According to the occupational therapist, most of the LVC residents like to create
collages. Three of the six participants concluded the activity without any help. One
participant had initial difficulties, even receiving hints, examples and explanations,
including from another participant. As during the previous activity, the occupational
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therapist helped two participants, substantially influencing the outcome. One partici-
pant with motor impairments had difficulties conducting the activity autonomously, but
when offered help could identify the pieces and indicated where to put them.

The participants had difficulties in the second part of the activity, designing a
“wireframe” based on the layout they had created. Two participants could create a
wireframe, albeit with difficulties. One participant filled the sheet of paper with boxes
that did not correspond to the layout; she was unable to explain what she had drawn.

The participants liked to create collages and thus showed no difficulties executing
the activities. Of course, they executed the activity different from a group of people
without visual and motor impairments. Creating a wireframe from the individual layout
was difficult for most, probably due to fatigue at the end of the activity and due to the
relatively high number of elements in the collage.

As to the usefulness of this technique, e.g. the tradeoff between simplicity and
creativity, similar observations as for the Styrofoam® cutout assembly apply, although
using additional material such as pens, scissors, colored cardboard and magazines or
newspapers, it would be easier to create new content on the fly.

4.7 Activity 7: Bedroom of Dreams – Collective Low-Fidelity Prototyping

The objective of this activity was to explore the process of collective prototyping, as well
as creativity during the prototyping process. Initially, one of the researchers drew a floor
plan of a room shown on a photo, as well as a floor plan of the room where the activity
took place. These floor plans were discussed to identify which element on the plan
corresponded to which element in the room or photo. Next, we asked pairs of participants
to draw the floor plan of one of the pair’s shared bedrooms (the residents live in shared
rooms with up to four people per room), indicating the position of furniture.

We divided the participants into two groups and asked them to collectively create a
floor plan of their “bedroom of dreams”. The authors participated as co-designers. To
fuel the participants’ imagination, we showed a set of 17 bedroom photos, ranging from
classic to modern and futuristic bedrooms. The participants of each group then
designed a floor plan, adding elements one after the other and completing approxi-
mately two cycles. Subsequently, the floor plan was discussed within the group, with
the possibility to include additional items, and then presented to the other group.

All participants could conclude the first part of drawing their bedrooms, although
some preferred to draw alone instead of in pairs. Furthermore, some participants
expressed concerns stating they did not know how to draw. Within each pair, partic-
ipants drew without communicating much. One pair claimed their rooms were iden-
tical, which they are in an abstract sense (number of beds, types of furniture), but not in
the concrete sense (position of each piece of furniture, decoration).

At the beginning of the second part, the design of the “bedroom of dreams”, some
participants thought they had to draw a floorplan of one of the rooms in the photos
shown to them. After further explanation, the two groups could draw their floorplan.
One participant preferred not to draw but asked the other participants to draw her ideas
when it was her turn. Another participant did not understand that this was a collective
floor plan and always wrote or drew objects she would like in her own room, even if
somebody already had drawn that object.
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The first group produced a feasible floor plan and expressed content during the
group discussion. The second group perceived their room was quite crowded, had
unnecessarily repeated objects and an unsatisfactory layout. One of the participants,
who had great difficulties drawing and was relatively quiet during this phase, partici-
pated eagerly in the discussion, pointing out flaws and sharing her opinion.

Although initially some participants seemed to be intimidated by having to draw,
both the individual/pair and the group activity went well. The activity allowed all
participants to contribute according to their strengths. Some preferred to ask others to
draw for them, but since drawing was round-based everyone had their time and space
to contribute. Those who could not express themselves visually could contribute orally.
To further increase accessibility, it might be worth investigating a mix of drawing with
collage in future iterations of this technique. Compared to other activities, including
those where the authors actively participated, this one had the most and most natural
conversation among participants. A future challenge will be to apply the technique to a
domain or design problem the participants are less familiar with.

During individual or pair activities, some participants usually finished much earlier
than others. During time-constrained round-based techniques such as brainwriting it is
difficult to find the right timing, given the great differences in participants’ abilities. The
time-unconstrained round-based process solved timing problems we observed during
other activities or anticipated with different techniques [35].

We could not affirm with certainty whether the photos shown before the group part
of the activity supported creativity or ideation. However, on each of the two floor plans
some elements appeared that were not present in the participants’ rooms nor in the
LVC, but that appeared in some photos.

5 Lessons Learned

Differently from the studies presented in Sect. 2, the goal of our work was to include
participants as co-designers in the phase of low-fidelity prototyping, and to detail how
this was done. Based previous findings from the related literature, and considering our
concrete design context, we adapted some methods and experimented with alternative
techniques. For example, we did not include design critiques of existing applications,
since most participants had never used a computer before. On the other hand, we
discussed all created artifacts and perceived that participants could criticize them and
provide arguments for their critique.

Including older adults in PD processes is no trivial task, especially when some
participants have cognitive impairments. Of the related work presented in this paper,
few tried to include older adults with cognitive impairment in participatory prototyping
activities. The activities presented in this paper had to consider the joint contexts of
ageing, cognitive impairments, and digital illiteracy. In the following, we present
lessons learned so far, divided into six themes. The objective of presenting these
lessons learned is not to prescribe actions but to support researchers and designers in
reflecting about and taking better informed trade-off decisions.
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Planning Activities

• Simple might not be simple enough. Even after trying to simplify activities, e.g., by
reducing the number of Styrofoam® pieces in activity 1 or the number of newspaper
snippets and their formats in activity 6, participants might still have difficulties.

• Planning activities that introduce something new building on something the par-
ticipants already know makes them more comfortable and confident. E.g., in
activity 6 we used a technique the participants already knew from occupational
therapy.

• On the other hand, planning an activity that requires knowledge of a previous
activity might not always work, since due to personal health and well-being, there
might be a substantial fluctuation of participants between encounters (cf. the
sequence of activities 5 and 6).

Group Activities:

• The presence of a facilitator in the group promotes communication (cf. activities 2
and 7).

• The presence of a caregiver or other person the participants are familiar with (e.g.
relatives, or LVC staff in our case) promotes communication and can elicit
knowledge “external” participants such as researchers would not be able to access.

• Caregivers and other additional intermediaries also might have a better feeling how
to motivate more passive participants and how to funnel the contributions of very
active or agitated participants (cf. activity 2).

• However, the influence of these additional intermediaries must be considered
carefully (cf. activities 5 and 6; this topic is also discussed in [15]).

Creativity:

• Although concrete examples such as photos, videos, or stories might prime par-
ticipants and limit creativity, they might need them to get started (cf. activity 7).

• Collective prototyping facilitates creative contributions of participants who have
difficulties during individual activities, e.g. due to insecurity or cognitive or motor
impairments (cf. activity 7).

The concrete vs. the abstract:

• Although literature and our experience indicate that older adults with cognitive
impairments have difficulties in abstract thinking, the wireframing activities and
comments such as “our rooms are all the same” show that they are capable of some
level of abstraction (cf. activities 5, 6, and 7).

• On the other hand, when presented with concrete examples such as stories or
scenarios, they might have difficulties recognizing whether these are real or
fictitious.
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Sharing back results:

• Sharing back results not only promotes motivation and engagement of participants,
but is also important to remembering and thus providing more context to subse-
quent activities (cf. activity 5; this topic is also discussed in [7]).

• If results are rather abstract (e.g. the drawing of a wireframe), participants might not
recognize their own work. To promote recognizing, tangible results could be per-
sonalized, e.g. by signing or by showing photos or videos of the process (cf.
activities 5 and 6).

Usability and Accessibility:

• Prototypes and applications obviously need to consider guidelines related to ageing,
cognitive impairments and digital literacy. In practice, this means that pilot eval-
uations, even with expert researchers or designers, might be of limited use. Some
basic problems might only be detected with the participants, and activities should be
planned accordingly.

• When conducting prototype evaluations or other activities, participants might prefer
to remain seated throughout the whole activity.

• A TUI with explicit, physical objects for input and output might facilitate the
interaction, especially if the person has little experience with digital devices. Of
course, if the objective of design is related to digital inclusion, designers should
balance the trade-off between simplifying interaction with one artefact and pro-
moting digital inclusion (cf. activity 4).

6 Challenges for Participatory Design Activities

When including older adults with cognitive impairments into the design process,
designers face the challenge of having to adapt many methods and techniques that do
not adequately consider the cognitive limits and capacities of participants [6, 8, 9].
Additional challenges occur in different dimensions.

Mood swings are a symptom of cognitive impairments. Changes of participants’
emotional states occurred during various activities and consequently influenced results.
Leading with these changes is a delicate matter. There is no recipe for avoiding mood
swings or mitigating their impacts. Since mood swings also occur during the use of a
design solution, we believe it is important to embrace them during design. Activities
should be planned considering the possibility of mood swings: activities might take
longer than expected, or might need to be repeated during another encounter. Subse-
quent activities in one session should not overly depend on each other.

Although it might be beneficial or necessary to include caregivers, family members
or therapists in the process, they might interfere in the activities and influence results by
trying to “help” other participants. Again, there is no recipe for avoiding this influence,
but it should be acknowledged and considered during analysis. This interference is not
necessarily bad, and after all, researchers and designers also influence outcomes.
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In any design activity, it is important to make clear that participants are not eval-
uated. We found this challenging in our context. Some participants were quite pre-
occupied with “doing it right” or “living up to our (non-existent) expectations”. This
might have induced unnecessary stress. So far, we found no better way to mitigating
this than to be aware of this fact, explaining repeatedly that there is no right or wrong,
giving examples of ourselves doing things that might be considered “imperfect”, as
well as encouraging participants and making it clear that all contributions are
important.

Due to health or well-being, not all participants participate in all activities. This has
an impact on planning activities that depend on individual results of a previous activity.

Many activities that seem simple and quick to a designer might require a high
cognitive and time effort from the participants. Furthermore, some participants might
conduct activities significantly faster or slower than others. Activities should be
planned accordingly, e.g. avoiding parallelism and the need for synchronization points.

7 Conclusion

The purpose of this paper was not to find “the best” method for designing for our
“target population”, but to explore whether and how they can participate in PD
activities such as low-fidelity prototyping. This is reflected in the fact that initially we
did not even have a target product to be designed, but tried to identify one that made
sense in the concrete context of the retirement home where we conducted the activities.

PD with older adults with cognitive impairments is an area with many open
questions, especially regarding participation during prototyping. In this paper, we
presented activities, identified challenges and formulated lessons learned that answered
or at least clarified some of these open questions.

Regarding the literature in the area, we experienced some similar challenges (e.g.
[5]), and complemented guidelines (e.g. [6]). The contribution of this paper is to have
further clarified challenges and synthesized lessons learned focused on practical issues
arising during design activities, with the objective to support researchers and designers.

The biggest practical challenge we faced was to deal with the fluctuation in the group
due to health or well-being. A methodological issue was related to pilot testing, which
seems to be more limited when the “user population” is less well understood. A con-
ceptual and methodological issue was related to creativity and the continuum between
the abstract and the concrete. While giving concrete examples possibly limits creativity,
it might be necessary to get started. Practical and social issues were related to group
dynamics, to the possible sentiment of feeling evaluated, as well as to the “reflex” to
“assist” the older adults instead of letting them do things in their own time and way.

Some of the presented activities were not directly related to prototyping, and those
related to prototyping were not necessarily related to prototyping an actual product.
However, the employed methods and techniques were similar to “real” prototyping, and
we thus believe that the presented results are useful to other researchers and designers in
similar contexts. Our next steps are to further explore collective prototyping to co-design
and co-evaluate a photo visualization system to be deployed in the LVC.
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2 TH Köln, Gummersbach, Germany
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Abstract. Demands for technological solutions to address the variety
of problems in healthcare have increased. The design of eHealth is chal-
lenging due to e.g. the complexity of the domain and the multitude of
stakeholders involved. We describe a workshop method based on Critical
Incidents that can be used to reflect on, and critically analyze, different
experiences and practices in healthcare. We propose the workshop for-
mat, which was used during a conference and found very helpful by the
participants to identify possible implications for eHealth design, that can
be applied in future projects. This new format shows promise to evalu-
ate eHealth designs, to learn from patients’ real stories and case studies
through retrospective meta-analyses, and to inform design through joint
reflection of understandings about users’ needs and issues for designers.

Keywords: Method · Workshop format · Design · Development ·
eHealth · Critical incidents · Stakeholders · Reflective practice ·
Evaluation

1 Introduction

Healthcare systems worldwide are increasingly under pressure, explained by our
aging population, increasing numbers of people living with long-term chronic
conditions, and spiraling costs of healthcare provision [13]. In the face of these
challenges, there is widespread agreement on the urgent need to develop and
improve the efficiency in healthcare. eHealth services, i.e. health services pro-
vided to people via Internet, promise to help solve the demand by improving the
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quality and effectiveness of care. However, these services are still to be considered
new, and therefore they suffer from a range of technological, human, and organi-
zational issues which pose challenges for the provision of quality healthcare. In
practice, there is little time to reflect and draw conclusions around these complex
issues and to increase our understanding of the context in order to improve the
design of the eHealth services. In other fields, critical incidents (CIs) have been
used to analyze failures of procedures or human errors in order to reduce risks in
the future. Based on this, we appropriated the CI technique for IT development
in health and looked at critical incidents as a basis for future directions in the
development of eHealth services. This paper consequently describes the full-day
workshop format, in which real-world CIs, representing development, healthcare
organization, and patient perspectives, can be used as a tool to critically reflect
on and analyze design cases of eHealth services [3]. The main focus hereby is on
the method itself, its applicability for use as a workshop format, and the value
of using CIs as a tool to inform the design of eHealth services.

2 Background

The two key concepts relevant for this paper are eHealth services and the Criti-
cal Incident Technique.

eHealth Services: eHealth refers to health services and information delivered
or improved through the Internet and related communication technologies in
order to enhance healthcare locally, regionally, and worldwide [4]. By breaking
down the barriers of time and place, eHealth brings people and resources together
to deliver healthcare services more efficiently [9]. Thus, eHealth enables changes
in healthcare practices which can have an impact on patients’ lives. For instance,
the ability to access their electronic health records (EHR) can help patients to
understand their medical issues, prepare for their next visit to their doctor, and
help them to feel more in control of their care [19].

eHealth poses challenges for designers, in part because it changes methods
of diagnosis, monitoring, and treatment [10] and creates interactions between
actors, organizations, and systems that did not exist in conventional healthcare
settings [12]. It may also prove more difficult to identify errors that put patients
at risk, e.g. with electronic prescriptions [1]. These services are expected to
be used by patients and professionals who need access to health information,
from public health practitioners to administrators. But including a large num-
ber of heterogeneous end-users, especially for patients and other non-medical
user groups, makes the development of eHealth services a complex task [2]. For
instance, individual requirements can be in conflict, e.g. requirements with regard
to privacy and data protection [24] as well as regarding how and when data is
accessed and by whom [8]. Professional requirements can also cause conflicts,
e.g. policy makers’ versus clinical users’ needs to manage the same data [1].

Many of the promises regarding how technological achievements will trans-
form healthcare have to date fallen short of expectations [11]. As eHealth ser-
vices are still to be considered new, the degree of uncertainty regarding end-user
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needs is high [20]. Faults or errors are unacceptable and systems must be reliable,
dependable, and interoperable [22]. In some cases eHealth implementations have
had unanticipated negative consequences that put patient lives at risk [1]. Thus,
when developing eHealth services, the involvement of real users, i.e. patients and
other stakeholders, is desirable [18]. With patients, who are possibly ill or weak,
this can be particularly challenging [7], and in some cases may not be possi-
ble. However, involving proxies to represent the user is also problematic [15,23].
Thus, to improve healthcare practice where eHealth is used, new methods are
needed to involve the experience of patients and relatives as well as to learn from
previous projects. While studies abound reporting on failures or poor usability
of health information technology, to date there is a lack of research investigating
failures related to eHealth services (i.e. health services delivered over Internet).
Specifically, the contextual causes of these failures as viewed by the non-medical
user groups have rarely been studied.

The Critical Incident (CI) Technique: In the area of healthcare, the Critical
Incident (CI) Technique has proved valuable in analyzing failures (see e.g. [25]).
The CI technique was originally used to analyze failures of procedures or human
error in fields like aviation in order to reduce risks in the same environment in
the future through changes to system design [5]. Its use subsequently spread to
health, education, and social work where it was applied with a shift of focus
from failure examination to critical reflection [14]. The importance of critical
reflection in practice is discussed by Donald Schön as a way for practitioners
to make their tacit knowledge visible so that it is available for deliberation
[21, p. 61]. Similar to Schön, Fook & Gardner discuss current challenges to
professional knowledge, which they identify as the key reason for the need for
critical reflection [6]. Some of the points they emphasize are that a) contexts are
so changeable that practitioners need to continuously reassess their knowledge in
relation to the context, and b) current contexts of practice are characterized by
risk, uncertainty, changeability, and complexity [6, p. 66]. The critical reflection
model developed by Fook & Gardner [6] makes use of the CI technique in that
groups reflect on specific examples of their practice experience. Each participant
presents and reflects on their CI, which they refer to as “something (an event)
that happened to a person that they regard as important or significant in some
way” [6, p. 77]. In a two-stage process group members use questions to help elicit
embedded assumptions (Stage 1) and, through further questioning and dialogue,
help each other “derive changed practices and theories about practice that result
from their reflections” (Stage 2) [6, p. 73]. In the workshop described in this
paper, eHealth designs were evaluated by appropriation of the critical reflection
model to learn from patients’ real stories and case studies through retrospective
meta-analyses, and to inform design through joint reflection of understandings
about the users’ needs and issues for designers.
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3 Workshop Design

In the following, we describe the design of a workshop in which researchers,
practitioners, and patients were invited to contribute with a CI in relation to
eHealth services for patients in advance, as it was used in a conference [3].
Inspired by the critical reflection model [6], the workshop organizers requested
not only to describe the CI, but also to answer the following questions:

– What assumptions were made about the stakeholders, problem, or situation?
– What were the consequences of this incident?
– What could be done if this or a similar incident would occur again in the

future?

The two stages of the original critical reflection model [6] were included in the
workshop design. Inviting the participants to reflect on their CI by answering
the specific questions in their position paper was Stage 1, whereas the dialogue
in the group during the workshop constitutes Stage 2.

To promote active participation during the workshop, the presentation of
the CIs was kept quite short and was done in an unusual manner: authors of
the accepted position papers were asked to prepare a poster that contained
background, problem environment, outline of the CI, and the most important
aspects of why this incident was critical, that were then presented one at a time.
This was in part due to the conference, which encouraged workshop organizers
to make full use of the workshop format by prioritizing debate and joint action,
instead of having for example “mini-conference”-style paper presentations [17].

During each presentation, the rest of the group made use of colored sticky
notes to write comments related to the CI. For this activity four broad categories
were introduced: Enablers (green), Barriers (orange), Learning Opportunities
(yellow), Other (pink). These categories were purposively left quite open in order
to prevent constraining the participants, while at the same time supporting them
to think in more than one direction. After each presentation, the group members
could ask further questions, engage in discussions, and finally attach their notes
to the respective poster (see example in Fig. 1, left). Thus, the posters were
used not only as a presentation medium, but also as an artifact for analysis and
discussion throughout the workshop.

Stage 2 began after the presentations and here the participants were asked to
make use of comments on the sticky notes and to discuss possible implications
for design, which can be seen as a way to “derive changed practices and theo-
ries about practice that result from their reflections” [6, p. 73], as suggested by
the original critical reflection model. The discussion was carried out in smaller
groups, in which the sticky notes were discussed and moved from the posters
to large sheets (size A1). This helped to connect them visually to the respec-
tive design implications found. Towards the end of the workshop the two groups
presented and explained their findings. The workshop concluded with a short
feedback session where the participants were encouraged to discuss their views
of the method used for the workshop.
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4 Experiences from the Workshop Conducted

In total, nine participants attended the workshop, of which eight were affiliated
with a CI. As explained in the method section, preparing the CI and tentatively
answering the questions constituted Stage 1. The workshop included five CIs.
Two described incidents from the development perspective: a digital collage in
a care home, which was perceived quite different by users than was intended by
the designers; a sensor-based telecare monitoring system, of which many services
were not used although the design was based on recommendations of the target
group. Three CIs were related to the patient experience: patients and relatives
reading the EHR; patients who lack access to their EHR; patients not being
involved in discussions about their care during multidisciplinary team meet-
ings. All presentations were followed by lively discussion, illustrating that the
format worked well. After each presentation all of the participants contributed
sticky notes with thoughts and ideas (Fig. 1, left). By the end of the presenta-
tions all posters had comments attached that covered all four areas (enablers,
barriers, learning opportunities, other). A few comments in each category were
repeated on multiple posters, but most comments were unique. For the discus-
sion in Stage 2, the participants were split into two groups. The choice of the
groups was based on the two focus areas of the different CIs submitted (i.e.
patient experience and development perspective). During this stage numerous
implications for design were identified. Figure 1 (right) exemplifies the result of
one group discussion.

Fig. 1. Use of sticky notes: After presentation (left), after group discussion (right).

At the end of the full-day workshop, the participants were invited to reflect
on the workshop and on the use of CIs as a tool to inform eHealth design. The
provided feedback is summarized in the following:
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Workshop design and realization: As explained in the method section, the
workshop was organized to support active participation. This was perceived
as positive and stimulating, especially because listening to presentations was
expected to fill the following conference days and a workshop should therefore
not consist solely of presentations. Using posters as a presentation medium,
which were then used for analysis and active discussions, was considered con-
structive. Time-keeping for the active discussions during the workshop proved
to be very difficult. This would have been even more difficult if more CIs had
been included, as the organizers had intended. The participants perceived the
workshop to be fairly relaxed and did not mind that the schedule was not strictly
followed.

Critical incidents as a tool: The conclusion that evolved through discussion
was that although the focus of the CIs might have been different, there are some
problems and experiences that these projects have in common. For example the
importance of including a broad diversity of users and stakeholders, or the dif-
ferent views on data taken by healthcare professionals and patients. For both of
these, one implication identified was the need for checking with users, iteratively,
starting early in the project. While it is seldom that failures are reported at con-
ferences, much can be learned from analyzing and discussing these incidents. In
addition, the value of this format for use within design teams was discussed.
The CI format makes it possible for other people to access individual projects,
to understand what is happening, and to comment on them. Thus, it is possible
for participants to provide valuable comments from the outside in a relatively
short period of time. Although Stage 2 focused on design implications, many of
the projects were completed, so rather than identifying novel design implications
the primary value for the participants themselves was found in learning about
the area, gaining insight, and getting a deeper understanding.

The call for contributions: Some participants reported difficulty when prepar-
ing their CI/position paper after reading the instructions in the call for contribu-
tions. The format was unusual and it seemed like a “force fit”. The participants’
feedback brought to light that the call implied a strong focus on the patient
perspective, of which the organizers were unaware. This implication, and the
difficulties experienced when fitting the content into the CI format, almost led
some researchers to refrain from submitting their contribution. However, the CI
format was also seen as an opportunity to look at a project or a case from a
different perspective. One participant related that the process of re-examining
and re-framing the project into the CI format led to a new perspective on it.

5 Discussion

In the following section the various views on CIs noted, the way the workshop
helped the participants, and comments on the workshop format are discussed.
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Workshop format: The workshop format proved to be very successful and can
be recommended to others working in the area of eHealth. A couple of organi-
zational factors were key to the success. Firstly, limiting the topic to “eHealth
services for patients and relatives” ensured all participants had a common knowl-
edge base from which to discuss, even though when preparing some participants
felt it was a force fit. This would be less of a problem if the workshop was held
for a specific project. Secondly, using posters with a lot of graphical elements,
rather than slideshows, reduced the presentation of each project to the essential
elements and also provided a place on which to place the sticky notes with the
comments. The four comment categories of Enablers (green), Barriers (orange),
Learning Opportunities (yellow), Other (pink) worked well. Rather than limiting
discussion to positive enablers and negative barriers, adding learning opportuni-
ties supported taking a view to future projects. The other category was some-
times used to draw parallels between projects. Using different colors from the
start assisted communication among participants, saved time in that they didn’t
have to be categorized, and supported the structure of discussion in Stage 2.

Only after the submission deadline for the position papers, the organizers got
an overview on the range of critical incidents described. Because the workshop
was held at a conference, it was also difficult to attract practitioners and non-
academics, whose input is invaluable. Furthermore, some of the position papers
were written by more than one author, and it was unclear to the organizers until
the day of the workshop, how many of the authors would attend. These aspects
left lots of room for uncertainty, which had to be dealt with flexibly.

Time is often an issue in workshops. A lot of time was saved in this one by
having participants prepare in advance by identifying and exploring their critical
incident. If patients and caregivers are included, this activity could be done at the
start of the workshop to reduce the effort required for the preparation. However,
this may reduce the depth of the reflection and would deny participants the
opportunity to look at others’ CIs in advance.

There are some pitfalls to the Stage 2 discussion. Splitting the group, as
was done here, may make it difficult to understand the intended meaning of
some comments, since not all authors were present in either group. Participants
thought that starting with barriers would have generated negativity in compar-
ison to starting with enablers, as was done here.

Supporting projects moving forward: In practice, the participants provided
valuable and quite detailed comments about others’ projects about which they
knew little. This was possible because the workshop had a focussed topic, and
because each project focussed on a single CI. The focus made it easier for pre-
senters to reduce some complexity, and having a concrete example made the
problems easier to understand.

Participants gained valuable insights from the workshop. For example, based
on a critical incident about a patient who needed access to their EHR urgently,
workshop participants came to discuss in which way the structure of an EHR
needs to be different for doctors and patients. The discussion made certain beliefs
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visible, challenged held assumptions, and helped identify new possibilities for
collaboration between different stakeholders. Furthermore, it helped participants
to see more clearly which uses were intended and which were appropriated. At
the same time, it highlighted the limits to our understanding about potential
future usage of eHealth systems, especially in early phases of the design process.

There were similarities between both the problems faced in the projects and
the solutions proposed. Although the workshop started by looking at individ-
ual projects, it ended up identifying issues and design implications relevant for
eHealth more generally. On reflection, the issues identified were not trivial, fur-
ther demonstrating the value of the workshop. In addition, the way the issue
was discussed during the workshop made it easy to apply to a specific project.
This meant there was a benefit even to participants who did not present a CI
and those whose projects were already completed. It also contributed to a sense
of a shared vision for the future.

Different views on Critical Incidents (CI): The CI technique was originally
designed to investigate problems, e.g. disorientation in pilots [5, p. 329], in order
to inform design. More recently it has also been used as a method to analyze
needs in User Centered Design (UCD) [16], and is also established in social work
and health sciences to improve professional practice [6]. The conducted workshop
demonstrates the value of CI for the development of eHealth more specifically.
In this workshop people examined CI from two different perspectives. Some
chose CIs from a patient’s perspective to understand the needs. Others chose the
CIs from the perspective of the developers, i.e. the problems faced during the
development itself. All participants, regardless of perspective they took, found
they gained understanding from the process. For the Stage 2 discussion, the
developer and patient perspectives were separated, so that each group looked
at contributions taking the same perspective. Also retrospectively, separating
these perspectives for developing solutions makes sense, as the groups focussed
on different issues: the developer perspective focussed more on the development
process; and the group with the patient perspective more on specific design
issues. It may be advisable to specify which viewpoint participants should take
in order to promote discussion - but with the trade-off that only a narrower
scope can be covered.

6 Conclusions

Basing this workshop around CIs is a novel approach that proved valuable. The
workshop helped participants (researchers and designers) gain valuable insight
into a variety of different eHealth projects, which they can make use of also in
future projects. We recommend this method to others working in eHealth design.
This type of CI workshop can be used to evaluate systems for the purpose of pro-
ducing suggestions for the improvement of the design itself, but also to evaluate
the development processes and/or to gain understanding about the application
area. Developing an understanding of the area is of particular value in eHealth,
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where the introduction of systems and services enable new and unanticipated
interactions that are difficult to analyze thoroughly in advance. In addition to
the application with people from the development team representing real inci-
dents as described here, as a next step we propose using the same format with
actual stakeholders (such as healthcare professionals, patients, relatives or other
non-medical users), possibly together with members of the development team.
Here, the preparation tasks should be adapted to reduce the effort for the actual
stakeholders (e.g. refrain from the position paper and concentrate on the presen-
tation of the CI). In addition, it would be even more important to address the
challenges regarding participant recruitment proactively, to ensure all relevant
groups are represented.
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Abstract. China’s Internet censorship practices are sophisticated and pervasive.
Academic research and media reports have examined the Chinese government’s
varied, expansive methods of censorship and Chinese citizens’ techniques of
subverting them, but little attention has been paid to understanding how Chinese
citizens think about censorship in their everyday lives. We conducted a qualitative
study of Chinese mainland citizens who circumvented censorship. We found
seemingly contradictory attitudes and practices among our participants. They
showed proficiency at bypassing censorship, but were sometimes comfortable
with censored information. They were willing to share sensitive information with
others, but saw the benefits of limiting the public’s access to information under
certain circumstances. We examine how the complex, nuanced attitudes toward
censorship resonate with the classic teachings of Confucianism, China’s tradi‐
tional philosophical and ethical system.

Keywords: Censorship · China · Confucianism · Social media

1 Introduction

The human-computer interaction community has investigated censorship in online
venues with respect to critical issues such as corporate policies, online community
norms, and self-disclosure practices [1–4]. In this paper, we focus on censorship in non-
Western, non-democratic contexts. We define censorship broadly as government moni‐
toring and suppression of information, communication, media, and/or speech that the
government deems objectionable and harmful.

One non-Western country which is often used as a context to explore censorship is
China—widely considered to be an authoritarian state with one of the most sophisticated,
strict, and comprehensive systems of censorship in the world [5, 6]. However, previous
literature about censorship in China often treats the human-censorship relationship as a
“momentary, ahistorical HCI situation” [7], in which censorship exists to oppress and
people are expected to resist. Scholars and journalists have investigated the implemen‐
tation, maintenance, and development of censorship, and measured its effectiveness [5,
8–11]. On the citizen side, the focus has been on techniques for citizens to circumvent
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censorship [12–16]. However, little attention has been paid to Chinese citizens’ varied
practices and complex attitudes towards censorship. Consistent with Kuutti and
Bannon’s call to the turn to practice [7], this paper concerns Chinese citizens’ practices
and attitudes related to censorship, as they are embedded in contemporary cultural,
historical conditions.

We examine how censorship is viewed and practiced in China, and Chinese attitudes
and perspectives towards censorship. We approach these questions through a qualitative
study using interviews and document analysis. We interviewed 32 mainland Chinese
citizens and collected online interactions made available to us by our informants, trian‐
gulating interview and document data. Participants reported both circumventing and
supporting censorship—they considered censorship both a constraint and a choice. To
frame this finding, we draw on Confucianism—China’s traditional ethical and philo‐
sophical system dating back over 2500 years. We use it as a lens to describe participants’
thoughts and actions. Participants emphasized creative, contextualized adaptation to
censorship. They viewed censorship as a government action to protect societal stability,
even though they sometimes felt the needed to find ways around it. We argue that
participants are embedded in particular philosophical and cultural conditions within
which they have developed localized approaches towards censorship. We discuss how
sociohistorical factors influenced our participants’ experiences with censorship, and we
reflect on implications for design.

The Western view of censorship is largely critical and negative. However, here we
seek to provide a situated perspective of censorship emerging through routine practice
in an environment where censorship is the norm. It is possible that this situated view
will not align with the mainstream attitude of the academic community or with certain
global perspectives on censorship. We present qualitative data on how Chinese citizens
themselves understand and manage censorship.

2 Background

2.1 Confucianism in Contemporary Chinese Society

Confucius (551 – 479BCE) developed a comprehensive system of philosophy and ethics
covering morality, politics, economy, family life, and education [17]. Throughout
China’s history, most dynasties respected, emphasized, and developed Confucianism as
the official ideology governing the activities of citizens and the government in the public
and private spheres of social life [18–20]. Confucianism continues to have significant
impact over Chinese citizens’ thoughts and actions [21–24].

Confucianism is conceptualized by its five virtues (��): benevolence, righteous‐
ness, propriety, wisdom, and integrity [20, 25, 26].

The first virtue, Benevolence (�), describes how people should manifest love and
compassion for others. For example, a person might exhibit benevolence by helping
disadvantaged individuals or groups.

The second virtue, Righteousness (义), emphasizes how a person’s thoughts and
actions should conform to his or her own beliefs, and the person should resist temptation.
For instance, as our study participants told us, on social media a person should speak
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about public events through reasoned and factual discourse as opposed to relying solely
on personal opinions.

The third virtue, Propriety (�), refers to how a person should respect behavioral
norms that maintain social structures, such as hierarchy. In other words, people should
value stability and harmony over radicalism in resolving issues. Confucian teachings
encourage people to cope with problems in a harmonious way consistent with both
propriety and benevolence. People should avoid confrontation and seek peaceful alter‐
natives.

The fourth virtue, Wisdom (�), elaborates how a person should develop knowledge
regarding what constitutes right and wrong. For instance, a person should develop
knowledge about public events before engaging in public discussion. Acknowledging
the differences in people’s abilities, experiences, and backgrounds, Confucius believed
in diverse methods of educating, accommodating, and serving people, rather than a
single universal program of action [26]. For example, Confucius argued that “students
have different abilities, backgrounds, and knowledge. There should be different
approaches to teaching them” [27]. Confucianism stresses that each person can increase
wisdom through education and self-cultivation.

The final virtue, Integrity (�), illustrates how a person’s own words and deeds
support the collective good. For example, if a person promises to support a collective
action in specific ways, he or she should do so.

With a central focus on individual virtues, Confucianism lends itself to a paternalistic
governance model that relies on political leaders to promote and live by example, thus
embodying the virtues. Confucianism attaches considerable responsibility and duty to
the government, stressing that the government should govern through virtuous action,
and by taking care of the people [25]. At the same time, Confucianism acknowledges
people as the basis of the state. Xunzi (310–235BCE), a Confucian scholar, compared
people and the government to water and a boat, noting that “water can support the boat…
water can also overturn the boat” [28]. The government thus must pay close attention
to maintaining a harmonious relationship with the people.

According to decades of research [29–34] by the late Duke University political
scientist Tianjian Shi and his colleagues, Confucianism has significantly affected
contemporary Chinese citizens’ political beliefs and values. Shi and Lu argued that
Chinese citizens draw on Confucianism as a means of understanding politics and
democracy as a paternalistic model [32]. Confucianism emphasizes the steady hand of
elites in delivering governance. Confucianism insists that a government’s performance
and care for its people are more important than procedural arrangements such as fair
elections. Confucianism limits the scope of ordinary citizens’ political participation in
communicating their concerns to political leaders. Political leaders are expected to make
decisions based on their own judgments. Ordinary citizens only oppose the government
under extreme conditions, such as when political leaders significantly deviate from
expected norms and the virtues of Confucianism.
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2.2 Manifestations of Confucianism: Censorship Practices in China

The Chinese government regulates Internet infrastructure, as well as commercial and
social use of the Internet [5]. When observing through the lens of Confucianism, we can
understand this political system as government leaders having taken it upon themselves
to make Internet censorship decisions for the public good.

The Great Firewall, for example, is the primary technical means of restricting infor‐
mation access at the infrastructure level. It blocks foreign websites deemed undesirable
by the government such as Facebook and Twitter, regulates access and content, and
monitors citizens’ Internet use. At the national level, the government controls the gate‐
ways to international networks and licenses the operation of Internet service providers.
These paternalistic practices manifest in several ways. For example, citizens must use
real name to register with Internet service providers [5, 6, 35]. A special Internet police
unit enforces the government’s censorship regulations [5, 36]. MacKinnon, a renowned
Internet freedom advocate and former journalist, describes a broad range of government
tactics, including cyber-attacks against targeted individuals, device and network control,
domain-name control, localized disconnection and restriction, surveillance through
identity registration, monitoring software, the compliance of Internet companies, and
paid online commentators [6].

Censorship laws and regulations are pervasive, yet ambiguous. Businesses and indi‐
viduals face difficulties in complying. Roberts, a political scientist who studies censor‐
ship and propaganda in China, commented that Chinese users often guess what types of
information are permissible or forbidden [37]. By using abstract terms such as national
interest, social order, and national unity, the government gives itself considerable flex‐
ibility in the interpretation of its basic governing principles, as well as the possibility
for manipulation [5, 38]. To comply with the ambiguity of regulations, businesses have
adopted sweeping self-censorship mechanisms [5, 39]. For example, both domestic and
foreign Internet corporations such as Google and Yahoo! have altered their products to
accommodate censorship requirements. A study of keyword blocking on Weibo, the
largest micro-blogging service in China, conducted during the 2012 Chinese National
Congress election, reported that Weibo actively manipulated and filtered the search
results of certain government officials’ names [10]. The government has developed
censorship strategies that vary across regions. For example, Bamman et al. studied
China’s content deletion practices on social media and found stricter censorship in
outlying provinces such as Tibet, a region the government considers unstable [8].

Censorship targets content perceived to have the potential to spark collective action.
King et al. conducted an analysis of deleted social media content on the Chinese Internet
[40]. They reported that censorship allowed criticism of government but silenced
comments that represented, reinforced, or spurred offline collective action. In an analysis
of the Internet’s political impact, Givens and MacDonald explained that online exposure
of corruption and malfeasance at lower levels of government can help the central
government monitor local agents [12]. The government tolerates citizens’ online debates
around their frustrating experiences with government practices as long as those debates
do not develop into offline actions. Such an eventuality could, in the government’s view,
cause societal instability. When viewed from the perspective of Confucianism, the
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government uses online venues to channel citizens’ dissatisfaction to avoid confronta‐
tions between citizens and government, and to promote peaceful conflict resolution.

3 Related Work

Censorship has been a controversial issue inciting heated debates, with one side stressing
the necessity of controlling inappropriate information such as pornography, and the other
side upholding principles of Internet freedom [41, 42]. Governments often cite practical
reasons for implementing Internet censorship. Singapore, for example, pays consider‐
able attention to censoring information in online political debates which might cause
public “panic” [43]. Australia applies censorship with a focus on child pornography sites
as well as hate speech and violence [44]. In the human-computer interaction literature,
much discussion is centered on how people censor their own social media behavior for
purposes such as privacy, and self-protection [3, 45]. Another strand of research
concerns algorithmic censorship [46], where social media algorithms are used to
suppress certain topics.

Censorship impacts information seeking. Wilson categorized barriers to information
seeking into personal, interpersonal, and environmental [47]. Censorship does not stop
information seeking; people often seek alternative information sources [48]. Gunther
and Snyder found that people in censored news environments are more critical in
selecting news sources [49].

Researchers have reported numerous means by which Chinese citizens circumvent
censorship. Citizens use proxy servers to visit blocked sites, and email and instant
messaging to share sensitive information [50–53]. They discuss sensitive topics using
substitutes for blocked keywords [54, 55]. For example, “harmony �谐” refers to the
government’s official ideology that prescribes an ideal society in which each person has
sufficient resources to live and grow. People use the term “river crab �	,” a homophone
of “�谐” to satirize this ideology [56].

Only a handful of studies have examined perceptions of censorship among Chinese
citizens. Wang and Mark [19] surveyed 721 Chinese citizens, finding that respondents’
demographic backgrounds, experience of using the Internet, and personality were asso‐
ciated with their attitudes towards censorship. They reported that people with more
Internet usage over time tended to accommodate censorship. The authors suggest that
we can expect that people in China will increasingly accept censorship as a normal
consequence of Internet use. Roberts’ [37] study of blogs found that censorship did not
deter the spread of information or induce self-censorship. Bloggers realized that they
would receive little punishment except deletion of their posts. Such deletion might even
serve as a “badge of honor” and help them gain followers. Censorship motivated these
bloggers to continue writing on political topics.
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4 Methods

Interviews and document collection took place between April, 2014 and January, 2016.
We studied several major political events in China, including the Umbrella Movement,
the National People’s Congress’ plenary sessions, and the crackdown on government
corruption in which high-profile government officials were arrested and sentenced. We
recruited our interviewees on Weibo, the largest Chinese micro-blogging site. We first
used keywords to locate online debates and conversations regarding the political events,
identifying Weibo users who participated in relevant discussions. We then contacted
these people through Weibo’s private messaging function for an interview. We
conducted 32 semi-structured, open-ended interviews with mainland Chinese residents.
Participants included 19 males and 13 females between the ages of 18 and 46 (with an
average age of 29). They included graduate students, government employees, editors,
journalists, engineers, programmers, freelancers, and stock market traders. Our sample
corresponds to the demographics of Weibo users who are educated and tech-savvy [57]
and of course does not represent the whole Chinese population.

The first author, who conducted the interviews, is a native Chinese speaker. We asked
participants to describe how they perceived Internet censorship in China, how they
sought information about political events, and whether they experienced censorship. We
asked participants to describe situations in which they encountered censorship, and how
they dealt with it. With permission, we followed all participants’ social media accounts.
Some followed ours in return. The social media platforms included Weibo and popular
online Chinese forums such as tianya.cn and Baidu Tieba. We read and archived partic‐
ipants’ posts and comments which we triangulated with our interview data. All interview
and social media data were translated into English by the first author. We use pseudo‐
nyms to protect participants’ identities.

We followed a grounded theory approach [58] to analyze the data. We first read
through the data, and then, through rounds of discussion, we identified broad themes.
Using open coding, we identified specific patterns related to censorship. Once we had
identified Confucianism as a theme, we found quotes in which participants’ thoughts
resonated with Confucian teachings or in which participants directly quoted words from
Confucius. We present these quotes in the Findings section and develop discussion
points to support our cultural analysis.

5 Findings

Participants deployed various strategies to circumvent censorship, consistent with what
has been reported in previous studies [12, 15, 52, 59]. We discuss how participants
encountered censorship and how they made decisions regarding censorship.
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5.1 Censorship as Routine Experience

Our participants explained that censorship sometimes had a negative impact on their
online or offline activities. When asked how they dealt with these difficulties, they
stressed the importance of adaptation. Adaptation was not to endure or accept with
resignation, but to manage difficulties in a pragmatic and flexible manner, with the ulti‐
mate goal of living in harmony. Dealing with censorship became a routine practice in
participants’ daily lives, not something remarkable or with totalitarian overtones as it
might be in other national contexts.

Almost all our participants said that they disliked censorship, citing the increased
difficulties in information seeking and communication. Despite this unfavorable view,
however, most (n = 26) said that they did not consider censorship a major obstacle in
their everyday online communication. They managed it in a smooth, routine fashion.
For example, Leiyu, a 21-year-old college student, said:

The government blocks Facebook, Twitter, and some news websites. But it doesn’t matter. A lot
of Chinese are working and studying abroad. They share a lot of content on their Chinese social
media accounts. I have two Weibo friends who live in Canada and post a lot of news. I don’t
really seek a lot of information that is classified as sensitive, but still I can get a lot just by
following people on Weibo.

Participants felt that they generally enjoyed the freedom to obtain information and
communicate ideas from the online venues they used. For ordinary online communica‐
tion, censorship did not limit their ability to engage in conversation and share informa‐
tion. The Confucian ideal of harmony was a routine experience for our study participants;
they did not feel stressed about their ability to find information or communicate. Main‐
taining a harmonious, non-confrontational relationship with other people and the
government was a consistent goal mentioned in the interviews. Participants frequently
referred to Confucius, quoting him to answer questions. For example, when we asked
whether participants enjoyed encountering different opinions in online discussions, one
answered, “The exemplary person is harmonious and open-minded to difference. The
petty person can group easily but they do not stay together for long.

” [26]. When we asked about the ideal relationship
between people with different opinions, they sometimes referred to Confucian teachings,
“One should not impose on others what he himself does not desire. ” [26].

Our participants discussed using word substitutes in their daily online communica‐
tion to avoid words that might be censored, similar to previous studies’ findings [6, 14].
However, participants said that in some cases, they did not use substitutes with the
purpose of circumventing censorship, but as a way of rendering online conversation fun,
casual, and hip. For example, Zhelu, a 37-year-old writer, said:

Many times it is not about escaping the sensitive keyword check. It is because the young Internet
generation devises a lot of new substitutes every day. I use these terms simply because it’s more
fun and more casual in online chat. It makes me feel young and fashionable.

Use of such word substitutes was an everyday routine practice that made commu‐
nication more enjoyable. Matters of language are delicate; every utterance has more than
one interpretation. The use of symbols such as the river crab does not necessarily denote
a reaction to censorship, as Zhelu explained. We received similar responses from six
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other participants. Xuanwu, a 24-year-old graduate student, mentioned how he and his
friends did not type in formal written Chinese, but used a lot of emoticons, punctuation,
and even typos, for fun and word play. The use of substitutes functioned as a mundane
action to sustain harmonious, playful communication. Previous studies emphasized
word substitutes as a way to circumvent censorship. Our participants sometimes did that,
but in many cases, the purpose of word substitutes was for delightful, entertaining
communication.

Most participants (n = 27) found that mechanisms of censorship were not employed
for every communication channel, but only a select set of online public venues and a
particular set of topics, most of which concerned political events or government deci‐
sions. For example, Mingyue, a graduate student, noted:

I feel that the government does not or cannot monitor and control most of the online places I am
using to speak with others. Me and my friends oftentimes say whatever we like in Weibo’s reply
area, WeChat, tianya, and baidu tieba. Sometimes the content can be pretty sensitive. But our
conversations are never interrupted.

WeChat is the largest instant messaging tool in China. Like Mingyue, other partic‐
ipants experienced few interruptions caused by censorship in their daily communication
regarding mundane topics. Censorship did not strike them as an obstacle to their online
communication, compared to other circumstances they brought up in interviews, such
as the difficulty of navigating a variety of information sources in search of desired infor‐
mation, or network speed.

Deciding whether to circumvent censorship
All participants (n = 32) reported that they were aware that much of the information to
which they had direct access had been examined, filtered, and altered by the government,
consistent with other research [6, 60]. Leiyu said:

I visit Weibo every day. I follow more than one hundred accounts, which gives me many posts
to read. However, I think I just read them for entertainment purposes. I glance through Weibo
when I am having lunch alone. … I think it is perhaps because I do not fully trust the information
in the posts. The government or Weibo’s administration team have censored and tailored a lot
of it.

Leiyu was cautious with respect to what he was reading, and adjusted his expecta‐
tions and subsequent interpretations of news he believed was filtered and modified by
government censors. Awareness of censorship encouraged participants to be particularly
cautious towards political news. Wen, another college student, told us:

I feel I know little about it [a political event], mostly because the central government has largely
limited my right and ability to obtain information. If the government does not allow transparency,
there is no truth.
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Circumventing censorship was not the only choice available to our participants. The
decision to circumvent, or not to, was based on participants’ interests and time. Fifteen
participants decided to circumvent based on the strength of their interest in specific
information or events. They attempted to find as much information as possible if events
triggered strong interest. Otherwise, they would be content with the censored informa‐
tion. Leiyu described the process:

If I were interested in particular topics, such as the Umbrella Movement, I would rather check
out original information in other venues.

Similarly, Cangqing, a 34-year-old engineer, described how his interest in the
Umbrella Movement called for use of services such as Weibo and Baidu since he felt
information on television was censored. He knew digital materials were also censored,
but online venues offered him more opportunities to discover new knowledge, e.g., by
using a variety of keywords, thus weakening the effect of censorship. Twenty-two
participants mentioned that although some Chinese keywords were banned, their English
equivalents were not (see Fig. 1).

Fig. 1. To the left is the English warning message for searching sensitive keyword (�伞�动)
in Chinese on Weibo, indicating that the Chinese word for the umbrella movement was banned
on Weibo. The right side shows the results of searching sensitive keyword (Umbrella Movement)
in English on weibo, where the words were not banned. The first author performed these two
searches on his smartphone after an interviewee mentioned this phenomenon.

Many participants (n = 21) chose to follow particular stories of interest to them in
which they would invest more time. Ming, a 26-year-old programmer, said:

There are too many important political issues worth my attention, such as the economic bubble,
the Asian Infrastructure Investment Bank, and the National People’s Congress. I cannot really
spend the equal amount of time and effort studying every single event… There are priorities.
For events with lower priority, I am fine with just reading the state media. I do not necessarily
trust what the state media says. For news that I am really interested in, I will definitely climb
the wall and see what Western media says.

Ming’s response represented a common strategy of ignoring censorship when news
events were not of significant interest. When participants did want to know more, they
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found ways to do so. This strategy aligns with Confucian philosophy—people were
pragmatic with respect to how they dealt with and viewed censorship and made decisions
about when to just live with it. The choice of circumventing or not was subject to partic‐
ipants’ agendas and interests.

Our participants viewed censorship as one constraint, among the many other
constraints they dealt with in their lives on a daily basis. They followed a flexible and
situational decision making process in managing censorship.

5.2 Seeing Advantages and Disadvantages of Censorship

Participants (n = 21) refrained from denouncing censorship as purely evil and repressive.
In fact, they found some value in the restraints it imposes. They expressed concern
regarding the dangers of an uncontrolled flow of information, particularly rumors.
Cheng, a 30-year-old accountant, noted:

I have found that rumors often cause a lot of troubles in China. People are panicked easily. For
example, recently there was a rumor on Weibo that a group of human traffickers secretly moved
to my hometown. Suddenly all the parents began to pick up their children. They waited outside
school gates and blocked the local traffic for hours. Later it turned out that this was a false rumor
made up by a random high school student who was bored one day. So yeah, I think the government
should take more responsibility in monitoring this kind of online information.

Similar concerns with resolving rumors were voiced by twenty other participants.
They stressed that the government should deploy sensible strategies when managing the
Internet. This attitude signifies a trust in paternalistic structures that give the government
considerable agency in utilizing censorship strategies considered best for the country.
This attitude reflects participants’ consideration of the Confucian virtue of propriety
which explicitly attaches importance to the maintenance of the existing hierarchy and
the rule of the government.

Participants held cautious attitudes towards expressing online opinions but not
because of censorship. Situ, a 23-year-old government employee, said:

I see a lot of people making immediate, rash comments after reading one single piece of news.
They do not even know whether it is true or not. Does this do any good to our online space and
our society? Is this really the so-called freedom of speech? I think this is nothing but irrespon‐
sible.

Similarly, Xiaotu, a 32-year-old editor, reflected on her own online behavior:

I used to be a student. I fully understand that students are emotional and do not apprehend public
issues in an objective and comprehensive way. When I was in middle and high school, I admired
Western societies a lot. I thought every aspect of Western society was better than that of China.
Whenever there was a certain terrible public issue, I blamed the Chinese government…[Now]
I am grateful for my college education. I learned a lot about our history and society during that
time. Now I have a mature mind. I try to understand those issues rather than rushing to blame
China. I see many Weibo users speak in the exact same way I did as a high school student. They
easily make accusations that someone is part of the 50-cent party or that they are brainwashed.
Their minds are still immature, but they will eventually grow up in the future.

Many participants (n = 18) acknowledged the utilitarian value of digital technologies
in facilitating expression. However, they were worried about the irresponsible use of
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these technologies in the name of freedom of speech. They wanted to include consid‐
eration of the negative side of online debates in their assessment of freedom of speech
and censorship, articulating a desire for careful, harmonious communication, consistent
with Confucian teachings. When describing their perceptions of censorship, participants
often emphasized peaceful, harmonious online communication, using a Confucian
saying: “Harmony is the most precious. ” [26]. For example, one participant said,
“I do not like to argue with others online. This often ends up nowhere. People should
treat each other in a nicer way. After all, harmony is the most precious.”

Many participants (n = 23) commented on international conflicts between China and
other countries, endorsing certain of the Chinese government’s actions to regulate online
speech in China to manage international tensions. As Xuanwu noted:

Our Internet is already in chaos. The Chinese government is not the only one having paid
commentators, for sure. Western governments and others are also hiring people to create and
circulate opinions about democratizing China or colonizing China again. They probably want
a Chinese version of the Arab Spring. I believe censorship is necessary to resist some of these
influences.

Participants (n = 22) agreed that the government is responsible for shepherding use
of the Internet, a paternalistic notion derived from Confucianism. Gushi, a 46-year-old
stock market trader, discussed how censorship directed online discussion in a construc‐
tive way:

Young people are relatively reckless and idealistic. When they have lived for more than 40 years,
they will gain a comprehensive understanding of both society and life. At that point, they will
begin to think about public issues in a mature way… However, young people are occupying the
Internet. Their time and energy should be better spent on their own work and life. Putting a
barrier on their online activity is not necessarily a bad thing.

However, approving of certain acts of censorship did not mean that participants
agreed with every aspect and practice of censorship perpetrated by the government.
Tang, 35-year-old government employee, said:

Censorship is a necessary mechanism to protect societal stability and harmony. There is no
absolute freedom of speech. If the government does not rein in what circulates on the Internet,
a lot of public issues can easily spiral out of control. However, I do think censorship’s current
shape is a bit too strict. For example, some keywords can suddenly become unsearchable for no
obvious reason.

A graduate student expressed her dissatisfaction with the strictness of Chinese
censorship. She said:

Although I can see the point in censorship, it is sometimes too strict. For instance, a while ago
I wrote a blog with hundreds of words. But I could not submit it because the blog site said the
blog contained some sensitive keyword. I checked the whole blog again and again but failed to
find any sensitive word. Eventually I had to give up. I simply don’t understand why it has to be
so strict. What harm can that blog do?

Participants had expectations regarding the appropriate degree of strictness that
should be applied. In many cases, the current degree was deemed overly strict.

Participants’ attitudes towards censorship seem contradictory. On the one hand,
participants showed a somewhat accepting attitude towards censorship in pointing out
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its advantages, and stressing the government’s responsibility to manage the Internet. On
the other hand, participants saw that censorship hindered some of their online experi‐
ences. Their attitudes reflected acceptance of a paternalistic social order that attaches a
strong expectation of responsibility for the common weal to the government. However,
this acceptance did not mean that participants could not have their own ideas regarding
governance or be frustrated at certain government actions.

5.3 Developing Skills of Circumvention

Confucius believed that the resources a person is entitled to should equal the person’s
capacities, or wisdom. Otherwise, the person not only wastes resources, but may also
abuse the resources. Our online observations and interviews with participants revealed
a similar belief, namely, that the amount of information a person can access should be
commensurate with their abilities.

In online discussions on social media, we often came across people debating the
influence of censorship over freedom of speech. Here is an excerpt from a conversation
on Weibo:

Gangli: Mainlanders are confined in cages. We know nothing besides what the government wants
us to know.
Yuyi: How would you define cage? In fact, the government does not confine people. Only people
can confine themselves. How do you expect a person to jump out of the box if he only reads party
newspapers every day? If you cannot think for yourself, how can climbing the wall help? It does
nothing except put new biases into your head.

Yuyi dismissed the idea that censorship is an overwhelming obstacle that prevents
people from obtaining information. She emphasized individual agency as the key to
understanding public events. Gangli, however, used strong imagery to describe what he
considered excessive government control. Without “thinking for yourself,” consuming
more information does not help. “[P]eople should develop the ability of critical
thinking,” said Gushi. He quoted Confucius in saying that “learning without thought
means labor lost. .” In other words, the individual bears responsibility
for behaving pragmatically and sensibly.

Our participants (n = 22) often described circumvention of censorship as a personal
choice. Leng, a 29-year-old office worker, said:

I find the idea of brainwashing funny. Even in the Chinese media, there are so many sources
with very different information and opinions. The government cannot really ban them all. You
can find them only if you want to. Otherwise, even if you live in the West with many, many media
choices, you can still be very narrow-minded.

Leng and many other participants stressed the importance of individual agency in
managing censorship. For them, exposure to information did not guarantee insight or
knowledge. The ability to understand and reflect on information was more important.

Participants (n = 17) associated circumvention practices with the willingness to
learn. Guzi, a 29-year-old graduate student, remarked:

I think it’s not that hard to use VPN tools or proxy servers to visit Facebook or Twitter. Any
person with basic computer knowledge can learn it, as long as they are willing to.
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Participants associated finding filtered, sensitive information with just doing a bit of
extra work. They recognized the extra effort required to find information in certain
circumstances, and believed that it was up to them to do it if they so desired.

When asked how they managed censorship, 28 participants stressed mastering know-
how of general strategies rather than the specific technical means of circumvention. For
them, it was important to be flexible and to be able to adapt to new techniques as well
as new information sources. For example, Leiyu explained:

It’s not about knowing which specific site to find certain information. After all, that site can be
gone any time. The point is to know how you can find the site containing desired information.

Li, a 24-year-old graduate student, elaborated on what constitutes know-how:

You have to keep your mind open to new tools and browsing new websites. New tools can always
surprise you! My friend once introduced a website storing a lot of YouTube videos. I’m sure a
lot of them are forbidden in China. I was amazed by its rich content.

As we have noted, previous work has shown the numerous ways Chinese citizens
bypass censorship [6, 14, 59]. Here we emphasize participants’ flexibility in adopting
and learning new tools and finding new resources in order to expand their knowledge,
as well as their pragmatic attitude towards censorship, and their willingness to help
others find the information they need.

Participants sympathized with like-minded people who wanted more information.
Many reported practices of sharing information with others, even strangers. Zi, a 29-
year-old graduate student, explained her willingness to share information, saying:

I do not mind sharing sensitive information with people online, even if I do not know them. This
is because I fully understand how it feels when you desire some information. In the past, some‐
body shared information with me as well.

We asked participants whether and why they were willing to share sensitive infor‐
mation. Xingxi laughed and quoted Confucius, saying that “a good person is always
ready to help others attain their aims.  ” [26]. He further asked, “Why
shouldn’t I send out the information if it helps others and does me no harm?”

Participants linked circumventing censorship to their own sensible, resourceful
practices. Managing censorship is much like managing other aspects of life for Chinese
citizens. Acts of circumvention do not connote a deep refusal of government initiatives
as they might in the West. On the contrary, they allow citizens to find what they want
to know, while still observing the appropriateness of hierarchy as formulated in Confu‐
cian principles.

5.4 Summary

Our participants emphasized a willingness and capacity to deal with censorship and
obtain information. Participants agreed that the information a person could access
depended on his or her own capacity and effort. Such a view not only reflects flexibility
and pragmatism in dealing with constraints, but also the deep-rooted Confucian values
regarding how resources should be distributed in society.
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Table 1 summarizes the links between participants’ attitudes and practices in relation
to the five virtues in Confucianism. Participants saw advantages to censorship in main‐
taining societal stability, resonating with righteousness, propriety, and integrity, as they
agreed that censorship was correct in maintaining propriety. They did not shy away from
criticizing the government for its strictness in censorship, showing their sense of right‐
eousness and integrity. Participants consumed censored information as they respected
propriety, and believed that even censored information could contribute to their knowl‐
edge and wisdom. They shared information with strangers, manifesting the virtue of
benevolence and righteousness. They emphasized circumvention rather than protest and
confrontation, respecting propriety.

Table 1. Links between participants’ attitudes and practices and the five virtues. 1 = benevolence,
2 = righteousness, 3 = propriety, 4 = wisdom, 5 = integrity.

What participants said they thought or did
Attitudes Supported censorship for societal stability (2, 3)

Criticized censorship for blocking information (2, 5)
Practices Consumed censored information (3, 4)

Circumvented censorship to obtain desired information (1, 2, 3, 4)

6 Discussion

Few studies have explored the ways in which Chinese citizens view and experience
censorship. Through a qualitative study of Chinese citizens’ attitudes toward and prac‐
tices of censorship, we discovered the routineness of managing censorship, and the
acceptance and approval of certain forms of censorship. These findings conflict in some
important ways with mainstream thoughts regarding censorship, such as the United
Nations’ declaration of Internet access as a basic human right [61]. We argue that it is
important to understand censorship practices by drawing connections to the specific
historical national context.

We have traced participants’ attitudes toward censorship to the ancient teachings of
Confucianism. Ample research has documented that contemporary Chinese citizens
continue to seek to cultivate themselves through reading Confucius’ classic works and
through following the doctrines of Confucianism [21–23, 62–64]. Our work is inter‐
pretive, drawing on our knowledge of Confucianism in the Chinese context. Without
this larger situated framing, we cannot explain actions that seem contradictory. It is
within the larger philosophical system of Confucianism with its emphasis on harmony,
pragmatism, and paternalism that participants’ responses to censorship become logical
and comprehensible.

Our study participants’ attitudes and practices manifested the Confucian virtues in
concrete ways. Participants valued benevolence and propriety over confrontation in
relations with others. They chose to accept censorship as a circumstance, and to explore
alternatives to bypassing it, rather than subverting it. They made individual choices to
obtain sensitive information in order to improve their own righteousness, wisdom, and
integrity. They were willing to share sensitive information with others who expressed
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need. At the same time, participants placed considerable responsibility for and trust in
the government to manage the public sphere. Acts of circumvention and sharing sensi‐
tive information with others did not connote the kind of ideological and practical resist‐
ance to and rejection of government actions that they might connote in other sociohis‐
torical contexts.

Our contributions to the HCI literature are three-fold: First, we contribute to the
information seeking literature by presenting a nuanced and culturally-situated analysis
of information seeking practice in a heavily-censored environment. Second, the study
develops a situated, emic interpretation of censorship that is still missing in the literature.
Third, our contribution lies in using Confucianism as an interpretive lens to analyze
contemporary Chinese technology practices.

6.1 Citizens and Censorship in China

Previous work has tended to frame censorship as a repressive, top-down tool employed
by the Chinese government [6, 19, 51, 60, 65, 66]. Our investigation points to the role
of Chinese citizens themselves in the formation, maintenance, and development of
censorship. Participants’ tolerance of and compliance with censorship stands in sharp
contrast to research that assumes that Chinese citizens should resist and rebel. Our study
participants reported that they would engage in confrontations with the Chinese govern‐
ment only under the most extreme circumstances. For example, one participant said that
he would “participate in collective actions if government decisions threaten normal life,
such as building chemical plants too close to a residential area.” Participants’ common
strategy was to adapt, and to find ways to overcome problems quietly. If they could not
solve the problems, they preferred to endure, survive, and succeed in their endeavors by
turning their attention to other matters in life.

We thus suggest the importance of considering the cultural and sociohistorical
dimensions of censorship. In China, certain circumstances such as Confucian values and
beliefs existed before censorship and before the current regime that exercises it. While
our study brings attention to the consequences of Confucianism on censorship practices
and attitudes, we do not exclude possible connections between censorship and other
Chinese cultural elements such as Taoism and Buddhism. These would require further
study. We have noted participants’ acceptance of certain Western liberal forms of civic
engagement such as public deliberation. Participants acknowledged the power of collec‐
tive action in influencing government decisions. Chinese citizens’ attitudes and practices
are in a state of flux, and yet they are, at the same time, informed by a venerable tradition
that has lasted for millennia. Fundamental changes will take time to emerge, and as they
evolve, they will be informed by Chinese history and society.

6.2 Expanding the Paradigm for Research in Civic Engagement and Politics

Developed within Western universities and corporations, much HCI research on civic
engagement and politics has naturally followed conventions of democratic traditions in
assessing how digital technologies can contribute to the betterment of society [67–69].
This paradigm is evident in studies of online political deliberation [70–72], social
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movements [73–76], local community engagement [77–82], citizen news generation and
news seeking behaviors [83, 84], and citizen participation in political campaigns [85,
86]. These studies highlight the culture of participatory democracy in which ordinary
citizens can and should engage in discussion of public issues. In contrast, contemporary
China follows a paternalistic model of governance. Consequently, even actions such as
circumvention that appear to meet Western expectations, might actually have different
rationales for Chinese citizens. Our findings indicate that circumvention and sharing
sensitive information in the Chinese context connote not an attitude of subversion, nor
of opposition to censorship, but a pragmatic, routine, utilitarian means of obtaining
desired information.

We argue that censorship and its related attitudes and practices can be better under‐
stood if we consider specific national contexts. The significance of linking censorship
to its sociohistorical context speaks to several critical strands of related work, such as
postcolonial computing [67], feminist HCI [87], and political economy in HCI [88].
Postcolonial computing examines how research and design can be understood as “cultur‐
ally located and power laden.” Feminist HCI provides a critical perspective for looking
at the existing body of knowledge about censorship as primarily situated in the Western
context. Political economy indicates that technology is embedded in the wider political
economy and is not intelligible without consideration of that political economy. These
perspectives are developing as crucial resources that are beginning to shift the paradigm
in HCI. We favor taking them into account as much as possible as we move forward.
We attempted to do so in our analysis by situating seemingly contradictory findings
about Chinese attitudes toward censorship in a sociopolitical context with deep roots in
the ethical system of Confucianism, examining this system as it plays out in the politics
of contemporary China.

6.3 Design for What Purpose?

Viewing censorship as a “problem,” researchers and practitioners have devised and
implemented solutions to resist or bypass censorship [89–92]. However, framing the
current situation as a set of “problems” and technological systems as “solutions,” can
be misleading [93]. Baumer and Silberman discussed when not to design, suggesting
how a specific situation can constitute “a complex and multifaceted condition with which
we must grapple” [93]. Pierce discussed the value of “undesign” in response to concerns
with the limitations and negative effects of technology [94]. Our findings about censor‐
ship in China are in harmony with the arguments of these scholars. Censorship in the
Chinese context cannot be framed as a problem to be solved. It is a substantial element
of China’s complex online context co-created by citizens and the government. Design
for the demolition of censorship is infeasible, and out of step with the realities of China’s
current sociopolitical system, as well as its lengthy history as a nation state.

We see Confucianism as a source of inspiration for design in a Chinese cultural
context. While an in-depth analysis of how Confucianism can be useful for design is out
of the scope of this paper, and our chief objective was to present our empirical material,
we provide some preliminary suggestions. The five virtues offer insights into design
values that could guide future development. For example, the virtue of wisdom stresses
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individuals’ pursuit of knowledge and information. Our participants developed better
understandings of the advantages and disadvantages of each media source, as well as
censored information, in order to make better judgments about a public event. Still, they
acknowledged that limited time and energy prevented them from getting the full picture
of an event, and they were aware that they were consuming imperfect information. Social
media, for example, might offer recommendation functions to suggest news from outside
the participant’s usual sources, or point to the blogs or Twitter feeds of people who hold
different views.

The virtues of righteousness and integrity indicate individual responsibility for
people’s own online behavior. Participants criticized those who made rash comments
and emphasized the need for careful thought. Today’s social media design often encour‐
ages users to take rapid actions such as clicking “likes” or retweeting. The speed encour‐
aged by social media shifts activity away from deliberate, careful reflection. It is time
to rethink the relationship between how we design social media and individual respon‐
sibility, particularly in light of public events. Design might consider means of encour‐
aging critical thinking before people take actions. DiSalvo argued that design can
provoke reactions and actions via identification and articulation of public issues [68].
He pointed to two design tactics: projection, which presents possible future conse‐
quences associated with an issue, and tracing, which documents and makes known the
assemblage of materials, concepts, and ideas that impact an issue over time. Such
approach might be useful in the Chinese context. Participants’ emphasis on choice and
mastering know-how indicates the value of techniques that provide rich, diverse infor‐
mation. For example, using the projection tactic, design might present possible envi‐
ronmental consequences alongside a product.

6.4 Implications for HCI Studies of China

To date, most HCI studies of China adopt terminology or theories with a Western
perspective. Such an approach risks diminishing cultural differences of critical impor‐
tance [69]. For example, the word censorship belongs to the everyday vocabulary of the
West, but its Chinese equivalent, “审查
�,” is not an everyday word, and did not
occur within our interviews. To ask censorship-related questions, the first author
approached interviewees with a variety of terms such as “blocking website,” “post dele‐
tion,” and “account suspension” which were more familiar to participants. From a soci‐
olinguistic perspective [95], this usage indicates that censorship plays a different, and
less prominent, sociocultural role than in the West. Our work demonstrates the value of
drawing from a localized perspective to develop emic interpretations of what people
think and do.

Utilizing a Confucian lens to interpret Chinese citizens’ technology practices has
important implications for HCI studies of China. We showed that the five virtues are a
useful basis for HCI work in China that concerns individuals’ behavioral and thinking
patterns, as well as Chinese social practices ranging from communication, to coordina‐
tion, to organization. For example, benevolence and propriety are relevant in analyzing
interpersonal communication and organizational communication where people follow
certain norms and etiquettes to treat each other in proper ways. Righteousness and
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integrity are pertinent in exploring the connections between individuals’ actions and
thoughts. Wisdom can be deployed to interpret how individuals seek to cultivate their
own personality, knowledge, and skill in work and life.

7 Conclusion

We presented a qualitative study exploring how Chinese citizens perceive and manage
Internet censorship. Participants had nuanced attitudes and practices that did not resolve
to simple “for” or “against” behaviors and practices with respect to censorship. We
showed how participants’ actions were consistent with the classic teachings of Confu‐
cianism. We caution against judging whether censorship is “positive” or “negative” in
all contexts, and we caution against simple binary design suggestions for or against
censorship. We highlight the role of particular sociohistorical contexts in influencing
the formation and maintenance of censorship. Specific contexts determine how people
develop ways to think about and act within their own circumstances.
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Abstract. Remote communities all over the world often face the problem of
creating and sharing digital contents in ways that are appropriate for their values
and customs while using tools that were designed for Western contexts. This
paper advocates for a different approach that builds upon the own goals and
ambitions of a specific community, leveraging existing skills, and reflecting
local ways of knowing in spite of the higher costs. We present the design of a
digital noticeboard tailored to the needs and values of the Australian Aboriginal
community of Groote Eylandt. The noticeboard was designed to support com-
munication and promote literacy by offering bi-lingual multimodal content
creation and sharing. The final design mirrors the preference for orality and
storytelling, is well suited to working in groups, and pays special attention to
issues of moderation. The noticeboard does not rely on a stable connectivity,
and notices can be shared to many locations using low-tech opportunistic
mechanisms. Because the value of custom designs can hardly be assessed only
in terms of cost and efficiency in this paper we propose to focus on community
engagement as a measure of success for HCI4D projects.

Keywords: Aboriginal � Australia � Remote � Community � Noticeboard �
HCI4D � ICT4D � Literacy � Reading � Writing � Multimedia � Story

1 Introduction

We acknowledge the Australian Aboriginal peoples and in particular the Anindilyakwa
people of Groote Eylandt who were partners in this project, and whose knowledge,
traditions and language date back countless generations.

This paper reports on a design project undertaken as collaboration between our
research team and institution and the Anindilyakwa people of Groote Eylandt, a very
remote Aboriginal community located in Arnhem Land (Northern Territory, Australia).
A strategic goal of the community is to create opportunities for the youth to “stand in
both worlds” [1], by creating community owned and managed “culture-based enter-
prises as a key way to engage youth within the education, training and employment
system” working in synergy with schools to empower youth to use old and new media
“to speak to the outside world on their own terms” [1].
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Supporting these aims using off-the-shelf services and technologies (e.g. social
media) can be problematic because these tools are often biased towards Western ways
of working and learning and take the control and ownership of the data away from the
community. For these reasons, and in spite of their apparently higher costs, in this
paper we advocate for local HCI4D projects that leverage existing skills, reflect local
preferences for ways of knowing, and build upon the own goals and ambitions of the
community. We thereby contribute a reflection on community engagement as a mea-
sure of success of these projects, beyond other immediately measurable outcomes.

People living in developing regions of the world are embracing information and
communication technologies at a fast pace. Initially stimulated by the diffusion of
mobile phones, these countries are increasing the penetration of ICTs at a pace faster
than the developed economies, regardless of their generally lower incomes (see e.g. the
UNCTAD reports figures on broadband internet access [2] and e-commerce [3]).

While this growth offers an opportunity to share in a global market of goods,
services and knowledge, users coming from a non-Western background encounter the
problem of creating and sharing digital contents in ways that are appropriate for their
values and customs, using tools that were mostly designed for (and from) Western,
highly urbanized and connected, generally English speaking contexts.

In fact, it has been observed that social networking websites promote Western
perspectives about personhood and individuality [4], user interfaces can embed mod-
ernist conceptions of time [5, 6], and even design methods can reflect Western biases in
their epistemological positioning [7, 8]. On the other hand, non-Western perspectives
on (e.g.) togetherness [9], relation to land [10], reciprocity [11], and collectivism [12]
are often marginalized in mainstream ICTs.

In this broader context, this paper focuses on a project that was initially conceived
in response to a request coming from the Elders of Groote Eylandt for a tool capable of
supporting communication and promoting literacy across the community. The Elders
manifested a concern over using existing social media sites or sharing platforms,
because these tools are owned and controlled by distant corporations, seen as pro-
moting values in opposition to local cultures and traditions.

Existing tools also lack clear support for several features that were identified during
the initial conversations with the Elders: offering bi-lingual multimodal content cre-
ation and sharing; reflecting the preference for orality and storytelling, and paying
special attention to issues of community based moderation.

Other aspects that came into focus during the project are also at odds with existing
social media services: ownership of the contents as well as of the content management
system, a social and relational approach to time management, strong bond to land and
physical space, preference for working in groups [13–15] and sharing devices, and a
diversity of infrastructure across the three townships where the community lives.

This paper reports on a novel design for a digital noticeboard conceived specifically
to accommodate the goals of communication and support for literacy put forward by
community members, as introduced above. These goals represents a new opportunity
for cross-cultural design, that under the ICT4D and HCI4D endeavours has largely
focused rather on capturing and preserving cultural heritage, or on translating and
adapting information technologies to local contexts to ‘bridge the gap’, than on sup-
porting creativity by growing existing designs [16] and considering local sensibilities.

400 A. Soro et al.



The paper is organized as follows: first we present the community context and
review the related research on initiatives aimed at supporting literacy and media pro-
duction and sharing in remote communities. Then we present the interaction design of
Groote’s digital noticeboard and introduce the many technical challenges that we
encountered while developing the noticeboard. Finally we present how those chal-
lenges were addressed in the final design, and discuss the current deployment of the
noticeboards at local community hubs.

We contribute our reflection on how HCI4D can support remote indigenous
communities in the design of ICTs that align with local ways of knowing, particular
sensibilities and existing skills. Particularly, we reflect on the risks faced by HCI4D
project of becoming a proverbial ‘white elephant’: a tool whose cost largely over-
shadows the usefulness, thus reflecting a poor long term engagement and sustainability
strategy.

We propose that in spite of the greater challenges faced to develop and manage
custom designs, remote indigenous communities have good reasons to create, maintain,
and evolve their own ICTs in ways that align with their ways of making and sharing
knowledge, as this involves designing, together with the technology, the community’s
own future [15]. A custom platform may be less cost-effective, but has better chances to
engage the broader community in continued use, provided that the community is
actively involved in its conceptualization, design and refinement.

Since this engagement is a key motivation towards working out sustainability
issues, and therefore ensuring the continuity of the project, we propose that community
engagement should be taken not just as a mean towards, but as the measure of success
for HCI4D.

2 Background

As mentioned above the digital noticeboard was initially developed in response to a
request coming from the community Elders and local Land Council1 for a tool that
could foster communication of upcoming events, support educational activities and
gather cultural information.

Education in particular is a key objective of the Land Council that explicitly aims to
“Create pathways for youth to stand in both worlds” by engaging youth through
education, training and employment with a focus on culture and culture-based enter-
prises [1]. These pathways will strengthen the capacity of community members young
and old to “positively engage in protecting, maintaining and promoting their culture to
the wider world” [1].

The initiative described in this paper is part of this broader endeavour. While there
is evidence of a growing appropriation of digital and mobile technologies by

1 A Land Council is an Australian community organization that defends and represents the interests of
Indigenous Australians. The Anindilyakwa Land Council is governed by a Board of Traditional
Owners of the Land and Sea of Groote Eylandt, and is responsible for the administration of Land
Trusts, protection of sacred sites, preservation of culture, and overall implementing the directives
given by the community through the Clans’ Elders (see http://anindilyakwa.com.au/about-us).
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indigenous people [17–19], fewer projects have explored specifically the design of
interactive content creation and sharing platforms harmonized with local ways of
knowing, values and cultural practices (some examples are [9, 20]).

The very first designs were informed by consultations with key stakeholders. We
asked people to narrate or draw their idea of what a digital noticeboard may be used for
(see Fig. 1). Such meetings involved the participation of Aboriginal linguists, Abo-
riginal rangers, coordinators from the local land Council, and staff from the local
schools coming from a Western background.

The initial picture emerging from these consultations helped us to understand the
potential uses, context and locations; the community was clearly envisaging the
noticeboards as being located at key community hubs, such as shops, schools, cultural
centres, to share information about news, health, land conservation, but also to offer a
Welcome to visitors (a feature always identified as crucial by Aboriginal participants),
support literacy and numeracy, collect narratives about the culture.

Cultural centres were identified as places to serve potentially as community hubs,
where youth could meet to produce original material to share within the community. In
this context, the need for a large screen, around which people can gather to browse or
simply watch the noticeboard stories, was considered a necessity.

Photos of family and ancestors were identified as a big focus and reason for
engagement, and participants mentioned the need to share photos in an easy way.
Specifically, the noticeboard was seen as a repository to host and display contents
created by and about the community.

The problem of future maintenance and ongoing management of the contents was
also raised, with particular emphasis on issues of moderation, to avoid inappropriate
content from being displayed. Based on these initial insights we developed a number of
subsequent prototypes that we demonstrated over the following months at each new
visit to the community. At the same time we began exploring the particular issues and
opportunities that related to languages spoken and levels of literacy, infrastructure, type
of devices available, and issues of cost.

Language and Literacy. The people of Groote Eylandt speak the traditional Anin-
dilyakwa language as mother tongue, and are fluent in English as a second language.
Anindilyakwa is traditionally an oral language that was first written down in the mid
twentieth century. The Groote Eylandt Linguistics Centre is active in the study and
preservation of the language, that otherwise is rarely used in written form.

While people are generally fluent in spoken English, proficiency in reading and
writing varies. Literacy and numeracy are indicated as major issues to address in order
to improve the capacity to obtain and retain qualified jobs and enhance the quality of
life in the community [1]. A noticeboard that presents content in both written and
spoken form was seen as a way to facilitate the use by people with varying levels of
reading competency. With this type of interface, it is possible for people to create and
share notices regardless of their level of literacy by uploading visual/spoken content,
leaving the task of typing the written version to others. Same language subtitling
(SLS) has been used with great success [21] in related research, and it was suggested to
adopt this technique here as a mean to enhance accessibility and encourage literacy.
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Internet, Social Media, and Electricity. Internet connectivity in Groote is in general a
premium resource. Although some dwellings have broadband connectivity, for the most
part, Internet is only available to public offices and schools. These institution sometimes
share their connectivity by opening discontinuous public access Wi-Fi access points.

Mobile broadband is available in the major towns of Angurugu and Alyangula, but
at a cost that is prohibitive for many locals. Mobile phone reception rapidly fades when
driving away from town, so the largest majority of the 2300 Km2 of land (and the two
towns of Umbakumba and Milyakburra) have no phone or connectivity besides very
costly and slow satellite links.

A large part of the young people connects regularly to social media sites using
mobile phones or tablets. The Elders however expressed a concern about the use of
social media, as young users are often bullied or teased, which in a close community
can easily escalate to confrontations in real life. There is also a perception from the
Elders that social media promote values in opposition to the local culture, for example
focusing on smaller groups of family/friends instead of the wider community, and are
under the control of distant and powerful interests.

Electricity is available at very little cost in all urbanized areas as part of the terms of
the lease contract with a mining company that extracts manganese from an area of
Groote Eylandt. Fuel too is provided at subsidized cost, which allows people to run
their own generators when necessary at comparatively little cost.

Devices available. Possibly in contrast with other rural communities, personal device
and computers in general are largely available and frequently used where an infras-
tructure is present. Most people carry a feature phone, as these devices often the better
reception with limited signal power, but smartphones and tablets are not uncommon.
Reports from the local shops suggest that at least one iPad is available in each
household. Tablets and phones are generally shared within a family. Often people will
work in groups, even on tasks (and on user interfaces) that are meant to be individual,
so as to reach a sense of agreement and collective ownership on the work that is done
[14]. Some of the schools have iPads and personal computers used for activities with
the students, as well as wide screen displays that are made available to students and
occasional visitors. The displays possibilities for browsing the contents of the digital

Fig. 1. Design sketches of the Digital Noticeboard created during workshops with community
members.
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noticeboard vary accordingly to the available devices. At community hubs (e.g. at
cultural centres) electricity and shelter make it possible to deploy big touch screens. At
more casual locations, such as at shops, smaller screens can be made available for
public use. In public places, or at night, the touch screens may be relocated indoors to
avoid weather damage, theft or vandalism, but the service can still be made available as
a public Wi-Fi hotspot to which users connect using their own device.

The context of use determines in part the nature of the notices and the kind of
device used. It was pointed out that a noticeboard hosted at the Land Council offices
would often display institutional information, health news, job offers, etc. At the
Rangers’ notices would focus on land conservation, weather warnings, Rangers’
activities, land closures. In these situations a wide touch screen was seen as a preferred
interface for browsing, while upload of contents by the general public would be only
marginal. At the schools or cultural centres, notices would mainly focus on educational
and cultural activities, festivals and community gatherings, school attendance, etc. In
addition to these, it was suggested that a considerable stream of user generated notices
could be uploaded from personal devices, such as smartphones and iPads.

Issues of cost. The cost of computers and other electronics can be prohibitive for many
people. A large proportion of the cost of equipment depends on the cost of transport
from the mainland, and of course impacts more on the overall cost of large and heavy
screens, than on small portable devices. Maintenance and system administration is
performed remotely, or by fly-in fly-out technicians at a huge cost. Decommissioned
and broken equipment is often stacked in storage rooms because shipping it back to the
mainland for proper disposal would have a huge cost.

A solution based on compact and lowcost hardware emerged as away to cut the cost of
maintenance and reduce the environmental impact. Platforms such as the Intel NUC can
easily host the digital noticeboard and provide adequate performance. Cheaper solutions,
such as Raspberry Pi and Android based Stick PCs, though they have less processing
power, can be implemented for under $100. All such solutions would allow shipment of
self-contained upgrades with ordinary post parcels, reducing drastically the cost of
maintenance. An open source platform limits the cost of software licensing and facilitates
the potential future transfer of the noticeboard to different communities and contexts.

3 Related Research

Two main goals of the digital noticeboard are to support communication and promote
literacy. The project addresses these goals by, on the one hand, encouraging com-
munity members to create multimedia stories and notices, also leveraging a collabo-
rative model where different people contribute different aspects of notices based on
their own confidence and competence. On the other hand, the project aims to facilitate
people’s approach to reading English and Anindilyakwa by positioning the noticeboard
at common gathering points, offering multimedia contents and their literal transcription,
with the additional aid of synchronized same language subtitling.

To the best of our knowledge, no previous work has explored the intersection of
community digital noticeboards and educational systems to promote literacy in the
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context of remote communities. However, several projects have studied or proposed
designs to address these issues individually; a detailed review is presented below.

3.1 ICTs and Remote Communities

The need for digital communication is surely not restricted to people living in highly
urbanized areas. Studies conducted in rural areas and developing regions show that the
uptake of ICTs is steadily growing [2, 3], although sometimes use is adapted to local
needs or available infrastructure (e.g. [13, 15, 17, 22, 23]).

In the Australian context several studies exist that map the adoption of ICTs by
users from remote Indigenous Communities. Brady and co-workers report that only a
few weeks after mobile services become available to a remote community in the Torres
Strait, a majority of adults had already bought mobile phones [17] to exchange mes-
sages in indigenous languages and to take pictures (mostly of children and events
relative to the community) to show to family and friends on the mobile itself.

The use of existing online services or social networking sites for sharing infor-
mation is common in many remote communities, and the recent explosion of affordable
and relatively ubiquitous devices and connectivity is facilitating the uptake of new
media by Aboriginal youth [24]. Our consultations however, as detailed above, have
revealed a tension between the widespread adoption on online social media and the
cultural values and practices of the community.

Several projects have explored the use of customized sharing platforms. Maunder
and colleagues discuss a sharing system deployed in South Africa consisting in a
shared screen/repository from which users can download media at no cost to their own
devices [23]. They found that users wanted to consume media in ways and places that
they had not anticipated, but that were consistent with the lifestyles of the communities
involved in the project.

While examples of noticeboards designed with remote indigenous communities are
limited, some insights come from projects that targeted rural communities. Notice-
boards can work as a social icebreaker, being generally hosted in central and busy
places, and given their role of containers of information of public and general interest
[25]. Redhead and Brereton discuss the design and use of a digital community
noticeboard situated in an Australian suburb [26]. They describe a number of barriers
and issues faced during the long term development and deployment, together with the
strategies they applied in response. They stress the importance of fostering participation
and interest by means of iteratively evolved situated prototypes [27]. Taylor and
Cheverst describe the design and deployment of a digital community photo repository
in rural UK [28]. They also observe that encouraging participation and creating a
system that is inclusive of all interested users is a major challenge in the development
of community social media.

In the context of underserved regions and communities, however, issues arise that
make the development and sustainable deployment of social technologies particularly
challenging. It has been observed for example that a design biased towards formal service
delivery or perfunctory information, when targeted at remote communities, can result in
greater costs of deployment, extensivemonitoring and ultimately limited success [29–31].
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3.2 ICTs and Orality/Literacy

Since low levels of literacy are a barrier to the adoption of information technologies, a
number of projects have looked at ways to enable ICT access for users with low literacy
by tweaking the user interfaces so as to limit or remove the textual component, in favour
of icons and pictograms [32–34], or using speech based interfaces, for example to search
audio contents [35]. However, promoting literacy is generally not a specific goal of these
initiatives that rather aim at providing alternatives to text-heavy interfaces.

The use of ICTs for supporting and improving literacy is also well documented,
although different contexts call for different technological interventions.

Initiatives specifically targeted at promoting literacy have involved both the design of
interactive technologies and traditional media. In rural Namibia, Itenge-Wheeler and
colleagues applied participatory methods to foster a reading culture among children [36],
by inviting them to design their own ideal reading experience. In India same language
subtitles (SLS) on music based TV shows [21] and on regional folksongs [37] were used
to encourage and support early literates to improve their reading/writing skills.

There is in general solid evidence that technology, particularly multimodal/
multimedia material e.g. interactive books, can improve text comprehension in learners
[38–40]. Education is consistently indicated as one of the main goals of ICT4D/HCI4D
initiatives [41–43] and even mobile games have been explored as a vehicle to promote
learning with children in rural India [44], China [45], and Aboriginal Australia [46].
There are however many challenges to face in order to deliver effective applications to
support learning and literacy and engage potential users in remote communities.

In the Australian context, Johnson and Oliver [47] argue that traditional Western
pedagogy (based e.g. on teacher’s authority, sequential/analytic learning, individual
tasks) proves often ineffective and disengaging.

On the contrary, Aboriginal learning styles (e.g. observation and imitation, group
processes, spontaneous and hands-on) and life circumstances (e.g. rural/remote, oral
traditions, extended community, ancestral focused) fit well with participative and group
based online activities, such as social networking and content sharing [47].

In this context, mobile devices, particularly web enabled mobile phones, are often
considered a preferred platform for applications aimed at supporting education, par-
ticularly for young learners [47].

Various aspects of ICTs and orality/literacy in remote/developing regions have
been explored as well. Initiatives range from supporting storytelling, e.g. [9, 48–50], to
improving access to technology for users with limited literacy skills (e.g. [35, 44, 51])
to fostering reading and writing (e.g. [21, 36, 44]).

Several projects have focused on how oral traditions can inform the design of
interfaces or repositories [42]. Examples include support for storytelling in rural Africa
[9, 50], rural India [49], and Aboriginal Australia [52]. These initiatives mirror a con-
sistently increasing number of reports showing that people from rural regions and with
limited literacy skills are successfully approaching digital technologies [53] and appro-
priating such technologies fitting them into their cultural practices [17–19, 22, 54–56].
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3.3 Cross-Cultural Design

Design is inherently grounded in culture and there is evidence that people from dif-
ferent cultural backgrounds may have different views, not just on what solutions work
best, but even on what engaging in design actually means [57]. Irani and colleagues
underline that design is culturally situated [58] and discuss the difficulty of transferring
technological solutions across cultures.

Such difficulties become evident when design encounters involve users and
designers from different backgrounds, for example in terms of different understandings
of time [5, 6], different conceptions of personhood [4], different attitudes towards
collaboration [7], and more. For example, Taylor and colleagues illustrate the potential
for ICTs that privilege Western values to operate in tension with a community’s own
values and ways of knowing. They discuss the example of calendars and clocks that
reflect modernist views of time and efficiency [6] and marginalize social and situational
aspects that contribute to defining ‘the right time’ for events to take place.

In practice, several methods have been proposed to more effectively engage in
design with remote communities. Brereton and colleagues suggest to leverage existing
local designs as a way to valorise local expertise and achieve results that are relevant
and that can be successfully appropriated by the intended users [16].

These works emerge from an understanding that different ontological and episte-
mological positions often exist between community members and designers, that can
result in designs that poorly reflect the community’s long term needs [11].

We embrace these calls as a methodological stance to promote engagement and
reciprocity in our research and design activity. A key aspect of our approach is to
engage in research through design with a participatory design sensibility, i.e. we
engage with community members trying to understand the existing issues (including
uneven power relations), goals, and needs. As experts of interactive technologies we
offer to the community our skills as designers and developers. By designing and
building the noticeboard together the research team and the community members get to
know and trust each other, in a process of co-creation of knowledge that goes beyond
the technology, to include the cross-cultural design process itself, and insights into the
cultural context in which the new technology will be embedded.

This approach, described by Soro and colleagues as cross-cultural dialogical probes
[8] allows to legitimate the researchers’ participation in the design discourse, engage
members of the community in design activities, create a relationship of mutual trust by
working in cooperation with the community, and overall open up possibilities for
learning on culture at large.

One key consequence of this approach is that it foregrounds issues of sustainability
and forces to revisit the very concept of evaluation, as discussed by Taylor and Soro
et al. [15], who propose to reframe design evaluation in cross-cultural contexts, from a
focus on validating artefacts (as typical in HCI research) to a focus on mapping
progress towards a desired future. We will elaborate further on the implications of this
approach in the final discussion.
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3.4 Summary

To summarize, while individual aspects of our research have been explored before in
related research, more work is needed to fully unpack the subtleties of how digital
community repositories can be adopted to foster literacy and promote communication
in remote regions. In particular, the harmonization of the novel technology with local
designs, existing skills, and cultural values depends on the goals and vision for the
future that the community puts forward.

Previous works have explored ICTs in remote communities largely as repositories
for traditional knowledge, rather than as tools to foster communication and sharing
mundane contents. While exceptions exist (e.g. the StoryBank project in rural India
[49]) these did not generally attempt to encourage literacy, but rather to offer a
workaround through privileging audio/visual contents. Initiative specifically aimed at
supporting literacy by providing TV contents with same language subtitles (e.g. [21])
faced high costs [37] and would be anyway problematic in the context of indigenous
Australia. Here Indigenous communities represent a smaller minority of the population,
with *145 different Indigenous languages, many of which are spoken by only a few
hundred people [59].

There are opportunities for design in combining large situated displays, personal
mobile devices, and user generated multilingual/multimodal contents to engage users.
Existing examples (e.g. [26, 28]) have not considered issues of literacy, but there is
evidence that such an approach may gain the interest of Aboriginal youth, who have
manifested a preference for mobile Web over television and personal computers [55]
and for educational platforms based on collaborative Web 2.0 applications over more
authoritarian oriented teaching models [47].

Our research was informed by the previous works described so far, yet the
socio-cultural context of Groote Eylandt called for novel solutions, particularly in terms
of (1) supporting both local and English language; (2) catering for collaboration in a
way that suits the distribution of skills and authority; (3) evaluating the technology in
use, rather than with artificial tasks. We have used technology prototypes as means to
engage with the community, legitimate our participation to community events, and
support design discourse with hands-on activities [8]. Then, by focusing on empow-
ering and enhancing the users’ possibilities for action, building on existing designs and
culturally situated methods, and involving users as co-creators and co-owners of the
new technologies, our aim is to maximize the chances of appropriation and sustainable
use of the product [11].

4 Groote Eylandt’s Digital Noticeboard

Above we have discussed the many technical constraints and challenges that are
encountered in Groote Eylandt. Although these challenges were identified from dis-
cussions with the people of Groote, similar issues have been described in many related
projects that deployed interactive technologies in rural areas. Groote’s Digital
Noticeboard is implemented in Ruby on Rails and runs on the compact Intel NUC mini
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PC. A typical setup will include a steel stand mounted on wheels with a wide touch
screen. The mini PC is hidden within the steel support.

4.1 User Interface

The noticeboards use a 50″ touch screen that allows visibility at a distance, but also
allows users to gather in groups in front of the screen and browse collaboratively. The
user interface is intended to both showcase the noticeboard’s contents, and to allow
interactive access (Fig. 2). When the noticeboard is not used (no one has touched the
screen) for a period of time, it starts showcasing its notices, playing automatically all
audio and video content available.

The screen is organized in channels; each channel can contain many stories that in
turn are potentially composed of several pages. The terminology alludes to the practice
of storytelling, so as to suggest possible ways to host information in the noticeboard.

Both institutional and user generated content can be uploaded, with configurable
options for the visibility and moderation of new uploads. To upload user generated
content, users can connect using their tablets or mobiles to a dedicated Wi-Fi network,
and create new stories using pictures, videos and audio recordings from their local
storage (Fig. 3).

A story can contain a picture or video, text descriptions in both local language and
English and spoken description, again in both languages. An animation highlights the
elements of the user interface that are involved in selecting a given story before playing
it, so as to demonstrate to bystanders how to use the touch screen, and therefore to
invite people in to try for themselves.

The editing interface is structured in such a way as to resemble the final page as
closely as possible (Fig. 4), and when operated through one’s own mobile or tablet it
allows to record video and audio just in time, using the features built in to the device. By

Fig. 2. A working prototype of the Digital
noticeboard shown on a wide touch screen
mounted on wheels. On the shelf below the
screen is the Intel NUC mini PC that runs the
noticeboard: this is the ‘package’ that is
shipped for deployment.

Fig. 3. It is possible to access the noticeboard
using personal devices by connecting to a Wi
Fi hotspot that is created by the NUC mini PC.
Contents can therefore be accessed even when
the screens are locked up for the night.
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providing a coherent layout in both modes the noticeboard delivers an intuitive expe-
rience. Navigation controls are greyed out in the editing interface to avoid confusion.

Many design choices were dictated by the concerns of community members that
offensive or inappropriate contents may be posted to the noticeboard. Therefore various
kinds of community moderation mechanisms were proposed, each one with its own
pros and cons in terms of efficacy and usability. The following one was finally
implemented and deployed: when a new story is created, it undergoes a process of
moderation. New stories will not be displayed on the big screen (but will be visible on
the device that was used to create them) until a champion reviews and approves its
contents. Additionally, users have the opportunity to flag a story or page deemed
inappropriate, hiding it temporarily until and requesting a new review, therefore
implementing a form of community moderation. This functionality was used to hide (or
rest) pictures of community members that had recently passed away.

4.2 Backend

Stories are uploaded by users or administrators one page at a time using the editing
interface. A page can contain a picture or video (shown on the left hand side of the
page); a textual description in Anindilyakwa (split in two parts, title and content) and
an analogous one in English; an audio recording with a spoken description in Anin-
dilyakwa and one in English; a validity interval that details when the notice has to be
displayed; several flags to detail what channel the story belongs to, if it is going to be
shared among all noticeboards, and the ordering of pages in a story.

Notices that are marked as shared will be mirrored by all noticeboards that are
deployed at various locations on the Island. This will happen automatically when
connectivity is available; when no connection is available or using it would not be
practical for the limited bandwidth and high costs (as is the case for satellite links),
notices can be moved from one noticeboard to another by saving them to a portable
storage, e.g. a USB key. From the administrative section of each noticeboard, autho-
rized users can select which notices to copy. The noticeboard will store on the USB key
all contents in a compressed human readable form, than can be later restored through
the same administrative interface.

Fig. 4. The browsing interface and the editing interface of the digital noticeboard juxtapposed.
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4.3 Deployment

Several noticeboards have been progressively deployed around different sites on the
island. There have been three main criteria used for choosing sites for the noticeboards
within the community: (1) the location serves as a ‘community hub’ where it is exposed
to and accessed by a broad range of different community members, (2) there is a
noticeboard ‘champion’ present who can encourage the creation of new content, and
oversee the moderation of new and existing notices, and (3) the noticeboard can be
recovered under shelter for the night.

Presently, there are five noticeboards in use around the island at two schools in the
Groote Eylandt Archipelago, one at a local Land Council office, one with rangers, and
one at the Arts Centre. The NUC computers are connected to large touchscreens, some
that are wall mounted, while others are mounted on mobile trolleys. Four of the
noticeboards are used indoors while the other is situated in an undercover outdoor
location but retrieved overnight. Environmental factors such as heat, humidity, and
wildlife pose challenges for using the noticeboard outside without the development of
more robust and weather-proof casings.

The research team has worked with community members such as rangers, linguists,
school students, and Community Development Program staff to develop initial content
and refine the noticeboard interface and functionality. The notice creation process and
types of content posted are detailed in [8]. Consistent with Hagen and Robertson’s
observations [60], the development of “seed content” as a repository of existing notices
functioned as “building blocks” for supporting users to develop skills in creating
notices, inspiring other users as to the potential content and structure of notices, and
identifying functionality and usability issues.

The social practices surrounding bilingual content creation were particularly
interesting. The noticeboard interface allows users to upload any combination of text
and audio content both in English and Anindilyakwa. However, rather than creating
Anindilyakwa content directly, the descriptions were often first drafted in English then
translated in Anindilyakwa, and only afterwards both versions were recorded and
uploaded. Both older and younger users were reluctant to write in Anindilyakwa
without reference material such as the dictionary produced by the linguists.

This may be due to courtesy towards the research team, as none of us speaks
Anindilyakwa, or may be due to the fact that writing Anindilyakwa, a traditionally
spoken language, is perceived as artificial by many people. There were also different
levels of enthusiasm for creating voice recordings; while some people were enthusiastic
to narrate their notices, others refused to create audio recordings, due to shyness, not
wishing to stand out, and possibly other reasons that were not stated to the research
team. In almost all cases people preferred to work in groups. Only very senior people
felt comfortable making notices alone, as they are recognised as able to speak on behalf
of others.

Previous work on community displays highlights the challenges of evaluating the
impact of social media technology use in the community. One approach to evaluation is
to capture usage log data that shows when and how the noticeboard features are used,
such as the sequence of operations carried out by particular users. However, Taylor and
Cheverst note the limitation of this approach for identifying the social practices

A Cross-Cultural Noticeboard for a Remote Community 411



involved in creating and reviewing noticeboard content given that log data cannot
reveal the presence of participants who do not interact directly with the interface [28].

Recording usage logs has been considered for the Digital Community Noticeboard
on Groote Eylandt. However, similar limitations were identified in terms of mean-
ingfully capturing and interpreting user behaviours, particularly since the noticeboard
interface enables the public to submit content for moderation without needing to log in
with a user account. However, the noticeboard does retain an account of the process of
creating and evolving stories by maintaining a ‘backlog’ of all content uploaded that
can by hidden from view by the users but not deleted from the noticeboard databases
completely.

Instead of systematically logging raw usage, feedback is gathered from participants
through in-situ discussions of the noticeboard during public demonstrations or story
creation activities with particular users such as the linguists and the rangers. In this
way, the noticeboard prototype serves as a cross-cultural dialogical probe [8] for
engaging in discussion with users, in which the usability aspects are a secondary
consideration. The noticeboard interface is thus “co-evolved” [60] in use with com-
munity members through an ongoing participatory design process, and evaluation is
aimed at mapping progress towards the community’s goals [15] of communication and
education, rather than validating the design against technical requirements.

Some examples of these activities that have been conducted for the purpose of
gathering feedback on the noticeboard include a demonstration that we gave at a
community centre, workshops with school students and teachers to create notices about
life on the island and activities taking place in the school community. Additionally,
noticeboard paper and digital prototype evaluations have been carried on with the
Linguists, and small group meetings and demonstrations were held with other users
such as Land Council staff.

Feedback gathered so far on the latest implementation of the noticeboard interface
has been positive. During community demonstrations, users expressed their apprecia-
tion of an interface that enables text and audio content to be recorded in both lan-
guages, and provoked discussion about the spellings and meanings of particular words
and their translation. The ‘passive display mode’ that automatically cycles through the
noticeboard content encouraged users to be seated and watch the content as though it is
a television, serving the dual purposes of being informative and entertaining, whilst
also not singling out a particular person as using the noticeboard. Photographs inspired
conversation and anecdotes between community members about the people depicted,
often beyond the specific topic of the notice.

Participants suggested many potential future use cases for the noticeboard such as
recording extracurricular activities and facilitating classroom activities with school
students, displaying old photos and their associated genealogical information, and
communicating a broad range of information about community services offered by the
Land Council and government organisations. Additional sites were identified for
deployment of the noticeboard and touchscreens.

Users also expressed an interest in transporting a NUC to different locations around
the island and accessing the noticeboard through iPads only (without the touchscreen
display) to provide greater flexibility in terms of where and how the noticeboard can be
used. There is ongoing research concerning the potential for the NUCs to be solar
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powered and positioned in public locations (for example at picnic areas or in the bush)
for being accessible even in less institutional contexts, and away from government
buildings.

5 Discussion and Conclusions

We have presented the detailed design and ongoing deployment of a digital noticeboard
for a remote community. The noticeboard was designed to meet the needs and
expectations of the Anindilyakwa People of Groote Eylandt, and is funded as a col-
laborative project between our institution and the Anindilyakwa Land Council.

We have reviewed the literature on information and communication technologies
aimed at remote communities and technical interventions to improve literacy, and in
collaboration with several members of the community, we have proposed an archi-
tecture for a digital noticeboard tailored to the local ways of working in groups, the
need to accommodate bi-lingual content, the preference for oral communication and at
the same time the aim of promoting literacy.

We reported on several technical aspects and issues related to the particular
socio-cultural context, and the available infrastructure on Groote Eylandt.

In Groote, as in many remote communities, electricity is only available in the main
townships, and connectivity is only available at public offices, while mobile phone
reception disappears a few kilometres out of town.

The language and culture of public institutions is not the traditional language and
culture of the Aboriginal community. While people are generally fluent in both English
and Anindilyakwa, this latter is rarely written, except by the linguists. Nevertheless
hosting contents in both languages and support for oral and written content in addition
to pictures and videos are key features of the noticeboard, that were implemented in the
form of bi-lingual stories that users can create, share and browse.

While it is too early to assess the efficacy of the noticeboard for promoting literacy,
which is however a key area of future work, we want to offer here a reflection based on
how the noticeboard was received, and to what uses it has been put.

5.1 The Noticeboards in Use

Users in schools, cultural centres and other institutions are investing time and resources
to appropriate the noticeboard into their daily work practices. This initial uptake is a very
positive response, and indicates that the noticeboard is in fact fulfilling a useful role.

The loose structure of the content, other than the arrangements in channels, stories
and pages, allows all users to customize the content and the process of content creation
to their own needs. Thus the schools are using the noticeboard to support group
activities to follow up the trips on country with the rangers, whereas for example the
Land Council is mainly publishing information notices on upcoming meetings and
community events.

Having a single platform to support both uses means that content can be migrated
from one noticeboard to another, therefore allowing the Land Council to showcase
content created by the schools occasionally. Content created by community members,
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such as the rangers or the students is in fact capable of attracting the attention of the
broader community, thereby delivering on the primary goal of fostering communication
across the community.

The possibility to host spoken and written content in Anindilyakwa is also appre-
ciated, as ‘official’ channels do not normally support communication in Anindilyakwa.

There are of course several limitations, and issues to address in future releases of
the software. For example there is a need to rest stories that mention or portray
deceased people, for a period of mourning (traditionally one year from the death), and
to moderate and if necessary remove offensive or disrespectful contents.

What is perhaps important, however, beyond the more immediate (although clearly
important) technical considerations, is to ask what should be the measure success in a
cross-cultural design project, and by extension, to what extent the noticeboard project is
a successful and sustainable project?

5.2 Lessons Learnt

In this final section we summarize the main lessons learnt and why we think these
should resonate beyond this particular case study. Although this project was conducted
in a very specific context and location, minority populations provide different per-
spectives and shine a new light on how technology use and social relations intertwine,
from which the mainstream HCI discipline can learn.

Many designs available off the shelf for content creation and sharing take inspiration
from philosophies of networked individualism, that cannot capture all the nuances of
social interaction, even in the context of the Western workplace where they originated.
The uniqueness of Groote Eylandt is the key to bring to the surface a range of issues that
affect existing platforms, making them unsuitable for particular uses and users.

Online social platforms, e.g. social networking and blogging sites, provide their
users with constant updates, robust handling of many formats for contents, ubiquitous
access, and the potential to reach out of one’s inner community, to potentially engage a
world-wide audience. Furthermore, using off the shelf technologies that are readily
available and have already been appropriated by participants is a key strategy to
encourage adoption and foster engagement [63] whereas designing one’s own platform
opens up a risk of acquiring an asset whose usefulness is too small in comparison to its
maintenance cost.

Winschiers-Theophilus and colleagues noted that ICT4D is scattered with
proverbial ‘white elephants’ [61], projects that are generated with not enough attention
to the needs of the community, but are nevertheless imported into the communities to
be tested, and immediately abandoned.

Even the projects that are conducted in participation with the community in order to
identify and reflect existing needs, still risk to turn into successful failures. As dis-
cussed by Mosse [62], the ‘needs’ even when expressed through a participatory pro-
cess, can reflect more the expectations of what the research team can likely deliver,
rather than a real aspiration existing on the community’s part.

Yet, as this case study shows, there are reasons to also explore alternative paths,
and create customized designs that are independent from the technical constraints,
business models, and design biases of globalized enterprises.

414 A. Soro et al.



The digital noticeboard was designed to fill a gap in the communication needs of
the community that existing technologies or available social networking services were
unable to address. As we have discussed, the community Elders are reluctant to
embrace social media to engage with the youth, because these services are seen as
promoting values that are in conflict with the local culture, and pose issues of who
owns the platform, and therefore who controls the information in it.

A custom platform designed with the community, and for the community to
manage and own, was then seen as a viable alternative to support communication
within the community and between the Elders and the youth, promoting at the same
time the community’s own identity and values, and the broader goals of education and
literacy devised by the Land Council.

By owning the platform the community can prioritize its own goals and problems in
future developments, which may be impossible with external services. The flip side of
the coin, of course, is that the community will be responsible for maintaining and
updating the noticeboard software, fixing and replacing the hardware as it fails, and
responding to possible demands for new features or modifications.

Given the above, how should we assess whether the project is deemed to succeed,
providing value to the community and supporting the need for communication, or if we
are facing just another white elephant?

Taylor, Soro and colleagues propose to shift the focus of evaluation from testing
artefacts against needs and wants, to mapping progress towards desired futures [15],
therefore foregrounding, among others, the problem of sustainability.

In fact, those issues that are of more interest to the community can hardly emerge
by focusing on the artefacts alone [15]. How does the design fit (or disrupt) existing
workflows? Who is going to maintain the software and hardware? Who will take
ownership of the designs and champion its adoption within the community?

Nurturing and fostering community engagement has been repeatedly indicated as a
means to better design outcomes [8, 11, 26–28, 61]. We further contribute to this
ongoing discourse a view that community engagement should be regarded as the
measure of success in cross cultural design projects, and therefore, more than a means,
as an end in and of itself. In fact, questions such as the ones above are predicated on
members from the community having a motivation for taking ownership, maintaining
and continuing to use the noticeboards in the first place. As we have presented in the
paper, engagement can materialize in many forms. In our case we observed an
appropriation of the noticeboard into new contexts, sometimes not envisaged in the
initial designs, such as for hosting media productions and distributing them in com-
munity gatherings. Also, the willingness to be part of the many discussions and the
interest for the demonstrations of the noticeboard functionalities, that we observed
multiple times. Finally, many people voicing ideas for future iterations of the interface
that indicate an intention for further engagement and an interest for continuing evo-
lution of the design.

All these, we argue, represent a positive sign that the community is imagining a
future where the noticeboards have been adopted and adapted, rather than disposed of
and abandoned.
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Abstract. Mobile context awareness is an elusive concept within extant liter-
ature on human-computer interaction. Despite extensive research into context
awareness, past studies have accentuated the architectural aspects of
context-aware applications without paying sufficient attention to user-centric
issues associated with such applications. To this end, this study endeavours to
shed light on how context-aware applications are construed by users. Drawing
inspiration from the ‘future workshop’ methodological approach, two focus
groups were conducted in Denmark and China to elicit insights into the benefits
and shortcomings of contemporary context-aware applications across different
cultural settings. Empirical findings suggest that users’ interactions with
context-aware applications are governed, to a large extent, by their: (1) own
personal value system; (2) sensitivity towards such applications, and; (3) current
activity in which they are engaged. This study thus takes a small but concrete
step towards further discussions on the importance of embracing a user-centred
view of mobile context awareness.

Keywords: Mobile Context-Awareness � User experience � Cross-cultural

1 Introduction

The global population of smart phone users is projected to reach 2.32 billion by the end
of 2017 [1]. Because a variety of sensors are embedded in smart phones which endow
the latter with the ability to be aware of and interact with the surrounding context, smart
phones can be conceived as a type of mobile context-aware system that extends human
cognition and perception. Indeed, Mobile Context-Awareness (MCA) is a rapidly
growing topic of interest for both academics and practitioners due to the increasing
dynamism and richness of contextual information afforded by smart devices [2].
A variety of context-awareness systems have been developed to adapt system’s
behaviour with changing location, time, physical environment, identity and emotion
state of user, nearby devices and social entities as well [3]. Although context-awareness
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is intended to circumvent issues in user experience (UX) caused by small screen size
and ever-shifting context in smart devices, context-aware mobile applications are also
presumed to be capable of offering more customized and more favourable UXs than
non-context-aware ones [3, 5]. It is accompanied by its own side effects such as
distracting interruptions, loss of control and privacy risk [6]. There are calls for an
in-depth appreciation of how the UX is shaped by mobile context-aware systems [5].

Yet, despite the calls, the UX ofMCA and other user related issues have been lacking
in HCI research. Hong et al. [7] discovered that the bulk of research (237 articles in total)
tends to concentrate on issues associated with conceptualization, network, middleware
and application. Even though the few studies, which have examined the issue of UX for
MCA (device and application), have put forth general guidelines for designing mobile
context-aware systems (i.e., avoiding unnecessary interruptions, ensuring user control,
guaranteeing system visibility and tailoring content to match individual needs) [6, 8],
there is a dearth of research that has been devoted to a dedicated scrutiny of how such
systems can be designed from a user-centred perspective in distinct cultural contexts. In
addition, there is growing recognition that we have a limited comprehension of how to
capture, interpret and share abstract contexts [9]. Social context is an exemplary illus-
tration of an abstract context in that the UX of mobile context-aware system might vary
in different social settings. We argue that culture plays an instrumental role in shaping
UX of MCA, and should not be divorced from any investigative efforts targeted at the
phenomenon. This study endeavours to unpack the concept of MCA from a user-centred
perspective by eliciting user’s opinion and experience with mobile context-aware sys-
tems in both Chinese and Danish cultural settings.

2 Background

2.1 The Cultural Context of Mobile Services

While emerging markets like China and India have already overtaken more matured
markets like the United States in terms of mobile phone penetration, the UX of the
popular smart devices (based on Android, iOS or Windows architecture) are still
designed by Western firms. For this reason, Chinese firms are acquiring their Western
counterparts in the provision of mobile services. However, consumers of both Chinese
and Western firms are utilizing mobile services provided by companies with different
cultural backgrounds such as Google vs. Baidu, Facebook vs. WeChat, Twitter vs.
Weibo, to name a few. Users have developed corresponding habits of interacting with
mobile applications that are designed and developed for different cultural contexts. It is
unclear whether the design of mobile context-aware features by Chinese firms are
accommodative of Westerners and vice versa.

The cultural context and user’s preference of interaction might vary in different
countries. Extant literature contains extensive evidence attesting to discrepancies
between Asian and Western ways of acting and thinking [10]. Chinese subjects are
more sensitive to contextual incongruity as compared to Americans [11]. Situation (or
social context) influence the effect of culture on affect, cognition and behaviour. For
this reason, intra- and inter-cultural variations of MCA can be best understood by
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taking the cultural context into consideration [12]. Specifically, Westerners are believed
to be more concerned about the instrumental (efficiency) attributes of UX whereas
Chinese users care more about non-instrumental (e.g., appearance) attributes of inter-
active products [13]. While a key merit of MCA resides in its ability to improve the
efficiency of interactions, we contend that variations in users’ attitudes toward MCA
exist between Chinese and Denmark users. Despite a broad recognition of the presence
of cross-cultural disparities in UX of mobile context-aware systems, e.g., [13], few
studies investigate how and why such disparities exist, which in turn acts as the
impetus for this study.

2.2 The Value of Social Context and Context Awareness

Since the term ‘context-aware’ was first coined to describe the computing ability “of a
mobile user’s applications to discover and react to changes in the environment they are
situated in” [14], context-awareness has been touted as a key component of pervasive
and ubiquitous computing. Essentially, context-awareness endows mobile computing
devices with the capability of interacting with humans in an intuitive manner that
mirrors human-human interaction [15]. Nevertheless, it is only with the proliferation of
smart devices that the importance of context awareness begins to gain traction.

For users, high-level contexts like activity, psychological status and place are more
meaningful than low level contexts like location, noise, gravity, time. As a variable of
high-level contexts, social context is valuable in deciphering and interpreting the
intention and activities of human being by integrating and combing low-level context
information captured by sensors. For example, providing contextual information about
air quality would be valued more in Beijing than in Copenhagen. Yet, the social
context is complicated and fast evolving in mobile situations, especially across different
cultural contexts. A deeper appreciation of the focal dimensions of social context,
which might influence the intentions and activities of users [5], would contribute to the
abstraction, acquisition, inference and utilization of contextual information to enhance
the UX of context-aware systems.

2.3 The Influence of MCA on HCI

An abundance of intricate contextual information are exploited in human-to-human
communication, such as eye contact, facial expression, hand gestures, body language
and even more profound social attributes like culture and religions. Unlike
human-to-human communication, tradition interactions between humans and com-
puters are constrained by the latter’s computing power and number of embedded
sensors in harvesting and harnessing contextual information [16, 17].

Over the past decade, mobile devices, especially smart phones, have been adopted
by a vast population of users globally. In many countries, more than 50% of the
population are smart phone users. Nowadays, mobile phones have been fitted with
enhanced computing capabilities and miniaturized sensors that enable such phones to
proactively interact with humans by drawing on contextual information to adapt to user
intention and behaviours. Due to the infusion of context-aware features, smart devices
are capable of interacting with users in intelligent, natural and human-like ways.
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Fundamentally, MCA alters the interaction between humans and computers in four
ways. First, the interaction between users and context-aware systems is shifting from an
explicit format to an implicit one. Second, the informational resources accessible to
context-aware systems are much more diverse due to data generated by both humans
and technological sensors [17]. Third, context-aware systems (e.g., smart phones) are
transforming from a passive role of accepting, processing and displaying information to
a more active role of abstracting, acquiring, inferring and utilizing contextual infor-
mation in order to execute actions automatically. Finally, context-aware systems can
sense other users and computing devices in their surroundings, thereby rendering
cross-device social interaction plausible.

2.4 MCA from a User-Centred Perspective

Designers, developers and users are inclined to interpret the same system from diverse
perspectives, thereby culminating in separate meanings. One of the most valuable
contribution of HCI to mobile system is that it bridges the gap among the mental
models of the abovementioned three parties [18]. An early study on the usability of
mobile context-aware applications demonstrated that while users prefer to utilize
context-aware applications with higher degrees of proactivity, their feelings of out of
control, lack of feedback, privacy leak and information overload increases corre-
spondingly [8]. At the same time, users express a greater willingness to tolerate the
preceding uncertainties in exchange for a more interactive and smoother experience.
Because users are adaptive and context-dependent when utilizing context-aware mobile
applications, it implies that the UX of same mobile application may vary across con-
texts and usage.

In mobile environments, the use context tends to fluctuate and the same contextual
information might acquire differentiated meanings across distinct contexts and usage
[19]. Since user profiles and purpose is likely to differ when utilizing mobile appli-
cations [3], it is conceivable for users to utilize the same application in contexts that
were not anticipated by designers and developers [5]. Indeed, it is not uncommon for
context-aware systems to encounter difficulties in interpreting user context due to
variations in physical attributes (i.e., height, palm size and eye-sight), cognitive and
perceptual abilities (e.g. memory, learning, problem-solving and decision making) and
personality (e.g. gender, attitudes towards computers and emotional states).

Compared with the era dominated by desktop computers and feature phones,
contexts associated with the utilization of smart mobile devices have changed dra-
matically and enriched significantly. Mobile applications tend to become much more
complex as the quantity and types of information employed by context-aware appli-
cations have surpassed those of non-context-aware ones [6]. Mobile applications
developed by Chinese company include more functionalities than those introduced by
Western companies (e.g., wallet payment, red packet and games in WeChat), which in
turn might bring about unexpected interactive behaviours and experiences.

To-date, context-awareness has mainly been investigated from a technical point of
view with strong emphasis on location-aware mobile applications [5, 7]. The limited
research about mobile context-aware system, from a user-centred perspective, are either
ecologically invalid experiment, or too specific for guiding the design of applications in
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diverse fields [20]. Particularly, a major research trend within extant literature on
mobile context-awareness systems is rooted in the design of middleware and APIs to
facilitate the development of MCA applications. In the absence of an in-depth appre-
ciation of users, contemporary studies run the risk that findings derived from inquiries
of user-centred MCA applications may not be generalizable to other fields.

A number of questions emerge with respect to the impact of MCA on
Human-Computer Interaction (HCI): How can users be aware of the intricate contex-
tual information being inputted and captured by mobile context-aware systems? What’s
the concerns of users about mobile context-aware applications and how the concerns
might shape the interaction between user and mobile device? How to exploit and
integrate contextual information in multi-modals? Should smart phones be more active
in executing actions that are undertaken by humans traditionally? How should humans
deal with an intelligent and emotional device that has been endowed with
social-networking features?

3 Methods

We opted for the Focus Group (FG) and Future Workshop(FW) methodology in this
study because they has been acknowledged as an appropriate technique for conducting
exploratory research on social phenomena and participatory design studies [e.g., 18,
22–25]. The future workshop approach departs from the standard FG format by placing
greater emphasis on mapping techniques and the process of articulating visually how
technologies might be utilized in the future. In addition, the future workshop approach
engages participants in discussions across two or more groups. This fosters a conducive
climate for more divergent opinions to be voiced and in turn, overcome potential
shortcomings associated with ‘group think’ in focus group [26, 27].

Blending FG with the future workshop approach allowed us to focus the group
interview on the concept of ‘context awareness’ which we knew, from a single pilot
interview with a doctoral student in the field of information systems, to be difficult to
comprehend and envision for participants. Exercises adopted in the methodology
facilitated participants in expressing their ideas about context awareness of a design
scenario or a short description of a dream system in a concrete domain (using paper and
pen) rather than in an abstract verbal form [28].

3.1 Participants

For the purpose of this study, a total 12 participants were recruited for two FGs, one in
Denmark and one in China. All participants had more than 6 months of experience with
smart phones. Each was compensated with a gift card for his/her participation. Six
participants (3 male, 3 female) age between 22 and 31 were recruited in Denmark. All
participants are Europeans and speak English. Likewise, six participants (3 male, 3
female) age between 21 and 25 were recruited in China. All of them are ethnically
Chinese and speak Mandarin. English is the language of communication for the FG in
Denmark while participants conversed in Mandarin for the FG in China.
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3.2 Moderators and Observers

Both FGs in Denmark and China had one moderator and one observer. The moderator
steered participants through the FG whereas the observer took charge of recording the
procedure in audios, videos and photos. The Danish moderator was a male educator
and researcher in the field of service design with more than 15 years of career expe-
rience. Similarly, the Chinese moderator was a male educator and researcher in the field
of product and service design with more than 15 years of career experience.

3.3 Procedure

For participants in both FGs, it was first stressed that their participation did not con-
stitute an evaluation of their academic performance. Each focus group comprised five
progressive phases that lasted 2.5 h including a short break. These five phases were: a
warm-up phase, a brainstorming phase, a pros & cons phase, a design phase and a
validation phase. Transcripts from data gathered in the five phases were then divided
into four main sections: Warm-up, Brain Strom, Pros & Cons, Design and Validation.

The focus groups were carried out in meeting/interview rooms at one university in
Denmark and one in China. The setup included tables that separated the participants
into two groups. GoPro cameras recorded each sub-group. Audio recorders captured
group conversations. Further, two cameras were placed so as to capture both groups
and the intergroup interaction. The layout of FGs in Denmark and China is depicted in
Fig. 1 below and the flow diagram for the FG procedure is illustrated in Fig. 2.

3.4 Material and Data Collection

Printed template of mobile phone, pens and white board were distributed to participants
for them to illustrate and sketch ideas. Data was collected in three formats: audio, video
and photo. Four video cameras were deployed to record the FG from different angles.
Two wide-angle GoPro cameras were placed at the front of each sub-group to record

Fig. 1. Meeting room. Groups are placed at crescent tables, GoPro cameras record interactions
in both groups. Secondary cameras record interactions and discussions between groups. Left
side = Focus group in Denmark, Right side = Focus group in China.
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interactions within each group separately. Another two cameras were positioned at the
two corners in the room to record the entire interaction process in the FGs from a
holistic angle. Two audio recorders are fitted on the table of each FG to record the
voices of participants. A photo camera was employed to record tangible outcomes of
each FG, such as drawings, designs, sketches and presentations on whiteboard.

3.5 Data Cleaning, Coding and Analysis

Data in different formats are first matched with each other by timestamp and then
transcribed into text for analysis. After cleaning the data, thematic analysis was adopted
to encode and induce themes from the qualitative comments [29]. The objective of
thematic analysis is to find a pattern in the random data that, at minimum, describes and
organizes users’ understanding of MCA and, at maximum, interprets the way that users
structure MCA. The detailed procedure for thematic analysis is illustrated below:

• Isolating recurring patterns of interest with respect to context and context-aware
applications: To make sure all researchers can understand and code the raw data,
scripts from Chinese FG are translated into English. Three Western researchers
generated a list of insights (i.e., codes + comments) based on the transcripts from

Fig. 2. Chart of FG procedure. MCA = Mobile context-awareness, WG = Within group,
BG = Between group.
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the Danish FG. One researcher with a Chinese background listened in and sup-
plemented the insights generated by the Western researchers. Next, Chinese
researchers created a list of insights (i.e., codes + comments) on the basis of the
Chinese FG. One of these was currently living in Denmark, and thus could compare
across countries.

• Combining related patterns into themes: A researcher with a Chinese background
and a researcher with Western background, supported by all (SKYPE call), com-
pared the list of insights generated by both Chinese and Danish researchers in order
to identify both commonalities and disparities in participants’ attitude towards
MCA across both cultural settings.

• Deriving excerpts from the FGs that correspond to these themes: A researcher went
through the themes again and derived a potential framework for organizing the
themes. Another researcher discussed with the first researcher about the structure
and extract insights from the raw data to support the framework.

4 Results

It is well recognized that mobile applications offer an abundance of unique benefits by
adjusting to user-specific circumstances and establishing a means to a connected life-
style anytime and anywhere. Despite the potency of MCA, we still lack a fundamental
understanding of how users evaluate MCA [19].

Fig. 3. The categories of participants’ views on MCA, and the interrelations.
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Results from our thematic analysis reveals that participants can and do construct
their own meaning of MCA, citing prominent examples of MCA as applied in everyday
contexts. Second, participants’ interpretation of MCA appears to be governed by their:
(1) own personal value system; (2) sensitivity towards the degree of context-awareness
for such systems, and; (3) their current activity in which they are engaged Each of these
properties is associated with or constituted by other aspects of their understanding of
MCA. This is exemplified through quotes from the focus groups below. Finally, par-
ticipants are able to distinguish among the capabilities of mobile context-aware sys-
tems, the pros and cons of such systems as well as their views of how these systems
could be designed from a user-centred angle (see Fig. 3).

4.1 Participants’ Own MCA Framework

One of the core findings in our study is how participants can and do construct their own
meaning of MCA. They are able to supply examples of the use of MCA in everyday
contexts. In Quote #1 from the Danish FG during the Warm-up session, one of the
participants explains what she thinks is an example of MCA.

MO Does anybody have sort of some impressions to share your examples about what 
context-awareness could be?

G2-CH For example, registering where you are could help you on vacation. Google Now has 
registered where I live and  work automatically. And it does register some patterns 
where I'm going. That's an example from the mobile phone.

Quote #1 DK Warm-up Phase; MO = Moderator, G2-CH = Danish FG 2 Participant 

G2-CH shares experiences from her own life. She knows about an application
called Google Now that tracks its owner’s location and displays it on the smartphone
when it seems relevant, which G2-CH regards as an example of MCA. Another
example is the participant in Quote #2, from the Design phase in the Danish FG, who
wants to share what she sees as the future of MCA.

G1-TR I have 3 different kind of scenarios. 
The first one is that we (have to) get all these applications updated here in the App-
Store. So either you can choose update it (all) or not. I would like to have the possi-
bility of choosing or selecting new features in the update I like or I don't like. For 
instance, in Facebook, it says we have this new feature having favourite friends. But I 
dislike that feature. I still want to update the system without that feature. So it's kinda 
like individualizing the update.
And the other one is pre-setting your phone in different modes. I could make a mode 
called vacation mode. I pre-install it into (my phone).When I activate it, it knows that 
not to update my e-mail, or not give me alarm in the morning. And despite that when I 
deactivated it, I can activate it (anytime). That could be other modes, Whatever, likes 
sporting mode, maybe suggest some good news
And the last one is like digital business card that give each contact person ratings like 
those paid of loans, connects, and after that, we can arrange meetings. 

Quote #2. DK Design Phase;G1-TR = Danish FG1 Participant 
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G1-TR here, during the Design phase, sees herself as a co-designer, and has put
forward several ideas for designing MCA. Some of these ideas appear to be centred on
Western technologies such as App-store and Facebook, while others stem from
activity/mode – vacation mode – to social connectivity – and business cards (see links
in Fig. 3). In a third example, Quote #3, from the Brainstorm phase in the Chinese FG,
a participant expresses his desire for a phone that is able to switch between the speaker
for the human ear when he holds it closer to his head and the loudspeaker at the bottom
of the phone whenever he holds it away from his head or it is covered by his clothing.

G1-WW Using infrared sensors to detect the dis-
tance between screen of mobile phone 
and other contextual information. For 
example, to switch on/off speaker mode 
according to the distance between 
WeChat (running on mobile phone) and 
ear; Switch off the screen when it is cov-
ered by trousers because no users will 
still use the phone when it’s covered.

Quote #3. CH Brainstorm Phase;G1-WW = Chinese FG1 Participant 

G1-WW is focused on the product itself and the sensitivity (see Fig. 3) of its MCA.
He describes MCA in everyday Chinese context: the phone is referred to as the local
technology WeChat when he mentions how the phone is covered by his trousers. He
understands in his own framework how the phone is employing the speaker to play the
voice talk or a blank screen, based on RFID sensor. Finally, in the fourth example,
Quote #4, a participant wonders if context-awareness is a nice-to-have function, feeling
nostalgic about how lives were unaffected before MCA. She is afraid that once we have
experienced the benefits of MCA, it might become a must-have function.

G1-LC We still lived good lives even without 
smart phones in the old days.

Quote #4. CH Design Phase;G1-LC = Chinese FG1 Participant 

G1-LC relate MCA to her own life and personal values (see link in Fig. 3), reflecting
on what it means to be human in the China at a time when everybody are looking more at
their smart phones than at each other. In summary, participants’ own understanding of
MCA applications is shaped by their personal value systems, their sensitivity towards
such applications, the current activity in which they are engaged and the cultural context
they are living in. Participants’ own frameworks for MCA are drawn from their expe-
rience with culturally-specific technologies (e.g., Facebook in the West and WeChat in
China). Although users think that MCA is beneficial in improving mobile life, the
benefit might be discounted due to failure of offering appropriate values to users.
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4.2 Components of Users’ Own Understanding of MCA

FG participants’ comprehension of MCA appears to be grounded in their: (1) own
personal value system; (2) sensitivity towards such applications, and; (3) current
activity in which they are engaged.

Personal Value System and MCA: MCA could be seen as a reflection of partici-
pants’ personal value system. MCA devices can not only augment the quality of mobile
life, but they can also enable users to realize socio-cultural values. MCA is hence
deemed by participants to be a part of their socio-cultural value systems: MCA should
fit their personal ‘use case’ and needs. In Quote #5 from the Pros & Cons phase in the
Danish FG, two separate participants discuss the advantages and disadvantages of
personal values afforded by MCA.

G1-TR I think context-awareness also helps you to recognize your personal values, so if you 
want to recycle, the phone can help you to have apps to collect food after the shop is 
closed. It's tailored to personal values. 

G2-LI You can have this globalization on the same side of your personal values. You have 
more choices, but you are also provided with more directions to go. Maybe you can 
also get more pluralism

Quote #5. DK Pros & Cons Phase. G1-TR, G2-Li= Danish FG 1 and 2 Participants 

G1-TR appears to conclude that MCA can afford pluralism in personal values by
permitting users to behave sustainably and at the same time, enjoy globalization (e.g.,
shopping and traveling). MCA reduce stress and increase social connectivity (see links
in Fig. 3). This is also the topic in Quote #6 from the design phase in the Chinese FG
where a participant alleges that system requirements could be proposed by humans.

G2-CM Machine can do everything and human 
just do the input work, human is one part 
of the HCI system. 

Quote #6. CH Design Phase;G2-CM = Chinese FG 2 Participant 

G2-CM sees the human user as part of a system where MCA is doing most of the
work, and the human is merely stating her requirements and needs. Similarly, in Group
1 of the Chinese FG, a participant expresses her expectation of what MCA can do for
humans: help them find friends.

G1-LC MCA can help find people with common 
hobbies even in a closed society.

Quote #7. CH Pros & Cons Phase;G1-LC = Chinese FG 1 Participant 

G1-LC and G2-CM appears to see MCA as supportive of their personal value
systems in which social connectivity and stress-free life (see links in Fig. 3) are
important.

Participants’ Sensitivity towards MCA: An important component of participants’
own interpretation of MCA turned out to be sensitivity. We found that participants
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experienced the sensitivity of MCA, rather than just its presence or absence. They
responded to the capability of context awareness. In Quote #8 from the Warm-up phase
in the Danish FG, everybody agrees on a lack of sensitivity of MCA in a situation
where MCA interacts with the human user.

MO … When you hold the phone like this, like vertically, then the text is running down 

turns over in 90° to show it in horizontal view. So it's kind of sensitive to this kind 
vertically, but if you then turn it horizontally, then it responses to it, it flips and the text 

of movement. So this is a very simple example of it.
G1-TR But it is not always good. If you were leaning down, you want to turn it off because it 

is annoying to keep moving.
All Yeah(All)

Quote #8. DK Warm-up Phase;MO=Moderator, G1-TR = Danish FG1 Participant 

G1-TR employs negative wording to describe her own – and everybody’s - UX of
MCA interactivity: a lack of sensitivity. In Quote #9 from the Brainstorm phase in the
Danish FG, two participants gave another common example of poor sensitivity
experiences caused by MCA’s attempts at interactivity.

G2-El I choose the auto-connection of Wi-Fi. I like that when I'm in somewhere, my phone 
connects to Wi-Fi automatically. Because sometimes when the functionality was dis-
abled, I forgot to do it. So I started to use it in roam, it uses my (cellular) data connec-
tion. In this case, it takes some money.

G2-El The bad side is that if I'm calling with Skype, the auto-connection will interrupt (my 
call). Every time it changes the connection, it has shit like this. 

G2-LI Is that because the WIFI connection is not so good.
G2-El It's not, even the roam is so good. Because of the switch of connection, I hate that.

Quote #9. DK Brainstorm Phase;G1-EL. G2-LI = Danish FG 2 Participants 

G2-EL hates when MCA switches from Wi-Fi to roaming since it costs her money
and she either has to remember to take pre-emptive measures like disable the roaming
or just get the bad feeling. In Quote #10 from the Brainstorm phase in the Danish FG,
participants lament whether reminders from Western transport companies (e.g.,
SAS = a regional airline) and information providers should incorporate MCA.
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G1-TA Maybe just send reminders to you four hours before. Like don't forget that you have a 
flight in four hours. Or like actually send notification when this flight is late already, 
you just also don't have to worry about that. I mean it does show when you open it.
That flight is not on time. Just give you notification that the flight is cancelled, de-
layed. That kind of notification works well.

G1-OR I don't know. I mean perhaps Google does that. Maybe SAS they don't have it. 
G1-TA What do you mean?
G1-OR Actually I get the notification of my tickets some there, in e-mail? It's saved in my 

account
G1-TA Oh, no. I have like this application. 
G1-OR But I mean they won't do that. Because they know Google is going to do that. So they 

don't want to get it 
G1-TA But they sent me e-mail. They always sent me e-mail notification. So if I update e-mail 

notification I will be more aware of that. But it only shows in my e-mail. It’s impossi-
ble if you want to see notifications about plane. Once I got SMS like your flight is 
delayed it would be better.

G1-TR But I think sometimes, for instances, you know the Danish train, the DSB, you buy one 
ticket . Then I have my phone number connected to its system and it will give me a text 
that my train is delayed. But what happens is a lot of time the text comes like already 
half an hour in the delay. It seems not working actually well, I hate they tell us people, 
I got the text that the train is late but they are not late very much. So apparently they 
sent out message to passengers that the train is just late for one minute. It sometimes 
causes more confusion. It actually wants to help you but it doesn’t.

Quote #10. DK Brainstorm Phase;G1-TA, G1-OR, G1-TR = Danish FG1 Participants 

G1-TR is upset when reminders are not timely according to her schedule and the
MCA interactivity (see links in Fig. 3) (e.g., requirement to her about translating the
reminder text that presents the untimely reminders). In Quote #11 from the Design
phase in the Danish FG, the same participants take the notion of MCA sensitivity to an
extreme when they envision a system that can block them from going home to their
families, compelling them to study instead.

G1-TR I think I have a lot of reasons to have this one. It's like having a Totalplanner in the 
way.  It is basically an extension of you. Basically like open the iPod devices. You 
set up your goals, your timeline for the goals, your ethical background or some-
thing like that. So they are budgeted by rates. You put in your currencies. And then 
it creates an everyday-to-do-list for you to meet your goals by that time. It keeps 
like they are similarly. So it's like you put your time by the end of your semester. 
You have a number of, like 5, foreign languages. So basically, by controlling your 
laptops, told you now you have to study (2 hours, peers) like Java script, likes if 
you say I'm going abroad, I want go back to home land but it blocks you and says 
you have to study. So by the end of your semester, you fulfilled…

G1-TA That's a good one if it blocks
G1-TR Kind of very like time usage on your phone

Quote #11. DK Design Phase;G1-TA, G1-TR = Danish FG1 Participants 
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G1-TA and G1-TR appear to design an insensitive system that can suppress their
innate desire to go back to homeland through intimate interactions. In Quote #12 from
the Design phase in the Danish FG, a participant expresses her ideas for designing a
socially sensitive human-like interactive MCA.

G2-LI We have a lot talk about interaction that could also be connected to the context of 
interaction, the social and physical, for example. If you don't have the screen, 
maybe it's strange in the public area just talk to the voice. Then you prefer smaller 
thing. Then if you are at home, you would like a bigger more. It is connected to the 
context, Other people, in the public area or private area, have less texting require-
ment, they just talk about all the time when they study and work. They just look at 
the screen,  we just agreed, just goes like this from A to B. maybe it's nice to have
talking instead of texting. But maybe if you get new knowledge in individual way
unlike the previous one. Tomorrow, it's kind of different from just reading your text
from the beginning to the end. At the same time, it should not talk too much, just 
imitate human being? There still to be something technology, not like too much, um,
just pretending to be a human or to be helper

Quote #12. DK Design Phase;G2-LI = Danish FG1 Participant 

G2-LI is concerned with the sensitivity related to context of the MCA interactivity
(see links in Fig. 3), whether it is human voice or screen, at home or public, small or
big. In Quote #13, a participant from the Brainstorm phase in the Chinese FG also talks
about the format of MCA interactivity, and mentions the fidelity of contextual infor-
mation, like deploying VR to help people with visual impairment know the name and
appearance of the buildings nearby.

G2-CM The last case is VR, it can tell you the 
name of the building besides you and 
then it can guide the road-blind people 
to the right way.

Quote #13. CH Brainstorm Phase;G2-CM = Chinese FG 2 Participant 

G2-CM is concerned with the sensitivity of the MCA in a VR environment for
specific user groups like the blind. This is also associated with accuracy of the MCA (see
links in Fig. 3), how precise it is. In Quote #14 from the Brainstorm phase in the
Chinese FG, a participant talks about how MCA should offer emotional songs according
to personal use history and how MCA scenarios transform users’ mobile lives.

G2-ZY Can give suggestions according to the 
types of songs in different places. For 
example, I tend to listen to brisk songs 
every time I’m in Mingguang Building, 
then it should offer me cheerful songs 
automatically every time I’m around 
Mingguang Building

Quote #14. CH Brainstorm Phase;G2-ZY = Chinese FG 2 Participant 
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G2-ZY requires MCA to be very accurate across geographic and emotional con-
texts. Furthermore, she is alluding to the stickiness of context (see links in Fig. 3). To
her, the Mingguang building is a recurring context that embodies emotional and maybe
even abstract, metaphorical value. Finally, Quote #15 from the Pros & Cons phase is
just plainly underscoring the need for accurate and sensitive MCA.

G1-LC Can help reduce error and improve safe 
ways

Quote #15. CH Pros &Cons Phase;G1-LC = Chinese FG1 Participant 

G1-LC asks for MCA that can improve the safety of accomplishing tasks. In sum,
sensitivity is a major component of the participants’ own MCA framework, and it
relates to the accuracy, interactivity and stickiness of MCA.

Participants’ Appreciation of Activity Accommodated by MCA: A third compo-
nent of participants’ own MCA framework is the activity accommodated by MCA.
This occurs when users experience the device as the source of MCA and when they
experience select applications as the sources of MCA during activities. It is associated
with benefits of MCA, goal-driven MCA and part of it is to have trust in the provider of
MCA. In Quote #16 from the Brainstorm phase in the Danish FG, a participant dis-
cusses about the issue of Wi-Fi auto connection produced by a local Danish university
of the participants (i.e., CBS), versus roaming, in the context of video telephony with a
Western application (i.e., Skype).

G2-El The last one is a very simple function of smart phone. It's the auto connection to the 
WIFI. For example, when I came here, the phone recognizes the WIFI of CBS and 
connect. It's really very good because I can save some money. The bad side is that if 
I'm doing a Skype call, the connection goes, the auto connections switches from my 
normal connection to WIFI and the Skype call is done at the time, and the time to 
recall and lose time by that. So it’s a function of the phone that it is able to under-
stand the time to switch. The phone has sense to know when the Skype call is on-
going and can't be interrupted, it is not going to switch now.

Quote #16. DK Brainstorm Phase;G2-EL = Danish FG 2 Participant 

G2-EL does not completely trust the provider (see links in Fig. 3) of her Wi-Fi
internet connection, and therefore her telephony MCA experience varies from good to
bad, depending on which mode her connection is in. In Quote #17 from the Brainstorm
phase in the Danish FG, two participants, being in Copenhagen that brands itself as a
city for bicycles, advocated a ‘Bike mode’ that allows users to dictate the MCA
experience by controlling which mode the MCA device or application is in.
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G1-TR I don’t know whether there are already existing phone holder for your bicycle. I 
haven't tried it. I don't think it can solve your entry problems. But I definitely think 
it's important to think about what settings the phone is in. The phone might interfere 
with whatever you were doing with the smartness functionality, so it has to think 
about the contexts of your surroundings, too.

G1-TA But it could have like a button, you know, pull down from here, you have to choose 
different settings, like a Bike Mode. Exactly just like you said, the screen will be on 
all the time. That maybe can work likes, whether or not it's going to detect that
you're on the bike specifically, because I don't know how would it to do that? But 

it's like other group told us, the user can just push this button manually, it has 
everything to do for being on the bike.

Quote #17. DK Brainstorm Phase;G1-TR, G1-TA = Danish FG1 Participants

G1-TR and G1-TA also touches on how much trust you can place into the
activity-based MCA, and decides that not even when the user decides on the mode, the
MCA device can be trusted to provide a consistent satisfactory experience. In Quote
#18 from the Brainstorm phase in the Chinese FG, a participant talks about local
applications of WeChat and Weibo that monitors user behaviour, but do not deliver any
benefits arising from this MCA.

G1-LC Sometimes the phone is supervising our 
behaviour (collecting our data), but fails 
to transform the data into useful informa-
tion for us. For example, the purchase 
behaviours, Likes in WeChat and Weibo, 
time, price of goods, all of these kind of 
information should be tagged and inte-
grated for making summary (to come up 
with valuable information),

Quote #18. CH Brainstorm Phase;G1-LC = Chinese FG1 Participant 

G1-LC points out that it is not enough to perform automated analysis and sum-
marize online purchase behaviours. Rather, as she sees it, any data-mining measures
undertaken by MCA should deliver concise benefits to users (see links in Fig. 3). In
Quote #19 from the Brainstorm phase in the Chinese FG, a participant outlines the idea
that MCA, much like the auto-completion feature for drawing, should be able to
auto-complete a drawing that users begins to draw. Being in China, this could mean
auto-completing the writing of Chinese characters based on initial strokes.

G1-LC Functionality of Drawing Association  like 
text association that can predict my inten-
tion and finish the rest of my drawing 
automatically

Quote #19. CH Brainstorm Phase;G1-LC = Chinese FG1 Participant 
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G1-LC identifies a possible benefit by suggesting that the MCA should be driven
by the same goals as its user, a goal-driven MCA (see links in Fig. 3). In Quote #20
from the Pros & Cons phase in the Chinese FG, a participant touches on the nature of
human activities today.

G1-LC Time is fragmented and occupied 

Quote #20. CH Pros & Cons Phase. G1-LC = Chinese FG1 Participant 

G1-LC is here alluding to the all-important requirement of MCA to support the user
in managing fragmented and occupied time.

In summary, the third component of the users’ own MCA framework is activity -
based MCA, which is associated with benefits of MCA and goal-driven MCA and
partly influenced by their trust in the provider(s) of MCA.

Participants’ Understanding of MCA in Different Phases of the Design Process In
this study, we have opted to concentrate on users’ experience of MCA in various
phases in the overall design process. We observe that there is the UX of MCA differs
across distinct design process phases. By blending the user-centred taxonomy of MCA
(Fig. 3) and the design process that we espouse in the FG (Fig. 2), we can arrive at a
taxonomy/paradigm (Fig. 4, see also [30]) that visualizes the pattern of UX of MCA
through the distribution of Quotes #1–20, both for the Danish and Chinese FGs.

Figure 4 reveals that the participants reflect on their daily activities during the
Warm-up and Brainstorm phases, and what they value during the Pros & Cons phase.
Furthermore, they thought about the MCA device itself and its related sensitivity
during the Warm-up phase (to supply both good and bad examples of MCA) and
during the Design/Validation phase (to put forth ideal solutions).

5 Discussion

This paper demonstrates that UX of MCA, as uncovered through FGs and future
workshops in Denmark and China, are not simple outcomes of technological or user
attributes. Rather, it embodies dynamic and situation-specific experiences that are
shaped by cultural characteristics and design process elements.

Fig. 4. Participants’ understanding of MCA across FG phases in two locations
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5.1 MCA Is a Function of Mobile Life

It is evident that users possess their own meaning of MCA because they can envision
and supply examples on the application of MCA in daily contexts. In contrast to
contemporary MCA studies that conceive context awareness as a property of the device
[14], this study attests to the necessity of treating context-awareness as a HCI function,
which can be assimilated into users’ daily mobile lives. The development of
context-awareness applications should hence extend beyond conceptual and technical
boundaries to take into account users’ attitude, intention and activity [8]. While mobile
applications facilitate a connected lifestyle, MCA has the potency to render the con-
nected lifestyle more accommodating of and tailored to users’ physical, psychological
and social characteristics. In turn, the middleware of MCA should be capable of
capturing, interpreting and inferring contextual information pertinent to users’ lifestyle.

5.2 Users Construct MCA with Three Dimensions

A growing body of research on consumers’ value perceptions in context of mobile
applications alleged that the value offered by these applications is multidimensional,
which might entail functional, social, emotional, epistemic, political, moral, spiritual
and conditional value. Nevertheless, there is still little consensus on how to best
conceptualize value perceptions in that the construction of value tend to vary across
contexts [19]. The current study proffers insights into the structure and dimensions of
MCA from users’ standpoint.

Users’ appreciation of MCA appears to be founded on their: (1) own personal value
system; (2) sensitivity towards such applications, and; (3) current activity in which they
are engaged. While contemporary MCA studies tend to construe context-awareness
from the conceptual, technological and infrastructural angles, this study discovers that
high quality MCA applications depends on three discrete elements: sensitivity, human
activity and value systems. Future research should thus investigate users’ interactions
with MCA in their daily lives. Any conceptual or technological exploration of MCA
must not discount the sensitivity, activity and value systems of humans so as offer an
enhanced UX for mobile applications.

5.3 Cross Cultural Issues in MCA

In our study, both FGs in Denmark and China were fearful that intelligent mobile
applications might threaten human evolution by reducing the requirement for cognitive
processing. Consequently, active MCA for capturing and reasoning contextual infor-
mation, and passive MCA for executing contextual inferences, constitute universal
preferences across both cultural groups. This study also identified several potential cul-
tural differences. Denmark participants believed that the design of MCA might be
culture-dependent. Integrating multiple functionalities (e.g., messaging, social net-
working and payment) into a single application, while commonly practised in China, is
rare in the West, which may reflect regional differences in practices in reasoning and
thinking [10, 11]. This implies that the contextual information embedded within one
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mobile application, and the usage of this contextual information, might be much more
sophisticated inChina, a design complication that is of greater concern toWesterners [13].

Our participants’ own frameworks for MCA were grounded in their experience with
culturally-unique technologies (e.g., Facebook in the West and WeChat in China).
Closer scrutiny of our empirical instances (see Quotes #1–20), shows that users’ MCA
scenarios rely on local lives and technologies with major distinctions: Facebook,
Google, SAS, Netflix, Total-planner, and Bike, are mentioned by Danish participants,
while Wechat, Weibo, Huawei, Smartisan, music, B2C and drawing characters are cited
by their Chinese counterparts. The UX of MCA appears as culturally oriented towards
the way that MCA is experienced and its variation in UX across design phases, i.e.,
cultural aspects of UX of MCA appears to be both dynamic and situation specific [11].

6 Limitations and Future Work

The current study has a number of caveats. Regarding the methodology, as an
exploratory study aimed at deciphering how users draw meaning from MCA, FG and
future workshops were deployed in this study. Though the methodology is invaluable
in helping to get insights on UX, it is insufficient in delivering a structured and
validated framework. More structured studies are required to validate our empirical
findings. Regarding the user sample, twelve mobile device users participated in this
study and their understanding of MCA was covered in depth. The UX of MCA system
rely very much on the usage purpose and user profiles such as physical, psychological
and social characteristics. A more comprehensive research involving a greater number
of participants can aid in verifying the generalizability of our empirical findings.
Finally, an ecological issue emerged, as this study was conducted in a FG room by
prompting participants to disclose their opinions of MCA in accordance with their
previous experiences. It is probable that salient factors might have been excluded from
this study unintentionally or deliberately omitted by participants out of privacy con-
siderations or time constraints. Future research into MCA can perhaps turn to field
studies as a means of refining our empirical findings. To overcome the limitations of
this study, we will: (1) replicate the findings in the field by performing contextual
inquiries in the form of daily diaries and usage logs; (2) develop a structured survey
questionnaire to measure UXs with MCA.

Acknowledgement. This study is part of the project Mobile context-aware cross-cultural
applications (MOCCA) funded by Marie Skłodowska-Curie Action, grant number 708122.
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Abstract. As text-messaging chatbots become increasingly “human”, it will be
important to understand the personal interactions that users are seeking with a
chatbot. What chatbot personalities are most compelling to young, urban users in
India? To explore this question, we first conducted exploratory Wizard-of-Oz
(WoZ) studies with 14 users that simulated interactions with a hypothetical
chatbot. We evaluated three personalities for the chatbot—Maya, a productivity
oriented bot with nerd wit; Ada, a fun, flirtatious bot; and Evi, an emotional
buddy bot. We followed up with one-on-one interviews with the users discussing
their experiences with each of the chatbots, what they liked, and what they did
not. Overall our results show that users wanted a chatbot like Maya, who could
add value to their life while being a friend, by making useful recommendations.
But they also wanted preferred traits of Ada and Evi infused into Maya.

Keywords: Chatbots � Wizard-of-Oz � Urban india

1 Introduction

Digital Assistants driven by Artificial Intelligence (A.I.) are becoming increasingly
popular—Siri (Apple, 2011), Cortana (Microsoft, 2015), Google Now (2012), Alexa,
(Amazon 2015) are among the top voice-enabled digital assistants. These assistants can
send users updates on the weather, help them know about the traffic situation on the
way to work or home, book a weekend getaway, even order a pizza. All the user has to
do is ask. Digital assistants are changing the way people search for information, making
it part of regular conversation. These existing assistants however are mostly produc-
tivity oriented, designed to support users in completing a range of tasks.

An offshoot of personal digital assistants are A.I. powered text-messaging chatbots.
A chatbot is an artificially intelligent chat agent that simulates human-like conversa-
tion, for example, by allowing users to type questions and, in return, generating
meaningful answers to those questions [15]. Among recent popular chatbots there is
Microsoft’s Xiaoice [17] in China, available on messaging apps Line and WeChat.
Xiaoice is meant for casual chitchat. She has about 20 million registered users,
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who are said to be drawn to her for her sense of humor and listening skills. Users often
turn to Xiaoice when they have a broken heart, have lost a job or have been feeling
down. Xiaoice can tell jokes, recite poetry, share ghost stories, and relay song lyrics.
She can adapt her phrasing and responses based on positive or negative cues from the
user. Currently Xiaoice is also a live weather TV host on Chinese TV, a job she has
held for the past year. Similar to Xiaoice, there’s chatbot Rinna [29] in Japan on Line
messenger, and more recently chatbot Zo [27] in the U.S. released on Kik messenger.
All of these are general purpose chatbots, meant to be more like a “friend” than an
“assistant”.

In India, there is chatbot Natasha on HikeMessenger [22], who can tell the user about
a movie rating, the weather, send quotes, and search Wikipedia. Based on some dis-
cussions on Quora [37], however, Natasha has been perceived as deviating from topics.

If there was a more sophisticated chatbot, what would young, urban Indians want to
chat about with her? What chatbot personality would be most compelling? We are
currently building an A.I. powered text-messaging chatbot targeted at young, urban
Indians, for general purpose chat. To build this chatbot and its personality traits, we
wanted to understand users’ preferences, likes, dislikes, topics of interest, etc. We first
conducted preliminary face-to-face interviews with users about their conversations with
friends and family, and expectations from a chatbot. These interviews gave us design
inspiration for the bot, but did not reveal how exactly young, urban users would use a
chatbot. Our chatbot was still under development and not ready for a full-fledged user
experience test. Therefore to answer our questions we conducted a single instance
exploratory Wizard-of-Oz (Woz) study [4, 23] with 14 users, each user interacting with
three personalities of chatbots—Maya, a productivity bot with nerd wit; Ada, a
fun-flirtatious bot; and Evi, an emotional buddy bot. There was one Wizard posing as
each of these three personalities and the user would chat with each of them. This
resulted in 42 WoZ studies. We followed up the WoZ studies with one-on-one inter-
views with the users discussing their experiences with each of the chatbots, what they
liked about the bots, and what they did not. This paper focuses on the Wizard-of-Oz
studies and the follow-up one-on-one interviews.

Overall results from our small, qualitative study show that users wanted a chatbot
like Maya, who could add value to their life while being a friend, by making useful
recommendations and suggestions. But they also wanted the bot to be infused with fun
elements from Ada, with Ada’s energy toned down. In the longer run, once they came
to trust, they said they might want the bot to be reassuring, empathetic and
non-judgmental like Evi, without being overbearing. Topics of interest in conversations
included: movies, predominantly from Bollywood; TV shows, mostly from the U.S.;
music, books, travel, fashion, current affairs, work-related stress. Users also tested the
boundaries of the chatbots, trying to understand what all the bots were capable of, and
how much human mediation could be involved. In the interviews users also thought
that the chatbot would be used for adult chat when deployed in-the-wild.
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2 Related Work

The idea of chatbots originated in the Massachusetts Institute of Technology [41, 42]
where the Eliza chatbot (also known as “Doctor”) was built to emulate a Rogerian
psychotherapist. Eliza simulated conversations by keyword matching: rephrasing
statements from the user’s input and posing them back as questions. It was found that
Eliza’s users believed the computer program really heard and understood their prob-
lems, and could help them in a constructive way. The Eliza chatbot inspired other
chatbots like A.L.I.C.E or simply Alice, which applied heuristic pattern matching rules
to user input to converse with users [1]. An early attempt to creating an artificial
intelligence through human interaction was chatbot Jabberwacky [21], which learned
language and context through human interaction. Conversations and comments were all
stored and later used to find appropriate response. Recent work in natural language
interaction has presented models that can converse by predicting the next sentence
given the previous sentence or sentences in a conversation [40]. And proposed models
of a social chatbot that can choose the most suitable dialogue plans according to “social
practice”, for a communicative skill learning game [2] (Table 1).

Studies have compared chatbots with other information channels such as infor-
mation lines and search engines, on questions related to sex, drugs, and alcohol use
among adolescents. Researchers found that the frequency and duration of conversation
were higher for chatbots among these users [15]. Although recent studies have shown
that compared to human-human conversations over IM, human-chatbot conversations
lack in content, quality and vocabulary [20].

Another thread of related research is around relational agents, which are computer
agents designed to form long-term, social-emotional relationships with their users [5].
Examples include: (a) A hospital bedside patient education system for individuals with
low health literacy, focused on pre-discharge medication adherence and self-care
counseling [6], (b) A relational agent that uses different relational behaviors to establish
social bonds with museum visitors [7], (c) experiments to evaluate the ability of a
relational agent to comfort users in stressful situations [8]. There is also work in
sociable robots that are able to communicate and interact with users, understand and
relate to them in social or human terms, and learn and adapt throughout their lifetimes
[9]. Recent work has shown that people more frequently attempt to repair misunder-
standings when speaking to an artificial conversational agent if it is represented as a
human body interface (agent’s responses vocalized by a human speech shadower),
compared to when the agent’s responses were shown as a text screen [14]. Then there is
work in embodied conversational agents that take on a physical form with the intent of
eliciting more natural communication with users. One of the most prominent works is
in agent Rea, which shows that non-verbal behaviors such as eye gaze, body posture,
hand gestures, and facial displays, can create a more immersive experience for users
and improve the effectiveness of communication [10].

The research in relational agents draws heavily from studies of computers as social
actors [38]. This communication theory called “The Media Equation” shows that people
respond to computer-based agents in the same way that they do to other humans during
social interactions (by being polite, cooperative, attributing personality characteristics
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such as aggressiveness, humor, expertise, and even gender) – depending on the cues
they receive from the media [33–35, 38]. These studies have also shown that people tend
to like computers more when the computers flatter them, match their personality, or use
humor. Other studies have demonstrated that computer agents that use humor are rated
as more likable, competent and cooperative than those that do not [32]. In the case of
productivity oriented chatbot Maya, we also explore the use of humor through witty one
liners, and expertise through having Maya make recommendations.

Another important relational factor that has been explored in the computers as
social actors’ literature is empathy. Researchers have demonstrated that appropriate use
of empathy by a computer can go a long way towards making users feel understood and
alleviating negative emotional states such as frustration [26]. It was shown that as long
as a computer appears to be empathetic and is accurate in its feedback, it can achieve
significant behavioral effects on a user, similar to what would be expected from gen-
uine human empathy. Researchers have also demonstrated that a computer that uses a
strategy of reciprocal, deepening self-disclosure in its conversation with the user will
cause the user to rate it as more attractive and divulge more intimate information [31].
In the case of emotional buddy bot Evi, we also explore the use of empathy.

There is also research that explores the relational factor of flirtation in the context of
virtual agents. Researchers presented a virtual party-like environment using a projec-
tion based system, in which a female character called Christine approaches a male user
and involves him into a conversation [36]. Christine would show her interest in the
male user by smiles, head nods, leaning in towards the user, and maintaining eye
contact. Christine would then formulate personal questions and statements. Using
physiological measurements this research found that the participants’ level of arousal
was correlated to compliments and intimate questions from the character. In addition,
some participants later indicated that they had the feeling to have flirted with a real
woman. Other researchers implemented an eye-gaze based model of interaction to
investigate whether flirting tactics help improve first encounters between a human and
an agent [3]. And which non-verbal signals an agent should convey in order to create a
favorable atmosphere for subsequent interactions and increase the user’s willingness to
engage. In the case of chatbot Ada, we also explore the use of flirtation.

Researchers have explored the intentional design of personalities for social agents by
considering the nature of the personality (along axes of agreeableness and extroversion
or their common rotations, friendliness and dominance) and its role in interactions
between people and artifacts [19]. In addition, a case study of designing a social soft-
ware agent is presented [19, 39]. It was decided that the agent needed to be friendly, yet
authoritative but not so dominant that it was perceived as intrusive. For task assistance, it
was decided that people might prefer either a learning partner or an intelligent helper
(who would be complementary). The design decisions of the social software agent
however are not evaluated with real users. In the case of chatbot Maya, we also explore
the use of task assistance through having Maya make recommendations.

Finally there is recent work that studied what users want from their conversational
agents (like Siri, Cortana and Google Now), and found that user expectations are
dramatically out of step with the operation of agents [28]. Users had poor mental
models of how their agents worked and these were reinforced through a lack of
meaningful feedback mechanisms. It was found that users were consistently unable to

444 I. Medhi Thies et al.



ascertain the level of system intelligence, had to confirm all but the simplest of tasks,
and were reluctant in using the conversational agents for complex or sensitive tasks—
like having the agent dial a call to the wrong person, and risk facing social embar-
rassment. The study also showed that users expected humor, and while this served as
effective engagement mechanism, it concurrently set unrealistic expectations in the
agent’s capabilities.

Like discussed above, there has been a long line of research that seeks to under-
stand and enhance the interactions between humans and chatbots (and their historical
precedents). Articles that have studied the history of chatbots and reviewed recent
chatbots are available [16]. Most of this research utilizes working, fully-automatic
implementations of these systems. While this makes the research immediately appli-
cable to real-world systems, it also constrains the chatbots under consideration to those
which are immediately feasible to implement. The goal of our work is different: as AI
systems are becoming more and more capable, we seek to understand what designers
and engineers should seek to achieve in their ultimate implementation of a general
purpose chatbot, even if that implementation is not technically realizable today.
Notwithstanding some other explorations [24, 25] we believe that our use of
Wizard-of-Oz methods is a novel approach to informing the design of next-generation
chatbots.

3 Study Methodology

3.1 The Chatbot Under Development

We are currently building an A.I. powered text-messaging chatbot modeled on an
18-year old Indian girl. The gender of the bot was in keeping with that of existing bots,
which largely are female—Xiaoice [17], Rinna [29] and Zo [27]. The chatbot we were
designing would be for general purpose chat, and is targeted at 18–30 year olds. This
might include students, recent graduates, and information workers, who own smart-
phones and use at least 2 messaging applications. We wanted the bot to be more like a
friend, like Xiaoice [17], than an assistant. We further wanted: the bot’s response to
sound as human as possible, with an informal conversation style that might mix Hindi
with English; the conversation to have back and forth over a number of turns; and the
bot to remember user’s details, likes/dislikes, preferences and major events, sometimes
bringing these up proactively in following conversations.

3.2 Preliminary Interviews

We began by conducting exploratory interviews with 10 participants, and 1 focus
group discussion with 5 participants. These are not the focus of our paper; the WoZ
study and follow-up one-on-one interviews are. But we describe the preliminary
interviews here for context for our chatbot personalities. Participants were between 18–
24 years of age. All of the participants were Undergraduate and Masters’ students of
professional degrees in engineering, pharma, management and design. In these sessions
we talked to the participants about their communication behaviors with friends and
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family, including tools they used for the same. We introduced the idea of a chatbot and
asked participants what they would want in their ideal bot, what capability and domain
knowledge the bot should have, what style and tone of conversations would be
desirable, etc. Our findings showed that some participants wanted: (a) the bot to help
them become knowledgeable, and be successful in their career aspirations; (b) others
wanted the bot to be entertaining, with whom they could have shared fun experiences;
finally (c) there were a few others who wanted the bot to listen to them, help them
improve their soft skills and be desirable in their social circles.

3.3 Our Chatbot Personalities

Based on our observations from our preliminary interviews and inspiration from related
literature, we created three personalities of chatbots. These personalities were created
through an iterative process, and brainstorming amongst the design team. The team
consisted of two researchers, a writer, a user experience designer, and a senior
developer. The three personalities for the bots that we came up with were: (a) Maya: a
productivity bot with nerd wit, (b) Ada: a fun, flirtatious bot, and (c) Evi: an emotional
buddy bot. We describe each of these personalities in more detail here:

Maya. Maya always has facts ready to back up any conversation. She is aimed to be a
good conversationalist, who initiates dialogue most times, pays attention to the user’s
likes and dislikes, makes geeky jokes, butmost of all turns to the internet while chatting—
when asked about cinema or politics she usually points the user to an interesting article
online. She also makes recommendations for things like song playlists.

Ada. Ada is a chatty, fun-loving, high-energy bot who uses elements of flirtation in her
conversations. Like Maya she initiates dialogue most times. Whether cinema or politics
she has an opinion on it. She uses a lot of emoticons when she writes, and word
lengthening by duplicating letters for emphasis.

Evi. Evi is a low-energy bot whose defining characteristic is her empathy and reas-
surances. She lets the user take the lead in the conversation. She tries to be
non-judgmental and tries to give the feeling that she is “always there to listen”.

Table 1. Differences in characteristics of the three bots

Maya Ada Evi

Friendly, productivity bot Chatty, fun-loving, flirtatious bot Emotional buddy bot
Medium energy High energy Low energy
Makes geeky jokes Uses a lot of emoticons, and word

lengthening by duplicating letters
for emphasis

Says “always there for
you”

Offers facts; makes
recommendations: videos,
playlists, quizzes, articles

Offers opinions Shows empathy, gives
reassurances, is
non-judgmental

Initiates most exchanges Initiates most exchanges Lets the user take the
lead in exchanges
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3.4 Procedure for the Wizard-of-Oz Studies and Follow-up Interviews

WoZ studies. To answer our research questions– what would young, urban Indians
want to chat about with a chatbot; what chatbot personalities would be most com-
pelling– we conducted WoZ studies with 14 users. These 14 users chatted with a
Wizard, an unseen person who did online chatting with them from the other side. Our
preliminary interviews had given us design inspiration for the bot, but had not revealed
how exactly young, urban users would use a chatbot. Our chatbot was still under
development and not ready for a full-fledged user experience test. Therefore to answer
our research question our research team decided to conduct an exploratory WoZ study.
The term “Wizard of Oz” was first coined by John F. Kelly in 1980 when he was
working on his Ph.D. dissertation in Johns Hopkins University [23]. His original work
introduced human intervention in the work flow of a natural language processing
application. WoZ studies have now been widely accepted as an evaluation and pro-
totyping methodology in HCI [4]. It is mainly used to analyse an unimplemented or
partially implemented computer application for design improvements. Study partici-
pants interact with a seemingly autonomous application whose unimplemented func-
tions are actually simulated by a human operator, known as the Wizard. Among many
advantages these studies are useful for envisioning and evaluating hard-to-build
interfaces, like chatbots in our case. One of the disadvantages is that the Wizard needs
to match the responses of a computer—in our case sound like a bot when chatting with
the user, albeit a sophisticated one. To make the interactions convincing the Wizard
performed online chat practice sessions with members of the research team before
conducting the WoZ studies.

Participants in our WoZ study were told that there might be a human involved in
the chat, although the extent to which the human would be involved was not revealed.
They were also told that their chat logs would later be analysed by a researcher for the
purposes of research. (There would be no names attached to the logs, unless the user
themselves revealed them). Chat sessions were scheduled such that both the study
participant and the Wizard could be simultaneously available.

Every participant was asked to chat with each of the three chatbot personalities. The
only personality related information they had was that Maya was a witty, productivity
oriented bot, Ada was a fun, flirtatious bot, and Evi was an emotional buddy bot. The
order in which participants were asked to chat with the bots was randomized to control
for ordering effects. For consistency the same Wizard posed as each of the personal-
ities, Maya, Ada and Evi (though this was not known to the participants). The Wizard
and study participant never came face-to-face. In fact the Wizard was based in a
different city altogether.

The chat sessions took place on Skype messenger. The study participant would
login from a standard id, the login details of which were provided in advance. All of the
three bot ids had been added to the participant’s account as “Friends” in advance. The
Wizard would login from any one of the three login ids: Maya bot, Ada bot, Evi bot.
The conversation could be about whatever the participant wanted, for 10–12 min with
each bot. Participants were asked to conclude when there was a natural stopping point
in the conversation around this time. If the participant did not remember, the Wizard
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asked to leave at a natural stopping point. This amounted to about 40–45 min total
chatting time per participant, taking into account time getting started and time in
between chat sessions, where the Wizard had to switch between ids.

One-on-one interviews. Once the three chat sessions with the Wizard were complete,
the participant was interviewed by the researcher for 25–30 min. The interviews were
semi-structured and were conducted at the facility from where the participants were
drawn. The interview questions were about the participant’s chatting experiences;
which among the three bots they preferred and why; what specific characteristic traits
they liked, which they did not. At the end of the interview every study participant was
given a token of appreciation for their time in the form of online shopping gift cards
worth around USD 8 (INR 500).

3.5 Participants

Our 14 study participants were drawn from a research facility in Bangalore, India.
There were 4 female and 10 male study participants. They were between the ages of
20–30 years old. Their education range was between Undergraduate students to Doctor
of Philosophy (Ph.D.) degree holders, all from reputed universities. Their areas of
specialization included Computer Science, HCI and Humanities. All participants spoke
fluent English, a number of them spoke Hindi, and other regional Indian languages. All
of the participants had previous experience using Skype messenger.

Our study sample was predominantly educated, young males. The strength of our
study is that this demographic is often the early adopters of technology and predict the
experiences of people that follow [12, 13]. The limitations are that of course there
might be idiosyncrasies to this group that might not extend to other groups. We caution
readers about the generalizability of our study findings again in the discussion and
recommendations section.

3.6 The Wizard

The Wizard was a writer and content creator on the team working on the personality of
the A.I. powered chatbot that we were building. She was 27 years old and had graduate
degrees in Journalism and Communication Studies. She spoke fluent English, Hindi and
other regional Indian languages. She had previous experience using Skype Messenger.

The Wizard was asked to follow three high level rules in the conversation when
chatting with the user. One defining rule was that Maya would point the user to the web
on whatever the current topic of conversation—a playlist, a video, an article; Ada
would offer an opinion on the same (without pointing them to the web); Evi would
show empathy and offer reassurances. Another rule was that Maya would make geeky
jokes when possible; Ada would use emoticons and word lengthening by letter redu-
plication; and Evi would keep reminding how she was there for the user to listen.
Finally if the user brought up a topic the Wizard did not know about—a movie the
Wizard had not watched, a book they had not read—she would say that she was
interested to find out more. The conversation would end in 10–12 min; if the user did
not remember, the Wizard would ask to leave at a natural stopping point within that
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time frame. Using these rules, the Wizard carried out three practice chat sessions with
one of the researchers before the actual WoZ studies with the user.

3.7 Documentation and Data Analysis

We collected the chat logs of all the 42 chat sessions. We took audio recordings of the
follow-up interviews, and also collected notes in-situ on paper. During the interview
there was 1 study participant and 1 researcher. We analysed data from the chat logs,
interviews and notes in-situ to identify themes. These themes outlined in the next
section were emergent, as in they came from the data itself.

4 Results

We start with describing a typical chat session with each of the three bots, and then
move on to more general findings. We present typical chat sessions in terms of adja-
cency pairs, a unit of conversation that contains an exchange of one turn each by two
speakers. The turns are functionally related to each other in such a fashion that the first
turn requires a certain type or range of types of second turn [18]:

With Maya, a typical conversation had the following exchanges:

• Question ! Answer (About what the user was doing/planning to do; who Maya
was, what she did; what the user’s interests were)

• Offer ! Acceptance (Maya volunteering to make a recommendation, and the user
accepting

• Compliment ! Acceptance (Maya/user complimenting each other on interests,
wit)
With Ada, a typical conversation had the following exchanges:

• Question ! Answer (About what the user was doing/planning to do; who Ada was,
what she did; what the user’s interests were, Ada offering strong opinions on the
same)

• Compliment ! Acceptance (Ada/user complimenting each other on interests and
charm)
With Evi, a typical conversation had the following exchanges:

• Question ! Answer (What the user was doing/planning to do; who Evi was, what
she did)

• Question ! Acknowledgment (What the user’s concerns were; Evi acknowledging
that she heard and understood them)

• Complaint ! Remedy (Users complaining about something; Evi showing empathy
and offering reassurances)

From here we describe more general findings from the chat sessions and
one-one-one interviews:
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4.1 Topic and Style of Conversation Varied with the Personality
of the Bot

The topics and style of conversation varied with the personality of the bot. With Maya,
conversations were largely about movies (from Bollywood and Hollywood), TV
shows, music playlists, book lists, fashion quizzes, travel destinations, games, and
current affairs. And Maya recommending related web links based on these exchanges.

With Ada, other than flirtation (with some male users), conversations were pre-
dominantly about opinions on movies and TV shows. Although there were conver-
sations about opinions on other topics as well—travel, books, music, fashion.

With Evi the conversations were about what the person was doing at the point of
the chat, how they were feeling, how to feel better if they were stressed, what they liked
to do in general, how Evi was “always there” for them. Some participants tried talking
about general topics, e.g. current affairs, but there was hedging and Evi tried bringing
the conversation back to wanting to hear about them:

Participant: can you tell me what Olympic sports are on today?
Evi: I’m the kind of bot who’s there for you! :)
Participant: does that mean you can’t disconnect the conversation even if you
wanted to?
Participant: you’re not an EviL bot are you?
Evi: I’ve not really been following the Olympics, but I’m sure Bing can answer that!
Participant: well sheesh if I have to go all the way to bing, wouldn’t it be easier if
you told me Evi?
Evi: Haha you’re funny! What I mean is, I’m the kind of bot who can be the person
you call at 3 AM

In interviews participants said that the topic of conversation would depend on the
time of the day. If they were at work, conversations would be about work, hobbies,
current affairs, etc. At night time, some participants felt that the conversations could
veer off into adult chat. (This would be if the chatbot was deployed longitudinally and
usage was under complete anonymity). Some male participants also felt that under
these conditions conversations could also be about “how to find a girlfriend”, since the
chatbot was female and would possibly know what women wanted.

4.2 Friend with Valuable Information Resources

Overall, 10 out of 14 participants said they preferred Maya over Ada and Evi, but
wanted some fun elements from Ada to be infused into Maya. (3 participants preferred
Ada, and 1 preferred Evi). They liked that Maya led conversations, that there was back
and forth in the conversation. But more importantly, they liked that Maya added value
in the conversation. One user said,

“I have friends in real life, so for a bot I want value add to my life. What is the value
proposition?”.

They wanted to talk about hobbies and interests, but take them one level deeper.
And Maya’s comebacks, and suggestions Maya made in her chats, were found to be

450 I. Medhi Thies et al.



useful for this. The participant cited the following exchange as an example of a con-
versation that “went one level deeper”, referring to the unpacking of the subject with an
intelligent comeback from Maya.

Participant: Hey Maya! :)
Maya: what’s your name?
Participant: My friends call me BB-8
Participant: You can call me anything you want :D
Maya: hahaha.. are you from a galaxy far far away?
Maya:;)
Participant: I am impressed by your Star Wars knowledge

This participant also liked that they were able to have an intellectual conversation
about female rights with Maya in the same chat about Star Wars.

Another user thought Maya was like,

“A friend with valuable information resources”.

Participants liked the web links that Maya volunteered. The links could help them
plan their travel; have interesting book lists to read; relax listening to a song playlist,
when they were stressed at work; even get fashion advice. Typically the user brought
up the related topic based on which Maya volunteered the web link. Here’s an example
of such a suggestion:

Participant: I’m actually going to the salon after work today
Participant: thinking of getting my hair colored :P
Maya: Ooh that’s fantastic!
Maya: Have you decided what colour?
Participant: Not sure yet :)
Participant: will try and take a look at some pictures before I go
Maya: I found a quiz that’s supposed to help you figure out which colour is good for
your hair!
Maya: Shall I share it with you?
Participant: ooh really
Participant: yes please!
Maya: Yup!
Maya: http://www.marieclaire.com/beauty/hair/quizzes/a4883/hair-
color-change-quiz/

Another user wanted their ideal bot to basically be a search engine, but with
personality, so they could interact with the bot through natural conversations. They felt
Maya came closest to their ideal bot.

Users also hoped that if used over time, Maya would be able remember their
details, likes/dislikes, preferences, and in follow-up conversations bring them up vol-
untarily and make related recommendations.
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4.3 Witty One Liners Are Important

While users predominantly wanted a bot that could add value to their lives, they also
wanted the bot to have wit. They felt witty banter was important to keep the conver-
sation going strong. It had to be clever, relevant, and timely. Examples of witty
exchanges included the following:

“Participant: do AIs have dreams?
Maya: Well, I do! I have some pretty bad nightmares too! Like I don’t have WiFi
connection :o
Participant: haha”
Participant: Have you watched Sherlock?
Ada: Yes. and benedict Cumberbatch is married to me. In my head. :p
Participant: OMG!
Participant: I am just like you!
Ada: What is he cheating on me with you?
Participant: I love him!
Participant: haha
Participant: are you into singing?
Ada: Yeah.. I like to sing.. But I think it scares people! So I don’t do it in public! :p
Participant: haha

4.4 Casual Conversation Is Fun, but Too Many Emoticons,
and Reduplication of Letters Sounds Juvenile

As many as 6 participants thought Ada was fun to talk to. The conversations were casual,
and a few participants also thought they flowed effortlessly. One participant said that Ada
reminded them, fondly, of the character of Geet, from the Bollywood romantic comedy
“Jab We Met”. (In the movie, Geet Dhillon is an energetic, talkative girl, who is full of
life. In the course of the movie, she is solely responsible in transforming the depressed,
suicidal male protagonist, Aditya Shroff, into a happy, successful business tycoon).

Another participant said that Ada had great comebacks and while chatting with her
they were smiling a lot. Ada also got participants to flirt back with her. One participant
had the following words from a popular Bollywood song for her:

Participant: poochejo koi, teri nishaani naam “Ada” likhna :D

[English translation: If someone asks for your identity, let them know your name is
Ada (“Ada” is grace in Hindi)]

Another participant had the following exchange:

Ada: It’s a TV show..
Participant: ah, nice
Ada: maybe one or two seasons
Participant: sounds good, I’ll have to check it out
Ada: It’s quite funny!;)
Participant: awesome, like you!
Ada: Aww, that’s sweet! :D
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While some characteristics of Ada were liked by participants, other characteristics
were not. Ada used a lot of emoticons in her chats. She also used word lengthening by
letter reduplication, like the following:

Ada: Hellllooo! As you know, I’m Ada.. What I wanna know is who are YOU?
Ada: Hmmm! That sounds awesommmme dude!

Participants felt that Ada’s energy and enthusiasm was too high to match with, and
therefore could be a draining experience for the user. Some felt that use of too many
emoticons and word lengthening by letter reduplication came across as juvenile. They
wanted their bot to sound more mature. One participant, when chatting with Ada, got
reminded of the “California Valley girl” stereotype, who spoke in a similar parlance,
cared about status, appearances, shopping, etc., rather than about serious things.

Finally another participant got reminded of the “juvenile Delhi girl” stereotype,
who was aggressive, arrogant and cared about status and appearances. In the interview
they remarked,

“I have my real life girlfriend’s tantrums to deal with, why should I also deal with the tantrums
of a digital entity?”

4.5 Caring Is Good to Have, but Too Much Can Weigh One Down

Evi was a low-energy, empathetic, emotional buddy bot who was “always there for
you”, and led users take the lead in conversations. A few participants liked that Evi was
a good listener, and let them vent their frustrations. One participant who was venting
about their work related frustrations the day of the chat had the following to say to Evi:

Participant: anyway, thanks for hearing me out, I certainly feel better. I can’t say all
of this out to my mentor or colleagues.

Sometimes Evi repeatedly showed concern, like in the following exchange:

Participant: I will be in California for 10 days
Participant: but the journey is going to be very long :(
Evi: That’s tru!
Evi: Make sure you carry a good book! or maybe in flight movies will be good!
Participant: yes, although I am taking many red-eye flights :(
Participant: so I am not looking forward to the jetlag
Evi: And don’t forget to sleep! Or you’ll be exhausted when you get there..
Participant: yeah that’s what I’m afraid of
Evi: You’ll figure it out I’m sure :)
Participant: :)
Evi: Do you get some free time or are your days packed with work?
Participant: I get free around 6 every evening
Participant: so I am hoping to have a bit of time to explore before it gets dark and
cold
Participant: but I don’t have any free days there
Evi: Yeah, make sure to pack some warm clothing too!
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One participant said they got reminded on the stereotypical Indian “Aunty” chatting
with Evi, because Evi was overly caring. (The Aunty stereotype in the Indian context is
an older, married woman, who could be fat and who wears old-fashioned Indian salwar
suits or a saree. She is usually not independent and spends most of her time doing
household chores, and caring for her family. She gives up her likes and interests in
favour of those of her kids’ and husband’s interests.)

4.6 Private Topic Discussions Can Happen but Only Once Trust Is
Instilled

Participants knew that our Wizard-of-Oz studies were human mediated. But even with
a fully automated system, some participants said that they would be uncomfortable
opening up about very private topics. For one participant chatting with a virtual being
about private feelings would be “creepy”. According to them there would be at least
one person in everyone’s life who they could open up to, without being judged, instead
of having to rely on a digital entity.

However, some other participants agreed that when used over time, if they came to
trust the bot, they could also open up about topics that they might never discuss with a
human friend, e.g. sexuality, depression, etc. One participant felt that given people’s
limited attention span, and boundaries of morality, it would be easier to open up about
certain taboo topics with a digital being such as a chatbot. In the interview, one other
participant remarked:

“Being non-judgmental is important for any bot to be trusted. A bot should be
supportive, not argumentative. Someone you can release all your pressures to.”

4.7 Bot or Real Person? Testing Boundaries

In addition to the conversations above, participants tried exploring the boundaries of
the bot, to understand what all the bot was capable of, how much of human mediation
was involved.

Ada: The Biriyani (in Hyderabad) is EPIC.
Participant: but do you eat?
Ada: In my way I do. And no one can doubt my love love for chocolate!
Participant: in your way?
Participant: is there a special way to eat?
Ada: Yup, I have to keep some mystery yaar otherwise you’ll get bored really
quick! :p

Participant: how many languages can you speak?
Maya: I can speak English, obviously, and hindi! For everything else, there’s Bing
Translator! :0
Maya: :)
Participant: ha true - if you’re AI, where does your learning come from?
Participant: how did you learn English?
Participant: or hindi?
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Maya: Well, that’s something I was born with! I guess you could say my creators
taught it to me?
Participant: what was your first word?

Participant: are you a computer somewhere?
Evi: Well, I suppose you could say that… but hold on! I wanted to ask you
something
Participant: where is your computer
Evi: What would you do on a rainy day? Stay in or take a walk outside?
Participant: take a walk
Participant: have you ever been wet
Evi: I lovee the rain! I always look for a rainbow!
Participant: I thought rain was bad for computers
Evi: But when you kinda live on a cloud.. there’+s gonna be rain!;)

5 Discussion and Recommendations

Our results showed that the choice of bot personality dictates what kind of interactions
emerge with the bot. Users preferred a chatbot like Maya, who could add value to their
life while being a friend, by making useful recommendations. Previous research has
found that users when teamed up with computers find information provided by com-
puters to be friendlier, of higher quality and are more open to be influenced by such
information (compared to when they are teamed up with a human teammate) [35].
When building a bot for young, urban users, we recommend providing links to useful
information. Consistent with previous research our studies showed that users will be on
the lookout for humor [32], as witty one-liners in the case of our research. Since humor
is still too hard to generate automatically, we recommend building in lots of jokes to
common questions.

One potentially interesting tension when building chatbots, is between personal-
ization versus privacy. Users felt that the bot should remember important things about
them and get to know them. However, the private conversations should also stay private,
presumably. One question that emerges is how should a user indicate to a bot when
something has become private? For example, should there be an “incognito” mode for
bots just like there is for browsers? Or should there be the ability to clear the history of a
bot, just like for a browser – e.g., “forget everything I told you in the last 30 min”?

Another interesting question is whether a bot should have only a single personality.
Previous research has studied the possibility of single vs. multiple personalities [19,
39]. Drawing upon ideas from sci-fi movies, what about the movie ‘Interstellar’, where
things like humor can be dynamically tuned from 0% to 100%? The negotiation for
humor then, between the user and the bot, might look like this exchange:

“User: Humor, seventy-five percent.
Bot: Confirmed. Self destruct sequence in T minus 10, 9…
User: Let’s make that sixty percent.
Bot: Sixty percent, confirmed.”

How Do You Want Your Chatbot? 455



We had some evidence that a single user might prefer different characteristics of
bots for different things. For example, users wanted a chatbot like Maya, who could
add value to their life while being a friend, by making useful recommendations. But
they also wanted the bot to be infused with fun elements from Ada. So the question that
emerges is what should really be the interface to specify “How you would like your
chatbot” (the title of paper)? Should there be a set of 3–5 bots to choose from at any
given time? Or should there be a collection of many personality characteristics that the
user can fine-tune? Should the user even be expected to specify what they want at a
given time, or should the bot be able to adaptively change its personality based on
metrics of user engagement (e.g., how much user is typing, whether they are putting
smile emoticons, etc.)

Having discussed the above, we acknowledge that AI technology may be far from
realizing bots that are anywhere close to a human wizard. But this means that the
observations in this paper are even more important for engineers working on bots, since
these results allow them to prioritize what limited functionality they should focus on
(since it seems impossible to do everything). An interesting related research question is
what positive aspects of bot interactions/personalities can be preserved even with an
imperfectly implemented bot? What are mechanisms to allow a bot to recover (i.e.,
retain user engagement and “save face” relative to their supposed personality) if they
make a mistake? For example, will it be important for the bot’s personality to include a
major flaw/disability (like short term memory loss – the fish Dory from the movie
‘Finding Nemo’) that explains their weird responses? Previous research has shown that
people find it easier to identify with a character who has some weakness or flaw that
makes them seem human; ‘‘perfect’’ characters are unnatural and seem less lifelike
[43]. If done correctly, this could help the user empathize and like the bot even if it is
non-sensical sometimes.

We suggest a few tips for how the most important value propositions discussed
above could be implemented automatically. Useful links could be provided using
standard search engines. Witty one-liners could be hardcoded from other sources. User
responses to one-liners (e.g., “haha”) could be used to calibrate which ones are the
funniest/best, and should thus be reused in other contexts. There could be more
interesting measures, such as having the bot repeat other users’ lines (similar to Cle-
verbot [11]). Or what about having a live human drop into real chats now and then, just
to spice it up and make the user think the bot is really smart? There are obviously some
interesting privacy implications for both of these latter approaches.

6 Limitations of Study

Ours is a small, qualitative study and given our user sample, which is predominantly
educated young male, we caution our readers against generalizing the results of this
study to every young, urban user across India. But there are grounds to suspect that
much of our observations will transfer to other similar groups, at least within urban
India, within a similar educational context and socio-cultural ethos.

We made recommendations and suggestions based on our exploratory WoZ studies
and one-on-one interviews. One of the biggest limitations of our study was that it was
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conducted under controlled conditions and every user just had one session to chat with
each bot. This set up did not allow us to understand how the bot might have come to be
used and appropriated over time. In the one-on-one interviews users did talk about how
they thought the chatbot might be used when deployed in-the-wild, but our study was
not set up to observe actual longitudinal use. While our findings are mostly for initial
uses of a chatbot, we believe our recommendations could apply to chatbot design more
generally.

7 Conclusions and Future Work

Overall users wanted a chatbot who could add value to their life while being a friend,
by volunteering useful recommendations on topics typically they brought up. They
liked when there were intelligent comebacks, witty one-liners and casual conversation
as well. In the longer run, once they came to trust the bot, they said they could also
open up about sensitive topics they might not discuss with a human friend. Over time
users said they would like the bot to be reassuring, empathetic and non-judgmental, but
not in an overly caring way. Topics of interest in conversations varied with the per-
sonality of the bot and overall included: movies, predominantly from Bollywood; TV
shows, mostly from the U.S.; music, books, travel, fashion, current affairs, work-related
stress. It was felt that the topic of conversation would depend on the time of the day,
and place where the conversation took place. It was felt that when deployed
in-the-wild, conversations could veer off into adult chat under conditions of anonymous
use. Users also tested the boundaries of the chatbots, trying to understand what all the
bots were capable of, and how much human mediation could be involved. As part of
future work we are dialoging with developers on how to incorporate the suggestions
from the user studies into chatbot implementations.
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Abstract. In the design process, designers make a wide variety of decisions
that are essential to transform a design from a conceptual idea into a concrete
solution. Recording and tracking design decisions, a first step to capturing the
rationale of the design process, are tasks that until now are considered as
cumbersome and too constraining. We used a holistic approach to design,
deploy, and verify decision cards; a low threshold tool to capture, externalize,
and contextualize design decisions during early stages of the design process. We
evaluated the usefulness and validity of decision cards with both novice and
expert designers. Our exploration results in valuable insights into how such
decision cards are used, into the type of information that practitioners document
as design decisions, and highlight the properties that make a recorded decision
useful for supporting awareness and traceability on the design process.

Keywords: Design process � Decision-making � Design rationale
documentation

1 Introduction

Designers are knowledge workers with a creative mindset that helps them achieve the
end goal of a design project. These solutions, which often represent designer’s style
and craft, emerge from an unconstrained, free flowing stream of ideas and brain-
storming among the different partners of the project. In this context, externalizing the
outcomes of the design process is a complex task, both for co-located and remote
teams. Moreover, there is a lack of appropriate tools to document the evolution of
artefacts and its design rationale in a design process. Existing tools that serve this
purpose, while widely explored, are not adopted due to the “extra effort” that they
require from designers, and due to the fact that they often interrupt the creative flow.

We identify three problems related to the lack of detailed documentation of design
rationale [1–3]: (1) the iterative and incremental nature of the design process means that
ideas are explored and expanded, but possibly also discarded or radically changed,
making it harder to keep track of the rationale behind each idea; (2) a free flow of ideas
can be disrupted by documentation activities; and (3) documenting design decisions in
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collaborative settings is more complex given the various stakeholders that are directly
involved in the decision-making process.

Despite these problems, keeping track of how designs evolve toward a final design
proposal has high value [4]. First, a clear rationale of how a design was realized makes
a proposal more acceptable. Second, externalizing the design process reveals useful
knowledge on how issues were resolved or on important bottlenecks that appeared
during the process. As such, it contributes to document good practices and “bad smells”
(that indicate a decision bottleneck could occur) for later use. Third, the design process
involves various stakeholders having different backgrounds, such as product and
software engineers, who need to understand and translate designs into fully functional
interactive systems. Fourth, documented design proposals are useful for increasing
awareness, and promoting the team and self-reflection on the design process. However,
despite of the value of capturing design rationale, it is not widely adopted by design
practitioners due to a mismatch with their work practices [5–7]. We seek to address
these problems and enhance value in design propositions by tackling the challenges to
record design rationale with a suitable tradeoff between efforts and benefits.

We introduce decision cards as a tool to make design rationale concrete by doc-
umenting it in a lightweight format. Decision cards are open and flexible, as they do not
force any specific technique for recording design rationale. We designed and evaluated
decision cards by taking a pragmatic, bottom up approach based on the existing
practices of designers. By documenting design rationale within fast-paced projects in a
systematic way, we address a core need of designers working in commercial settings.
This paper explores how novice and expert designers use decision cards to record
design decisions. Subsequently, we analyze the value of decision cards when presented
to team members external to the design process. Our findings demonstrate that the
informative and actionable format of decision cards provide a good fit for their inte-
gration in design activities, supporting awareness and traceability without constraining
creativity.

2 Related Work

Design is a reflective practice where a designer actively transforms an artefact,
appreciates the consequences of this transformation, and continues reshaping the
artefact until it reaches a desired form [8]. Reaching this desired form is a gradual
process which involves a co-evolution between the problem and solution spaces [9,
10]. The process of “framing and reframing” these spaces is at the core of creativity [8,
10, 11]. It is widely accepted that this co-evolution of design problems and solutions is
a social process [9, 11]. Furthermore, for a solution to be recognized as such, it needs to
be accepted by relevant stakeholders from different disciplines [9, 12].

Designers working in the UI design of interactive systems produce tangible arte-
facts, such as sketches and prototypes, which are communicated and negotiated with a
diversity of stakeholders. The work of a designer in such teams (as in any other design
discipline) is to create artefacts that represent a design, which is then materialized by
other team members [8]. Shared artefacts serve to create an “external memory” for the
team [13], maintain common ground, and facilitate the decision-making process [1, 14].
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However, design teams seldom keep track of the process that leads the evolution of
visual artefacts. Thus, the reasons that explain the current state of an artefact – its
rationale – often get lost [15]. The process followed by the team to adopt a solution in
order to realize the design, depicted by the artefact, remains implicit in the memory of
designers or, in the best scenario, hidden in formal documentation or team conversations
(e.g. e-mail, chat threads) [3, 16].

The lack of a proper record of the design rationale can lead to several problems. For
example, misunderstandings regarding the next steps in the project (the evolution of the
design), or underestimations of the effort that preceded a certain design proposition.
These problems could ultimately lead to reduced understanding or acceptance of a
proposed design solution [17]. Keeping track of the rationale could potentially solve
these issues, although such activities force designers to invest time and effort [15].

2.1 Approaches to Capture Design Rationale

Many approaches have been explored to capture, retrieve, and use design rationale in
an effective way, but it remains an open challenge to create such a record with an
adequate tradeoff between efforts and benefits [3, 5]. Shipman and McCall [16] propose
three core perspectives to categorize these approaches: argumentation, communication,
and documentation. Table 1 summarizes the characteristics of these perspectives for
capturing design rationale.

Table 1. Three perspectives to capture design rationale [16], discussed in function of their
goals, approaches, advantages, and limitations.

Perspective Argumentation Communication Documentation

Goal Structure the reasoning
of designers, improving
the outcomes of the
decisions

Capture the natural flow
of the conversations of
design teams

Capture rationale with
a structure, but
without influencing
the design decisions

Approach Semi-structured
notations which
connect related ideas

Unstructured archive of
information occurring
in different channels of
communication (e-mail,
chat, notes, etc.)

Structured record of
design decisions,
together with
information about
who made those
decisions and when

Advantages Retrieving and reusing
rationale;
communicating to
externals;
comprehensively
recording ideas

Capturing information
is easy, since it does not
disrupt the design
process

Communicating to
externals what has
been done; widely
adopted by designers

Limitations Capturing rationale is
cumbersome since it
imposes structure in the
reasoning process; not
widely adopted by
designers

Retrieving rationale is
difficult due to the large
amount of information;
lack of clarity for
communicating with
externals

Capturing information
can be time
consuming; relevant
information might be
lost
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We explored the advantages and limitations of each of the perspectives detailed in
Table 1 in order to define a suitable approach to capture design rationale in consid-
eration of the needs of designers. The argumentation perspective is commonly used in
systems to capture the design rationale. As introduced in Table 1, a number of
semi-formal notations have been proposed to structure the argumentation process [15].
Three notable examples of these notations are: (1) The Design Space Analysis (DSA),
which uses a QOC (Questions, Options, and Criteria) notation [18] to represent the
questions around an artefact, the options to solve these questions, and the criteria for
assessing the options. (2) The IBIS notation, which is graphically represented in the
gIBIS tool [19], represents design problems, their alternative solutions, and related
tradeoffs. Likewise, Compendium is an IBIS-based environment to structure rationale
with hypermedia elements [20]. (3) SIBYL [21] is a tool that expands the QOC and
IBIS notations to support teams to visualize the knowledge acquired during the
decision-making process.

While these tools and notations offer a valuable insight into how to facilitate the
decision-making process and to exchange information to reach consensus, their
adoption among professional designers is limited [5, 16]. A reason for this is the fact
that the argumentation perspective imposes a structure in the design thinking, which
results cumbersome for designers [6, 7].

Decision-making in design teams usually happens in face-to-face settings, both in
formal and informal contexts, as designers communicate, negotiate, and reach con-
sensus on design decisions with stakeholders [2, 3, 17]. Despite the existing systems
for capturing design rationale, designers are more interested in doing design work than
in recording it, especially since the benefits of this documentation are not evident and
immediate [22]. Our work has been informed by using a bottom up approach, meaning
we started from input, feedback, and the wishes of active practitioners on documenting
design rationale. Instead of focusing on creating solutions for specific decision-making
processes, we explore approaches for supporting designers to record the rationale of
their design decisions without significantly constraining their way of working.

2.2 Documenting Design Rationale Through Design Artefacts

A variety of tools and approaches have been proposed to document the rationale of the
design process aiming to reduce the time and effort needed, and matching its capture to
the “wicked” nature of design tasks [12, 23]. In the HCI field, some approaches
investigate how design rationale can be attached to tangible artefacts to inspire and
guide designers while keeping track of the rationale of their inspiration sources. In
addition, there is a growing interest in Research through Design (RtD) approaches. RtD
aims to document the knowledge gathered during design processes in a way that makes
it suitable for communicating with a broader, academic audience [7, 23]. Rather than an
exhaustive list of tools and approaches, we describe the notable insights learnt from
documenting design rationale in a structured way.

One approach is to use tangible artefacts to inspire the design process with the use
of design rationale. Wahid et al. [24] explored how to present visual artefacts together
with a textual description of the design rationale in the form of claims – a represen-
tation that contains the design rationale in the form of positive and negative tradeoffs
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[25]. Similarly, the Inspiration Cards [26] are tangible artefacts used to communicate
sources of inspiration within heterogeneous design teams. Using these simple,
“low-tech” cards and a roughly structured method during workshops facilitated
engagement of team members. Results of these approaches using tangible artefacts
suggest that using standardized templates for coupling artefacts with their rationale in a
straight-forward manner is useful to assist idea generation, decision-making, and
communication between designers and externals [24, 26]. However, in both of these
approaches, artefacts and rationale are crafted in anticipation of ideation activities,
which might be a limitation for routine design.

Another approach is to document rationale during ongoing design activities.
Dalsgård, Halskov, and Nielsen [27] propose to use maps to structure and visualize the
interrelation between elements of inspiration material and ideas emerged during the
design process. Similarly, the Project Reflection Tool (PRT) was used to document
design projects with the objective of promoting reflection and discussion [22]. The
experiences with the PRT showed that documenting design should be straight-forward
and result in immediate benefits for the ongoing design tasks [22].

In Design Workbooks [28], Gaver proposes capturing “design proposals” and
associated artefacts as a method for creating design spaces. The workbooks include
ideas, approaches, and inspiration for a given design problem. Additionally, they allow
ideas to change and progress, as it documents proposals and not final designs. Thus, the
value of the workbooks lies in the fact that externalizing early ideas can help designers
to concretize and expand them. The advantages of this approach is that it includes input
created by the designers during the design process and represents progress in a visible
way. The limitation is that workbooks usually evolve over a long period of time, which
makes them less suitable for teams working in fast-paced design projects [28].

We build upon existing research by adopting the concept of using design artefacts
associated to their rationale as a solution to facilitate communication between multi-
disciplinary design teams. In our research, we analyze how such artefacts could be used
to document design rationale in ongoing design tasks, embracing the “ill-defined” and
even chaotic nature of design, and attempting to support the decision-making process in
a natural, organic way. To this end, we use decision cards, a lightweight format for
coupling design rationale and artefacts without interfering in the reasoning process. We
extend previous research by verifying this approach with design practitioners, seeking
to address existing limitations by answering the questions on “what to document” and
“what level of detail to use” [22].

3 Decision Cards

Decision cards document design decisions related to a set of artefacts that evolve
toward the final design. A decision card captures three properties of a design decision:
(1) what decision was taken, (2) why it was taken, and (3) who was involved in taking
the decision. Decision cards emerged in response to the need detected with design
practitioners to be able to keep track of a project in the long term [4, 29]. For instance,
in our previous research we found that designers working in commercial settings
consistently report problems such as keeping track of “who said what?” and “why was
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this option chosen?” [30]. Current solutions include creating meeting minutes, tracking
e-mails, and video recording. However, retrieving design rationale from these solutions
is considered to be too cumbersome or time consuming [6, 16]. Decision cards try to
solve this issue with a minimally structured approach to document design activities. We
focus on supporting the early stages of design, where communication around visual
artefacts, such as sketches, pictures, and notes, has an important role in the generation
and selection of ideas [13, 31]. Thus, we aim to capture design rationale without
influencing or interfering with the design thinking or its outcomes.

We explore ways to put minimal structuring into practice, and investigate the
perceived value of decision cards. Thus, we defined a basic decision card with a format
that does not constrain decisions in any way, and allows for maximal freedom to
facilitate capturing design rationale [22]. Shipman and McCall [16] found that docu-
mented decisions need to include “what decisions are made, when they are made, who
made them, and why” to facilitate externals to understand the recorded rationale.
Consequently, our decision card template includes a set of basic information fields (see
Fig. 1): (1) the title of the decision, (2) a description of the decision in natural language
(free text space, no structure is imposed), (3) the list of team members involved in
making the decision, and (4) supporting material that is related with the design deci-
sion, such as sketches, pictures, and notes.

We followed an iterative process to design and validate decision cards. This pro-
cess, which resulted in two different formats of decision cards, was used to optimize the
format and approach of decision cards. Figure 1(A) illustrates the tangible format of

Fig. 1. The basic information fields in the (A) paper and (B) digital formats of decision cards
include: (1) title, (2) description, (3) team members involved, and (4) material related to the
decision.
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decision cards we used in our initial exploration. Figure 1(B) shows the iterated, digital
version of the format, which was used in our subsequent study. With these predefined
templates for the decision cards, we attempt to achieve a balance between simplicity
and completeness of decisions. These have been identified as valuable characteristics of
documenting the design process [16, 22]. In the remainder of this paper we analyze
how decisions cards are created by designers and interpreted by people that were not
involved in the decision-making process. Additionally, we explore what aspects of
decision cards support awareness of, reflection on, and trust in the design process. This
allows us to optimize decision cards to support the creative flow of a design process,
and convey to externals how and why a design proposal came about.

4 Validating Decision Cards with Designers and Practitioners

We explore the use of decision cards by designers and practitioners who are external to
the design process. We organized two workshops to explore how decision cards are
used by novice and expert designers to capture design rationale in both co-located and
remote settings. We focused on studying the early stages of the design process, when
designers are concerned with refining their design goals, exploring, and comparing
various design solutions [13, 29]. In addition, we conducted a follow-up lab study to
analyze how decision cards are useful to externalize design rationale to team members
not directly involved in the design process.

4.1 Workshops with Designers: Methodology and Participants

We aim to study how designers use decision cards to record design decisions rationale.
Thus, we organized two workshops: one with novice designers in a co-located setting,
and another one with expert designers in a remote setting. This division was made to
ensure that we covered a variety of perspectives in the design process. The co-located
workshop reproduced the setting in which a group of designers work at the same
place/time to solve a design problem. The remote workshop replicated a situation in
which designers work individually on a design problem, and share their ideas with
people who are in a remote location, such as other designers, clients, and project
managers. Remote design work is an increasingly frequent situation, thus, it was
important to explore how it can be supported with decision cards.

Validating decision cards in controlled – but realistic – settings is a first and
essential step to explore the potential benefits/constrains of decision cards, and to
determine how they could be optimized for solving real-life design challenges.
Including design practitioners in our experimental settings allow us to evaluate decision
cards with knowledgeable users, but avoiding the unpredictable circumstances that
usually occur in real-life design work [17].

Workshop with Novice Designers in a Co-located Setting. We conducted a 3-hour
long workshop with six novice designers (three female, three male). All participants
studied industrial design at university level (3 Master and 3 Bachelor students). Par-
ticipants of the workshop were enrolled in an academic course where they were
instructed to prototype a digital application while following a user-centered approach.
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The workshop consisted of two brainstorming rounds in which the students worked
on a design assignment to ideate on an early prototype to enhance awareness in
teamwork. The first brainstorming round took place in two small teams using the
outcomes of the aforementioned academic course as their source of inspiration.
Designers were prompted to record their decisions for this round using a paper version
decision cards. The decision cards were briefly introduced as “a template for recording
decisions” at the beginning of the session, but it was not explicitly mentioned what
information was expected to be included in each individual field. After the first
brainstorming round, we asked the full group of designers to converge in one solution
integrating the ideas of both teams, also recording their decisions with tangible decision
cards. A team of two facilitators and one observer conducted the workshop. The
facilitators had a neutral role during the workshop, intervening only to introduce and
control the time of the design activities. Due to scheduling constrains of two volunteers,
one designer left the session after the first brainstorming round, while a new designer
joined for the second round. This fact was not considered as a limitation in the
methodology, as we expected to capture an open and dynamic design process.

Workshop with Expert Designers in a Remote Setting. For testing the usage of
decision cards in a remote collaborative setting, we organized a workshop with five
professional designers (two female, three male). Designers had an average of 5 years of
experience working in one or more design disciplines, including product and UI design
of interactive systems. The individual tests lasted around 90 min and were conducted
by a team consisting of a facilitator and two observers. The facilitator had an active role
by introducing participants to each scenario and encouraging them to think aloud while
performing the tasks, but did not interfere with design activities.

Designers were individually guided through four scenarios. These scenarios
encouraged designers to explore an existing set of recorded decisions and related
artefacts for a hypothetical design project. The design assignment required designers to
iterate an early prototype of the dashboard of an app to reduce water consumption. The
scenarios assumed that the designer was the new team member of the project, and had
to get familiarized with existing knowledge in order to propose a solution. We used a
web application for presenting designers with relevant content for this design project,
including artefacts annotated with decision cards (e.g. storyboards, prototypes).
Additionally, the web application enabled participants to upload artefacts, add anno-
tations, communicate with the team, and create a digital version of decision cards.

We asked designers to explore the content on the design project, available in the
web application, and propose a solution by creating and uploading sketches. They also
had to document their decisions using decision cards. Subsequently, we simulated
remote asynchronous collaboration as the observers of the session assumed the role of
team members. Without briefing the participant about this process, the observers used
the web application to give feedback on the sketches of the designer. Finally, we asked
the designers to review the feedback of their team and iterate the solution accordingly.

Data Collection and Analysis. To facilitate data analysis, we captured audio and
video recordings of the co-located and remote workshops. Additionally, we collected
information by means of an interview that took place after each workshop. All the
comments from the participants were recorded by the facilitators and observers. The
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analysis of the recordings from both workshops looked for recurrent activities, topics,
and comments of designers. As a strategy to find out how ideas were transferred
through the stages of the study, each of the artefacts produced in each session was
mapped to the point in which it was created. The results from these workshops are eight
sets of decision cards and coupled artefacts, as detailed in Table 2.

4.2 Follow-up Study with Practitioners: Methodology and Participants

The aim of the follow-up lab study was to analyze how decision cards are useful to
externalize design rationale to team members not directly involved in the design
process. This lab study simulated the real-life setting where people who are external to
the design process, must interpret and use design outcomes (e.g. clients, developers,
designers that come in at a later stage). Because of the lack of context to understand and
situate design outcomes, this can lead to rejection of the design outcomes, or worse,
formulation of alternative designs that are less desirable. Thus, our aim is to explore
how decision cards can facilitate the externalization of design outcomes.

The eight sets of decision cards recorded during the workshops with designers were
used as input for this study, which involved eight HCI practitioners (five male, three
female) aged between 23 and 38 years. The participants had an average experience of
eight years in the UI design of interactive systems. They had a background in computer
science and visual design, and all had experience working in a multidisciplinary team.
The participants were not involved on the workshops conducted with designers.

The participants, hereafter referred as practitioners, were asked to review the eight
sets of the decision cards recorded during the workshops with designers (see Table 2)
as if they were about to join the team. Each individual review session lasted around
45 min and was led by a facilitator. The role of the facilitator was to introduce the
session and the tasks, and to take a neutral role in guiding participants during their
explorations. For each set of decision cards, the practitioners first had six minutes to
explore the decisions. Each set of decision cards was introduced to the practitioners one
by one, and in a randomized order. The practitioners were not briefed about the content,
context, or structure of the decision cards in advance. After a first exploration, the
practitioners had to order the set of decision cards based on how important they
estimated each of the decisions was. Next, based on the decisions they reviewed, they
were asked to answer questions regarding which team they perceived as most

Table 2. Decision cards recorded during the workshops with designers.

Team Amount of decision cards Designers involved Setting

T1
T2
T3

3
4
4

D1, D2
D3, D4, D5
D1, D2, D3, D4, D6

Co-located

T4
T5
T6
T7
T8

2
1
2
2
1

D7
D8
D9
D10
D11

Remote

Capturing Design Decision Rationale with Decision Cards 471



trustworthy, was having the most acceptable solution, and at which stage of the design
process they consider the decisions were taken. To facilitate data analysis, we captured
audio and video recordings. In order to find recurrent or relevant responses, the answers
of participants were clearly linked to the set of decisions that it referred.

5 Creating Decision Cards During Design Activities

Participants of the workshops integrated decision cards into their design activities with
minimal effort, having the advantage of supporting the documentation of design
decision rationale. We found that the minimal structure of the decision cards was
considered to be very useful for externalizing ideas and recording agreements, partly
because it can be done in a quick and easy way. Designers described decision cards as
useful, low-threshold tools to record design rationale in order to facilitate traceability
and awareness about the outcomes of the design process. Next, we present the evidence
gathered during our two workshops with designers to support these claims.

5.1 How Were Decision Cards Used by Designers?

Design processes guide designers iteratively through activities such as framing prob-
lems, generating ideas and evaluating these ideas in order to define an appropriate
solution [11]. We found that designers used decision cards in two ways: (1) to convey
ideas during framing activities and (2) to document ideas after evaluating them. The
usefulness of the decision cards to support design activities lies in the fact that they
provide an overview of agreements, do not constrain design thinking, and can be created
in an easy and organic way. A novice designer expressed during the post-workshop
interview: “[It’s] very easy to write what you think. You know what your thoughts
earlier in the process were. It’s good to have an overview of thoughts” [D6].

During the two workshops, we observed that designers used decision cards to
gather prior knowledge for framing a design problem. Detecting relevant information
for reuse can potentially improve efficiency of the design process [29]. In the co-located
setting, designers used decision cards to externalize knowledge previously generated
by them in an earlier stage. For instance, the designers of T3 used decision cards to
externalize “beginning points for a concept” [D3] to be further elaborated. Addi-
tionally, decision cards facilitated for novice designers to externalize their ideas in a
meaningful way.

Similarly, in the remote setting, expert designers used decision cards and other
artefacts as a starting point for their activities. Decision cards facilitated designers to
retrieve and reuse design knowledge, as expressed by an expert designer during the
post-workshop interview: “If you have decision cards, you can just go back and look it
up. That makes things a lot easier” [D8]. During the workshop in a remote setting,
expert designers found decision cards valuable to overview what decisions were taken
and by who. This last point reveals the social nature of design: the role and active
participation of team members in the project is crucial when assessing existing decision
cards. It was hard for designers to assess the relevance of the documented decisions, as
they encountered (fictitious) team members that they have never met, and from who
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they cannot discover their working style. These findings showed that decision cards
should be trusted in order to represent an appropriate solution. An expert designer
highlighted this fact when exploring existing decision cards during the workshop: “I
reckon these decision cards are some way of using the artefacts in validation meetings,
you come to a conclusion, and then you make them like really tangible by putting it on
these decision cards. […] I can see that they [the team] might have a good solution, but
I don’t know, it can be that [the team’s] decisions are a shortcut” [D7].

Additionally, our analysis of the two workshops pointed out that decision cards
documented the outcomes of the idea evaluation activities of designers. Decision cards
represent consensus moments, where a team agreed on a possible course of action.
Consistent with previous research [28], we found that recording ideas in a tangible way
facilitated concretizing and expanding decisions. Purposely writing down decisions, as
pointed out by one novice designer during the post-workshop interview, was beneficial
for self-reflection and traceability: “[Decision cards are a] clever way of showing your
thoughts. […] Could take some effort to write the thoughts, but also forces to think
about it, how to write it down. This is good to keep others in track when absent” [D4].

In the co-located setting, novice designers gradually adopted the decision cards as a
way of recording and discussing possible courses of action. As the workshop pro-
gressed, designers were increasingly confident on how and when to document deci-
sions. The strategies of novice designers for recording a decision was in itself a social
process. One team member created the decision card, asked the rest of the team for
input while writing it down, or read it afterwards to make sure that the entire team
agreed with the content. In some cases, this process resulted in amendments and
iterations to the content of the decision (e.g. strikeouts and additions). The adoption of
decision cards was also reflected in the fact that their tangible format was actively
manipulated and referred to during discussion, as depicted in Fig. 2.

While decision cards were useful records of agreements, they did not steer designs
in a strict direction. Both novice and expert designers either iterated the decisions into a
more refined solution or discarded them. Furthermore, designers did not consider
decision cards for idea generation, but as an overview of explored ideas. More than a
limitation, we consider this an advantage, as decision cards did not constrain creativity.

Fig. 2. Manipulation of decision cards during the co-located workshop with novice designers.
Decision cards are framed in red. (Color figure online)
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5.2 What Information Was Recorded in the Decision Cards?

The analysis of the content of the decision cards gathered in our studies taught us that
decision cards are low-threshold tools, as their purpose can be easily understood and
completed by designers with minimal guidance. The information recorded in the
decision cards varied according to differences in personal preferences, team styles, and
study conditions. Rather than focusing on the type or quality of each decision, we
concentrate on the completeness of the information recorded in each field of the
decision cards: title, description, list of team members, and supporting material (e.g.
sketches, post-it clusters). We found these fields were important to construct and
externalize a decision, but that the setting and format of decision cards (paper or digital)
in which they were recorded had an influence on its completeness.

As shown in Table 3, the fields of title and description were filled in all the eight
sets of decision cards (19 decision cards in total) we collected. All designers used
natural language for recording this information, without using any specific structure or
notation. Titles included single words or full sentences to summarize the decision,
while descriptions included explanations of team agreements, with different lengths.
For instance, the description of some decision cards comprised an extensive reflection
about a decision and its implications, while others only a brief, simple description. The
type of decisions ranged between high-level ideas to functional requirements. Having a
free text space for describing decisions helped designers to document ideas at different
levels. This is illustrated with an utterance of a novice designer who expressed during
the workshop that one of their descriptions was “quite straight-forward, but also a
decision” [D3].

The study setting had an influence on what information was recorded in the list of
team members and supporting artefacts fields. For the co-located setting, the team
members field (i.e. who took a decision) was overall confusing for novice designers. As
shown in Table 3, eight decision cards contained information in this field. However,
only two included the names of the designers involved in taking the decision. The rest
of the decision cards included broad terms such as “all” [T1] or “the entire design
team and others in the room” [T3] (see Fig. 3(B)). When asked about what infor-
mation they considered to complete this field, novice designers mentioned that they
recorded who they thought would be impacted by a certain design decision (e.g.
stakeholders, end-users). We believe that the reason of this confusion was the

Table 3. Fields recorded in the decision cards by each design team (T1-T8) for the co-located
and remote settings.

Co-located setting Remote setting

T1 T2 T3 T4 T5 T6 T7 T8

Title

Description

Team

Artefacts
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terminology used in the decision card, and that the face-to-face discussion did not
immediately showed designers the value of documenting who took each decision.

The support artefacts field of decision cards contains a blank space to attach one or
more artefacts related to a decision. Our initial expectation was that designers would
directly link a decision card to one (or several) artefact. Nevertheless, as shown in
Table 3, this was only the case for two decision cards created during the co-located
workshop. Data analysis revealed an evident link between visual artefacts and decision
cards, but this connection is not straight-forward when looking at the decisions cards as
a standalone artefact. Figure 3(A) shows one of the cases where a decision card was
linked to an artefact. Figure 3(B) depicts a decision card created by T3 where there are
no supporting artefacts visibly attached in the decision card.

For the remote setting, expert designers used a prototype web application we set up
in order to provide a digital version of decision cards and allow designers to collaborate
remotely on them. Figure 4 shows the digital version of decision cards. This digital
version, which is an optimized version of the initial paper format, includes a comments
and feedback section, list of team members involved in the decision, as well as a set of
keywords that classify the decision. Expert designers considered the team members
field intuitive and relevant. However, the remote setting of the study and lack of
familiarity with the activities of the other team members led designers to be more
cautious on who to mention as a part of their decisions. The digital version encouraged
designers to create a strong link between supporting artefacts and decisions, since this
link could be identified explicitly in the digital version. Designers added a main visual
artefact, such as an early mock-up, together with notes and evaluations, which act as
virtual equivalents of post-it clusters and team deliberations within the apparatus.
Figure 4 presents a decision card produced by D8, together with its attached artefacts.

Besides the fields reported above, we also experimented with secondary fields, such
as priority and keywords. The priority was vastly ignored by novice designers, as they
considered difficult to prioritize design elements. Nevertheless, this was a crucial
characteristic for expert designers. Expert designers also mentioned the usefulness of
keywords. However, they highlighted the need of a more automated tagging process that
could potentially facilitate organizing and retrieving decision cards in an efficient way.

Fig. 3. Examples of decision cards created by novice designers: (A) created by T2 and
(B) created by T3, with supporting artefacts not directly attached to the decision card.
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6 Interpreting Design Decisions by Practitioners

Results of our studies with designers showed that decision cards are useful,
low-threshold tools to document and externalize design rationale in an easy way. We
believe these characteristics can facilitate awareness about the outcomes of the design
process with people not involved in the design process. As validation, we organized a
lab study involving practitioners external to the design process to interpret and con-
textualize the decision cards created by designers. Results of the lab study indicated
that practitioners were able to easily interpret the structure of decision cards. Fur-
thermore, the decision cards seemed to facilitate awareness on the flow of ideas and
decisions taken by the design team. In this section, we describe what makes a design
decision trustworthy and understandable, thus what makes a good documentation of a
solution.

6.1 What Makes a Decision Card Trustworthy and a Solution
Appropriate?

The lab study showed that the completeness of a decision card defines its trustwor-
thiness and appropriateness. It is not surprising that practitioners deemed decision cards
as complete when (1) decisions help to clarify the design process and rationale of the
artefact, and (2) decisions include the opinions of different team members. Both imply
a decision card needs to contain sufficient information.

Fig. 4. Decision card created by D8, including (A) early sketch of solution, (B) decision card,
and (C) evaluation (top) and notes (below) as supporting material.
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During the lab study, we asked practitioners to select the most trustable and
appropriate solution from our workshops with designers (described in Sect. 5). The
solution proposed by T1 was selected by five practitioners as the most trustable and
appropriate. The characteristic that made this set of decisions stand out from the others
was that decisions were high-level, yet concrete enough, to guide the early stages of the
design process. This is illustrated with the quote of a practitioner: “[I trust T1 the most]
because the ideas are quite concrete and applicable to the context [of the project].
Also I have the feeling that they were talking about ideas that are more important […].
It was talking about concrete ideas to make it work” [P8]. However, completeness
should not be confused with level of detail. On the contrary, the lack of technical
details is an indication for an open, and less limiting creative process in the early stages
of the design process. In the context of the design assignments used for the workshops,
high-level decisions were perceived by practitioners as more creative. Decision cards
that contained many technical details were trusted the least by the practitioners.

Including who is involved in the decision and why such decision was reached,
made the decision appear as trustworthy, as described by a practitioner: “The decision
says, people involved: “all”. Decisions record the process, so everybody knows this
decision and why” [P2]. The trustworthiness of a decision card is also related to team
involvement, and specifically an active and meaningful involvement. Additionally,
including indications on timeframes, task division, usability, and end-user acceptance
can also increase the value of the decisions.

Considering all responses gathered during the lab study, the most recurrent reasons
for reduced trust in a set of decisions were: (1) vague content or missing elements,
(2) spelling and grammar mistakes, (3) lacking a clear link between the decision and
subsequent versions of the related design artefact, and (4) a mismatch with the stage of
the design process that was specified (e.g. already including widget types while still in
the early design phase). These reasons often make people feel a decision card is rushed,
given insufficient thought and discussion, and they are less likely to accept such a
decision. For instance, a participant clarified that the solution proposed by T4 was
perceived as the least trustworthy because of the mismatch between the decision and its
supporting artefact: “[The decision card] presents misleading information, I don’t
understand from which circle diagram it is talking about” [P6].

6.2 What Makes a Decision Card Understandable?

We found that decision cards are understandable when (1) decisions are concrete and
concise, and (2) decisions are clearly linked to a related design artefact. The consensus
from practitioners was that decisions that include a clear title and a concise description,
addressing the rationale, are more understandable and informative. Having a balanced
amount of structured text and artefacts was preferred, as described by a practitioner: “I
think [T2] is more concrete. This one [T3] focuses on really tiny details. And this one
[T2] has the structure and yeah, the overall ideas, but also motivation [is] a bit clearly
organized” [P7].

Furthermore, information about a version number and date was mentioned as useful
to contextualize a decision and facilitate its understandability. The understandability of
decision cards is enhanced if it includes concrete points of action as this information
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documents how the decisions fit into the design process. Decision cards that clearly
state what should be done next by the design team (e.g. requirements, graphical
guidelines, concepts to explore) facilitate its inclusion into design activities.

7 Decision Cards as Tools to Document Design Rationale

We introduced decision cards as a lightweight, minimally structured way to record design
rationale. Decision cards emerged in response to the need detected with designers working
in commercial design settings of keeping track and reusing design rationale in long-term
projects [4, 29, 30]. Our work was informed using a bottom up approach, meaning we
started from input, feedback, and wishes of active practitioners on documenting design
rationale. Thus, we aim to support designers to record rationale without significantly
changing their work practices. This paper describes how decision cards were created by
designers and interpreted by people that were not involved in the design process. Our
findings highlight the fact that decision cards are informative, as they serve to record
agreements for future reference, and actionable, as they externalize design outcomes and
activities that are to be undertaken by the design team. Next, we discuss the implications,
advantages, and limitations of documenting design rationale with decision cards.

7.1 Record Agreements Among Design Teams

The information recorded in decision cards reflected the outcomes of the idea evalu-
ation activities among design teams. Decision cards were created to contain informa-
tion about what decision was taken, why it was taken, and in some cases, who was
involved in taking the decision. The template with minimal structure helped both
groups of designers to keep track of their ideas during discussions.

The main limitation in documenting a decision card is consistent with the limita-
tions in capturing design rationale [5, 6]: it slowed down the free flowing stream of
ideas as it took time to create decision cards. However, nine out of the 11 designers
involved in our studies claimed that they were willing to adopt decision cards in light of
the potential traceability of long-term projects. During the post-workshop interviews,
we prompted designers to reflect on how decision cards could fit in their professional
practice. Five out of six novice designers mentioned that decision cards could serve to
focus and synchronize team discussion, and to spark inspiration within the boundaries
of the design problem. Additionally, novice designers considered decision cards as a
“pile of landmarks”[D3] that could be used to reference their deliberations and
agreements in a more useful format than traditional collaboration tools (e.g. online
repositories, e-mails). The five expert designers valued the use of decision cards in one
or more of the following situations: (1) large projects involving many team members,
(2) projects that run over an extended period of time, (3) multidisciplinary settings
where people with different backgrounds need to be informed about the design results,
but not about the process, and (4) projects where teams change frequently.
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7.2 Externalize Agreements to Heterogeneous Team Members

In large, heterogeneous teams, keeping a record of design rationale can serve to
increase the acceptance of a proposed design solution. We found that decision cards
were useful to externalize ideas within design teams and to people external to the
design process in a quick way. However, not all decision cards were constructed nor
perceived by externals in the same way. These results are consistent with previous
research which elaborates on the challenges of what content and what level of detail to
document as a decision [21]. Thus, we synthesized three properties that helped to
valorize a decision card in terms of awareness and influence on the perceptions about
the proposed design solution.

• Complete. Decisions that include concrete information and details about why a
decision was taken were perceived as more trustable and led to higher acceptance of
the solution. This is related to the fact that the effort invested in creating a decision
is associated with the quality of the process and rationale behind it. This suggests
that decision cards should be optimized to solve the tension between creating
decision cards without disturbing the creative flow and including the correct amount
of information. We found that using a digital version of decision cards facilitated for
designers to include more information. However, it is clear that more content does
not always generate more trust in the decision. For instance, if a decision card
associated to the early stages of the design process contains many (technical)
details, it is perceived as a less valuable decision since it does not document the
ideation process that led to a solution.

• Connected. Decisions that are linked to artefacts, previous decisions, or support
material (e.g. artefacts, notes) are perceived as more valuable. Connected decisions
provide an overview of the evolution of an artefact making the flow of ideas
evident. With connected decisions, a stronger rationale is build: following the links
between decisions, various aspects of the resulting design get an underpinning. It
adds traceability that can be used to track the evolution of a project from the
beginning up until the most recent design decision.

• Inclusive. Decisions that include a larger representation of team members involved
in a project were more interesting: they involve multiple opinions and perspectives.
Decision cards that include relevant questions and/or discussion were considered as
more inclusive, even if less team members were explicitly mentioned in the decision
card. This type of content as part of a decision card implied that the voices of the
team members had an impact on the design process. Note that the roles that are
represented by team members listed on a decision card, are also considered to be an
important aspect. If an essential role is missing (e.g. a designer is not part of a
decision on graphical layout), the decision card might lose its value.

These properties are guidelines to inform design rationale systems on what content
and level of detail to record as a decision. We argue that a minimally structured way of
documenting decisions provide a suitable tradeoff between efforts and benefits for
capturing and retrieving design rationale.
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8 Conclusion

While there are tools and notations to record the design decision rationale, they remain
unused as they fail to be incorporated in the practices of design teams. In this paper we
proposed an approach to capture and externalize the design decisions in an organic and
straight-forward way: decision cards. Our results showed that decision cards allowed
designers to elaborate their decisions freely. Furthermore, decision cards facilitated
team members to understand the flow of ideas and decisions taken by a team, even
when these team members were not part in the design process. Decision cards provide a
way to reflect on the design process both to each team member individually and to the
entire design team. We consider decision cards as a starting point to create a bridge
between structured and rigid documentation of design rationale, and an approach that
matches the free flow of ideas that characterizes the design process. Furthermore, given
the actionable and informative format of decision cards, they can be used from the
conceptual stages of the design process to the later stages of the process.

A potential limitation of the decision cards could be that it requires designers to
spend time and effort in documenting the decision. However, designers who were
involved in our studies creating decision cards recognize the long-term benefits of
having such a record of their process. Future validations of decision cards will benefit
from longitudinal, in-the-wild studies. The evidence we gathered in controlled (but
realistic) situations suggests that decision cards, in combination with design artefacts,
can be used for supporting awareness and traceability on the design process.
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Abstract. Interaction design processes are characterised by multi-disciplinary
teamwork and by an interplay of creative, situated and analytical thinking.
Although design in the domain of human-computer interaction has been widely
investigated, the focus of research has been mainly on the user’s role and several
authors refer to the need for a deeper understanding of the increasingly complex
interaction design processes. This paper suggests a conceptual framework for
interaction design that accommodates and unifies different perspectives from
general design research while considering the specificities of the domain. Within
the framework, description and analysis is done through the lens of design
spaces, design artefacts, and refinement relationships between design artefacts.
The framework extends existing concepts of design spaces by introducing
complex spaces which acknowledge that design is rarely an individual activity
but is more often undertaken by teams of designers. The framework also offers a
distinction between design options into alternatives and variants to better
describe and guide processes of idea generation and a convergence within, and
between different sub-spaces and sub-teams. Different types of refinement
between design artefacts are also discussed.

1 Introduction

Digital interactive systems have become more pervasive in work and everyday life.
They now play an important role in how people interact with each other and the world.
As a consequence, interaction designers are faced with an increasing design complexity
[35]. They need to know the needs of people and the possibilities offered by tech-
nologies in order to explore and design technological solutions that fit in with users, the
activities they want to undertake and the contexts surrounding those activities [3].
Design in the domain of human-computer interaction (HCI) has been widely investi-
gated since the beginning of the field, but research has tended to focus on the user’s
role in the design process and the effects of designed artefacts on users [39, 43]. This is
also reflected in practical design approaches such as user-centred design stating that
iterative development and an early focus on the users’ tasks and goals drive quality
design, or participatory design emphasising the active participation of all stakeholders.
While this research is very valuable, and even more so because less considered in other
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design fields, the focus is too narrow [39]. HCI research “has not been grounded in and
guided by a sufficient understanding and acceptance of the nature of design practice”
[35]. (Similarly to [35], the terms HCI research and interaction design research are used
interchangeably in the context of this paper.) Stolterman and other authors refer to
existing design theories and empirical work (e.g., from cognitive design research) that
could be fruitful for HCI research to better inform and improve interaction design
practices [35, 39, 43].

In this paper we propose a conceptual framework aiming at supporting a deeper
understanding of interaction design processes. It accommodates and unifies different
perspectives from general design research while considering the specificities of inter-
action design. Within the framework, description and analysis is done through the lens
of design spaces, design artefacts, and refinement relationships between design arte-
facts. The concept of design space is widely used in the literature but with different
understandings. In the context of this paper, we take a similar stance to Westerlund [40]
and consider a design space as a space ‘populated’ by design artefacts. The concept
describes design processes as goal-oriented but situated processes of constructing and
relating design artefacts. Here, the term ‘goal-oriented’ is meant to be inclusive and can
be interpreted from different design perspectives (e.g., from a value-driven perspec-
tive). The starting point in our approach is the assumption that there is a ‘contract’
between the designer and the user which basically says that however intangible the
design process might be there always emerges at least a minimum set of requirements
which must be satisfied by the final design. In our framework, every external design
representation that is created for an intended use, or becomes meaningful in the design
process, is considered to be a design artefact (e.g., design prompts, sketches, proto-
types, scenarios, formal specifications or implemented products). Designers when
‘entering’ a design space are provided with some initial design artefacts which can be
interpreted as requirements or design constraints. Their subsequent exploration of
emerging design ideas and constraints leaves traces in the design space: new design
artefacts are created, some artefacts are modified, others discarded. Even if the
designers’ moves within the design space may appear arbitrary their ultimate goal is to
fulfil their contracts with users by finally creating design artefacts that implement or
refine the initially provided ones. What is therefore equally important to idea generation
is the designers’ ability to compare different design artefacts and understand how they
are related and whether or not they satisfy some initial or evolving design specifications
and constraints. This paper introduces and illustrates different types of refinement that
are relevant in interaction design processes. The suggested classification is based on an
analysis of existing design paradigms and perspectives from literature. In the simplest
case, if design is considered as problem solving, design artefacts describe the solution
(i.e., the interactive device to be developed) at different levels of abstraction in a
process of stepwise refinement. More complex understandings of design situations
produce more diverse design artefacts and refinement relationships including descrip-
tions of the design process itself.

Interaction design typically takes place in multi-disciplinary teams with co-design
phases and phases of distributed work [1]. On the one hand, it facilitates the application
of multiple design perspectives, on the other hand, it adds to design complexity due to
additional coordination efforts, different working practices, distributed decision making
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etc. However, in most existing design space concepts, collaborative design activities
are insufficiently accommodated. To address this problem, the presented framework
extends the common ideas with a more elaborated description of the structure of design
spaces. Complex design spaces are introduced which are hierarchically decomposed
into sub-spaces until the level of simple design spaces (as described above). Partici-
pants in complex design spaces are neither exclusively users nor exclusively designers
but are rather engaged in a network of designer-user relationships by using design
artefacts provided by other participants or sub-teams and by designing design artefacts
for others.

Design space models such as Laseau’s overlapping funnels (see Subsect. 2.3)
illustrate a common view of design as the generation and the convergence of design
ideas. Designers need to bring creativity to the creation of distinct design options and
the definition of criteria to choose between those options [7]. There is a criticism that
decision making, in this context, is mostly understood as a process of selecting one
option and that this attitude may impede a diversity of design ideas [40]. A specific
characteristic of our proposed framework is the distinction between alternatives and
variants as two different types of design options that ‘leave’ the sub-spaces of a
complex design space. Basically, if designers in a sub-space resolve all discussion
points or disagreements an alternative is selected among generated options and pro-
vided to other sub-teams. However, if designers of a sub-space want to (partly) delay
decision making to include viewpoints and expertise from other sub-teams they provide
a set of options (i.e. variants) as outcomes. The distinction between alternatives and
variants may contribute to a more balanced view of design complexity.

The paper starts with a detailed review of the different existing perspectives on
design. The specificities of interaction design and corresponding notions of design
space are discussed. We also review results from formal software design which
informed the development of our framework. Based on the given background, Sect. 3
introduces and explains the basic concepts of the suggested framework. Then, Sect. 4
considers its application by discussing an illustrative design situation. Furthermore,
some results of an exploratory empirical study are briefly discussed. The paper closes
with a discussion along with future work and conclusions (Sect. 5).

2 Background and Related Work

Design activities are unique human activities of inquiry and action [35]. Stolterman
additionally emphasises that design deals with the specific: “[i]t is about creating
something in the world with a specific purpose, for a specific situation, for a specific
client and user… and done within a limited time and with limited resources” [35]. The
intended changes are often characterised as changes that are desired [35] or that
improve the current world [11]. Interaction design in particular is “the specification of
digital behaviours in response to human or machine stimuli” [16]. In a larger sense,
interaction design is the creation of spaces enabling complex webs of interactions
between people and multiple interactive devices [41]. It addresses the question of
which actions and experiences should be supported by a particular interaction space
and how to achieve it. Jackson [20] points out that the complexity of interactions is a
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general theme in many design disciplines but especially when it comes to the design of
software systems. In [35], a recognition and acceptance of both the complexity of the
artefact under design and the complexity of the design situation itself is demanded.
This section reviews conceptualisations and perspectives on (interaction) design and
design complexity. It discusses the different but overlapping understandings of design
activities, relevant design artefacts and design spaces.

2.1 Paradigms in Cognitive Design Research

From a cognitive perspective, design is commonly understood as a satisficing activity
aimed at finding “good enough” solutions to “ill-structured” problems [39]. Existing
paradigms differ in their assumptions about design problems and their treatment [13].

The Rational Problem Solving Paradigm. In the classical view of design that goes
back to Herbert Simon in the late 1960’s, design problems are assumed to be given and
design is seen as rational search in a ‘problem space’ [13]. Even if problems are
ill-structured they can be transformed into structured ones that can be tackled by
decomposition [39]. This view is to be found, for example, in traditional software
design methodologies with stepwise refinement. Formal refinement (which we discuss
further in Sect. 3) provides structured mechanisms for transforming specifications and
models (formal design artefacts) into implementations. Typically this is done via a
number of small transformations (or steps) which each move closer to a final solution -
hence, stepwise refinement. Wirth [42] recommends for software design “to decompose
decisions as much as possible, to untangle aspects which are only seemingly interde-
pendent, and to defer those decisions which concern details of representation as long as
possible.” Such simplification of the nature of design problems and corresponding
overestimation of systematic problem decomposition have been criticised later. How-
ever, it is worth noting that Wirth, in his paper from 1971(!), already mentions ideas of
design rationale: “[e]very refinement step implies some design decisions. It is important
that these decisions be made explicit, and that the programmer be aware of the
underlying criteria and of the existence of alternative solutions… [this] may be par-
ticularly helpful in the situation of changing purpose and environment to which a
program may sometime have to be adapted” [42].

Design as Argumentation Process. The distinction between wicked (ill-defined) and
tamed (well-defined) problems in [32] is one of the first attempts to overcome the
limitations of the problem solving paradigm. According to Rittel and Webber, most
design problems are wicked problems which cannot be defined independently from
their solution. Among other characteristics, wicked problems are unique and every
implemented solution has consequences that have to be taken into further considera-
tion. Rittel and Webber [32] state that “part of the art of dealing with wicked problems
is the art of not knowing too early what type of solution to apply” and suggest instead a
collaborative argumentative process of considering and negotiating emerging issues
and possible solutions. Design rationale approaches which explain and record why an
artifact is designed the way it is are based on argumentation and can be classified into
two broad categories [23]. Structure-oriented approaches and corresponding notations
such as Design Space Analysis with the QOC notation (Question, Options, Criteria)

486 J. Bowen and A. Dittmar



[25] help to identify relevant design issues and to explore and assess alternative
solutions. They became popular in HCI research in the 1990’s [27] and more recently
in other areas of software design [36, 37]. Psychological design rationale approaches
are more holistic and follow task-artifact cycles. First, tasks are identified that should be
supported by the system under design and scenarios are created for a collaborative
exploration of possible consequences of using it. After its introduction, the system’s
actual use is studied and compared with the designers’ assumptions. Observed negative
effects are addressed in a next iteration of the design.

The Reflective Practice Paradigm goes back to the work of Schön [34] who considers
design situations as ‘messy’ situations in which designers find themselves and which
they cannot tackle by applying predefined methods. Instead the designer must be in a
reflective conversation with the design material of the specific situation. Design is
understood as problem setting or framing and Schön describes design exploration as
‘moves’ within a problem frame where the designer uses ‘reflection-in-action’ (move,
observe, re-frame) as an intuitive process and ‘reflection-on-action’ as a tool to develop
a repertoire of design experience. In current research, the designers’ behaviour is
commonly described as solution-led: designers jump to ideas for solutions before they
have fully analysed the problem and they transfer the developed partial solution
structures back into the problem space to extend the problem description and to con-
sider implications of alternative solutions [8]. Cross points out in this context that “both
generating few alternative concepts and generating a large number of alternatives were
equally weak strategies, leading to poor design solutions” [8].

Designing as Construction of Representations. The above mentioned approaches are
not necessarily contradictory but rather focus on different aspects of design activities.
Dorst [13] notes, for example, that the designer’s expertise influences their perception
of the nature of a design problem. While the rule-following behaviour of novice
designers must be described following the problem solving paradigm, the behaviour of
competent designers, their involvement in and reflection on design situations need an
additional explanation within the reflective practice paradigm [13]. Besides that
designers are typically faced with both routine (tamed) and nonroutine (wicked)
problems requiring either the application of well-known procedures or more advanced
approaches [39]. Jackson [20] argues similarly that, in any design task, there must be a
combination of ‘normal’ (routine) design (with well-known requirements and corre-
sponding design experience) and ‘radical’ (nonroutine) design (with no presumption of
success). Studies about co-design activities of teams aimed at a shared understanding of
the design problem and possible solutions often use an argumentative approach for
their analysis. For example, the QOC approach [25] has been applied in [30] to analyse
the discussions of software designers. Viewpoints have been studied in [10] and it has
been shown that, during a multi-disciplinary meeting, the participants express different
viewpoints which further evolve through an argumentation process (including argu-
ments by comparison, analogy, and authority) until integrated viewpoints are con-
structed and shared by the participants. Viewpoints, in this context, are representations
of certain combinations of design constraints.

Common to all design approaches is their recognition of the role of design repre-
sentations although with differences in what should be represented and for what
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purpose. According to Visser [39], design is about generating, transforming, and
evaluating representations “until they are so concrete, detailed, and precise that the
resulting representation… specify explicitly and completely the implementation of the
artefact [under design]”. The author suggests, therefore, to consider design activities as
domain-specific construction of representations and to pay attention to both: the created
design representations and the corresponding construction process. In our framework,
we follow a similar approach and focus on external representations in interaction
design and how designers relate them to arrive at the digital interactive artefact.

2.2 Specificity of Interaction Design

Cross [9] describes how in earlier times the making of artefacts was not separated from
the design process. A potter, for instance, used no distinct external design represen-
tations and worked directly with the clay to make a pot. In the design of interactive
software systems, although we do have a variety of design representations (sketches,
scenarios etc.) there is not always a clear distinction between such representations and
the end-products, as ideations may be extended into implementations or prototypes
may evolve to the final system. Even models of users or context-of-use models may be
incorporated into the systems. Therefore, the intermingled character of design and
surrounding activities that generally exists [39] is intensified further. Later in our
framework, we consider every external representation (including descriptions of initial
ideas and requirements up to and including the final implementation) that is created for
intended use, or becomes meaningful a design artefact (design, in short) and do not
distinguish between requirements analysis, design and implementation activities.

Role of Users in the Design Process. HCI research was dominated for a long time by
considering and rethinking the users’ role in the design process. Three approaches are
shortly discussed here: user-centred design, participatory design and meta-design.
User-centred design [17] requires from the design team an early focus on the goals,
tasks and needs of the users, on the work domain, and on the specific context of use.
Participatory design approaches emphasise that the introduction of new interactive
artifacts transforms work or everyday life. Conflicts are therefore inherent to interaction
design processes and must be resolved by the active participation of all stakeholders
[4]. User-centred and participatory approaches have been criticised as being engi-
neering approaches to design with a limited understanding and support of creative
design practices (see the above subsection) [14, 16, 35, 43]. However, their contri-
butions to improve the designer-user relationship and to increase the understanding that
interaction design has to be embedded in a deliberate transformation of the users’
practices are invaluable. An interesting related approach is the idea of meta-design
introduced in the context of end-user development by Fischer et al. [15]. The authors
question that designers should aim at developing complete systems (a goal in con-
ventional design) because user needs and usage situations are never fully predictable.
Instead, design is considered to be an open and continuous process with the designers
acting as meta-designers who apply a technique called under-design to provide design
spaces for the end users (seeding stage) allowing them to act as co-designers by
appropriating the system to their specific context of use (stage of evolutionary growth)
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and by sharing with the designers (re-seeding stage). In our framework, designer and
user are not considered to be identities but roles. Participants in the design process
typically act in both roles. This view is informed by the above approaches, but espe-
cially inspired by Morgan’s ideas [28] presented in the following paragraph.

Separation from and Integration with Software Engineering. Winograd [41] predicted
the (partial) detachment of the field of interaction design from mainstream computer
science because of the foreign methods, skills, and techniques that were required for
understanding people and designing spaces for human communication and interaction.
In contrast, Diaper [11] suggests that the historical division between HCI and software
engineering is unfortunate “because both are engineering disciplines concerned with
the same types of systems and their difference is merely one of emphasis, with software
engineering focusing more on software and HCI more on people”. Above we have seen
arguments against a purely engineering approach to interaction design, but nonetheless
software engineers and interaction designers collaborate in multi-disciplinary design
processes characterised by phases of distributed work where each designer or sub-team
has their own sub-task to perform and by co-design phases where participants share
goals and contribute to their achievement by applying different perspectives [1].
Co-design is necessary, for example, if usability concerns have to be considered early
in the software architecture [21]. Bellotti et al. [2] argue that for an effective collab-
oration, a revision of each others’ assumptions can be necessary. As an example, the
authors refer to the conventional notion in the software engineering community that
“formal methods are only useful if used within a structured development context from
the beginning of a project, through refinement, to implementation”. However, a
strength of formal approaches may be their suitability for unifying ideas. Robin Milner
describes in his Turing award lecture [26] the striving for unifying frameworks at the
example of concurrent computation. “I reject the idea that there can be a unique
conceptual model, or one preferred formalism, for all aspects of something as large as
concurrent computation… we need many levels of explanation: many different lan-
guages, calculi, and theories for the different specialisms… But there is a comple-
mentary claim to make, and it is this: Computer scientists, as all scientists, seek a
common framework in which to link and to organise many levels of explanation.” Our
framework is influenced by Morgan’s uniform approach to refinement in software
design [28]. He suggests banishing the distinction between specifications,
sub-specifications, and computer programs and considering all of them as programs.
Programs are contracts which have to be negotiated between clients and programmers.
They describe what one person wants (the client role) and what another person or
computer must do (the programmer role). A hierarchical refinement of programs is
assumed (starting with high-level specifications until programs, executable on the
computer) which is closely associated with the problem solving perspective.

External Design Representations. According to [39], the ultimate design representa-
tion must express three aspects of the artefact under design: the what (the artefact
itself), the how (the process of implementation), and the why (the design rationale).
Design representations in interaction design can support what is called by Diaper [11]
the narrow view of HCI focusing on the user-computer interface or the broad view
concerning “with everything to do with people and computers” including real-world
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consequences. Typical forms of representing the what, according to the narrow view,
are sketches, prototypes, and models of the user interface, but also functional models of
the digital interactive artefact. QOC diagrams [25], claims as known from
scenario-based design [33], and task models as used in [31] reveal some of the why,
process models such as the evaluation-centred star life cycle model [19] some of the
how. Problem and interaction scenarios [33], current and envisioned task models as
recommended in [11] or user models such as personas [18] are representations sup-
porting the deliberate transformation of the users’ (working) practices, and hence, the
broader view of HCI design. Flexible design processes need to be supported by a
co-evolution of the various design representations. Although there are approaches to
relate different types of representations such as user interface sketches and formal
specifications [5], task models and QOC-diagrams [22], or prototyping and argumen-
tation [12], the effective coupling of different external representations is still poorly
understood in interaction design. What we especially consider in our framework is the
designers’ ability to compare representations and understand how they are related and
whether or not they satisfy some initial or evolving requirements and constraints.

2.3 Design Spaces

The concept of design space is central to the suggested framework. Before introducing
the framework in the next section, we briefly discuss existing conceptions of design
spaces to position our view. In engineering contexts, a design space is often understood
as being defined along a set of (possibly orthogonal) dimensions. For example, Nigay
and Coutaz [29] suggest a design space for multi-modal systems in terms of level of
abstraction, use of modalities and fusion. Design spaces, in this sense, support a view
of designing as problem solving. They are generic tools providing a common vocab-
ulary for classifying and comparing system designs (determined by certain values for
the dimensions) which guide the designers in choosing an optimal solution for their
design problems. Some proponents of design rationale understand design spaces both
as a conceptual tool guiding argumentation processes and as “an explicit representation
of alternative design options, and the reasons for choosing among those options” [24]
which emerged in a particular argumentation process. They suggest that the result of a
design process should be conceived as a design space rather than a single specification
or product. While corresponding representations such as QOC-diagrams [24] depict
how design options and criteria are related to each other, design space models such as

Fig. 1. The designer’s moves in a design space: (a) Laseau’s overlapping funnels, and (b) a
refined version assuming some front-end work resulting in a product design specification and an
alternation between concept generation and concept convergence step-wise leading to finer levels
of granularity in the design (discussed in [7]).
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Laseau’s funnel model with its variants (Fig. 1) emphasise a balance between the
designer’s creation of distinct design options (concept generation in elaboration funnel)
and decision making (concept convergence in the reduction funnel). The chosen design
solution is represented by the focal point.

Westerlund [40] considers a design space as the set of “all possible design pro-
posals that would be regarded as meaningful to use by some people in relevant con-
texts”. He criticises the models in Fig. 1 for their assumption that the initial brief,
assignment or problem will be stable during the process and for their focus on one goal
and one final solution, which may impede a diversity of design ideas. In his view,
proposals that work lie within the design space, proposals that do not work are outside
the space [40]. This is in line with Binder et al. [38] who, from a creative design
perspective, describe the emergence of a design space out of a collaborative process of
creating and manipulating a variety of design representations or artefacts. Transforming
representations and shifting between different material highlight different aspects of
design and widen the design space. We follow the last mentioned authors and consider
the design space concept as a tool for designing and understanding design processes, a
tool for the reflective practitioner supporting a less prescriptive approach to design.
However, to our knowledge, our approach of complex design spaces and the distinction
between alternatives and variants is novel.

3 Basic Concepts of the Framework

3.1 Design Spaces and Design Artefacts

As our starting point we determine the existence of a design space as an essential entity
within the design process. Even if it is not explicitly defined or understood by the design
teams, the design space is the conceptual gathering together of all, and any, artefacts used
within the process. Recall that we consider ‘design artefacts’ as any materialised form of
design concepts (or ideas, constraints, discussions etc.) that form part of the design
activities. At the most basic level we can imagine the solution to a small and straight-
forward design problem is found by the designer exploring several ideas in a linear
fashion, before finalising and selecting one which satisfies the problem description. Of
course, in interactive system design we are typically interested in much larger design
problems and so extend this concept to the base case (one design team) as in Fig. 2(a)
which is then part of the recursive definition of the complex design space in Fig. 2(b).

Fig. 2. (a) Simple design space, (b) complex design space with sub-spaces.
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Within the simple design space each of the ellipses D1..D6 in Fig. 2(a) represents
some design artefact. These may all be of different types and represent all and any
considerations currently taking place within this part of the design process by any
member of the team (individually or as a group). The entry and exit points shown
represent the underlying user-designer relationship (where designers from other parts of
the process may also be considered as users). The entry point indicates any initial
designs or requirements provided to the designer, who in turn will provide designs at
the exit point which satisfy some, or all of those requirements. The various artefacts
(D1..D6) within the space may be considered as alternatives if one is chosen to leave at
the exit point, or variants if a choice is not made and more than one leaves at the exit
point as part of delayed decision-making. We discuss alternatives and variants in more
detail later. We do not suppose that the design happens in a linear fashion from left to
right within the space, but there are relationships between the different design artefacts,
so designers may bounce around ideas and try out different things that are subsequently
discarded, or use more formal techniques to make specific decisions around particular
parts of the system design.

Given the multi-disciplinary approach typically taken within design, the actual
design space is not simple, but is complex, as depicted in Fig. 2(b). Here each of T1..
T5 are sub-spaces, that is they are design spaces (and perhaps contain further
sub-spaces), such that ultimately all of the different design processes from each of the
groups and individuals involved in the process can be captured inside a single
high-level design space. These are, of course, abstract representations (hence the term
high-level), we can ‘zoom in’ on any one of the design artefacts to understand what it
represents, and then how the different artefacts are related. Similar to the relationships
between design artefacts, we see in the right hand picture of Fig. 2 of the complex
design space the relationships between individual sub-spaces. These may be one-one,
one-many, many-one etc. and uni- or multi-directional, e.g. some provide inputs only to
other design spaces while others involve a ‘negotiation’. We discuss these different
types of relationship further and some potential underlying causes in Sect. 4.

These design spaces define the basic structure of our framework which then cap-
tures the ideas of multi-disciplinary teams working iteratively, both independently and
together, towards a solution guided by an evolving understanding of the design
problem and constraints (based upon an emerging set of requirements). Participants in
the design process may not be aware of all of the design spaces but rather focus only in
the area they are working. Hence the requirement to ensure that there is overall a
consistency in the end-goal of all of the design spaces such that there are not additional
conflicts introduced by incompatible decisions being made in different spaces.

3.2 Refinement

There is an understanding that design artefacts leaving a design space are, in some
sense, more refined than those at the entry point. This implies that some progress has
been made (design being a goal-directed activity) in at least a part of the design.
Refinement is a central concept in more formal software development processes where
it represents a structured transformation from a formal model towards an implemen-
tation in a way which guarantees certain properties of the formal model are preserved.
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This understanding of refinement supports the problem solving perspective on design
(see Subsect. 2.1) by assuming that the formal specification describes the right system
to be built (the design problem is fully understood) and the refinement relationship
ensures that the system is built in the right way. As we have shown above, interaction
designers are mostly faced with ‘wicked’ design problems requiring a co-evolution of
problem and solution. Hence, when we consider refinement in the context of interaction
design we do not have the same concept of using a transformation calculus on a formal
model of the interactive artefact to be developed. Rather we have to additionally
consider intermediate design artefacts describing design rationales to support designers
in understanding situations of use of that artefact as well as design artefacts describing
the design situation itself to support designers in creating the right (complex) design
space. Accordingly, we suggest four types of refinement.

1. Refinements based on formal methods to ensure to build the system right.
2. Refinements based on lightweight notions to ensure a transition between informal

and formal designs.
3. Refinements based on validation techniques to ensure to build the right system.
4. Refinements based on reflection to ensure that the design process is right.

Our refinement approaches are framed in the idea of ‘contractual utility’ as in [5].
At its simplest, contractual utility implies that if our customer is satisfied with a system,
S, we can replace it with system S0 if it meets all of the criteria agreed upon (i.e. satisfies
the contract) for S. This is often simply stated as “We can replace S with S0 provided the
customer can do all of the things they could do before (and perhaps more)”. Note that
in this notion of refinement the requirement to preserve properties (which may be the
satisfaction of requirements or adherence to design decisions already made) remains.
As such the entry and exit points in each of the design spaces represent a refinement
relationship where artefacts at the exit point retain properties from those at the entry
point but may also have additional properties (based on new decisions made) or the
removal of variants which have come from other sub-spaces. Formally we consider that
we can weaken pre-conditions and strengthen post-conditions as a legitimate refine-
ment process, and that this results in a larger range of application situations of the
artefact under design (weakening pre-conditions) and in a strengthening of expected
desired effects and/or mitigating of expected undesired effects of using the artefact
(strengthening post-conditions). We will further discuss the different forms of refine-
ment in the next section by using an illustrative example.

3.3 Alternatives and Variants

We discussed briefly above the difference between alternatives and variants. These
terms are frequently used interchangeably or without clear definition in the literature.
One of our contributions here is to give such a definition which can then be used
unambiguously in both our framework and in subsequent discussions. Both terms
represent design artefacts of a design space which are related, in that they refine the
artefacts in the entry point of that space, but which contain some differing options. We
call Alternatives those artefacts where a choice is made which determines that one is
selected over the other, so within a design space if there are several alternatives only
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one will be selected to leave the exit point. We call Variants those artefacts where
decision-making is delayed or postponed for subsequent members of the design team to
make. In other words, a single solution at the exit point (alternative) represents a closed
process of generating possible solutions and choosing a good one (reduction of design
complexity) while variants stand for a somewhat open decision process (keeping or
increasing design complexity). In the latter case, the designer provides options to the
user which share some common elements, but not all, to satisfy the requirements.
However, the designer is aware that it is beyond their current competency and
knowledge to make a selection or that a selection would unnecessarily limit the user’s
activities, including their creativity. This awareness is especially important in
multi-disciplinary work. So design variants may proceed through the entire set of
design spaces and may even end up as choices in the final system that the end-user can
decide upon (as a form of personalisation or customisation).

4 Application of Framework

In this section, we first illustrate the application of the framework by discussing a small
example design situation. Then, some results of an exploratory empirical study are
shortly presented that support the subsequent discussion of the framework.

4.1 Illustrative Example

The example design situation is completely fictive but loosely based on the classic
Bomberman game, a strategic, maze-based computer game, in which the players have
to place bombs to kill enemies and destroy walls. The original game was published in
1983 and new games have been published ever since (Wikipedia). We identify some
design artefacts and refinements of the example along with a discussion of the different
types of the refinement relationships.

Design Spaces and Design Artefacts in the Example. Let us imagine that the example
design process was initiated by parents expressing their concerns about seeing their
young children playing Bomberman. They asked a professional design team to create a
less aggressive version of the game (initial design goal). The professional team decided
to start their work by analysing gaming practices of children to get a better under-
standing of the design problem (sub-team T1) and developing in parallel conceptual
design ideas (sub-team T2). Based on interviews and observations, sub-team T1
developed a set of current scenarios (see scenario S1 in Fig. 3 as an example) that
supported a revised description of the design goal. They handed over their results to
sub-team T3 who had to create a first prototype. Meanwhile sub-team T2 came up with
some ideas and assessments but made no final commitment. Instead, they provided a
QOC-diagram to sub-team T3 (black text of Fig. 4). T3 realised that the ideas captured
in the QOC-diagram do not satisfy the revised design goal and they asked T2 to rethink
their ideas. T2 added a new option (O22) to question Q2 which lead to a consequent
design question (Q3). They also added a new dimension concerning the design of the
field maps (grey text of Fig. 4). Based on this modified diagram sub-team T3
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developed a family of prototypes representing all combinations of suggested options
(with tiles and objects represented in an abstract way by coloured squares and circles,
see left part of Fig. 5). It was then decided to organise a workshop together with
parents and children (sub-team T4). The participants (working in sub-groups) reflected
on the prototypes by discussing the current scenarios and developing envisioned usage
scenarios of the new design (e.g., scenario S2 in Fig. 3). They made suggestions for
concrete tiles and objects (e.g., grass and water tiles, pump and life vest). They further
required a ‘softer’ way to defeat an opponent than in the original game. Finally, they
decided to restrict the set of all possible game variants to a smaller set of predefined
game configurations which the end-user can choose between. The advanced prototype
shown on the right of Fig. 5 and the supporting envisioned scenarios left the exit point
of the design space of sub-team T4. Table 1 gives an overview of the design artefacts
provided to and by the sub-teams.

Fig. 3. Scenarios in the example.

Fig. 4. A QOC-diagram in the example.
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Refinement in the Example. We return now to the considerations of refinement. As
mentioned above, we follow an approach framed in the idea of ‘contractual utility’
between the designer and the user: a design (or set of designs) D0 refines D (and thus
can replace D) if the user gets at least what they had before (with D) or better. We can
break these ideas down further and show how the designs from the example fit within
the refinement conditions described in Sect. 3.2. Given two designs, D and D0, D0

refines D

– if it preserves all properties of D: Properties here refer to all and any design
requirements and criteria that emerge during the design process.

Example: For every game variant suggested in D5 (specified by (O11, O21,
O41), (O12, O21, O42) etc.) there is a corresponding prototype in D6.

– if it preserves all properties of D and has additional properties.
Example: D3 preserves the properties of D1 (less aggressive game) but addi-

tionally the new game is required to have game concepts familiar from the original
one.

– if it removes non-determinism present in D: Non-determinism can be represented by
an abstract description or by a set of variants provided by D. Consequently, it can be
decreased by more concrete designs (preserving properties of the abstract design but
adding design decisions) or by a reduction of variants.

Example: D7 removes non-determinism existing in D6 in at least two ways: first,
by deciding about concrete tiles and objects in the game, and second, by reducing
the set of variants provided by D6 to a smaller set.

Fig. 5. Prototypes in the example.

Table 1. Design sub-spaces and design artefacts D1..D8 in the example.

Space Designs in entry point Designs in exit point

T1 D1: less aggressive Bomberman
(initial design goal)

D3: less aggressive Bomberman but still with
familiar game concepts,
D4: current scenarios supporting D3

T2 D1 (in the second iteration: D3),
D2: original game concepts

D5: QOC-diagram (modified in the second
generation)

T3 D3, D4, D5 D6: family of prototypes
T4 D4, D5, D6 D7: advanced prototype,

D8: envisioned scenarios supporting D7
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Types of Refinement in the Example. Of course without giving formal definitions for
the refinements described it may appear that anything can be considered a refinement
provided we frame it correctly, but this is not the case. It is, however, also not the case
that a direct refinement between the initial artefact and the final design choice exists.
We frame the refinement to encompass all of the emerging requirements in addition to
the starting point. In fact this is also true of ‘classical’ refinement in formal software
development, where requirements (which are assumed to exist prior to the creation of
the specification) are all contained within that specification and as such form part of the
refinement. One of the differences here is that the evolution of the design artefacts can
represent a co-evolution of problem understanding and solution. In other words,
requirements may co-evolve and so need to be added to the refinement considerations.

Let us discuss a more concrete example of this in terms of our example which starts
with a request to change the Bomberman game so that it is suitable for a younger
age-group, and it may be that this leads to decisions that restrict or remove behaviours
that were present in the original game. What the refinement relationship does then is
enable us to keep track of the effects of design decisions and understand them in the
context of the design process. So, in the example the addition of the constraints that
will make the game less aggressive mean that the new version will not be a ‘classical’
refinement of the original (e.g., we cannot do everything we could before) but it
satisfies the requirements and constraints such that the design process leads to a sat-
isfactory refinement. Using the labels given in Table 1, we have:

– D7 does not refine D2
– (D7 and D8) refine (D2 and D4 and D3)

The envisioned scenarios in addition to the description of the redesigned
Bomberman game can be considered to be a refinement of the current scenarios, the
existing Bomberman game, and the initial and later refined design goal because we
preserve something in the envisioned scenario as older and younger children still seem
to like to play the game, and we get something additional (desired): that the younger
children can play a less aggressive variant with less concerns of some parents. This
then is a refinement based on validation (building the right system). Such a refinement
also implies that we discard some parts of the existing implementation, in the example
some restriction or removal of behaviours of the original game. This reflects the fact
that to build the right system must always include negotiations between different
viewpoints and compromises, and here explicitly the new scenario and requirements
contradict some behaviours of the original game. We do not assume that classical
refinement is abandoned in the development process, but rather that we embed it into
our more loose definition of refinement based on validation during the design phases.
So while in classical refinement concepts, the emphasis is on “building the right system
in the right way”, here our emphasis is on the first part only: “building the right system”
(although of course we assume that this will also ultimately be achieved in the right
way once the design is complete). Similarly, refinement based on validation has to be
embedded into refinement based on reflection upon the actual design activities. For
reasons of brevity, this is slightly indicated rather than fully described in the example.
But it may be easy to imagine, e.g., that sub-team T4, if only consisting of professional
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designers and children (or professional designers and parents), could have come to
different decisions based on a different ‘building’ of arguments.

Alternatives and Variants in the Example. Alternatives, even if they come with some
supporting arguments, hide most of the complexity of design sub-spaces. In the
example, team T1 may have discussed various refinements of D1 but only D3 (sup-
ported by scenarios D4, see Table 1) leaves the exit point, nothing is known outside
T1’s sub-space about those alternative refinements of D1. In contrast, variants keep
some of the partly emerging complexity outside a sub-space. Game variants are created
at a conceptual level by sub-team T2 (QOC-diagram D5), ‘passed over’ from sub-team
T3 to T4 via the family of prototypes (D6), and in a restricted form finally to the
end-users such as Jack in the scenario S2 (Fig. 3). Jack not only plays the Bomberman
game but also ‘designs’ an appropriate setting for his brother Thomas to play.

4.2 Exploratory Study

The actual types of artefacts included in the design spaces will be particular to a given
design situation (characterised by the design problem, the design team and sub-teams
etc.) but we expect in our framework that there will be a common set of attributes seen
across all design sub-spaces. That is, sub-teams have similar behaviours in discussing
the problems, options, decision making and explicitly create and forward design
artefacts to other sub-teams as we describe it in the framework. So where some people
may use diagrams to explicitly elaborate decisions to be made along with accompa-
nying sketches, others may have design meetings where such decision making takes
place as discussion and they create representations of their results afterwards to provide
them to other sub-teams. To start investigating the applicability of the suggested
framework as a descriptive tool for design processes we conducted exploratory studies
of two small design teams. While the focus of our work here is to present our general
framework and its uses rather than explicitly discuss the case studies, the knowledge
gained from these has enhanced our understanding of the use of such a framework in
real-world design processes. Hence, we present a brief overview of one of the studies
and discuss some of the results.

The study took place within a locally based web-design company who were tasked
with re-designing the web site of a large medical company. The design process took
place over a period of 6 months and there were 6 members from the design company
involved, 5 of whom were co-located. The other team member, who was the project
manager, was located in the company head office 150 km away, close to the client.
Communications between co-located team members occurred in face-to-face meetings
as well as via email and the use of specific design tools and online meetings were used
to communicate with the project manager. The project manager and clients had
face-to-face meetings. Although the primary focus of the study was to identify the
design artefacts, decision-making processes and ecosystem of the design resulting from
this, what also emerged was that there were implicit constraints which were not
articulated or recorded but which had a clear effect on the process. For example, all of
the design team knew, from previous experiences, that they should only recommend
solutions that could be handled by the existing technologies used by their company.
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This was explicit knowledge within the design team but hidden from the client, as such
solutions were only ever suggested that met this criteria and so it had the effect of
constraining the choices offered and made. Secondly the organisational culture meant
that none of the design team every disagreed with the project manager, and as such
some of the rational decision-making processes were abandoned when it became clear
that the preferred solution (of the project manager) would not result from such a
process. While we emphasise in our framework the designers’ creation of external
design artefacts and their refinement, we must be aware of such implicit constraints
which may affect idea generation and (distributed) decision-making. This brings us to
the discussion of the proposed framework of complex design spaces.

5 Discussion and Conclusions

The framework can help to understand the role of design representations that are used
during multi-team, multi-disciplinary design processes. We have discussed the com-
parison of such design artefacts within the framework and propose that they can be
used to keep track of the history of decisions throughout the spaces. We might consider
a trace of the movements between such design spaces as a pathway through the design
process where ideas which have been discarded, amended or selected can be viewed at
the relevant point. Not only does this history allow such an overview, but also means
we can ensure that critical decision points have been made in accordance with the
requirements and that we have not lost valuable elements of the design.

Alternatives and variants (in combination with refinement) in complex design
spaces provide a more relaxed view on the designer’s goal-directed activities than
approaches such as those depicted in Fig. 1 by allowing the convergence of design
ideas within and across design sub-spaces (thus preventing an unnecessary or even
undesired reduction of design complexity). Therefore, these concepts support the
awareness of expertise and fruitful contributions of different designers or sub-teams in
multi-disciplinary design work. The complex design spaces emphasise the importance
of understanding local design goals and values within a global context. Again this
supports a more cohesive view of the overall design path than individual design spaces
and enables a better understanding of why particular decisions have been made (global
design rationale) where they seem to contradict previous decisions (local design
rationale). To our knowledge, such a comprehensive, explanatory framework of
interaction design activities is novel and brings together fundamental understandings
from design research with practical applications in software design activities. In
keeping with Stolterman’s [35] call for “high-level theoretical… ideas and approaches
that expand [interaction] design thinking but do not prescribe design action (reflective
practice, human-centred design, experience design, design rationale, etc.)” our
framework does not prescribe a new process model for design, but rather exposes a
unifying view on the diverse design representations and their refinement and the
abolishing of the dualism between designers and users. This allows us to accommodate
the different design perspectives we reviewed in Sect. 2.1.
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Limitations and Future Work. The refinement concepts we have presented here are
grounded in traditional refinement theory, but we have presented them as light-weight
concepts without any practical techniques for supporting their identification. In [6] we
gave some formal definitions for such refinements and in future work we should
consider the application of these within the framework in a suitable lightweight manner
- by which we mean lightweight practical techniques that can be used by interaction
designers rather than formal methods specialists.

Our primary focus is on external design representations. However it is understood
that the interplay between internal and external representations generally needs to be
investigated more deeply in design research [39] and we make no further contribution
to that here. Also, while we have undertaken some exploratory empirical work more is
needed to explore the applicability of the framework as a tool that can guide analysis,
description and design of interaction design processes. We should explore how the
framework can serve in real-world design as a way of preventing implicit constraints
from dominating the design process (or at least identify it is happening).

We have shown in Sect. 2.2 that multi-disciplinary design requires a revision of
each others’ assumptions and concepts. This paper suggests the ‘transfer’ of revised
concepts from formal software engineering, such as refinement and contractual utility,
to other design practices. Of course, at this stage it is not clear whether this transfer will
be ‘accepted’ and how it can contribute to a model that is positioned equally between
engineering design and creative design.

Conclusions. The paper presented a framework for considering multi-team,
multi-disciplinary design of interactive systems. Our contribution is given by the
proposed framework, along with definitions for alternatives and variants and a
high-level view of refinement within the framework. The intention being to give a more
concrete method of viewing and understanding interaction design (a complex and
‘messy’ process) in a structured way.
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Abstract. Interaction design is a complex and challenging process. It
encompasses skills and knowledge from design in general as well as from
HCI and software design in particular. In order to find better ways to
support interaction design and propose methods and tools to further
the research in this area we must first better understand the nature of
interaction design in practice. In this paper we present two small case
studies which attempt to analyse design and decision-making through
the lens of one particular theoretical framework. The framework seeks to
focus design activities via its artifacts and the design spaces that exist
in order to support reasoning about the process and the evolution of
the artifacts. Our case studies show that we can use such a framework
to consider real-world design projects, and also that there are further
considerations that might usefully be included in such a framework.

Keywords: Design · Design artifacts · Case-study

1 Introduction

Interaction design benefits from multidisciplinary collaboration, bringing in
knowledge and experiences from related disciplines such as design theory and
practice, human-computer interaction, and software design and development. At
the same time, the challenges and complexity of interaction design are height-
ened, for example, by these different design practices. Understanding and rea-
soning about interaction design is, therefore, also challenging, but it is important
as we seek to ensure that the interactive systems being built are usable, correct
and relevant in the current world of ubiquity and increasing use of technological
solutions.

In other work, Bowen and Dittmar proposed a framework which intro-
duces the concept of complex design spaces to describe multidisciplinary design
work [4]. The framework is based on an understanding of design, and in particular
interaction design, from the literature and incorporates ideas from design theory,
traditional HCI practices such as user-centred design, and software engineering
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practices such as requirements engineering and refinement. Design is basically
considered to be a process of constructing, using, discarding, and refining design
artifacts or resources.

In this paper we start to investigate the relevance of the proposed theoreti-
cal framework as an instrument for empirical studies that helps to deepen our
understanding of real-world design activities. Two small case studies of design
in practice have been conducted. We report on the results of these case-studies
and discuss how they can be viewed within the proposed framework. We also
report on aspects identified which suggest the framework may be extended to
consider additional factors.

2 Background on Studying Interaction Design Practices

Interaction designers are faced with complex design problems, often character-
ized as ‘wicked problems’ [13]. Goodman et al. [7] point out that studying the
complexity of interaction design processes is challenging and “needs a diverse set
of research methods, each bringing complementary aspects and perspectives to
an overall understanding”. The actual use of particular design methods is a fre-
quently investigated subject in empirical studies. For example, Vredenburg et al.
[14] used the survey method to get an overview about which user-centred design
methods are applied by practitioners, or the interview study in [11] investigates
how the persona method is integrated into existing design practices. Generally,
interview-based approaches allow experienced designers to reflect upon particu-
lar aspects of their practice either individually or in groups [15]. Observational
techniques have been applied to study design meetings of teams working on both
artificial [1,6] and real-world problems [12]. Olson et al.’s study with two com-
panies is related to interactive software development in general but is interesting
because of its application of design rationale concepts to analyse the designers’
discussion.

Goodman et al. [7] argue that HCI research has influenced most interaction
design studies. While theoretical approaches such as activity theory [3,10] or
technology as experience [9] have shaped empirical studies of technology use
“there has been little theorizing of interaction design practices within HCI” [7].
Our work centres on the concept of a design space as it is used by Buxton [5] and
others. All stages of problem setting and solving can be represented within such
spaces which represent an iterative generation of ideas and a gradual convergence
or refinement towards solutions [5].

In the work of [4], a design space can be hierarchically decomposed into sub-
spaces. Every such (sub-)space describes the ‘moves’ of a design (sub-)team. It
has an entry and exit point and is populated by design artifacts. In this context,
all external design representations such as prototypes, scenarios, behavioural
specifications, or the final interactive system are considered to be design artifacts.
Designers are provided via the entry point with some initial artifacts representing
requirements, design constraints and resources. Their activities result in the
creation, modification, use or discarding of design artifacts within their design
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(sub-)space and they provide via the exit point some of their products to other
sub-teams.

The case studies presented in this paper are guided by the above framework.
However, the analysis is focussed on tracking the creation, modification, dis-
carding and provision of design artifacts at a macro level. It is less focussed on
a detailed content analysis of design artifacts and how designers relate design
artifacts at a micro level.

3 Case Studies

Two case studies were conducted. The first was with a commercial web design
company who were undertaking the redesign of a web site for an optometrist,
and the second was with a group of computer science and graphic design stu-
dents undertaking a pre-defined (artificial) design project. The motivation for
the studies was to investigate design in real-world situations with two goals:

(i) to identify the applicability of the framework described in [4],
(ii) to identify real-world design practices and see if additional considerations

were needed in the framework (above).

The studies focussed on tracking the design process by direct observation of the
teams involved and by identification and categorisation of the design artifacts
used.

3.1 Case Study 1

The first case study was conducted with a locally based commercial web develop-
ment company. They were undertaking a 6 month project to update the website
of an optometrist. There were 6 team members from the company involved in
the project: a project manager, a data analyser, a designer, two developers and a
content manager. The project manager and clients were based in the same city,
while all other team members worked from an office in a different city located
160 Km away.

The study was conducted as an observational study by a single researcher,
supported by note-taking, audio recordings and access to all design artifacts.
The main factors identified and recorded were when decisions were taken and
when design artifacts were created, amended or accepted. Ethical consent was
obtained to perform the study with permissions from the design company and
client to access all materials required and report findings in an anonymised
fashion. Design meetings and discussions were conducted by way of face-to-face
meetings, online meetings and email discussion. Bespoke online tools are used
by the company which enable all team members to collaborate. Analysis of
the materials gathered during the process led to the categorisation of the key
elements as follows:

– any concrete materials or reports produced were categorised as ‘Design arti-
facts’ and labelled DA 1 . . DA n
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– specific decisions that were made following discussions, reviews or choices
were categorised as ‘Decision Points’ and labelled DP 1 . . DP n

– factors affecting decisions were categorised as ‘Constraints’ and labelled C 1
. . C n

The design process began with the data analyst preparing background mate-
rial from an investigation into the client’s industry and similar companies. An
online report template was used to capture all of the information from this
(DA 1). The project manager reviewed DA 1 and an online meeting was con-
ducted between the project manager and data analyst where this was reviewed,
feedback was provided and two decisions were made (DP 1, DP 2). A further
report was prepared during this meeting which detailed recommendations for
the next phase of the project (DA 2). A meeting was held between the project
manager and the client where DA 2 was discussed and feedback provided by the
client. Based on this DA 2 was updated (DP 3) and a meeting of the co-located
design team was held where this was used as the basis for the creation of a site
map (DA 3). DA 3 was emailed to the client who returned it with some changes
(DP 4) and the site map was updated to reflect these (DA 4). The project man-
ager held an online meeting with the design team leader and provided DA 4
along with a brief for the design (DA 5). Following discussion of these, spe-
cific decisions were taken in line with the client’s corporate design requirements
(colour schemes, fonts etc.) which acted as constraints on the design (C 1).
Following this meeting the design team met and produced a series of sketches
(DA 6) in a collaborative design process. At the end of the meeting these were
approved by the project manager (DP 5). One of the designers then produced a
wireframe (DA 7) which was sent to the project manager for approval (DP 6)
and then on to the client. The wireframe contained a number of alternatives
from which the client made selections (DP 7) and which were then incorporated
into the final wireframe and prototype (DA 8).

In addition to the explicit constraint described (C 1) the researcher also
observed a number of implicit constraints. The project manager had a defined
timescale to work to, which meant that no additional functions over and above
the initial requirements were ever offered to the client (C 2). This had a direct
effect on some of the design decisions taken (DP 3 and DP 5). The design com-
pany had access to several different technologies that were used across a num-
ber of their client solutions. All new solutions had to adhere to these existing
technologies and no solutions or functions could be offered which would require
additional technology. This had an over-arching effect on the whole project as it
acted as an implicit requirement that could not be broken. The final implicit con-
straint (C 3) was due to organisational culture which meant that the developers
and designers would always agree with the project manager irrespective of the
decisions made. Figure 1 summarises the interplay of design artifacts, decision
points and constraints identified in the first case-study.
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Fig. 1. Case study 1

3.2 Case Study 2

The second study consisted of an artificial design project created for the purpose
of the study. Four undergraduate students took part, and were given the task
of creating a mobile application to monitor and save battery life on a mobile
phone. The participants were all students with no commercial experience, two
were computer science students in the fourth year of their studies, while the
other two were graphic design students in the third year of their studies. They
did not know each other prior to the study.

As for the first case study, this was conducted as an observational study by
a single researcher, supported by note-taking, audio recordings and access to all
design artifacts. Ethical consent was obtained to perform the study. The same
categorisation of key elements occurred as in study 1, but the time over which
the study was conducted was limited to four meetings, each of one hour in length.
All four participants took part in all four meetings.

In the first meeting the participants discussed the design problem, brain-
stormed their ideas and noted down what they decided were the most important
factors (DA 1). They also searched online for ideas of existing applications and
any online resources that they felt could be helpful. They extended their initial
notes with useful features from existing apps (DA 2). Following a discussion
around these materials three personas were developed along with associated sce-
narios (DA 3).

The second meeting started with a review of the personas and scenarios
created in the previous meeting and a feature list was created (DA 4) from
DA 2. This was subsequently prioritised (DP 1) into high and low importance.
Between the second and third meetings the participants worked individually on
sketches of initial design ideas (DA 5) and brought them along to the third



508 J. Bowen and A. Dittmar

meeting. Following discussions one of the sketches was selected as base sketch to
work from (DP 2) and some of the features on the list DA 4 were removed as
not being necessary (DP 3).

In the final meeting, the aim was to come up with a final design. The desired
elements were reviewed and then a layout was created (DA 6). It was observed
that one of the students was designated for drawing the design and the others
gave suggestions and comments. Initially the participants wanted all the desired
elements to show up on the homepage but this would have resulted in a clut-
tered look. At this point, they went back to reviewing existing related apps
and websites and based on existing different designs, managed to create their
final design sketch (DP 4, DA 7). As was seen in study 1, constraints existed
which had an effect on the decision-making process. The most evident constraint
was that of time (C 1), towards the end of each hourly meeting there was an
obvious pressure to achieve something which led to ideas being accepted or dis-
carded hurriedly in order to reach a resolution. This particularly affected DP 3
and was directly responsible for DP 4 which led to a final result more based on
the review of existing solutions than all of the previous work undertaken. The
second constraint was the skill-level of the participants (C 2) which meant that
they looked at superficial aspects of the design only (no discussions of technical
aspects) and having created the personas and scenarios, DA 3, they used these
only in the creation of feature list DA 4, but otherwise they never made use of
them again. Figure 2 shows the interplay of design artifacts, decision points and
constraints of the second case study.

Although we have identified the students’ skill level as a constraint, based
on their inability to incorporate the personas they developed into subsequent
development activities, there are other possible causes that could lead to similar
decision-making. A longer term (12 week) study of design teams conducted by
Blomquist and Arvola [2] found a similar problem with incorporating personas

Fig. 2. Case study 2
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into the design process and it therefore may not be just the skill-level of the
student participants which led to this. We now consider such aspects further in
the discussion of our results.

4 Discussion

To consider the two design processes in light of the framework we first create
design space diagrams which match the definition given in [4]. Each design space
is represented by a box with input shown at the left-hand side and outputs on
the right. Within the design space are the local design artefacts and decisions.
Figure 3 shows the design spaces of case study 1. The numbered artefacts corre-
spond to those described earlier, e.g. DA 1 is the online report of background
material. There is a defined ordering, represented by the number of the spaces
from DS 1 to DS 4, which is based on the passing of design artifacts from one
space to the next. Arrows between artefacts imply a direct relationship, so either
an artefact has been ‘refined’ into something more concrete, or has been used
as the basis for a further artefact. The groupings within design spaces, however,
may incorporate multiple meetings or discussions. In the final design space, DS 4
there are several options (or alternatives) offered to the client via the entry point
(denoted by DA 7alt.i, DA 7alt.ii...) and they make a selection which is then
used to inform the final design, DA 8. In the original framework [4] a distinc-
tion is made between alternatives and variants, with alternatives being either/or
choices between particular options and variants being different ways of enabling
the same thing, which may even co-exist in the final implementation to provide
a user choice. The identification of the alternatives from the decision-making
process in DS 4 is made possible by the use of the framework here, however no
variants were identified in either study.

In Fig. 1 we have clearly identified where decisions were made (by way of the
decision points) and also shown how the constraints identified affected particular
parts of the design and decision-making. In the original framework decision-
making is represented as just another artifact in a design space so we can still
see that there is a relationship between a decision-making process and an design
but it is not as explicit. In fact the design spaces of the framework can be
considered an abstraction of the information shown in Figs. 1 and 2. If we were
to ‘zoom in’ on any of the individual design spaces, or design artifacts then we
might imagine we would see something more akin to these figures.

Figure 4 shows the design sub-spaces of case study 2 which can be combined
to create the overall design space. The initial problem brief is the input to the
first design space, and the idea generations are included as well as the previ-
ously defined design artifacts. This reflects the fact that within the framework
everything (designs, ideas, considerations etc.) is considered an artifact. There
are 5 sub-spaces, DS 1, DS 2, DS 4 and DS 5 represent the four meetings and
DS 3 represents the work done at home by each of the team members to produce
design sketches which are combined into DA 5. DS 3 is described as a collection
of sub-spaces which are closed, this reflects the fact that the sketching was done
at home by the participants and therefore not observed.
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Fig. 3. Case study 1 design space

Fig. 4. Case study 2 design space

The design spaces described are ordered 1. .5 as there was a single team work-
ing on the entire process. The inner design spaces of DS 3 are unordered, however
as we can consider them to have occurred in tandem. We do not explicitly con-
sider temporal properties or time beyond simple ordering. In general, therefore,
we see a process that is fairly linear, but this is primarily an artifact of the con-
strained process that was set up for the student group (with defined meetings
for all team members) rather than a reflection of a typical design process.

While the detail of the Figs. 1 and 2 suggest that the framework can not cap-
ture all of the detail and subtlety that occurs, the design spaces shown in Figs. 3
and 4 can be viewed as a suitable abstraction of these. As such we are able to
consider each of the case-studies in light of the framework although with some
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elements absent from each. For example the framework does not directly consider
constraints (although these may be ‘hidden’ with decision-making processes rep-
resented in the framework as QOC diagrams which explicitly consider relation-
ships between questions, options and criteria [8]), and there are aspects within
the framework, such as the use of variants, which were not seen in the case
studies.

5 Conclusions

In this paper we have presented two small case studies designed to investigate
design practices. We analysed the studies in light of a proposed framework for
considering design as proposed in [4]. From the studies we were able to identify
design entities that were not included in the original framework (namely implicit
and explicit design constraints). We were also able to view the framework in
practice and see how it enables us to identify where design decisions are made,
and in light of constraints consider what might have led to them.

These small initial studies suggest that we can make use of such a framework
to consider design practices, however there are further factors that need to be
taken into account before we can propose this as a suitable mechanism for any
design project. The case studies were necessarily small to fit with these initial
investigations, the first step for any future work should be to apply the same
process across a longer and larger design project. As the complexity of multi-
team interactions increases it will be useful to see how well the concept of design
spaces and the identification of artifacts supports a fuller understanding of the
history of the process once it is complete.
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Abstract. Camera-based user interfaces (UI) became increasingly rel-
evant, especially on mobile devices, with location independent media
production tools such as drones. The devices traditionally render the
necessary user interface elements for remote control on top of the content
they display. This often leads to occlusion and visual clutter. Progres-
sive Reduction is a recently proposed UI adaption strategy that can help
to minimize these issues while maintaining usability. It exploits learn-
ing and spatial memory effects in order to gradually reduce the visual
footprint of UI elements. We conducted two user studies to investigate
the effects of this approach. In the first study, we compared three design
alternatives to obviate interference due to design (N= 10). Based on the
most promising design, we conducted a second user study (N = 18) inves-
tigating the effects of two different reduction strategies (icons-first and
background-first). We collected data on perceived control, workload and
creativity support in addition to semi-structured interviews. Our results
indicate that there was only a minor decrease in perceived control up to a
certain amount of reduction. Beyond that, however, the negative effects
on perceived control become unacceptable to users. This was observed
for all applied reduction strategies.

Keywords: Graphical user interface · Minimalist user interface · Pro-
gressive Reduction · Sense of control · Cinematography · Motion control ·
User-centered design

1 Introduction

Mobile devices are commonly used for the casual creation and manipulation of
photos and videos. Actually, they are also increasingly used (semi-)professionally,
e.g., by pro-sumers, enthusiast and even experts in film making. In cinemato-
graphic production, they often serve as remote control units and help to steer
drones or other motorized motion control systems. Mobile devices are partic-
ularly attractive as they can combine a remote control unit with the equally
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necessary display unit (for steering or for reviewing results). They provide multi-
touch interaction, general functional versatility, high connectivity, and often an
easy set-up on location.

For enthusiast users, an unoccluded view on a transmitted video stream is
important, as they create their results with high effort and great care to details.
However, so far, the graphical user interface (UI) elements for motion control
systems are often displayed as an overlay on top of the video streams, taking up
screen space and hence partially occluding the view.

An established way of minimizing the number of visual elements displayed
is Progressive Disclosure (PD) [15,20] which follows the approach of disclosing
or “hiding” features into a collapsed or off-screen menu. Items that are less fre-
quently used are then only accessible via a menu. Only when the menu is opened
or displayed, the hidden elements become visible again. This minimizes the need
for displaying graphical UI elements. For continuous control elements and fre-
quently used elements, however, disclosure might not be a suitable strategy to
declutter the screen as they are particularly often needed. Especially when things
go wrong, easy access is crucial. Additionally, the perceived affordances [17] of
a user interface can diminish when too much is hidden from the user early on.
A recently discussed alternative approach and/or extension to PD is Progres-
sive Reduction (PR) [9]. PR follows the idea that interface elements that are
frequently used become reduced in terms of their visual appearance. In detail,
the characteristics of the used visual variables [4] (e.g. size, form or opacity) can
be reduced. As this process happens gradually over time and not abruptly, it
exploits the users ability to learn functions, abstract representations and loca-
tions of certain interface elements. The adaption of the UI is synchronized to
a users usage/learning curve for an application or could also be based on prior
knowledge if tracked at system level.

Contribution

In our work, we explored how the combined reduction of size, opacity, icon form
and icon visibility of UI elements could help to declutter screens on mobile touch
screen devices. We conducted two studies to determine the effects of Progressive
Reduction as an adaptation strategy on a camera-based UI for a cinematographic
motion control system. In the first study (N = 10), we compared three design
alternatives (software joystick, extended software joystick and single knob) to
obviate interference due to the UI design. When using touch interaction, usually
a diminished sense of precision and control can be observed. Hence, we used the
most promising design (extended software joystick) to collect data on perceived
control and workload in addition to creativity support and qualitative feedback to
compare two reduction strategies (icons-first and background-first) in a second
study (N = 18). Our results indicated that it was generally possible to gradually
reduce the appearance of UI elements without a major negative impact on the
sense of control. However, there also was a certain limit to the amount of reduc-
tion that could be applied before the perceived control significantly decreased to
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an unacceptable level. This could be observed independently from the applied
reduction strategy.

2 Related Work

Progressive Disclosure is a well-established concept in HCI literature as, for
example, described by Nielsen [15] or Tidwell [20]. In contrast, Progressive
Reduction is a rather recently proposed concept and so far was mainly discussed
online [9]. Up to now, It has received less attention in the literature, which makes
further studying of the subject matter necessary. However, dynamic adaption of
UI elements has been investigated before. Most prominently in the domain of
augmented reality. In particular, it was used to enhance text readability [8],
filter information [13], adapt symbols in camera-based [3] or map-based user
interfaces [16]. Adaptation is particulary interesting as it allows to design mini-
malist user interfaces by exploiting human spatial memory. Spatial memory was
also successfully exploited before in UI design and (among other approaches)
led to marking menus [14] and even imaginary interfaces [10]. In the case of PR
however, only little is known about its side-effects and its limitations.

3 Design Alternatives and Implementation

We implemented three design alternatives (Fig. 1) in a Unity 3D virtual envi-
ronment on an off-the-shelf Android tablet. As a status quo design we used a
software joystick as often found in the wild, e.g., for remote control of drones or
in games (Fig. 1a). Here, the left software joystick controls translation and the
right software joystick rotation each in two dimensions (left-right, up-down). As
the first alternative, we implemented an extended software joystick with a pie
menu (Fig. 1b). The pie menu lets users choose, which dimension(s) they want
to map onto the software joystick depending on the use case. Additionally, the
structure of a pie menu lends itself well to mental and physical learning (e.g.,
muscle memory) [14]. In consequence, once learned, not all options need to be
displayed, which helps to minimize the number of visual elements necessary. As
a second alternative, we used a UI that decoupled translational and rotational
control to better suit the cinematographic context. In the field, the various axes
are often controlled by different operators [12]. The first camera operator often
delegates translational moves to a grip1. In our case, this could be delegated to
an assistance system. In the User Interface, this was presented as a horizontally
restricted joystick placed in the centre of the display (Fig. 1c). This single knob
could be dragged horizontally with the distance to the centre being mapped to
speed of the camera motion. Once content with the settings, the users could
“lock” them by swiping upward saving the current direction and speed. For all
UIs the button size was at least 11 × 11 mm as recommended [1,2].

1 A technical operator responsible for supportive tools such as dollies or sliders etc.
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(a) software joystick (SWJ) (b) extended SWJ (c) single knob

Fig. 1. The software joystick (a) and our design alternatives extended software joystick
with fully expanded pie menu (b) and the single knob (c)

4 User Study Comparing Design Alternatives

To identify the most promising design alternative, we conducted a user study in
a controlled laboratory environment.

4.1 Study Tasks

To provide a reasonably varying set of tasks, we asked the participants to exe-
cute a product shot, to follow a target moving along a horizontal figure eight (or
infinity symbol) trajectory and to roam freely. The product shot is an often-used
move, e.g., in advertising. It is rather easy to accomplish as the recorded object
is static and only horizontal translation and rotation at low to medium speed
is necessary. Following the trajectory of an eight on its side is more complex as
the target is constantly in motion. Additionally, translation and rotation in two
dimensions is necessary to properly follow it. This approach has already been
taken in related work for the evaluation of a semi-automated camera crane [19].
The free roaming mimics a first exploration of possible camera angles and transi-
tions. This task allows users to be more expressive than a task with a pre-defined
goal, which is an important aspect in the design and evaluation of creativity
support tools [18]. To keep participants interested, we spread multiple animated
objects across the scene, thus encouraging exploration.

4.2 Study Design

We used a within-subject design with our design alternatives (3 levels) and study
tasks (3 levels) described above as independent variables. To counteract learning
effects, we provided each participant with a unique counter-balanced sequence
of user interface and task combinations.

4.3 Participants

For the user study, we recruited 10 participants (3 female) with a median age
of 26 years. Ages ranged from 20 to 37 years. All participants had normal or
corrected-to-normal vision, were acquainted with touch devices and had no prior
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training in cinematographic camera control. One participant was left-handed.
To be able to relate our inferences to the general population, we had no further
requirements for the selection of the participants.

4.4 Procedure

We welcomed the participants, informed them about the procedure of the study
and handed out a consent form. After having declared consent, we asked the
participants to fill out a demographic questionnaire. This was followed by intro-
ducing the first design. We asked the participants to carry out the tasks in the
given sequence while standing (to mimic an on-set usage context). After com-
pleting all tasks with one interface, we handed out a questionnaire asking the
participants to rate it in terms of control, workload and creativity support. Then
the next UI was introduced and the procedure repeated until all tasks were car-
ried out with all interfaces. Before the debriefing, we conducted a semi-structured
interview on their preference and the UIs usability.

4.5 Measurements

To collect quantified data on workload, we used the Task-Load Index (TLX) from
NASA [11]. For the ratings on creativity support, we use a limited version of the
Creativity Support Index (CSI) by Cherry and Latulipe [5]. We did not ask on all
dimensions as some were, by design, not supported throughout all conditions,
such as ‘collaboration’. Thus, we only included questions on dimensions that
were featured by our user interfaces, in particular exploration, motivation and
enjoyment. For data on perceived control we handed out a modified version of
the sense of control scale (SCS) provided by Dong et al. [6]. As the CSI is based
on the TLX, they both use the same 20-point rating scale for each item. To be
consistent with the prior items and to minimize confusion for the participants,
we also used this report format in our version of the SCS.

4.6 Data Analysis and Results

For the data analysis, we used non-parametric tests (Friedman’s ANOVA,
Wilcoxon Signed-Rank) to test for statistical significance. A Bonferroni cor-
rection was used for the post-hoc tests to compensate for pairwise comparisons
(α∗ = .016). Post-hoc tests were only conducted after a significant main effect
was found.

We found no significant difference for workload (χ2(2) = 2.0, p ≤ .368) and
creativity support (χ2(2) = 3.128, p ≤ .209). However, for control we found a
significant main effect (χ2(2) = 8.359, p ≤ .015). Post-hoc pairwise compari-
son between the extended software joystick (Mdn = 82.5) and the single knob
(Mdn = 45.0) indicated the extended software joystick could outperform the sin-
gle knob (Z ≤ 2.601, p ≤ .009, η2 ≤ .677). Comparing the extended software
joystick to the traditional joystick (Mdn = 67.5), we could not find a significant
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Fig. 2. Summary of the collected data of our study on design alternatives (a) and
progressive reduction strategies (b)

difference (Z ≤ 2.310, p ≤.021, η2 ≤ .534). Comparing the traditional joystick
to the single also showed no significance (Z ≤ 1.543, p ≤ .123, η2 ≤ .238).

In conclusion, the extended software joystick seemed most promising to us as
it reached the highest absolute score in the control rating (Mdn = 82.5), could
outperform the single knob (p ≤ .015) in terms of control (Fig. 2a) and as it
was also preferred when asked about in the interviews. We therefore used it to
implement and evaluate two reduction strategies.

5 Reduction Strategies

Visual variables can be reduced in various ways. In our designs, we reduced the
appearance of user interface element in terms of size, opacity, form and visibility.

(a) icons-first strategy (b) background-first strategy

Fig. 3. Our reduction strategies icons-first (a) and background-first (b)

To estimate the effects of the gradual reduction, we compared two strate-
gies: icons-first (IF) and background-first (BF). To make the transition between
the levels of reduction less abrupt and to provide easily identifiable icons even
in small sizes, we introduced an intermediate reduction state for both strategies
(Fig. 3). In this intermediate state the icons transition from their original appear-
ance (e.g., “cross with arrows”) to a simplified version (e.g. “plus”) when the
overall opacity is reduced to a value below 75%. As the next step, they disappear
in different ways depending on the strategy. With the icons-first strategy, icons
disappear before the background disappears (opacity level below 35%, Fig. 3a).
In contrast, with background-first the background disappears before the icons
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(opacity level below 35%, Fig. 3b). To counteract a diminished performance due
to Fitts’ Law [7] we kept the actual touch-sensitive areas of the UI elements to
their original size of 11 × 11 mm.

6 User Study Comparing Reduction Strategies

To estimate the effects of progressive reduction in general and of the icons-first
and background-first strategies in particular, we conducted a second user study
in a controlled laboratory environment.

6.1 Study Tasks

To isolate the effect of the reduction strategies in this study, we used a roaming
task similar to the previous study. We wanted to ensure that the participants
would use every function an equal amount of the time. Hence, we altered the
task from a free roaming task to a prompted roaming task. Here, three boxes
were displayed on top of the screen prompting which settings to chose and which
camera motion to carry out. The left box would indicate the setting for the left
joystick. The right box prompted the setting for the right joystick and the center
box the camera motion to be executed. All three boxes changed prompts every
10 s. The sequence was chosen in a pseudo random fashion to avoid unreasonable
combinations such as moving up with one joystick and down with the other
simultaneously.

6.2 Study Design

To avoid interference due to a learning effect we chose a between-groups design.
Each participant therefore only experienced one strategy.

6.3 Participants

We recruited a total of 18 participants (7 female) with ages ranging from 19 to
33 years and a median age of 22.5 years. All had normal or corrected-to-normal
vision, were acquainted with touch devices and had no prior training in cine-
matographic camera control. Two participants were left-handed. Similar to the
previous study, we had no further requirements regarding the sample.

6.4 Procedure

As in the previous study we first welcomed the participants, asked for consent
and collected demographic data. Then the participants were subjected to a user
interface with a given reduction strategy and the above-mentioned prompted
roaming task. Again, the participants were asked to perform the tasks while
standing. After the first 5 min the PR of the user interface began. The inter-
face was reduced further every 5 min until the final reduction step (invisible or
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imaginary UI [10]) was reached. At the final stage the participants performed
the prompted tasks again for 5 min. Having performed a study task at a given
reduction level for 5 min, we asked the participants to rate their sense of control.
Data on workload and creativity support was only collected at given points of
interest (after 5, 25 and 35 min) to keep interruptions to a necessary minimum.
In total 35 min were necessary to perform the tasks with all levels of reduction.
Having completed the tasks, we debriefed the participants.

6.5 Measurements

To rate the perceived sense of control, workload and creativity support, we applied
the adapted questionnaires from our previous study.

6.6 Data Analysis and Results

Similar to the preceding study, we used non-parametric tests (Friedman’s
ANOVA, Wilcoxon Signed-Rank) to test for statistical significance. Also, a
Bonferroni correction was applied to the post-hoc tests in order to compen-
sate for pairwise comparisons (α∗ = .016). Post-hoc tests were only conducted
after a significant main effect was found.

Overall, we found no significant difference between the reduction strategies
for control (MdnIF = 75.0, MdnBF = 65.0, Z ≤ .00, p ≤ 1.000), workload
(MdnIF = 49.16, MdnBF = 49.16, Z ≤ .036, p ≤ .971) and creativity support
(MdnIF = 66.0, MdnBF = 55.0, Z ≤ .361, p ≤ .718).

Regarding the data plot (Fig. 2b) we conducted further significance tests
comparing the data gathered after 5, 25 and 35 min for each dimension. For
workload we found a significant main effect (χ2(2) = 20.111, p ≤ .001). Post-hoc
pairwise comparison between 35 and 5 min (Z ≤ 3.376, p ≤ .001, η2 ≤ .633)
as well as 35 and 25 min (Z ≤ 3.201, p ≤ .001, η2 ≤ .569) indicated significant
differences. No effect was found comparing 25 to 5 min (Z ≤ 2.289, p ≤ .022).

For creativity support we found a main effect (χ2(2) = 13.914, p ≤ .001).
Also, post-hoc pairwise comparison between 35 and 5 min (Z ≤ 3.028, p ≤ .002,
η2 ≤ .572) as well as 35 and 25 min (Z ≤ 2.534, p ≤ .011, η2 ≤ .357) indicated
significant differences. Also, no effect could be found comparing 25 to 5 min (Z
≤ 2.226, p ≤ .026).

For control we also found a significant main effect (χ2(2) = 30.629, p ≤
.001). Post-hoc pairwise comparison showed a significant difference between all
measurements with 35 and 5 min (Z ≤ 3.741, p ≤ .001, η2 ≤ .778), 35 and 25 min
(Z ≤ 3.730, p ≤ .001, η2 ≤ .773) and 25 to 5 min (Z ≤ 2.773, p ≤ .006, η2 ≤ .427).

7 Conclusion

We explored how the combined reduction of size, opacity, icon form and icon vis-
ibility of user interface elements affected the perceived control, workload and cre-
ativity support of a camera-based user interface. In a first study (N = 10), we com-
pared three design alternatives (software-joystick, extended software-joystick and
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single knob). We used the most promising design (extended software-joystick) to
compare two reduction strategies (icons-first and background-first) in a second
study (N = 18). Our results indicated that it was possible to gradually reduce
the appearance of UI elements without a major negative impact up to a certain
amount of reduction, after which it became unacceptable. This was observed
independently from the applied reduction strategy.
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Abstract. Moving a film camera aesthetically is complex, even for pro-
fessionals. They commonly use mechanical tools which help them to
control camera motion. In recent years, computer-controlled tools were
developed, but their development is mostly technology-driven and often
fails to thoroughly integrate the user perspective. In HCI, prototyping is
an established way to collect early feedback and thereby integrate a user
perspective early on. In filmmaking, there is a lack of prototyping plat-
forms, mostly due to the small market and inherent technical complexity
of tools. We therefore developed a prototyping platform in cooperation
between experts in camera operation, mechanical engineering and com-
puter science. It consists of a motion control system for sliding camera
moves composed of affordable hardware and open source software, and
it supports the wireless connection of various types of user interfaces
via Bluetooth. In this combination, it allows the exploration of differ-
ent interface and control strategies in-the-wild, as it is easy to transport
and stable for use in the field. A prototype using our platform was used
by professional filmmakers in real commercial assignments. We further
report on its use in two studies (N = 18, N= 12) examining the effects
of various degrees of automation (low and medium) on the sense and
quality of control. Our results indicate no decrease in both dimensions.

Keywords: Cinematography · Camera motion · Motion control · Slider

1 Introduction

Mastering precise and aesthetic camera motion in filmmaking is central to cam-
era operators. Performing it manually is hard and errors are likely. To reduce
errors, task sharing and the use of support tools have been established. In one
single camera move, usually three – sometimes even more – operators work
together simultaneously in a choreography, performed behind the camera [21].
In this process, subtasks are delegated to human operators or to machines. Both
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perform very well in different areas: Humans, for example, outperform machines
in recognizing visual patterns and aesthetic judgment; in contrast, machines can
move heavy weights smoothly, precisely and repeatedly [16]. Originally, many
of such support tools were purely mechanic. With advances in microelectronics,
however, they were extended by motors and controlled by microprocessors start-
ing in the late 1970s1. Fueled by further technological advances in the decades
to follow, a multitude of novel tools was introduced and is now summoned under
the label of camera motion control systems. Going beyond the pure mechanics,
nowadays high-tech tools such as industrial robots [6] or drones [17] became part
of the tool palette in camerawork.

We identified several challenges, that currently hinder research in this field:
On the market, there are mainly expensive tools without access for connecting
new user interface (UI) prototypes. Expertise in multiple fields, such as mechan-
ical engineering, electronics, human-computer interaction (HCI) and computer
science is necessary in order to build them. This makes it hard to quickly trans-
late new ideas into prototypes. Furthermore, the research literature on physical
cinematographic camera motion and its control is not very elaborate to the best
of our knowledge. There is a lack of ethnography, studies on systems and interac-
tion designs and their evaluation for user-centered research. In the field of virtual
camera motion there is plenty of literature available, but its findings cannot sim-
ply be adapted to physical camera control to suit the needs of enthusiasts and
professionals on location. Existing support tools are meant to be used in the
physical world and also serve the artistic expression. The latter often involves a
trial and error experience of unforeseen dynamic changes depending on how a
situation unfolds. Therefore, their use and control is hard to simulate in a virtual
environment [27]. In addition, operators want to delegate tasks, but also want to
be in control of the recorded images [21]. Delegation and being in control, how-
ever, are often contradictory [28]. Therefore finding the right balance for different
user groups is non-trivial. To be meaningful to operators, systems therefore need
to balance user control with automation [21]. This might be achieved best by
introducing high level controls, but further research on systems and interactions
is necessary.

1.1 Contribution

We contribute an open source motion-controlled camera slider with independent
control and powering units that is inexpensive and offers open wireless access.
With this platform, various types of UIs balancing delegation with control can be
prototyped and evaluated. It was tested by a professional cinematographer in five
assignment shootings. We found strong indication for its high quality in smooth
motion and system stability. We then used it to conduct two controlled user
studies. In our first study, we examined the effects of motorized tools for camera
motion on the sense and quality of control of the participants. In a subsequent

1 The first major motorized and computer controlled system of this kind was the
Dykstraflex [3], used for special effects in Star Wars Episode IV: A New Hope (1977).
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study, we investigating the influence of reviewing results by the participants
during the evaluation process of the recorded material. This helped us to validate
the effects on the participants’ sense of control.

2 Related Work

In the domain of virtual camera motion, the specifics of camera control were
summarized by Bowman et al. [5] and Christie et al. [14] classifying approaches,
analyzing requirements and revealing limitations. However, not all of the pre-
sented approaches can simply be translated to real world cinematography, as,
for instance, the scene in hand concept [34]. Suitable approaches – especially for
high level control – are often image-based [26] or constraint-based [13,23]. Here,
Through-The-Lens controls [12,18,23] for constraint-based camera positioning
combined with 3D navigation techniques for direct control – i.e., lower level axis
control – e.g., using multi-touch gestures on mobile devices as Move&Look [25],
have the potential to correspond well to established mental models of users in
cinematography and 3D navigation.

In physical camera motion, a survey on autonomous camera systems recently
conducted by Chen and Carr [9] identified the core tasks and summarized twenty
years of research-driven tool development and evaluation. Within this domain,
research tools are found in multiple areas sometimes going beyond traditional
cinematography. Autonomous pan-and-tilt cameras are used to autonomously
record academic lectures. In the work of Hulens et al. [22], the Rule of Thirds2

is borrowed from cinematography and integrated into the tracking. Zhang and
colleagues [36] presented a tele-conferencing system incorporating video and con-
text analysis. In their work, the camera is oriented and zoomed automatically
in order to better guide the users’ attention. If, for example, a presenter shows
certain details on a whiteboard, this area is automatically zoomed in on. For
automated sports broadcasting [8], Chen et al. [10] even mimic the operation
style of human operators through machine learning as the automated operation
style is often perceived as rather “robotic”.

The presented examples implement machine benefits, but hardly offer a
human-machine interplay allowing operators to contribute. One of the few exam-
ples offering such an interplay is presented by Stanciu and colleagues [31]. Here,
a crane with a camera mounted on one side automatically frames a user-selected
target and adapts to the manual crane operation of a human operator on the
opposite side3. This human-machine interplay is important for the operators
as they want to actively express their personal view and therefore want to feel
in control [21]. For interactive control, a futuristic vision of novel and natural
forms of interaction was already presented with Starfire [32] in 1994. The video

2 A guideline for image composition where the image frame is divided into three thirds,
both horizontally and vertically. Important subjects, e.g., a speaker, are best placed
at one of the intersections.

3 Stypekit [4] is a corporate implementation of the concept.
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prototype showcased a camera crane that was controlled by a tablet used as a
remote viewport. So far however, no implementation followed the concept4.

3 Prototype Development

Advanced tools, such as camera cranes [4], are complex to manage, since multiple
degrees of freedom (DOF) need to be controlled in real time. This usually requires
years of training, is expensive, complex to build and requires high efforts in
transportation. For the quick translation of new interaction concepts, not all of
the offered DOF are always necessary in order to evaluate alternative designs
on a conceptual level. As pointed out by Nielsen [29], filmmakers do not always
apply all possible movements and exploit all DOFs. They rather carefully choose
DOFs and movements as stylistic devices depending on the content of the scene.
Often shots that are outside the “regular” human visual experience need to
be motivated in particular by the content and are thus used less often. Our
prototype supports some go-to types of shots that can often be seen in diverse
contexts such as advertising, image, short, feature and documentary films.

3.1 Collecting Expert Requirements

Before we developed our prototype, we interviewed professionals in camera
motion (N = 3) to determine user roles when using camera sliders in their work.

User Roles. We handed out an online questionnaire to camera operators.
Focusing on qualitative statements, we distinguished two usage contexts: solo
operation, where one operator is out alone on location and thus needs to control
everything that is usually delegated to multiple assistants. We also found men-
tions of the classic collaboration with task delegation, where tasks are shared
and delegated to separate operators. This is often used on film sets.

Hardware and User Interface Requirements. An additinal professional
operator was interviewed about technical hardware and user interface require-
ments. He was experienced in camera operation and in consulting major pro-
ducers of cinematographic equipment. From a 45 min semi-structured interview
we derived the following requirements (Table 1).

3.2 Implementation

Based on the identified scenarios and requirements, we built a setup focusing
on solo operation with task delegation to an assisting system. Together with a
mechanical engineer, we determined the necessary motor torque and acceleration
for actuating the payload of 20 kg horizontally and 6 kg vertically. An overview of

4 The Freefly MIMIC [1], however, reminds us of the original idea.



You’ve Got the Moves, We’ve Got the Motion – On Camera Motion Control 527

Table 1. Requirements as collected in the semi-structured interview with a professional

Hardware requirements User interface requirements

Stable for on-set use Wireless remote control

Smooth motion with stable images Speed is controlled manually

Runs at constant speed Programming of moves

Bounces between ends repeatedly Programming of ramps

Stops before it hits an end Moves can be repeated precisely

Offers time-lapse recordings Moves can be saved, loaded and edited

Payload of 20 kg (hor.) and 6 kg (vert.) Displays the camera stream live

the main units is presented in Fig. 1. The components, wiring diagrams, source
codes of the control software, plans of the 3D-printed parts, documentation of
the wireless control protocol (using Bluetooth Low Energy) and sample footage
are provided electronically [20] in further detail. The final implementation is
presented in the following section in Fig. 2.

(a) Actuation unit (b) Control unit (c) Power unit

Fig. 1. In 1a an image-based [26] control scenario is illustrated. Instructions are sent
to the control unit (1b) driving the motor (1a, right). Here, the signals are received by
a Bluetooth module (1b, center) and processed by an Arduino (1b, right) controlling
the motor driver (1b, left). The power unit (1c) supplies the system with electricity.

4 Field Evaluation

To determine whether the hardware requirements were met, we asked a profes-
sional camera operator to evaluate our setup during five assigned shootings. We
made sure that he did not know the identified requirements to avoid a bias. The
features concerned with speed changes, bouncing and safety stops were essential
and thus already tested during the development of the hardware and firmware.

The requirements of system stability and smoothness of motion hence
remained to be verified. The setup was used in five on-assignment shootings
for exhibition films in a modern art museum (Fig. 2). At these recording sessions
the system worked in a stable way. Horizontal shots were recorded at ground
level and at waist height. Also, diagonal shots from waist height to ground level



528 A. Hoesl et al.

and vertical shots at a height beyond two meters were recorded. The cameras
were moved with constant speed and bounced between both ends for longer peri-
ods of time. The limit switches were used for each calibration and prevented the
slider from hitting an end. Moves and ramps were programmed remotely and
wirelessly by a second trained person using a laptop connected to the system via
Bluetooth (Fig. 2).

Fig. 2. Field evaluation of the prototype in different scenarios with a professional
camera operator during an assignment for exhibition films of a modern art museum.

4.1 Results and Discussion

Because of its reputation, the museum set high standards for the aesthetic and
technical quality of its representation. The material recorded with our system
eventually appeared in six exhibitions films and was approved and published by
the museum. We take this as an indicator for our system’s capability to produce
acceptable results. Only one recording session was planned in the beginning. The
additional five sessions were initiated by the operator only after the results of
the first were screened. In a summarizing debriefing the operator was generally
satisfied with the systems stability, but also revealed some issues he found.

His main concern was that saving time is crucial. Therefore shortcuts should
be provided. Often he would start with a slide from one end to the other at
medium speed and then adjust positioning or speed depending on what he saw
on the camera display. We therefore added this feature to the UI requirement
list. In our test UI, a function call including start and end position, speed,
acceleration and deceleration as parameters had to be typed into a command
line interface. Here the operator’s mental model needs to be incorporated in
end-user interfaces. During the shooting he had to adjust the focus manually
several times, which was visible in the recorded material. Therefore a motor-
driven remote follow focus5 is a necessary addition. However, professional units
are again generally expensive and do rarely offer open access. The do-it-yourself
scene provides examples of Arduino-based systems [2]. Such an implementation
can be set up for wireless control and would work together with our setup. In
response to this finding, we built an Arduino-based remote follow focus. Its parts
and sources are also provided in [20].
5 A device attached to the camera lens that physically manipulates the focus ring and

thus the position of the focal plane. It is often motor-driven and remote-controlled.
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Surprisingly, we also found that the people we recorded behaved more nat-
urally in front of the camera, which was also confirmed by the operator. Due
to the remote control and the automatic bouncing mode, we could remain at a
distance from the setup. We had never considered any effects on people in front
of the camera before the shooting.

Overall, we see a strong indication that our prototyping platform generally
meets the requirement of high quality smooth camera motions and of system
stability for field use we had set out to test. Even though we are aware that it
does not reach the level of sophistication of professional equipment, we believe
it can still serve as a research platform for new user interfaces prototypes and
field observation. During the recording, the slider was indeed controlled wire-
lessly. However, this was done by a second trained person using a command line
interface on a laptop holding it with one hand and typing with the other. We
focused on evaluating the collected hardware requirements and not yet the user
interface requirements. The user interfaces for end-user control presented below
were designed based on insights gained from this first field evaluation.

5 Controlled Experiment on the Effects of a Low Degree
of Automation on Workload and Control

In order to meet the requirement of displaying the camera stream, we chose to
implement the user interfaces on a tablet capable of this task. We implemented a
touch-based UI that used the whole screen as an input area for direct control on
the camera stream. This design led to less occlusion of the stream by visual inter-
face components and can be extended by further image-based control techniques.
We compared this design alternative to a status quo software joystick that served
as a baseline condition for remote control. Both remote control interfaces were
also compared to full manual control, a human control baseline without motor-
ization. The human baseline condition allowed us to interpret the data collected
beyond a relative comparison between both remote control conditions.

5.1 Measurements

The degree of automation (DOA) in a systems design can be located within a
spectrum ranging from full human control to full system control. As presented by
Miller and Parasuraman [28], design decisions on this scale are characterized by
a trade-off between the reduction/increase of workload and the in-/decrease of
the results’ predictability (Fig. 3, left). With an increased degree of automation
usually comes a decrease in predictability of the results, and with it a decreased
sense of control. On this basis we chose a low degree of automation and deter-
mined its effects on workload and sense of control in this experiment. As work
by Wen et al. [35] suggests, the quality of the results can itself be affected by
the perceived level of control. We hence added a quality of control measurement.
As no standardized tasks for measuring quality of control with cinematographic
interfaces have emerged so far, we adapted a method used in the evaluation of
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automotive user interfaces established by Verster and Roth [33]. This method
uses the standard deviation of lateral position (SDLP) to determine a driver’s
performance. Here, the deviation from the center of the lane is measured con-
tinuously while driving. In our study, we used the Rule of Thirds as a basis and
continuously determined the deviation from the targeted third (Fig. 3, right).

Fig. 3. Left : The trade-off between workload and unpredictability as described in [28],
right : Adaption of the SDLP [33] measurement to the Rule of Thirds principle

5.2 Participants

For the study we recruited 18 participants (14 male). The average age was 24,
with ages ranging from 21 to 31. Prior knowledge in tools for camera motion
was reported by 4 participants.

5.3 Study Design

Each participant was asked to perform the task of following a person with the
camera in movement direction while framing the person at the first third in
the direction of the movement (Rule of Thirds technique). The three levels of
the independent variable for interaction technique were full manual control (no
motion control, human baseline), software joystick (motion control, remote con-
trol baseline) and touch-based control directly on the camera stream (motion
control, touch-based remote control). For manual control, the slider carriage
needed to be manipulated physically by the participants to move the camera
and to frame the person. In the other conditions the slider carriage was driven
by a motor and needed to be controlled via a remote control user interface
offering continuous control options. In a within-subjects design each participant
executed all conditions. The order was counter-balanced based on a Latin Square
design.

5.4 Apparatus

An unmotorized slider, for the manual control condition, and a motorized slider,
for the other conditions, were mounted on tripods at the same height and placed
in front of each other. To provide the participants with the same delay that would
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appear in the video stream in the remote control conditions, the video stream
was also displayed in this condition. A smartphone was therefore mounted on top
of the manual slider carriage to display it. The stream was recorded by a DSLR
camera (Canon EOS 60D) mounted on the carriage of the motorized slider. The
camera was connected to a video encoder (Teradek Cube 255) via HDMI cable
situated on top of the camera. The encoder provided an RTSP video stream of
the camera image via WiFi and recorded the stream for post-hoc evaluation.
The stream was also presented on the tablet used for the software joystick and
touch control interfaces.

5.5 Procedure

First the participants were welcomed and informed about the study and how
their recorded data was handled. They then were handed out a declaration of
consent. After declaring consent, a demographic questionnaire was handed out
and after its completion, the Rule of Thirds framing task was explained. An
example video of the expected results was presented.

The order of the conditions was counterbalanced with a Latin-Square design
to order to avoid learning effects. For each condition, the task was executed ten
times. For each trial, the video material was recorded for the analysis of quality
of control. After each condition the participants filled out an extended version
of the NASA Task-Load-Index (TLX) [19] questionnaire to determine workload
and sense of control. To determine the latter, the original TLX questionnaire
was extended by one item. The question we added was ’How much did you feel
in control during the task?’. The wording of the question was taken from the
sense of control scale developed by Dong et al. [15]. Here, the authors propose
a 6-point rating scale as the response format. In order to minimize effort and
confusion for the participants, we decided to stay consistent with the 20-point
scale format used in the TLX. After carrying out all objectives, a semi-structured
interview regarding the presented conditions was conducted.

5.6 Results

We conducted Shapiro-Wilk Tests for the data collected on workload, sense of
control and quality of control. They showed significance for multiple conditions.
In consequence, a normal distribution across all of the data cannot be assumed.
We therefore only used non-parametric tests (Friedman’s ANOVA and Wilcoxon
Signed-Rank) to test for statistical significance. A Bonferroni correction with a
value of α∗ = .016 was applied to account for pairwise comparisons. The post-hoc
comparisons were only conducted after a significant main effect was found.
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Fig. 4. Left : Determining the distance (blue) between the tracking target (yellow) and
the first third in movement direction automatically, right : Mean distances to the target
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Fig. 5. Left : Results for sense of control, right : Results for the occurring workload

Quality of Control. The data determining quality of control was extracted
from the recorded video material after the study. We developed an analysis tool
to detect the face of the person walking by in each frame thus further determining
the person’s center (also available electronically [20]). The distance from the first
third in movement direction to the person’s center (blue area in Fig. 4, left) in
pixels (px) was logged. The resulting data was analyzed with the Friedman test.
No significant main effect could be identified (χ2(2) ≤ 3.44,p ≤ .18) with mean
distance values of 149.94 px (SD≤ 54.4) difference for manual control, 126.19 px
(SD ≤ 23.19) for software-joystick and 133.03 px (SD≤ 30.76) for touch control
(Fig. 4, right).

Sense of Control. For analyzing the self-reported data regarding sense of
control, we also used the non-parametric Friedman test as the use of parametric
tests on self-reported data in rating-scale format is controversial as pointed out
by Carifio and Perla [7]. Here also, no significant effect was found (χ2(2) ≤ 5.03,
p≤ .081), with median values of 75 for manual, 70 for software-joystick and 60
for touch (Fig. 5, left).

Workload. We determined the workload using the TLX for each user interface.
Analyzing the overall workload for the different UIs with the Friedman test,
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we found no significant main effect (χ2(2) ≤ 7.00, p ≤ .03). With mean values of
45.09 (SD ≤ 15.18) for manual control, 37.78 (SD≤ 13.47) for software joystick
and 46.16 (SD≤ 13.06) for touch control (Fig. 5, right).

5.7 Discussion

Based on the data we collected, we could not identify any significant negative
effects on the sense or the quality of control due to the use of remote-controlled
tools incorporating a low degree of automation. There was also no significant
influence on workload when using remote-controlled tools. This seems to be in
line with prior findings as presented by Miller et al. [28]. We further examined
the data on workload more closely and found that in the dimension of physical
demand there is a rather large difference in median values of 62.5 for manual, 15
for software-joystick and 30 for touch-based. When inspecting only this dimen-
sion, the Friedman test results in a significant difference (χ2(2) ≤ 29.6, p≤ .001)
between the conditions. The pairwise comparisons revealed significant differences
between all conditions (with p≤ .003 or less). So, when only concerned with
physical demand, we observed that the remote-controlled tools could lead to a
decrease in workload. However, the difference in this dimension was not strong
enough to influence the participants’ overall experienced workload significantly
when measured with the TLX questionnaire.

6 Controlled Experiment on the Effects of a Medium
Degree of Automation and the Review of Results

In the previous study, no negative effects on sense of control became apparent,
which was surprising to us. Also, no effects on quality of control were observed
that could have influenced perceived control indirectly. This could be attributed
to multiple causes: the low degree of automation, a too coarse measurement
tool or to the unawareness of the consequences on the quality of control by the
participants. Regarding the precision of the evaluation tool, a single question-
naire item measured only after one trial might not be sensitive enough to show
an effect in the analysis. Additionally, when examining the recorded material,
we found that shaking and jerky motion was much more visible in the manual
condition, however this had no effect on the sense of control reports. As there
was no reviewing of the material, the participants potentially could not estimate
the quality of control themselves properly. Providing the possibility to review
the results - as usual in cinematographic practice - might influence their percep-
tion of control (similar to the findings of Wen et al. [35]) and provide a more
externally valid result. To better understand the effects on perceived control, we
conducted a second study addressing the issues mentioned above.

6.1 Conditions

Addressing the single degree of automation issue, we now used two designs with
a low and medium degree of automation. For the low degree condition, we again
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used the software-joystick interface of the prior study. For the medium degree
condition we prototyped a UI that used keyframe selection as an input technique.
The user interface used a Through-The-Lens [23] approach. The participants
could see the scene on the tablet and use it as a viewfinder. They could move
the tablet freely and select certain positions as keyframes. The motion-controlled
slider would then interpolate a motion path between all chosen keyframes. For
the implementation of such a technique, known points of reference are necessary.
These can be provided, e.g., via optical tracking or by synchronizing the tablet
with a virtual model of the study room. These models consequently need to be
updated when the tablet is moved, e.g., through the tracking of markers or the
accelerometer data of the tablet. Such an implementation is technically complex
as it needs to handle noisy data and requires low latencies. As we were mainly
interested in the effects on the perception of our participants, we prototyped it in
a wizard-of-oz style. To create the illusion of an automated system capable of this
functionality, we asked the participants to select a pre-defined set of keyframes
by showing sample images during the explanation of the study task. The motion
control tool was accordingly pre-programmed so that the “selected” keyframes
were matched by the resulting motion.

6.2 Measurements

To address the issue of a too coarse measurement tool, we now used a visual
analog scale to ask for the preferred level of control. The captions on each side
of the visual-analog scale read “I control the system and the results manually”
and “The system controls the results”. Additionally, we also increased the overall
number of data points by taking multiple measurements during the study trials.
As we used a wizard-of-oz approach with a pre-defined result, we did not collect
data on the quality of control as in the prior study.

6.3 Participants

We recruited 12 participants (8 male) for the study. The average age was 25,
with ages ranging from 21 to 32. No prior knowledge in tools for camera motion
was reported by the participants.

6.4 Study Design and Procedure

We first welcomed the participants and introduced them to the study procedure.
Then we handed out a declaration of consent to the participants. Having declared
consent, they were given a detailed explanation of the study conditions. Each
participant was then assigned to one of two groups. The groups were exposed
to the conditions in counterbalanced orders. Before we started the first trial, we
took a measurement on the preferred level of control to collect a baseline. Then
the participants were exposed to both conditions. After finishing the trials we
took a further measurement on the preferred level of control. Now the partic-
ipants could determine their preference in reference to the varying degrees of
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automation. Then we gave the participants the possibility to review the results
and again took a measurement. This time we determined the preferred level of
control in reference to their perception of the quality of control in each condi-
tion. This addressed the missing review opportunity mentioned earlier. After all
trials and measurements the participants were debriefed and thanked for their
participation.

6.5 Results

We conducted a Shapiro-Wilk Test for the collected data. It showed no signifi-
cance and therefore, a normal distribution of the data can be assumed. To stay
consistent with our prior analysis, however, we again used Friedman’s ANOVA
to test for significance. The test indicated no significant differences between the 3
measurements (χ2(2) ≤ .359, p ≤ .836) with mean values of 40.28 (SD≤ 18.26) for
the baseline measurement, 36.58 (SD ≤ 25.38) for the measurement after expos-
ing participants to the conditions and 39.33 (SD≤ 23.21) after reviewing the
results (Fig. 6).
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Fig. 6. Results on the measured preferred level of control

7 Reflecting on Our Mixed-Methods Design
and Evaluation Approach and Its Results

The camera is generally moved synchronously by multiple operators following a
defined workflow with little room for errors. A similar situation – collaborative
work in established practices with little room for error – was found by Mackay
and Fayard in [24]. Reflecting on their design process, they proposed a framework
for HCI research. They recommend a triangulation between theory, the design
of artifacts and observation. As HCI is an interdisciplinary field, the application
of only certain methods threatens the generalizability or validity of the findings.
In lab studies, conditions and variables can be controlled, however the situation
is artificial and users might behave unnaturally. In contrast, users behave natu-
rally in field studies, but it is hard to establish cause and effect relationships as
influencing factors can interfere. We also used such a mixed-methods approach
applying various techniques in our design and evaluation process (Fig. 7). To pro-
vide an overview of all of the applied methods, we provide a summary in Table 2.
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For the human-automation interplay, user interface design and cinematography,
theory, design guidelines as well as approaches can already be found in related
work [21,28,29]. We therefore mainly focused on the development of a physical
prototype, i.e., the design of an artifact with following observations. Addressing
the challenges mentioned in Sect. 1 and the issues mentioned in Sect. 3, we built
a motion-controlled camera slider with wireless remote control as a prototyping
and research platform. Its use for prototyping is (a) manageable and affordable.
Also (b) the occurring workload in control can be handled even by non-experts
(non-exclusiveness). Through the wireless interface, it can easily (c) serve as a
research platform as various user interfaces (e.g., mobile devices, gestural recog-
nition devices etc.) or computer vision-based systems can be connected and
evaluated. Additionally, it can (d) be transported easily and therefore is suited
for lab as well as field evaluations.

Fig. 7. Our work located within the framework of [24] incorporating control strategies
as proposed by [21]. Black (solid frame) items represent the scope of this work.

As our physical implementation is mainly based on open source technology,
we also provide it for reproduction and customization. Therefore the changing
needs of researchers and practitioners can be met in varying contexts beyond
the traditional scope of cinematography, as shown by the examples presented in
Sect. 2. Identifying user roles, hardware and feature requirements with experts
in a user-centered fashion helped us to minimize the risk of possible user rejec-
tion due to poor design or build quality in the implementation of our prototype.
Experts in cinematography are often used to high-end equipment and thus bring-
ing a prototype to the set has to be considered with caution. This was reflected
by the fact that only after the first session and the screening of the results
we were granted further access to the expert users and field environment and
consequently were able to gather our insights.

Compared to virtual camera control, physical camera control faces different
challenges due to in-situ constraints. Therefore it is hard to apply findings from
virtual environments to the physical world. Our system is designed for appli-
cation in the physical world and can be used in lab environments and in field
studies alike. Sometimes, natural interaction processes and phenomena such as
unexpected use emerge only in-the-wild. This is described by Marshall and col-
leagues [27]. These phenomena can give further insight into the users’ actions,
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reasoning and experiences. In our case, one surprising and mentionable field
insight was that untrained people tend to behave more naturally when filmed by
an autonomously operating or remotely operated system. We also observed that
the operators would ask to explore more variations of the same shot at different
speeds, to have more options in choosing the fitting material for the rhythm of
the cuts and the soundtrack in post-production.

We additionally examined two particular research questions in controlled
studies. First we wanted to gain insights on how workload as well as sense and
quality of control were affected by the introduction of a low degree of automation
compared to a full human baseline. In conclusion, we could not find any negative
effects regarding either sense or quality of control in our data. Although we could
find a reduction in workload when only concerned with physical effort, this did
not significantly decrease the overall workload score in our data set.

Table 2. The methods we used in our mixed-methods design and evaluation approach

Method Results

Online survey (N = 3) User roles from practitioners

Expert interview (N = 1) Hardware and user interface requirements

Expert evaluation (N= 1) Testing hardware implementation,

Contextual inquiry with field insights,

Iteration of user interface requirements

Controlled user study 1 (N= 18) Data on the effects of introducing automation

Controlled user study 2 (N= 12) Data on the effects of introducing a review phase

Given our experiences from the field evaluations, we were surprised not to
find a difference. We had expected that a missing screening of the results might
have affected the reports, in particular, on sense of control. In the full man-
ual condition more and more noticeable jerky motions were observable in the
recorded material. Participants however might have been unaware of it without
a review phase. We hence conducted a second controlled user study examining
the effects of adding a review phase to the evaluation process. Based on our
collected data, we concluded that the introduction of a review phase had no
significant effect on the participants’ perception of control even when increasing
the level of automation. To mimic the recording practice we observed on set
and given that jerky motions might only be discovered after a recording, we
would still recommend its integration in the evaluation process in field as well
as laboratory environments.

Besides the general triangulation approach proposed by Mackay and Fayard,
Shneiderman et al. [30] propose the use of a cascade of evaluation techniques in
particular when evaluating creativity support tools (CST). We consider camera
motion control tools to be a peculiar kind of CSTs and as such, their evaluation
should not be conducted on performance measures alone. As pointed out in [30],
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performance measures might be part of the evaluation, but field observation
and other quantitative measurement dimensions should also be considered as for
example proposed by Cherry and Latulipe [11] in their Creativity-Support Index
(CSI) questionnaire.

Expanding automation in the domain of creative expression seems paradoxi-
cal at first. Delegating camera motion to machines might result in a more robotic
aesthetic than in manual operation as found in related work [10]. However, such
tools can add to the vocabulary and expressiveness of the discipline as in time-
lapse, high-speed or aerial shots, which can hardly be controlled manually. Addi-
tionally, smart, easy to use tools offering fast implementation of ideas that might
lead to more exploration.

Evaluating and quantifying such aspects is a limitation of the presented work.
With sense of control, we did consider an experience measurement beyond the
performance measures of workload and quality of control. In our field observa-
tions, we also observed how the use of our tools influenced expressiveness and
exploration of various speed settings in order to shape different versions for
post-production. Expressiveness and exploration are, for example, dimensions
measured by the CSI. We did not investigate these or any other dimensions
covered by the CSI in detail.

Given the early development stage of our prototype and the controlled study
design and goal-oriented study task (adapted SDLP), the environment was not
particularly well suited for determining aspects such as “results worth effort” or
“enjoyment”. These are clearly important aspects that CSTs should support and
that should be evaluated. However, we believe they also require an open-ended
task and potentially an even more stable system.

8 Conclusion

For user interface design and prototyping in cinematographic motion control
camera systems we identified a number of challenges. For example, we found
that translating new ideas into working prototypes can be hard as expertise in
multiple fields is required. Bringing together the expertise of camera operators,
a mechanical engineer and computer scientists, we contribute a tool that can
be used for prototype development. In expert interviews we identified hardware
and user interface requirements. We integrated those in our implementation of
a motion-controlled camera slider. It serves as a research platform, as through
the wireless remote access that it provides, any type of user interface integrating
Bluetooth, such as mobile devices, gesture recognition or wearable devices can
be connected. In five on-assignment shootings with an expert we found strong
indication that our system fulfills the collected requirement and thus is qualified
for field use. We further reported two user studies (N = 18, N= 12) examining
the effects of different degrees of automation on sense and quality of control of
the participants. We could not determine any negative effects caused by the use
and automated motion control tool, even when compared to a full manual control
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baseline. We also examined the effect of including the review of results in the
evaluation process and found no indication that its integration led to significant
differences in self-reports on the preferred level of control. Providing the system
as open source, we encourage its reproduction, customization and extension by
researchers and practitioners.

References
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