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Preface

This volume contains the papers presented at the 14th International Colloquium on
Theoretical Aspects of Computing (ICTAC), held in Hanoi, Vietnam, during October
23-27, 2017.

The International Colloquium on Theoretical Aspects of Computing (ICTAC)
constitutes a series of annual conferences/schools, initiated in 2003 by the then United
Nations University International Institute for Software Technology, to bring together
researchers and provide them with an international venue to present their results,
exchange ideas, and engage in discussions. There were two additional goals: (i) pro-
mote cooperation between participants from emerging and developed regions, and most
importantly, (ii) provide an opportunity for students and young researchers to get
exposed to topical research directions in theoretical aspects of computing technologies.

ICTAC 2017 received 40 full-paper submissions coauthored by researchers from 20
different countries. Each submission was reviewed by at least three Program Com-
mittee (PC) members with the help of reviewers outside the PC. After two weeks of
online discussions, the committee decided to accept 17 papers for presentation at the
conference.

We would like to express our gratitude to all the researchers who submitted their
work to the symposium. We are particularly thankful to all colleagues who served on
the Program Committee, as well as the external reviewers, whose hard work in the
review process helped us prepare the conference program. The international diversity
of the PC as well as the external reviewers is noteworthy as well: PC members and
external reviewers have affiliations with institutes in 22 different countries. Special
thanks go to the three invited speakers — Jun Andronick from UNSW, Australia;
Joose-Pieter Katoen from RWTH Aachen University, Germany; and Ruston Leino
from Microsoft Research, Redmond, USA. The abstracts of the invited talks are
included in this volume.

Like previous ICTACsS, the 14th ICTAC included four tutorials by Jun Andronick,
Joose-Pieter Katoen, Ruston Leino, and Zhiming Liu (Southwest University, China).
We thank them for agreeing to offer this valuable service.

A number of colleagues have worked very hard to make this conference a success.
We wish to express our thanks to the local organizing committee, Hung Pham Ngoc,
Hoang Truong Anh, Hieu Vo Dinh, and many student volunteers. The University of
Engineering and Technology of the Vietnam National University, Hanoi, the host
of the conference, provided support and facilities for organizing the conference and its
tutorials. Finally, we enjoyed institutional and financial support from the National
Foundation for Science and Technology Development (NAFOSTED) of Vietnam and
the HUMAX VINA Company in Hanoi, Vietnam.
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The conference program and proceedings were prepared with the help of EasyChair.
We thank Springer for continuing to publish the conference proceedings.

October 2017 Dang Van Hung
Deepak Kapur
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From Hoare Logic to Owicki-Gries
and Rely-Guarantee for Interruptible
eChronos and Multicore sel.4
(Extended Abstract)

June Andronick

Data61, CSIRO (formerly NICTA) and UNSW, Sydney, Australia
june.andronick@data6l.csiro.au

In this talk we will be exploring the use of foundational proof techniques in the formal
verification of real-world operating system (OS) kernels. We will focus on eChronos
[2], a small interruptible real-time OS, and sel4 [7, 8], the landmark verified micro-
kernel, currently undergoing verification of its multicore version. Both are deployed in
various safety- and security-critical areas, and present challenging complexities due to
their performance constraints and concurrency behavior. Foundational techniques have
been and are being used for their verification, ranging for standard Hoare logic [5], to
concurrency logics like Owicki-Gries [10] and Rely-Guarantee [6]. We will describe
their use and combination with theorem proving and automation techniques to achieve
impact on large-scale software.

Hoare logic is well known to be the foundation of formal verification for
main-stream programs. It is what is taught to university students to prove formally the
correctness of programs. Hoare logic can also be the basis of large-scale, real-world
software verification, such as the verified sel.4 microkernel. seL4 is a very small OS
kernel, the core and most critical part of any software system. It provides minimal
hardware abstractions and communication mechanisms to applications. seL.4 addi-
tionally enforces strong access control: applications can be configured to have precise
rights to access memory or to communicate, and seL4 guarantees the absence of
unauthorised accesses. sel.4 has undergone extensive formal verification [7, 8] when
running on unicore hardware. The central piece of this verification is the proof of
functional correctness: that seL4 source code satisfies its specification. This proof uses
Hoare logic at its core, while the top-level theorem is a traditional refinement proof
through forward simulation: we show that all behaviors of the source program are
contained in the behaviors of the specification. For small programs, Hoare logic can be
the central method to prove functional correctness, where the specification is defined as
being the description of the state in the postcondition. For larger programs, and in
particular for programs where further verification is desired (like seL4’s further security
proofs), having the specification as a separate standalone artifact saves significant
overall effort. In this case a refinement proof links the concrete source code to the
abstract specification, and often relies on global invariants to be maintained. In sel.4
verification, invariant proofs represent the largest part of the effort [8]. They heavily use
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Hoare logic reasoning, combined with important use of automation in the Isabelle/HOL
theorem prover [9], both to generate the required invariant statements for each of the
hundreds of seL4 functions and to discharge as many as possible without need for
human interaction.

Following this verification of a large and complex, but sequential program, we
investigated the impact of concurrency in settings where interrupts cannot be avoided
(seL4 runs with interrupts mostly disabled), or where running on multiple processors is
desired.

Reasoning about interrupt-induced concurrency is motivated by our verification
of the eChronos [2] embedded OS. In an eChronos-based system, the kernel runs with
interrupts enabled, even during scheduling operations, to be able to satisfy stringent
latency requirements. The additional challenge in its concurrency reasoning is that racy
access to shared state between the scheduler and interrupt handlers is allowed, and can
indeed occur.

The modelling and verification approach we chose for this fine-grained concurrency
reasoning is Owicki-Gries [10], the simple extension on Hoare logic with parallel
composition and await statements for synchronisation. Owicki-Gries provided the
low-level of abstraction needed for the high-performance shared-variable system code
we were verifying. We could conveniently identify localised Owicki-Gries assertions at
the points of the racy accesses, and tune them to enforce the overall correctness
invariant of eChronos scheduler. In contrast, the Rely-Guarantee (RG) approach [6]
would have required identification of global interference conditions, which was chal-
lenging for such racy sharing with no clear interface, unless we made heavier use of
auxiliary variables to identify racy sections of code, but this defeats the composi-
tionality of the RG approach, one of its principal purposes. The explosion of verifi-
cation conditions inherent in the Owicki-Gries approach has been minimized by the
controlled nature of the interrupt-induced concurrency, and mitigated by
proof-engineering techniques and automation of a modern theorem prover. We were
able to develop an abstract model of eChronos scheduling behavior and prove its main
scheduling property: that the running task is always the highest-priority runnable task
[4, 3]. Our models and proofs are available online [1].

We are currently exploring multicore-induced concurrency for sel.4 in a setting
where most but not all of the code is running under a big lock. Here we have explored
the RG approach, on an abstracted model identifying the allowed interleaving between
cores. In this setting, the relies and guarantees can express what shared state the lock is
protecting, and what the conditions are under which shared state can be accessed
without holding the lock. The main challenge is resource reuse. The kernel runs in
privileged mode, and as such has access to everything; it can for instance delete objects
on other cores to which critical registers point. This could create a system crash if later
on in that core, the kernel code accesses these registers pointing to corrupted memory.
Designs to solve this issue include forcing kernel operations on all other cores without
holding the lock. The proof that this is sound needs to be expressed via relies and
guarantees between cores. We proved, on our abstract model of the multicore
seL4-system, that critical registers remain valid at all times.

The main challenge now, for both the eChronos verification and multicore sel.4
one, is to transfer the verification down to the source code via refinement.
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Tweaking the Odds: Parameter Synthesis
in Markov Models
(Abstract)

Joost-Pieter Katoen'*?

' RWTH Aachen University, Germany
2 University of Twente, The Netherlands

Markov decision processes (MDPs) are the prime model in sequential decision making
under uncertainty. Their transition probabilities are fixed. Transitions in parametric
Markov models are equipped with functions (e.g., polynomials or rational functions)
over a finite set of parameters x; through x,, say. Instantiating each variable x; with a
value v; induces a MDP or a Markov chain (MC) if non-determinism is absent. We
present recent advances on the parameter synthesis problem: for which parameter
values — and for MDPs, for which policy — does the instantiated Markov model
satisfy a given objective? For objectives such as reachability probabilities and expected
costs we consider (1) an exact procedure and (2) an approximative technique. Both
approaches come with a CEGAR-like procedure to obtain a good coverage of the
parameter space indicating which parameter regions satisfy the property and which
ones do not.

The exact approach first obtains symbolic representations of the synthesis problem
at hand. This can be done using e.g., Gaussian elimination or a technique introduced by
Daws at ICTAC 2004 [4] that is based on an automata-to-regular expression conver-
sion. These symbolic representations (in fact, rational functions in x; through x,) can be
solved using satisfiability-modulo-theory techniques over non-linear real arithmetic [7].
This technique is applicable to parametric MCs only but extendible to conditional
reachability objectives too. Using advanced reduction and implementation techniques
[5] it is practically applicable to MCs of up to a few million states and 2—3 parameters.

The approximative approach removes parameter dependencies at the expense of
adding new parameters and then replaces them by lower and upper bounds [9]. It
reduces parameter synthesis to standard model checking of non-parametric Markov
models that have one extra degree of non-determinism. Its beauty is the simplicity and
applicability to both MCs and MDPs. It is applicable to models of up to about ten
million states and 4-5 parameters.

Finally, we treat parameter synthesis for (3) multiple objectives for parametric
MDPs. Whereas multi-objectivemodel-checking of MDPs can be cast as a linear
programming problem [6], its analogue for parametric MDPs results in a non-linear
programming (NLP) problem. An approximate solution of this NLP problem can be
obtained in polynomial time using geometric programming [3]. This technique is
extendible to richer objectives such as weighted combinations of single objectives.
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Initial experiments indicate that this approach seems scalable to models with tens of
parameters.

Parameter synthesis has abundant applications. These include model repair [2, 8]
— how to adapt certain probabilities in a Markov model that refutes a given objective
such that the tweaked model satisfies it — and finding minimal recovery times for
randomized self-stabilizing algorithms [1].
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Directions to and for Verified Software

K. Rustan M. Leino'*?
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Abstract. There are many techniques and tools aimed at creating and main-
taining reliable software. At one extreme of the reliability spectrum is deductive
verification, where software designers write specifications for what the software
is supposed to do and where programs are developed together with proofs that
show that the specifications are met. The journey of research and development
behind deductive verification spans many decades, from early visions of the
idea, through criticism and doubt, through the development of automated
techniques, to education, to experience in using tools in practice, and to the
streamlining of the process.

In this talk, I give a perspective of where this journey of program-verification
research has brought us today, give a demo of a state-of-the-art system for
writing verified programs [1], and discuss directions for what may be possible in
the future.

Reference

1. Leino, K.R.M.: Dafny: an automatic program verifier for functional correctness. In: Clarke, E.
M., Voronkov, A. (eds.) LPAR 2010. LNCS, vol. 6355, pp. 348-370. Springer, Heidelberg
(2010)



Contents

Logics

A Formal Proof Generator from Semi-formal Proof Documents . .........
Adrian Riesco and Kazuhiro Ogata

Institutions for Behavioural Dynamic Logic with Binders. . . ... .........
Rolf Hennicker and Alexandre Madeira

The Delay Monad and Restriction Categories . . .. . ..................
Tarmo Uustalu and Niccolo Veltri

Logical Characterisation of Parameterised Bisimulations . ..............
Divyanshu Bagga and S. Arun Kumar

A Probabilistic Semantics for the Pure A-Calculus. . ... ...............
Alessandra Di Pierro

Software Components and Concurrency

Towards a Calculus for Dynamic Architectures. . . .. .................
Diego Marmsoler

Class-Diagrams for Abstract Data Types . .. .......... ... ..
Thai Son Hoang, Colin Snook, Dana Dghaym, and Michael Butler

Value-Based or Conflict-Based? Opacity Definitions for STMs. . ... ......
Jiirgen Konig and Heike Wehrheim

Smaller-State Implementations of 2D FSSP Algorithms:
Recent Developments . . ........ ... . . .
Hiroshi Umeo, Keisuke Kubo, and Akira Nomura

Automata

Derived-Term Automata of Weighted Rational Expressions
with Quotient Operators. . . . .. ..o vttt
Akim Demaille and Thibaud Michaud

Polynomial Time Learner for Inferring Subclasses of Internal Contextual
Grammars with Local Maximum Selectors. . .. .....................
Abhisek Midya, D.G. Thomas, Saleem Malik, and Alok Kumar Pani


http://dx.doi.org/10.1007/978-3-319-67729-3_1
http://dx.doi.org/10.1007/978-3-319-67729-3_2
http://dx.doi.org/10.1007/978-3-319-67729-3_3
http://dx.doi.org/10.1007/978-3-319-67729-3_4
http://dx.doi.org/10.1007/978-3-319-67729-3_5
http://dx.doi.org/10.1007/978-3-319-67729-3_5
http://dx.doi.org/10.1007/978-3-319-67729-3_6
http://dx.doi.org/10.1007/978-3-319-67729-3_7
http://dx.doi.org/10.1007/978-3-319-67729-3_8
http://dx.doi.org/10.1007/978-3-319-67729-3_9
http://dx.doi.org/10.1007/978-3-319-67729-3_9
http://dx.doi.org/10.1007/978-3-319-67729-3_10
http://dx.doi.org/10.1007/978-3-319-67729-3_10
http://dx.doi.org/10.1007/978-3-319-67729-3_11
http://dx.doi.org/10.1007/978-3-319-67729-3_11

XX Contents

Trace Relations and Logical Preservation for Continuous-Time

Markov Decision Processes . . . ........ .. . .

Arpit Sharma

SMT Solvers and Algorithms

Constructing Cycles in the Simplex Method for DPLL(T) .. ............

Bertram Felgenhauer and Aart Middeldorp

Tableaux with Partial Caching for Hybrid PDL with

Satisfaction Statements. . . . . . . .. ...

Agathoklis Kritsimallis

PTrie: Data Structure for Compressing and Storing Sets via

Prefix Sharing. . . . .. ... ..

Peter Gjol Jensen, Kim Guldstrand Larsen, and Jifi Srba

Security

Inferring Secrets by Guided Experiments . . . .. .....................

Quoc Huy Do, Richard Bubel, and Reiner Hdhnle

ECBC: A High Performance Educational Certificate Blockchain

with Efficient Query . . .. ... ...

Yugin Xu, Shangli Zhao, Lanju Kong, Yongqing Zheng, Shidong Zhang,
and Qingzhong Li

Author Index . ... ... . ... . . .. e


http://dx.doi.org/10.1007/978-3-319-67729-3_12
http://dx.doi.org/10.1007/978-3-319-67729-3_12
http://dx.doi.org/10.1007/978-3-319-67729-3_13
http://dx.doi.org/10.1007/978-3-319-67729-3_14
http://dx.doi.org/10.1007/978-3-319-67729-3_14
http://dx.doi.org/10.1007/978-3-319-67729-3_15
http://dx.doi.org/10.1007/978-3-319-67729-3_15
http://dx.doi.org/10.1007/978-3-319-67729-3_16
http://dx.doi.org/10.1007/978-3-319-67729-3_17
http://dx.doi.org/10.1007/978-3-319-67729-3_17

Logics



A Formal Proof Generator from Semi-formal
Proof Documents
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Abstract. We present the CafeInMaude Proof Assistant (CiMPA) and
the CafeInMaude Proof Generator (CiMPG), two complementary exten-
sions of CafeInMaude, a CafeOBJ interpreter implemented in Maude.
CiMPA is a proof assistant for inductive properties of CafeOBJ specifi-
cations, and CiMPG generates formal proofs that can be fed into CIMPA
from semi-formal proof documents called proof scores in CafeOBJ.

1 Introduction

CafeOBJ [17] is a language for writing formal specifications for a wide vari-
ety of software and/or hardware systems, and verifying properties of them (see
e.g. [4,12,13]). CafeOBJ implements equational logic by rewriting and can be
used as a powerful platform for proving properties on systems. More specifically,
specifiers can write proof scores to prove properties on their specifications. Proof
scores are proof outlines written in an algebraic specification language, such as
OBJ [8]. If they are executed by such a language processor and all results are as
expected (e.g. true is obtained), then the corresponding theorems are proved.
Proof scores were developed by Joseph Goguen, and the CafeOBJ team have
demonstrated that they are a promising approach to systems verification [5].
An important advantage of this approach to systems verification, also known as
“proving as programming” and shared by other paradigms such as the Larch
Prover (LP) [7], is its flexibility: the syntax for performing proofs is the same as
for specifying systems. However, in the CafeOBJ case this flexibility is obtained
by losing formality, since CafeOBJ does not check proof scores in any way. For
this reason, in this paper we present an inductive theorem prover that formally
proves properties on CafeOBJ specifications and a proof script generator that
infers formal proofs from proof scores.

We outline in the next section how to use proof scores to verify CafeOBJ
specifications, while Sect. 3 discusses the weaknesses of this approach. Section 4
summarizes the main features of the CafeInMaude Proof Assistant, while
Sect. 5 presents the CafeInMaude Proof Generator and somebenchmarks.

© Springer International Publishing AG 2017
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Section 6 briefly discusses related work. Finally, Sect.7 concludes and outlines
some lines of future work. The tool and several case studies are available at
https://github.com/ariesco/CafeInMaude.

2 Proof Score Approach to Systems Verification

Let us consider a concrete example: a simple mutual exclusion protocol for two
processes specified in CafeOBJ; we will focus on the function introducing the
first process into the critical section, while the rest is available at the link given
in the previous section.

The module 2P-MUTEX below is in charge of defining the behavior of the
protocol. It first imports the LABEL module, which defines the type Label and
two constants rs and cs that stand for remainder section and critical section,
respectively. Then, it defines the sort Sys and the corresponding constructors;
in particular enterl indicates that the first process wants to enter the critical
section. Moreover, observations on the system are obtained by using pc1 for the
first process and pc2 for the second one:

mod* 2P-MUTEX {pr(LABEL) [Sys]
op enterl: Sys -> Sys {constr}
ops pcl pc2: Sys -> Label

Note that new functions are defined by the keyword op, the function name, the
arity, the coarity, and a possibly empty set of attributes, such as constr for
constructors. We will use equations (eq and ceq for conditional equations) for
defining the behavior of non-constructor functions.

We use an auxiliary Boolean function c-enter1, which holds if the second
process is in the remainder section, to define the behavior for enteri: the first
equation states that the first process will be in the critical section if c-enter1
holds; the second equation indicates that the second process is in the remainder
section if c-enter1 holds; and the third equation indicates that enterl can be
discharged if c-enter1 does not hold:

ceq pcl(enter1(S:Sys)) = cs  if c-enterl(S).
ceq pc2(enter1(S:S8ys)) = rs if c-enter1(S).
ceq enter1(S:Sys) =S if not c-enteri(s).

Assuming we have defined observations for the rest of states (the initial
state, the second process entering the critical section, and both processes leaving
the critical section) we state the invariant inv that indicates that we cannot
observe both the first process and the second one in the critical section at the
same time:

op inv: Sys -> Bool
eq inv(S:8ys) = not ((pci1(S) = cs) and (pc2(8) = cs)).
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How can we prove this invariant? We would proceed state by state, starting
with enter1. What we want to discharge in this case is written in CafeOBJ as:!

open 2P-MUTEX.

op s: —> Sys.

eq [:nonexec]: inv(s) = true.
red inv(enteri(s)).

close

That is, given the specification in 2P-MUTEX, we add the fresh constant s, that
stands for any system, and the equation inv(s) = true (that would stand for
the induction hypothesis in a usual induction scheme and cannot be used for sim-
plification purposes thanks to the :nonexec label) and apply the red command,
which simplifies by using equations, to the invariant applied to our state. Unfor-
tunately, the term is not reduced to true but to (true xor ((pc2(enteri(s))
= cs) and (pcl(enterl(s)) = cs))). By using this result as a guide, we can
enrich the open-close environment above with the equation pc2(s) = cs and use
the induction hypothesis as a premise in the red command as inv(s) implies
inv(enter1(s)). In this case the term is reduced to true and the invariant
holds under the assumption that pc2(s) = cs holds. We need to prove that the
property also holds for the complementary case, so we would need two open-close
environments to discharge this induction case:

open 2P-MUTEX. open 2P-MUTEX.

op s: —> Sys. op s: —> Sys.

eq [:nonexec]: inv(s) = true. eq [:nonexec]: inv(s) = true.

eq pc2(s) = rs. eq (pc2(s) = rs) = false.

red inv(s)implies inv(enteri(s)). red inv(s)implies inv(enteri(s)).
close close

In this way we obtain the following results, which show that the proof for
this case is correct:

Opening module 2P-MUTEX: Opening module 2P-MUTEX:
red invi(s)implies invl(enter1(s)). red invi(s)implies invi(enteri(s)).
Result: true: Bool Result: true: Bool

3 Achilles’ Heel and a Possible Remedy

The proof score approach to systems verification, which allows for proving prop-
erties in the same language used for specifying the system, is less formal in charge
for this flexibility. Since proof scores only require the terms to be reduced to the
expected value (in general true) if we skip one of the environments above, if we
add extra equations (and more environment are required for checking all cases),
or even if we just reduce true we fulfill the requirements and the property would

! Note that so-called open-close environments allows for adding further objects and
equations to existing theories.
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be considered proved, although it is not. Hence, if it is permitted to write proof
scores at any levels of flexibility, it is unlikely to make the approach really formal:
too many equations can be added; non-existent hypothesis can be used; and some
cases can be lost, specially if we need to distinguish among many cases. There-
fore, specifiers have abandoned extremely flexible ways of writing proof scores.
From our experience in many case studies in which the proof score approach has
been used to verify that various kinds of systems, protocols, etc. enjoy the desired
properties, we have learned that there are mainly four things to be conducted by
proof scores: (1) use of structural induction, (2) use of theorem of constants (elim-
ination of universally quantified variables), (3) case splitting based on construc-
tors, and (4) use of the left-hand side 1 of an equation 1 = true, where 1 is ground,
appearing in the specification as the premise of the implication (the main idea
here is that 1 stands for the induction hypothesis). Hence, we consider it would
be worth implementing an automatic way (1) to formally verify that the proofs
carried out by these proof scores is actually correct and, if the proof is wrong, (2)
to obtain detailed information on the cases that remain unproved. Although we
do not cover all these proofs yet, we set the basis for developing more powerful
tools of this kind in the future.

Even though CafeOBJ has an inductive theorem prover, it cannot be used
for this purpose because it is implemented in Lisp and hence it cannot access
the on-the-fly modules created by proof scores, and it does not provide a data
structure that can be manipulated by external sources. For these reasons, we
have developed CiMPA and CiMPG, two complementary extensions of Cafeln-
Maude [16], a CafeOBJ interpreter implemented in Maude [1]. In addition to
carrying out inductive proofs, CiMPA takes advantage of the metalevel features
of Maude to explicitly store the current proof, including the proof tree and the
associated modules. On the other hand, CiMPG provides extra annotations for
proof scores so it is possible to indicate whether a proof score is related to a
specific proof. Once a proof score is annotated, CiMPG can analyze it at the
metalevel, put together all those proof scores related to the same proof and try
to infer a proof script (that is, a list of commands) for CIMPA.

Soundness in CiMPA is obtained by using the standard inference rules for
constructor-based systems (see e.g. [6]); soundness is extended to CiMPG by
ensuring a one-to-one correspondence between the leaves of the proof tree and
the reduction commands in the original proof scores. We cannot ensure complete-
ness in CiIMPG: since our algorithm relies on CiMPA and on some assumptions
on the form the proof scores are written, if they require features that are not
implemented in CiMPA or follow a different approach CiMPG will fail.

4 The CafeInMaude Proof Assistant

The CafeInMaude Proof Assistant (CiMPA) is an inductive theorem prover for
proving properties on CafeOBJ specifications. An important feature of CiMPA
is that it takes advantage of the metalevel capabilities of Maude to store the
whole proof as a proof tree that can be manipulated by other tools, which is the
key of the CiMPG tool described in the next section. In particular, each node in
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the proof tree stores information about the goal, the list of commands required
to reach the node, and the current module, which consists of the initial module
enriched with the equations used for case splitting, the fresh constants generated
during the process, and possibly the induction hypotheses. CIMPA allows to:

— State a set of equations as initial goal. We consider the goal has been proved
if all the equalities stated in the goal can be reduced to true.

— Apply simultaneous induction on a variable of the current goal. In this case
CiMPA uses the constr attribute in the operator declarations to create
appropriate ground terms and generate as many new goals as constructors.

— Apply case splitting by equations. This command generates two new goals,
distinguishing whether the equation holds or not.

— Apply case splitting by terms. In this case CiMPA adds an equation stating
that the term is equal to any ground term built with the constructors defined
for the sort of the term. Hence, this command generates as many new goals
as constructors defined in the module for the sort.

— Apply the theorem of constants. This command replaces variables by fresh
constants and splits the different equations in the goal, hence generating the
corresponding new goals.

— Indicate that a given equation (possibly requiring a substitution for binding
the free variables) implies the current goal. This command updates the current
goal, assuming the equation exists.

— Reduce the current goal. This command checks whether the lefthand side and
the righthand side of the equation are equal. If this is the case, then the goal
is discharged; otherwise, different commands indicate whether the equations
are kept unmodified or reduced.

— Display the current goal, the open goals, and the complete proof tree.

We present here part of the proof script used to prove the invariant in the
previous section. First, we introduce the invariant as goal, set S:Sys as the
variable were induction is applied, and simultaneous induction as:

open 2P-MUTEX.
:goal{eq [inv:nonexec]: inv(S:Sys) = true.}
:ind on (S:Sys)
:apply(si)

Applying induction on S generates 5 new goals, and CiMPA generates them
following their alphabetic ordering, so it will try to prove first (the current goal
is marked by >) the subgoal for enter1 (S#Sys), with S#Sys a fresh constant; it
includes the induction hypothesis as part of the module used for this goal:

Current proof:

root eq [inv:nonexec]: inv(S:Sys) = true.

—-- Assumption:

eq [inv:nonexec]: inv(S#Sys) = true.

1. > SI eq [inv:nonexec]: inv(enterl(S#Sys)) = true.
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-- Assumption:

eq [inv:nonexec]: inv(S#Sys) = true.

2. SI eq [inv:nonexec]: inv(enter2(S#Sys)) = true.
—-- Assumption:

eq [inv:nonexec]: inv(S#Sys) = true.

3. SI eq [inv:nonexec]: inv(init) = true.

-- Assumption:

eq [inv:nonexec]: inv(S#Sys) = true.

4. SI eq [inv:nonexec]: inv(leavel(S#Sys)) = true.
-- Assumption:

eq [inv:nonexec]: inv(S#Sys) = true.

5. SI eq [inv:nonexec]: inv(leave2(S#Sys)) = true.

As we saw in the proof scores, we need to use the induction hypothesis as a
premise to discharge both cases, so we ask CiMPA to do it by using the command
:imp [inv] ., where inv is the label of the induction hypothesis. Now we obtain:

New goal generated:
imp eq [inv:nonexec]: true xor cs = pcl(S#Sys) and cs = pc2(S#Sys)
implies invl(enter1(S#Sys)) = true.

Now we need to split cases on the equation eq pc2(s) = rs., so we define
a macro csbl and apply it with :apply(csbl).

:def csbl =:ctf {eq pc2(S#Sys) = rs.}
:apply(csbl)

hence obtaining the following new goals:

-- Assumption:

eq pc2(S#Sys) = rs.

-- Assumption:

eq [invl:nonexec]: inv1(S#Sys) = true.

1-1. > csbl eq [invl:nonexec]: true xor cs = pcl(S#Sys)
and cs = pc2(S#Sys)implies invl(enterl(S#Sys)) = true.

-- Assumption:

eq pc2(S#Sys)= rs = false.

-- Assumption:

eq [invl:nonexec]: inv1(S#Sys) = true.

1-2. csbl eq [invl:nonexec]: true xor cs = pcl(S#Sys)
and cs = pc2(S#Sys)implies invl(enterl(S#Sys)) = true.

At this point, the module associated to the current node has enough informa-
tion to discharge it by using reductions, so we can discharge the goal by means
of :apply(rd). Once discharged, the complementary goal (where csbl does not
hold) can be also discharged by reduction, so we apply reduction again by using
:apply(rd). The rest of the proof would be carried out in the same way.
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5 The CafeInMaude Proof Generator

The CafeInMaude Proof Generator (CiMPG) provides annotations for identify-
ing proof scores defined in open-close environments and generating proof scripts
for CiMPA from them. The restrictions imposed to these proof scores are (i)
reducing only goal-related terms, (ii) making sure that all environments use the
same module expression, and (iii) relying in functionalities that can be simu-
lated by the CiMPA commands presented in the previous section. Restriction (i)
ensures that no dummy goals are generated, restriction (ii) is required to make
sure that the property is being proved for the same specification, and restriction
(iii) ensures that the proof script can be generated. These annotations are of
the form :id (LAB), where LAB is a label that identifies the proof; the same label
must be used in all open-close environments related to the same proof. Then,
the command :proof (LAB) will generate the proof script from the proof scores
labeled with LAB. Hence, the modified open-close environments would be:

open 2P-MUTEX. open 2P-MUTEX.

:id (2p-mutex) :id (2p-mutex)

op s : —> Sys. op s : -> Sys .

eq [:nonexec]: inv(s) = true. eq [:nonexec]: inv(s) = true.

eq pc2(s) = rs. eq (pc2(s) = rs) = false.

red inv(s)implies inv(enteri(s)). red inv(s)implies inv(enterl(s)).
close close

while the final environment would state:

open 2P-MUTEX
:proof (2p-mutex)
close

CiMPG stores the metarepresentation of these open-close environments in
the CafeInMaude database so it can use them later. Once the user asks CIMPG
to generate the proof script, it follows an algorithm for inferring the proof that
has been specifically designed for CiMPG. It first infers the goal to be proved
by generalizing the reduction commands in the proof scores, hence creating the
initial proof tree. Then, it starts a loop that will modify the tree by (i) looking
for those proof scores related to the current goal (in the sense the reductions in
the proof scores use the same constructors as the goal and the module in the goal
contains a subset of the constants and the equations of the module defined in
the proof scores) and (ii) enriching the module (by using induction, the theorem
of constants, or case splitting) and modifying the goal (by using implications) so
they become equal (up to renaming) to one proof score. In this case a reduction
is applied and the goal can be discharged. This loop finishes when no more proof
scores can be used. Note that these manipulations require to manipulate the
proof scores and the proof tree generated by CiMPA at the metalevel, so we can
compute and apply substitutions between the terms in the proof scores and the
goals and perform reductions in the modules stored in the tree.
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In our particular example, the algorithm would work as follows:

1. It infers the goal. Actually, it infers inv(S) because it uses not only the proof
scores shown in the paper, but also the ones for the rest of cases, that forces
the algorithm to generalize the argument (S instead of enter) and to drop
the implication (since it is not used in the base case).

2. It applies simultaneous induction on S, since it realizes that all reductions in
the proof scores have a constructed term in that place.

3. Apply case splitting, since the proof scores contain an equation and its
negation.

4. Apply implication, since the goals have an implication and the premise
appears in the current module as induction hypothesis.

5. Once the module in CiMPA and the one in the proof score are equal, reduce.

Note that the obtained proof script is slightly different from the one shown
in the previous section, since in this case case splitting is applied before using
implication. This proof, as well as the annotated proof scores that generate it,
is available at https://github.com/ariesco/CafeInMaude.

How does CiMPG help specifiers? Assume we remove the second proof score
in Sect. 2, the proof script generated by CiMPG would contain a postpone com-
mand, since we did not define all cases for enter1, and once introduced in CiMPA
the proof score would finish as follows, where the extra information is depicted
by using :desc proof, which describes the complete proof:

Next goal is 1-2: eq [inv :nonexec]: inv(enterl(S#Sys)) = true.
-- Assumptions:

eq pc2(S#Sys)= rs = false.

eq [inv:nonexec]: inv(S#Sys) = true.

That is, the proof did not finish because the goal for enter1 was not discharged
for the case where csbl does not hold. This information would greatly help the
user to write the missing proof scores to finish the proof.

The benchmarks performed thus far give us confidence in its applicability.
Our main benchmarks are shown in the table below, where LOC is the lines
of code of the specification plus the proof scores; Commands is the number of
commands in the generated proof script; and Time is the amount of time required
by CiMPG. It is worth noting that the benchmark for the cloud protocol allowed
us to detect a missing proof score, so the proof contained an error that went
unnoticed by experts and that CiMPG found and helped to correct.

Name LOC Commands | Time Comments

2p-mutex | 50 + 70 28 470 ms | Mutual exclusion protocol for 2 processes
TAS 50 + 230 76 2130 ms | Spinlock — Mutual exclusion protocol
QLOCK | 100 + 400 |112 9510 ms | Variant of Dijkstra’s binary semaphore
NSLPK | 180 + 1100 | 284 48390 ms | Authentication protocol NSLPK

Cloud 120 + 1700 | 383 96470 ms | Simplified cloud synchronization protocol
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6 Related Work

We briefly present in this section the closest works related to CiMPA and
CiMPG. The current CafeOBJ implementation provides a Constructor-based
Inductive Theorem Prover. Although it can only be used following the documen-
tation written in Japanese at https://cafeobj.org/files/citp.pdf it is completely
functional and provides a set of commands very similar to the ones described
here for CiMPA. However, this prover was not suitable for our purposes because
it is implemented in Lisp and hence we could not combine it with the informa-
tion written in the proof scores. Other theorem provers, such as Isabelle [11,15]
and PVS [14], present the same drawback and, in addition, are further from
CafeOBJ, hence requiring extra transformations.

From the Maude side we also have other theorem provers, such as the ITP [2]
and CITP [6]. Since both of them are implemented in Full Maude they were
good candidates for a theorem prover that could carry out the proofs inferred
from proof scores. However, these tools rely on Maude annotations that are not
available in CafeOBJ: we can either add these annotations in CafelnMaude,
hence preventing older CafeOBJ specifications to work with CIMPG, or provide
intermediate translations that would impair the proof process, since the user will
not understand the source of part of the goals to be discarded. Moreover, Maude
ITP has a set of commands that does correspond exactly with the mechanisms
underlying CafeOBJ proof scores, so we would also need to extend its commands,
hence tampering the theoretical basis of ITP.

We think that nowadays software systems have a heterogeneous nature and
hence different paradigms should be applied to formal verification of their dif-
ferent parts. CafeOBJ is especially suitable for dealing with complex data struc-
tures, such as associative and/or commutative ones, in an abstract way and for
representing state machines (or state transition systems) by means of equations,
while other frameworks are more appropriate for other tasks (e.g. Dafny for ver-
ification of the actual code [9], Frama-C [3] for static analysis, etc.). Therefore,
in our opinion it is worth developing different frameworks and utilizing them all
during the software development cycle.

7 Concluding Remarks and Ongoing Work

In this paper we have presented two tools that combine different approaches to
theorem proving in CafeOBJ. This combination is sound and, even though it is
not complete, the examples used thus far give us confidence in the technique.

Although other approaches for heterogeneous verification have been devel-
oped in the last years, they basically rely on translation between logic to take
advantage of the tools available for each one, like in the Hets system [10]. The
translation between proofs described here provides a new approach that can be
farther extended by taking into account more complex proofs, e.g. those requiring
searches or unification.

Currently, we are working in more commands for performing different kinds
of case splitting when dealing with sequences. Once they are proved sound and
added to CiMPA we plan to include them into the CiMPG inference algorithm.
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Abstract. Dynamic logic with binders D' has been introduced as an
institution for the development of reactive systems based on model
class semantics. The satisfaction relation of this logic was, however, not
abstract enough to enjoy the modal invariance property (bisimilar models
should satisfy the same sentences). We recently overcame this problem
by proposing an observational satisfaction relation where the equality on
states is interpreted by bisimilarity of states. This entailed, however, a
price to pay - the satisfaction condition required for institutions was lost.
This paper works on this limitation by establishing a behavioural seman-
tics for D} parametric to behavioural structures - families of equivalence
relations on the states of each model. Such structures are taken in con-
sideration in the signature category and, in particular, for the definition
of signature morphisms. We show that with these changes we get again
an institution with a behavioural model class semantics. The framework
is instantiated with specific behavioural structures, resulting in the novel
Institution of Crucial Actions.

1 Introduction

This paper deals with logical formalisms for the specification and development
of reactive systems. Dynamic logic with binders, called D*-logic, has been intro-
duced in [13] as an institution in the sense of [6] which allows expressing proper-
ties of reactive systems, from abstract safety and liveness requirements down to
concrete specifications of the (recursive) structure of executable processes. It is
therefore well suited for program development by stepwise refinement. D}-logic
combines modalities indexed by regular expressions of actions, as in Dynamic
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Logic [10], and state variables with binders, as in Hybrid Logic [4]. These moti-
vations are reflected in its semantics. Differently from what is usual in modal
logics, whose semantics is given by Kripke structures and satisfaction of formulas
is evaluated globally, D' models are reachable, labelled transition systems with
initial states where satisfaction is evaluated. This reflects our focus on compu-
tations, i.e. on effective processes.

1.1 Motivation

The commitment of D!-logic concerning bisimulation equivalence is, however,
not satisfactory: the model class semantics of specifications in D' is not closed
under bisimulation equivalence; there are D'-sentences that distinguish bisimu-
lation equivalent models, i.e., D} does not enjoy the modal invariance property.
As an example consider the two models N' and M in Fig.1 and the sentence
| x.{a)x. This sentence, evaluated in the initial state, expresses that after exe-
cuting the action a the initial state is reached again. Obviously this is true for
N but not for M though N and M are bisimulation equivalent.

a As a way out, we have proposed D} -logic [12]

Q a which relaxes the satisfaction relation such that
N:ivy M: w Cwl equality of states is interpreted by bisimilarity
a of states. We call this observational equality and

denote it by ~q for each model M. Then the
model M in Fig.1 satisfies observationally the
sentence | xz.{a)x, denoted by M .| z.(a)z,
since the two states wg and w; are observationally equal. Indeed we have shown
in [12] that in DY, the modal invariance property holds. But, unfortunately, with
relaxing the satisfaction relation we lost the institution property of D! because
D! does not satisfy the satisfaction condition of an institution. Intuitively the
satisfaction condition expresses that truth is invariant under change of notation
[6]. From the software engineer’s perspective it expresses that satisfaction of
properties, i.e. sentences, should be preserved when models are put in a larger
context. Figure?2 illustrates the problem with D} .
b It shows two models M and
M'’. The signature of M is the sin-
gleton action set A = {a} and the
signature of M’ is the larger action
set A’ = {a,b}. As a signature mor-
Fig. 2. Examples of {a} and {a, b}-models phism we take the inclusion o :
A — A’ with o(a) = a. Looking at
M’ we see that w{, and w] are not observationally equal, since in wj, the action b
is enabled which is not the case in state w}. Hence, M’ J£. | x.(a)x. Restricting
M’ to A yields the A-model M. As we have seen before M = | z.(a)x. Hence,
observational satisfaction is not preserved in larger contexts and therefore the
satisfaction condition does not hold in DL. In this work, we are looking for
possibilities to overcome this deficiency.

Fig. 1. Bisimilar models

a a
. - ’ ]
M:owg Twr Mowy T wh
a a
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1.2 Overview of the Proposal

On the way to solve the problem we found (again) the paper of Misiak [15] who
has studied institutions with behavioural semantics in arbitrary logical systems
with concrete model categories. Misiak’s paper is an abstraction of more concrete
institutions that have been studied in the framework of observational algebraic
specification where a similar problem to ours was solved by adding restrictions
to signature morphisms [5,7] and putting more information into the signatures
[3,8,11]. To instantiate Misiak’s approach by using labelled transition systems as
models, we forget, for the moment, the observational equalities ~,; and consider
instead, for each set of actions A, a family ~ of equivalence relations ~ 4, indexed
by the models of D}. A signature is then a pair (A4,~) and the satisfaction of
sentences is defined by interpreting equality of states in terms of ~ . Misiak’s
trick is to consider a signature morphism as a mapping o : A — A’ which is
compatible with the equivalences of each signature. This means, more formally,
that for each A’-model M’ the restriction of 4 to the states of M, denoted
by (=am)|s, is the same as the equivalence ~ (¢ |,y used in ~ for the A-model
M'|,, which is the reduct of M’ along o. This means that we have, for each
A’-model M’, the following crucial equation:

(~m)lo ==, (1)

Thus the satisfaction condition is enforced by the notion of a signature mor-
phism and we may ask how useful this additional information in signatures,
given by the family of equivalences, can be for our problem. In particular, how
the family of equivalences can be syntactically presented and how this can be
related to the observational equalities ~ s considered in D} . To approach this,
we first observe that Misiak has reduced the model classes for signatures (A, ~)
to those models M for which the equivalence ~,, is a congruence.! In our frame-
work of labelled transition systems this makes perfect sense, since the congruence
property expresses that equivalence of states must be preserved when an action
a € A is executed. In this way we obtain an institution. We also consider the
“black-box” view of each (A,~)-model M obtained by its quotient structure
M/ = . We show that this construction can be extended to a full and faithfull
functor mapping (A, ~)-models to A-models in D}. This functor preserves and
reflects satisfaction of sentences.

Next we are looking for a meaningful syntactic representation of signatures
(A, =). The idea comes from the observational algebraic specification frameworks
[3,8,11] where a distinguished subset of so-called observer operations has been
selected for each signature. In our context of labelled transition systems we
select, for each action set A, a distinguished subset C' C A of crucial actions and
consider two states equivalent w.r.t. C if they have the same behaviour under
the execution of actions from C. This equivalence is called (A, C)-equality and
denoted by N%A for each labelled transition system M. Following the Misiak’s

! Thus the information in signatures is used to constrain models as in [3]. In contrast,
in Hiden Algebra [7] restrictions concern only signature morphisms but not models.
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approach we consider only those models M for which N%t is a congruence, i.e.
N/C\'/l is preserved by all actions in A. We show that in these models, called (A, C)-
models, (A, C)-equality coincides with observational equality, i.e., Ng,[ =roM.
The model class of D! (and of D)) is therefore restricted to those labelled
transition systems for which the set of crucial actions is already sufficient to
characterize the observational equality, i.e. bisimilarity of states. This has the
side effect that for proving that two states are bisimilar it is sufficient to check
transitions with actions from C, a technique which has also been proposed in
the selective p-calculus [2] to reduce verification complexity for modal formulae.

Having signatures as pairs (A, C), it remains to define signature morphisms
0:(A,C)— (A, C") such that the Eq. (1) from above is valid for each (A’, C’)-
model M', which now means (~a1)|c =~(a),) (With ~ denoting observational
equalities as before in D). To achieve this, we require that no new crucial
actions are introduced by o, i.e., o[C] = C’. In this way, observational equalities
are preserved under change of notation, in particular in larger contexts when the
action set A is enlarged to A’. Hence the satisfaction condition holds and we get
a concrete institution.

The paper is organized as follows. In Sect. 2, we recall the definitions of D!-
logic and of the observational semantics defined in D). Then, in Sect.3, we
apply Misiak’s approach to labelled transition systems yielding a behavioural
institution with a family of congruence relations on models. We provide the
black-box functor in Sect. 4, which maps the behavioural model category to the
model category of Dt-logic. In Sect.5, we consider syntactic representations of
signatures and signature morphisms leading to the crucial actions institution.
We finish with concluding remarks in Sect. 6.

In order to fix notations, we recall here the institution definition from [6]: An
institution T = (SignI, Sen?, Mod?, (E5) sesignr|) consists of

— a category SignI whose objects are signatures and arrows signature
morphisms;

— a functor Sen? : Sign? — Set giving for each signature a set of sentences,

— a models functor Mod” : (SignI )P — Cat, giving for each signature X a
category whose objects are X'-models, and arrows are X-(model) homomor-
phisms; each arrow ¢ : X — X' € Sign?, (i.e., p : X' — ¥ € (Sign?)°P) is
mapped to a functor Mod® (¢) : Mod® (%) — Mod? (%) called reduct functor,
whose effect is to cast a model of X’ as a model of X;

— a satisfaction relation =5C [Mod® (X)| x Sen” (X)) for each ¥ € [Sign?|,

such that for each morphism ¢ : ¥ — X’ € Sign?, the satisfaction condition
M’ Sen”(9)(p) iff Mod” (o)(M') =k p (2)

holds for each M’ € |Mod?(2")| and p € Sen? (X).
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2 Dynamic Logics with Binders

This section recalls the underlying definitions and facts of D!-logic introduced
in [13] and its observational variant D) introduced in [12]. While D! is an
institution, D} is not as explained before.

2.1 D!-Logic

Signatures for D! are finite sets A of atomic actions, and a signature morphism
A—2— A’ is a function o : A — A’. Clearly, this entails a category denoted

by SignDi .

Definition 1 (Models and model morphisms). Let A be a finite set of
atomic actions. An A-model is triple (W, wo, R) where W is a set of states,
wo € W is the initial state and R = (R, € W x W)aca is a family of transition
relations such that, for each w € W, there is a finite sequence of transitions
Rak(wk_l,wk), 1 < k < n, withw® € W, a* € A, such that w° = wy and
w™ = w. Given two A-models M = (W,wg, R) and M’ = (W', wj, R"), a model
morphism h : M — M’ is a function h : W — W' such that h(wg) = w{ and,
for each a € A, if (wi,w2) € Ry then (h(wy), h(wz)) € R,.

The class of A-models and A-model morphisms define a category denoted by
Mod®" (A). The identity morphisms id 4 are the identity functions.

Definition 2 (Model reduct). Let A —7— A’ be a signature morphism and
M = (W' wh, R') an A’-model. The reduct of M’ is the A-model M'|, =
(W'ls, R |o, wp|s) where (wh|o) = wl and W', is the largest set with wj, € W'|,.
For eachv € W'|,, either v = wy or there is aw € W[, such that (w,v) € R ),
for some a € A. For eacha € A, Ry = R}, ,, N (W x W).

The reduct |, induces, for each signature morphism o : A — A’| a functor
Mod?"' (o) : Mod?’ (A) — Mod?' (A). This functor, named reduct functor, maps

models as Mole(M’) = M|, and A’-model morphisms h : M’ — N’ to A-
model morphisms k|, : M'|, — N’|,, where hl, is the restriction of h to the
scope of M’|, and N’|,. Finally, we consider the contravariant models functor

! . pl . .
Mod?" : (Sign® )?? — Cat that maps each signature to its model category and
each signature morphism to the respective reduct functor.

Definition 3 (Formulas and sentences). The set of A-formulas Fm?' (A)
18 gien by

pu=tt |[ff x| |z.0[Qup|()p|[a]e]-ploAp|eVe

where x € X, for X an infinite set of variables, and actions are composed from
atomic actions a € A by sequential composition choice and iteration:

az=a|ojalatala”
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An A-formula ¢ is called an A-sentence if ¢ contains no free variables. Free
variables are defined as usual with | being the unique operator binding variables.

The set of A-sentences is denoted by SenDl(A).

The binder operator | x.p assigns to the variable z the current state of
evaluation and evaluates ¢. The operator @, evaluates ¢ in the state assigned
to x.

Each signature morphism o : A — A’ can be extended to a formula transla-
tion function & : FmDL(A) — Fm®' (A’), that keeps variables and connectives
and replaces each action a by o(a). If we restrict 6 to sentences we get the trans-
lation function Sen®" (o) : Sen®’ (4) — SenDl(A’) with SenDl(a)(go) = 6(yp) for
pE Sen®’ (A). Hence we have the sentence functor Sen?" SignDl — Set, that
maps each signature to the set of its sentences, and each signature morphism to
the corresponding translation of sentences.

To define the satisfaction relation formally we need to clarify how composed
actions are interpreted in models. Let o € Act(A) and M € Mod?' (A). The
interpretation of an action « in M extends the interpretation of atomic actions
by Raar = Ra - Rov, Ratar = Ro U Ry and Ry = (R)*, with the operations
o, U and * standing for relational composition, union and reflexive-transitive
closure. For a set X of variables and an A-model M = (W, wp, R), a valuation
is a function g : X — W. Given such a valuation g, a variable x € X and
a state w € W, glx — w] denotes the valuation with g[z — w](z) = w and
gl — w](y) = g(y) for any y € X,y # z. Given an A-model M = (W, wy, R),
weWandg: X - W,

- M, g,w = tt is true; M, g, w |= I is false;

B Mang ':xlﬁg(x) = w;

- M, g,w E=| z. ¢ iff M,glx— w],w [ ¢;

B Magaw ':@x<p lff./\/l,g,g(.lf) ':QO,

- M, g,w = (a)p iff there is a v € W with (w,v) € R, and M, g,v = ¢;
- M, g,w = [a]p iff for any v € W with (w,v) € R,, it holds M, g,v = ¢;
- M, g,w |~ iff it is false that M, g,w = ¢;

- M, gwEpA it M g,wE ¢and M, g,w E ¢;

- M, gwEeVe it M g,wE o M,g,wE¢.

We write M, w |= g if, for any valuation g : X — W, we have M, g,w |E ¢. If ¢
is an A-sentence, then the valuation is irrelevant, i.e., M, g,w = ¢ iff M, w = ¢.
M satisfies an A-sentence @, written M = ¢, if M, wy | ¢.

Finally, as shown in [13], the satisfaction condition holds and therefore these
ingredients constitute an institution in the sense of Goguen and Burstall [6]:

Theorem 1 (Satisfaction condition). For any signature morphism
A—"= A € SignDl, model M’ € Mole(A’) and sentence ¢ € SenDl(A),
we have

Mod® ()(M') = ¢ iff M' = Sen®' (o) ().
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2.2 D! -Logic

In the observational variant of D, called DY, [12], the signature category and the
sentences are the same as in D'. Models are also the same, but model morphisms
and the satisfaction relation are different. Both make use of the observational
equality of states, denoted by ~aq for any A-model M. For M = (W, wyg, R),
observational equality w ~a v holds for two states w,v € W if there exists a
bisimulation relation B C W x W such that (w,v) € B.

Definition 4 (Observational morphisms). Let M = (W, wq, R) and M’ =
(W' wi, R') be two A-models. An observational morphism h : M — M’ is a
relation h CW x W’ containing (wo,wy) such that the following conditions are
satisfied:

1. For anya € A, w,v € W,w' € W’ such that (w,w') € h:
if (w,v) € Ry, then there is a v’ € W' such that (w',v") € Rl and (v,v") € h.
2. For any w,v € W,w',v" € W’ such that (w,w’) € h and (v,v") € h:
if w e~ v, then w' ~pp v
3. For any w,v € W,w' € W' such that (w,w') € h:
if w~pa v, then (v,w') € h.
4. For any w € W,w',v" € W' such that (w,w') € h:
if w ~pa v, then (w,v') € h.

A novelty of this model category is that isomorphism corresponds to bisim-
ulation equivalence of models (see [12]). The observational satisfaction relation
M, g,w = ¢ is defined exactly as |= with the exception of the satisfaction for
variables which relaxes their interpretation up to observational equality, i.e., for
any valuation ¢g and state w,

M, g.w r i g(x) ~pqw 3)

These two adjustments on D' ensure that D} has the Hennessy-Milner prop-
erty: Modal invariance holds w.r.t. =. and two image-finite models satisfying
w.r.t. =~ the same sentences are bisimulation equivalent; see [12]. However, as
illustrated in Sect. 1.1, the satisfaction condition does not hold in DY, i.e. D} is
not an institution.

3 Behavioural Institution

To get a behavioural institution we use the ideas of Misiak [15] who has studied
institutions with behavioural semantics in arbitrary logical systems with concrete
model categories. More specifically, our model categories will contain as objects
A-models, i.e. transition systems with labels from A. The behavioural semantics
introduced in this section is not committed to the observational equality but,
following Misiak’s idea, to an arbitrary family of equivalence relations, called
behavioural structure. It should however be pointed out that, in contrast to
Misiak’s approach, we can define an explicit satisfaction relation here due to the
specific model category of labeled transition systems.
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Definition 5. A behavioural structure for a set of actions A, i.e. A € SignDl ,

is a family ~ = (zM)MGMole (4) of equivalence relations =~y € W x W.

Definition 6 (Behavioural signatures and their morphisms). A behav-

ioural signature is a pair (A,~) where A € Sign®" is a set of actions and ~
is a behavioural structure for A. Given two behavioural signatures (A,~) and

(A’,~"), a behavioural signature morphism (A,~) —2— (A’,~') is a function

o:A— A such that for any M' € Mole(A’), we have = av),)= (R )lo-

Lemma 1. The behavioural signatures with respective morphisms define a cat-
egory. This category will be denoted by Sign®.

For each behavioural signature (A, a2), sentences are given by A-sentences as
before. The equivalences &4 used in a behavioural signature (A4, ~) need not to
be congruence relations for all A-models M. Following Misiak’s approach, in the
new behavioural model category over a signature (A, ~) only those A-models M
are admitted as (A, ~)-models, for which a4 is a congruence relation.

Definition 7 ((A,~)-Models and their morphisms). An A-model M €
Mod?"* (A) is an (A, ~)-model if =\ is a congruence, in the following sense: for any
a € Aandw,w',v €W, ifw iy vand (w,w') € Ry, then there is av' € W such
that (v,v") € R, and w' =pq v'. The morphisms between (A, =)-models are like
observational model morphisms in Definition 4, but observational equalities ~ pq
are replaced by the congruences = for each (A, =)-model M.

Lemma 2. The class of (A, =)-models with their respective morphisms define a
category. This category will be denoted by ModB(A, ~2).

The next lemma shows that the reduct functor for models in Mod?" (A)
leads to a reduct functor for models in Mod” (A, =). This is important to get an
institution. It follows from the definition of behavioural signature morphisms.

Lemma 3. Let 0 : (A,~) — (A',x') € Sign® be a behavioural signature mor-
phism and M’ an (A’,~")-model. Then, the A-model M|, is an (A,=)-model.

Proof. We have to prove that x|, is a congruence in M’|,. Let us suppose
w,w’,v € W'|; such that w &),y w' and (w,v) € (R'|s)a = R ). Since o
is a behavioural signature morphism we have that ~y¢|,)= (=y()|s. Hence,
we have

w
(R,ld)aJ/
v

where (1) holds since =/, is a congruence in M’ and (2) holds, since v' € W’
is accessible by Ry(q), thus v" € W[, and by the definition of R’|,.

R

g

w'
g / ,
JveW , Boa)

S—¢

w
, 2
Ra(a) g (R/lo)al (Rllo)a
v

<

’
M/
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As a consequence of the last lemma, we can use again the construction of
reducts |, to define a models functor Mod? : (Sign®)°P — Cat similarly as done
for D' in Sect. 2.1.

Definition 8 (Behavioural satisfaction =4 ~)). Let M be an (A, =)-model,
w € W and g : X — W a valuation. The behavioural satisfaction of an A-
formula ¢ in state w of M w.r.t. valuation g, denoted by M, g,w Fa~) ¢, is
defined analogously to the satisfaction relation |= in Sect. 2.1, with the exception
of M, g,w [F(a~)  iff g(x) = w. For A-sentences ¢ valuations are irrelevant

and we define M =4~y ¢, if M,wo Feax) @

The next theorem is the key to get the satisfaction relation. It relies on the
definition of behavioural signature morphisms.

Theorem 2. Let 0 : (A,x) — (A',~') be a signature morphism and M’ =
(W', wh, R') € Mod® (A", &"). Then, for any w € W'|,(C W'), for any valuation
g: X — W\, and for any A-formula ¢,

MOdB(U)(M/),g,U} ':(A,%) ¥ Zﬁ Ml).gaw ):(A’,%’) &(%0)

Proof. The proof is done by induction on the structure of formulas. We consider
below atomic formulas z, | z.¢ and (a)¢. Actually, cases (a)p and [a]p are
proved similarly, and the remaining cases are trivial.

In the sequel we denote Mod? (¢)(M') by M.

Case z:
M, g, w FEax) ©
& { Ean~) det.} w ), g(x)
w = g(x) e {Fuww) def}
N { ~m=EFw)lo} M g0 Eu ) @
w (R )|o 9(x) & {odef}
& { wg) e W and by |o def. }| M, g,w a0 6(2)

Case | z.p:
M, g, w ':(A,z)l z.p
& {Fuanx def} & {Fuwr) def}
Mag[x = w],w ):(A,z) ¥ M/7gaw ):(A’,z’)l m&(cp)
& { LH.} & { 6 def.}

M glz = ww =~y 6(0)] Mg, wEu sy 6(L2.9)
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Case {(a)p:

M, g, 0 Fax) ()9
& { B def}

M, g,v F(a ) @ for some v € W', A { Far~) def}

such that (w,v) € (R'|s)a M g, w0 FEar xy (0(a))d(p)
= { step () + LH.} & { & def.}

M, g,v Ear ) () for some v e W/ M/, g,w F(ar ) 6((00))

such that (w,v) € R,

For the step (x) we just have to observe that for any action o € Act(A), R'|, =
‘R%(a N(W’|,)?. This can be easily seen by induction on the structure of actions:
The property holds by definition for basic actions a € A. We consider below
sequential composition of actions («;a’); the remaining cases follow a similar
argument. So, we have Ry.or = Ry Ry =11 (R%(a)ﬁ(W’L;)Q)-(R’?(a)ﬂ(W’L,)Q)
Hence,
(0,0) € (B(a) N (W'[5)?) - (Biay N (W]4)?)
= { - def.}

(32)((w, 2) € (Rp(oy N (W'|0)*) A (2,0) € (Bizary N (W]6)?))
= { - def. + rewriting }
(Hz)((w,z) € (Ri(ay N (2,0) € Ryon) A
( (w’ 0)2 A(z,v) € (Wlla)Q))

=4 { - def. + rewriting }
(w,v) € (Ray * Bisan)) N (W']e)? - (W']5)?)
= { N monotonicity (since (W'|,)?- (W’'|5)? C (W|5)?) + & def.}
( ) ( o(a;a’))m(Wl|U)
Therefore Rosar € Ry (.01 N (W'|5)?. For the converse direction:
a(a al) N (W ‘ )
= { @ defn + actions interpretation} (Ro - Roy) N (W' |5)?
(Ro(a) * Bian) N (W]6)? = {Ra,Rs C(W'|5)*}
C { -,N distributivity} Ro - Ry
(R () N (W']o )?) - (R! oy N (W'[o) NNW )| = { actions int.}
=  {1LH} Revar
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Corollary 1 (Satisfaction condition). Let o : (A,=) — (4',~') be a sig-
nature morphism and M’ = (W', wj, R') € Mod®(A’,~"). Then, for any A-
sentence @, we have Mod® (o)(M’) Eas ¢ iff M~ Sen” (o) ()

Proof. This proof follows directly from Theorem 2: the satisfaction of sentences
does not depend on the valuations (all the variables are bound and hence, their
interpretation is determined by the model). Thus, for any state w € W'|,(C W)
we have Mod?(a)(M'), w Fax ¢ iff Miw Ea Sen” (o) (). More-
over, whl, = wj. Hence Mod”(a)(M'), whls Eany ¢ iff M wh Eiar~n
Sen” (0) (i), i.e., Mod® () (M) (amy ¢ ff M’ = (ar ) Sen® () ().

With the last corollary we have all ingredients to define the behavioural
mstitution:

Theorem 3. The tuple B = (SignB,SenDl,ModB,(|:(A7%))((A7%)E|Sign3|)) is
an institution.

4 Black-Box Functor

The black-box view of an (A,~)-model M is an A-model that represents the
behaviour of M from the user’s point of view. This model that collapses every-
thing that is identified by & x4, abstracting distinctions between states related by
~ A, is build via quotient construction. In this section we extend this construc-
tion to a full and faithful functor that maps each (A, ~)-model into (an A-model
representing) its black-box view. Finally we show that this functor preserves and
reflects satisfaction of sentences.

Definition 9. Let M = (W,wp,R) be an (A,=)-model. The quotient of
M, denoted by M/ =pq, is the A-model (W/ =, [wolan, R/ ~am), where
W/mpm= {[w]aylw € W} with [w]x,, = {w' € Wjw mpm w'} and (R/=pm)q =

{([Wlapes [Vmpg) | there ezist w' € [w]x,, and v € [V]x,, s-t. (w,v) € Ry}

Remark 1. For any a € A and w,v € W, if ([w]a s [V]an) € (R/~M)a then
there exists ¢ € [v] such that (w,?) € R,. This follows from the (zig) property
of ~ . This fact can be generalised to composed actions o € Act(A).

Definition 10. The Black Box map is defined as the pair of maps BB =
(BBovj, BBhom) where BBgy; : |ModB(A,%)| — |Mole(A)| is a function
defined for each M € MOdB(A, ~) by BBopj(M) = M/ =p; and BBhrom -
Hom(M,M") — Hom(BB(M),BB(M’)) a function mapping each morphism
h: M — M to the relation BB h C W/ x W' /xp defined by BB h =
{([Wlx s [W]x )| there are v € [w]x V" € [W]x,, such that (v,v') € h}. As
usual, we omit in the sequel the subscripts in BB.

Theorem 4. Black boz is a functor BB : Mod® (4, ~) — Mod?" (A).
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Proof. Let us firstly observe that BB h is a morphism in ModP' (A). According
to Definition 1, we have to show that (i) it is a function and (ii) that it preserve
transitions. In order to see (i), let us suppose ([w]x,,,[w']~,,) € BBh and
([wlxpgs W%, ) € BBh. By BBh definition we have that (w,w’) € h and
(w,w") € h. Since h is an observational morphism, we have by 2 of Definition 4
that w’ ~ ¢ w”, and hence, (W]~ ,,, = W]~ >

In order to see (ii), let us suppose, for a given [wlx,,, V]~ € W/ =,
that ([w]x,, [W']x,,) € BBh and ([w]x ., [V]xn) € (R/~A)a- By definition
of BBh and of R/~ u, we have that (w,w’) € h and (w,v) € R,. Moreover,
since h is a morphism we have by 1 of Definition 4 that there is a v’ € W' such
that (v,v') € h and (w',v") € R,,. Thus ([w']x,,,, [V]~,.) € (R'/~m)a and
([U]%M’ [U/]QM/) € BBh.

Then, in order to be a functor we have also to see that, for any two morphisms

M~ My " M BB R-BB K = BB h- 1. Then,

([w]zj\/ﬁ [w”]zM//) E BB h * BB h/
= { relational composition}
El[wl]z_//\/ﬂ ([w]NMa [w/]%M,) S BB h

and ([w']x,,., [w"]~,,.) € BB K
& {Step (a)}

', (w,w’) € h and (w',w") € b’
= { relational composition}
(w,w’y e h-n
< { Step (b)}
(wlsis [0"]m,,) € BB B W

Step (a): implication =: by definition of BB we have that there are w €
[W]xpy, " € [W']x,, and @" € [w"]x,, such that (w,@") € h and (@', w") € h'.
But we have also that @ ~px w, @ ~pnp¢ w' and @"” ~p w”. The implication
follows by 3 and 4 of Definition4 of the morphism h. Definition of BB entails
the implication <. Justification of Step (b) is analogous. Moreover, BB1y =

{([wlxnes Wr) (W, v) € T} = {([wlx s [v]xp0)) [0 =t v} = 1s5001)-
Given a model M € Mod? (A, ~), BB(M) is called black box view of M.
Theorem 5. The functor BB is full.

Proof. Let us prove that BB is full, i.e. that for any morphism &k : BB(M) —
BB(M’) there is an observational morphism h : M — M’ such that k = BB h.
Let us consider the relation h € W x W' = {(v,v")|([w]xp; [W']x,, ) € K,
v € [w]iy,v € [w]i,,} It is enough to prove that h is an observational
morphism. Let us check the conditions of Definition 4: In order to see the condi-
tion 1: by assuming (v,7) € R, and (v,v’) € h, we have by definitions of h and
R/~ that

2 For sake of uniformity, we still use along the section the relational notation to present
this function, i.e. we use (w,w’) € BBh to represent BBh(w) = w'.
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RA A (Brse i
[V]~pq e [T~ (U]~ (% v n r
kJ/ k is a morphism kl l v/ G[r J{ J/k
/ ! 7 z , — r'
V'] Al Ra
Conditions 2, 3 and 4 follow trivially, since v &~ 7 implies that [v]~,, = [F]a -

Theorem 6. The functor BB is faithful.

Proof. We have to show that, for any observational morphisms h, ' : M — M/,
BB h = BB 1L implies h = h'. In view of contradiction, let us suppose that BBh =
BB and h # h'. Then, there is a pair (w, w’) such that (w,w’) € hand (w,w') &
h' (or vice-versa). By BB definition we have ([w]x,,, [w]~,, ) € BB (= BBh).
Hence, there is an r € [w]x,, and 7' € [w']x,,, such that (r,7’) € A’. Since
r ~p w and A’ is a morphism, we have by 3 of Definition4 that (w,r’) € h'.
Moreover, since 1’ &z w’, we have by 4 of Definition4 that (w,w’) € b/, what
contradicts our initial assumption. Therefore h = h'.

Theorem 7. Let M € Mod? (A, ~) be a model. Then,
Miso, M iff M/z=p iso M [mpq .

Proof. Implication ‘=’ holds since BB is a functor. Implication ‘<=’ is entailed
because BB is a full and faithful functor

In the remainder of this section we show that the functor BB preserves and
reflects satisfaction. This result is a simple generalisation of Theorem 5 in [12].

Theorem 8. For any model M € Mod? (A, =) and for any A-sentence ¢,

M Eux) ¢ iff M/=mlE @ (4)

Proof. For the proof we show, more generally, that for any w € W valuation
g: X — W and A-formula ¢,

Mmg?w ):(A,%) ¥ iff M/%M7g/z/\/l7 [w]zM ': ¥

where g/~p: X — W is defined by (g/~nm)(x) = [9(2)]~ - The proof can be
performed by induction over the structure of A-formulas. For the base formulas
p = x, we have:

Mang |:(A,%) z
< { Ban) def.} [9(@)]xpn = [W]aaa

]
9(w) Hpm w < { 9@~ = (g/~m)(z
= { equivalence classes def.} M/2pm, g/= M, W, E T
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For the case ¢ = (a)¢, we have:

M, g,w Fax) (@)
< {Fun def}

there exists v € W with (w,v) € Ry and M, g,v Fax) ¢
& { step x }

there exists [v']~,, € W/mar with

([Wlxre: [V]xnd) € (R/BpM)a and M/mp, g/~ [V E ¢
& { & def.}

M/maM, 9/Rm; W] p = (@)

Step *: The direction “=" is trivial using v = v and the Induction Hypothesis.
For the direction “<” assume ([w]x,,, [V]~an) € (R/ =)o for some v'. By
Remark 1 we know that there exists ¢ € [v']x,, such that (w,?) € R,. From
M/ 2p, 9/ =, [V E ¢ it follows that M/~ g/ =M, [0~ E ¢ (since
[0]xp = [V']xr)- By Ind. Hyp. we get M, g,0 F(a~) ¢. Since (w,9) € Ry, we
have M, g,w F(a~) ().

The remaining cases are straightforward.

5 Institution of Crucial Actions

This section introduces the “Logic of Crucial Actions”. We show that this logic
is a specific institution of observational dynamic logic with binders, inheriting
the whole theory developed in the previous sections. The crucial idea to do this
is to define signatures and signature morphisms syntactically and to relate them
to behavioural signatures and behavioural signature morphisms as considered
in Sect.3. An important extra ingredient is that the restriction of A-models to
those on which the given equivalences are congruences will yield, in the case of
crucial actions signatures, exactly observational equalities. Thus, by applying the
results of Sect. 3, we have recovered the satisfaction condition for the satisfaction
relation = used in D!, since signatures with crucial actions have less models
than in DY .

Definition 11 (Crucial actions signatures and morphisms). 4 crucial
actions signature is a pair (A,C) where A is a set of actions, and C C A is a
set of crucial actions. Given two crucial actions signatures (A,C) and (A',C"),
a crucial actions signature morphism o : (4,C) — (A’,C") is a function o :
A — A’ such that o[C] = C".

Lemma 4. Crucial action signatures with their morphisms define a category.
This category will be denoted by Sign®".
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Sentences of this logic are the same as in D} and in D'. The sentences functor

Sen®” : Sign“” — Set is defined as Sen®" by forgetting the second component
of the signatures. Now, we define a variant of bisimulation on A-models which
takes into account only crucial actions in C. In the particular case where C' = A
we get the usual notion of (strong) bisimulation.

Definition 12 (Crucial actions bisimulation). Let (A4,C) be a crucial
actions signature and let M = (W, wo, R) be an A-model. An (A, C)-bisimulation
on M = (W,wo, R) is a relation B C W x W such that (wo,wp) € B and

(zig) For any c € C, w,v,w’ € W such that (w,w’) € B, if (w,v) € R, then
there is a v' € W such that (w',v") € R, and (v,v") € B.

(zag) For any c € C, w,v,v" € W such that (w,w’) € B, if (w',v") € R., then
there is a v € W such that (w,v) € R. and (v,v") € B.

Definition 13 ((A4, C)-Equality). Let (A,C) be a crucial actions signature.
For any A-model M the (A, C)-equality on M is the relation ~§, C W x W
such that, for any w,w’, w ~$; w' iff there is an (A, C)-bisimulation B in M
such that (w,w’) € B.

Lemma 5. The family ~“= (~%)) is a behavioural structure.

MEModP* (A)
Proof. For any A-model M, the (A4, C)-equality ~§, is an equivalence relation.

Given a crucial actions signature (A, (), we consider, along the lines of
Sect. 3, only those A-models M as admissible (A,C)-models, for which the
(A4, C)-equality N%A is a congruence.

Definition 14 ((A, C)-Models). A model M € Mole(A) is an (A, C)-model
if N/C\,l is a congruence relation on M.

Ezample 1. Let A’ = {a,b} and C' = {a}. The A’-model M’ of Fig.2 is not
an (A’, C")-model since we have w}y ~§y, w; and (w),w}) € R, but action b is
not enabled in w}. Now, consider the A’-model M” in Fig. 3. It is obviously an
({a, b}, {a})-model.

The important point to link the current notions b b
to the observational equality ~ 4 considered in D} m a ﬂ

.. —
is given by the next lemma. M w)
=

w
Lemma 6. Let M be an A-model. M is an (A, C)-

model if, and only if, the (4,C)-equality on M  Fig.3. ({a,b}, {a})-model
coincides with the observational equality ~aq, t.€.

c _

Proof. The implication “<” is easy since the observational equality ~ a4 is
trivially a congruence relation and so is ~§; by assumption. For the implica-
tion “=" we have to prove that ~y; = N/C\'A, The inclusion ~pq C N/C\'/l is
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obvious - we have the bisimulation properties assured for all actions of A and
hence also for all actions of C. For the converse inclusion, we observe that for
any congruence = in M, wy = wy (any congruence is an equivalence relation).
Moreover, by definition, it satisfies (zig) and, because of its symmetry (any con-
gruence is an equivalence relation), (zag) also holds. Therefore any congruence
= in M is a bisimulation in M. Thus, since val is a congruence and by bisim-
ulation equivalence definition, we have ~§; C ~ .

Ezample 2. Consider again the A’-models M’ and M" of the previous example.
Actually, we have that the observational equality ~ 4 is the identity of states in
M’ while the crucial actions equality NJCVII, identifies all states of M’. Due to the
previous lemma, this shows again that M’ is not an (A’, C’)-model. Considering
M” however, we have ~ v = N%,, since the execution of action b does not
distinguish more elements than distinguished by a.

For each crucial actions signature (A,C) we have the category of models
Mod“"(A,C) = Mod?(A,~C). Next we show that crucial actions signature
morphisms are behavioural signature morphisms in the sense of Definition 6.

Lemma 7. Let o : (A,C) — (A, C") be a crucial actions signature morphism
and M’ be an (A’,C")-model. Then, N(C/Wla) = (~%)lo-

Proof. Let us suppose w N(CM’IU) w’. Then, there is an (A, C)-bisimulation B C
W x W'|g such that (w,w') € B. Since for any ¢ € C, (R'|s)c = R, and
o[C] = C’, the relation B is also an (A’, C’)-bisimulation and, hence w NJC\,;, w'.
Moreover, (w,w’) € (W|,)?. Hence w( ~S 0 (W'g)H)w', ie., w(~Fp)|ow'.
Let us suppose w( N%/ N(W'|s)?)w'. Let B' C W x W’ be an (4',C’)-
bisimulation containing w and w’ (its existence is assured by w N%, w’). Again,
since for any ¢ € C, (R/|,). = R;(C), and o[C] = C’, we have that B’ satisfies
the conditions of (A, C’)-bisimulation. We have also that W’|, is closed by A-
actions. Hence, B’ N (W’|,)? is an (A, C)-bisimulation. Therefore w N(CM’IU) w'.

As a direct consequence of this lemma we have the following result:

Corollary 2. Let o : A — A’ be a function. If 0 : (A,C) — (A',C") is a cru-
cial actions signature morphism, then o : (A, ~%) — (A, ~") is a behavioural
stgnature morphism.

As a consequence of the last corollary and Lemma3 we get the functor
Mod®" : (Sign®")? — Cat. Next, by taking F(a,c) as the satisfaction rela-
tion [=(4,~c) and instantiating Corollary 1 we have:

Corollary 3 (Satisfaction condition for logic of crucial actions). Let
o:(AC) — (A,C) be a crucial actions signature morphism and M’ be an
(A, C")-model. Then, for any A-sentence v, we have

Mod“" (0)(M') acy ¢ iff M’ = (ar,cry Sen (0) ()
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Theorem 9 (Crucial actions institution). The tuple Cr = (Signcr7 Sen®",
Mod®", ():(A,C))(A,C)QSignCﬂ) is an institution.

Remark 2. As a consequence of Lemma 6 the satisfaction relation |=(4 ) coin-
cides with the observational satisfaction relation =~ (see Sect.2.2) if we use it
just for (4, C)-models.

Ezample 3. Coming back to the example considered in Sect. 1 we want to empha-
sise that the problem considered there does not apply anymore, if we consider the
crucial actions signature morphism o : ({a},{a}) — ({a,b},{a}) with o(a) = a.
Then, the structure M’ in Fig.2 is not an ({a,b},{a})-model, as explained
above, and therefore the reduct w.r.t. o is not meaningful in the crucial actions
institution. The situation is different, however, if we consider the model M" of
Fig. 3 whose reduct w.r.t. o is just the model M of Fig. 2. In this case we have
M" =] z{a)z and M |=.| z.{a)z; see Remark 2.

According to the results of Sect. 4 we get for free the black-box functor map-
ping (A,C)-models to A-models by constructing quotients w.r.t. the (A,C)-
equalities N?A' In particular, we can instantiate Theorem 8:

Corollary 4. For any (A, C)-model M and for any A-formula ¢,

M E(ac) ¢ iff M/~% = .

6 Conclusion and Future Work

The observational logic with binders D! was suggested in [13] as a suitable for-
malism to develop reactive systems. This research was pursued in [12] with the
introduction of an alternative semantics for D}, endowing it with modal invari-
ance. However, with this accommodation, the satisfaction condition was lost, i.e.
unlike the original D!, this new logic is not an institution. The present paper
works on this handicap. As done in the context of the observational semantics
(see [15]) we adopted behavioural structures - families of equivalence relations
on the states of each model - as behavioural interpretations of the equalities on
the states. Then, by adjusting the morphisms of the category of signatures (as
done in [3,7,15]) the (standard) reduct works properly to assure the satisfaction
condition. Under this abstract setting, the black-box functor was defined and the
relation between the strict satisfaction of D' and the observational ones of D}
was established. Finally, an interesting instantiation of this generic institution
was presented - the Crucial Actions Institution.

These efforts on the parametrization of the logic with generic observational
structures (i), as well on the adjustment of D%, to recover the institutional nature
of D! (ii) would be worthy explored in the future. Concerning the direction (i),
we are looking for a specific observational structure (maybe combined with some
slight adaptations of D}) to deal with (internal) 7-transitions (e.g. [9,14]). More-
over, in analogy with what was done in [3] we intend to define an institutional
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encoding, in sense of [17], from D}, to D!. This could provide useful tool support
for D!, borrowed from D' - a calculus for D! was already suggested in a journal
extended version of [13] (currently in revision process). On the direction (ii),
it would be interesting to explore the ‘once and for all’ techniques and results
established for generic institutions. In this view, the use and characterisation of
the Casl-in-the-large specification constructors [1] in D}, specifications, as well
as the integration of these institutions in HETS [16], could provide appropriate
conditions to make DY (and D!) an effective formal method for reactive systems
development.

Acknowledgement. We would like to thank the anonymous reviewers of this paper
for their careful reviews with many useful comments and suggestions.
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Abstract. We continue the study of Capretta’s delay monad as a means
of introducing non-termination from iteration into Martin-Lof type the-
ory. In particular, we explain in what sense this monad provides a canon-
ical solution. We discuss a class of monads that we call w-complete
pointed classifying monads. These are monads whose Kleisli category
is an w-complete pointed restriction category where pure maps are total.
All such monads support non-termination from iteration: this is because
restriction categories are a general framework for partiality; the presence
of an w-join operation on homsets equips a restriction category with a
uniform iteration operator. We show that the delay monad, when quo-
tiented by weak bisimilarity, is the initial w-complete pointed classifying
monad in our type-theoretic setting. This universal property singles it
out from among other examples of such monads.

1 Introduction

The delay datatype was introduced by Capretta [4] in order to facilitate the
definition of non-terminating functions in type theory and has been used as
such by several authors, see, e.g., Danielsson’s work [10] for an application to
operational semantics or Benton et al.’s work [2] on domain theory in type theory.
Inhabitants of the delay datatype are “delayed values”, called computations
throughout this paper. They can be non-terminating and not return a value at
all. Often, one is only interested in termination of computations and not the exact
computation time. Identifying computations that only differ by finite amounts
of delay corresponds to quotienting the delay datatype by termination-sensitive
weak bisimilarity. In earlier work [5], we showed that the monad structure of
the delay datatype is preserved under quotienting by weak bisimilarity in an
extension of type theory with inductive-like quotient types & la Hofmann [14],
proposition extensionality and the axiom of countable choice.

It is common in the type-theoretic programming community to say that the
quotiented delay monad is useful for “modeling partial functions” or “introduc-
ing non-termination as an effect” in type theory. In this paper, we explain in what
sense exactly this monad meets these aims. To do so, we introduce the notion of
w-complete pointed classifying monad. Such a monad is first of all a “monad for
partiality”, in that its Kleisli category is a restriction category where pure maps
are total. Cockett and Lack [8] have termed such monads classifying monads;
© Springer International Publishing AG 2017
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the restriction categories of Cockett and Lack [7] are an axiomatic approach to
partiality where every partial function is required to define a partial endofunc-
tion on its domain, the corresponding partial identity function, meeting certain
equational conditions. Moreover, an w-complete pointed classifying monad is a
“monad for non-termination”, in that its Kleisli category is wCPPO-enriched
wrt. the “less defined than” order on homsets induced by the restriction oper-
ation. In other words, the Kleisli category is an w-complete pointed restriction
category (in a sense that is analogous to finite-join restriction categories [13]).

We show that the quotiented delay datatype possesses an w-complete pointed
classifying monad structure. To this end, we first prove that the quotiented
delay datatype delivers free w-complete pointed partial orders. From this, we
further prove that the quotiented delay datatype is the initial w-complete pointed
classifying monad. Intuitively, this tells us that the Kleisli category of this monad
is the minimal setting in Martin-Lof type theory for non-terminating functions.

The initiality result is only interesting, if the category of w-complete pointed
classifying monads contains at least some other interesting examples. We show
that the datatype of “values on conditions” also possesses an w-complete pointed
classifying monad structure and observe that it is not isomorphic to the quo-
tiented delay monad.

Throughout the paper, we reason constructively, in type theory. The maybe
monad is therefore a classifying monad, but not an w-complete pointed classi-
fying monad. Classically, both the delay monad and the conditional monad are
isomorphic to the maybe monad and thus just complications of something that
can be expressed much simpler. But constructively they are very different.

The paper is organized as follows. In Sect. 2, we define w-complete pointed
classifying monads and prove some properties about them. In Sect. 3, we intro-
duce the delay monad and weak bisimilarity. In Sect.4, we quotient the delay
monad by weak bisimilarity and we show that the resulting monad is a clas-
sifying monad. In Sect. 5, we construct an alternative monad structure on the
delay datatype, which makes it an almost-classifying monad. In Sect. 6, we prove
that the quotiented delay datatype is the initial w-complete pointed classifying
monad. In Sect. 7, we present some other examples of w-complete pointed clas-
sifying monads. Finally, in Sect. 8, we draw some conclusions and discuss future
work.

Our discussion on w-complete pointed classifying monads applies to general
categories. The discussion of the delay monad is carried out for Set; generalizing
it is future work. We reiterate that we only accept constructive reasoning.

We have fully formalized the development of the paper in the dependently
typed programming language Agda [16]. The code is available at http://cs.ioc.ee/
~niccolo/omegacpcm/. It uses Agda version 2.4.2.3 and Agda standard library
version 0.9.

The Type-Theoretical Framework. Our work is settled in Martin-Lof type theory
extended with the following extensional concepts: function extensionality (point-
wise equal functions are equal), proposition extensionality (logically equivalent
propositions are equal) and inductive-like quotient types & la Hofmann [14].
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Equivalently, we could work in homotopy type theory, where function and
proposition extensionality are consequences of the univalence axiom and quo-
tient types are definable as higher inductive types. Remember that a type is a
proposition when every two of its inhabitants are equal.

We assume uniqueness of identity proofs, which corresponds to working with
O-truncated types in homotopy type theory. We also assume that strongly bisim-
ilar coinductive data are equal.

We write = for definitional equality and = for propositional equality (the
identity type).

We review quotient types. Let X be a type and R an equivalence relation on
X. Given another type Y, we say that a function f : X — Y is R-compatible
(or simply compatible, when the equivalence relation is clear from the context)
if 1 Rxo implies fx1 = fx2. The notion of R-compatibility extends straight-
forwardly to dependent functions. The quotient of X by R is described by the
following data:

(i) a carrier type X/R;
(ii) a R-compatible map [] : X — X/R;
(iii) a dependent eliminator: for every family of types Y : X/R — U and
R-compatible function f : [[,. Y [z], there exists a function lift f :
[I,.x/r Y q such that lift f [z] = fx for all z : X.

We postulate the existence of the above data for all X and R.

2 w-Complete Pointed Classifying Monads

In this section, we introduce our monads for non-termination. We call them
w-complete pointed classifying monads. Their definition is built on Cockett and
Lack’s restriction categories and classifying monads [7,8] and Cockett and Guo’s
finite-join restriction categories [13]. Throughout this section, we work in a fixed
base category C.

2.1 Classifying Monads

First, some notation. Given a monad T' = (T, n, (—)*), we write KI(T") for its
Kleisli category. We write g ¢ f for the composition g* o f of g and f in KI(T).

Definition 1. We call a monad T' an almost-classifying monad, if there exists

an operation
f: X —=>TY

f:X—-TX
called restriction, subject to the following conditions:

CM1 fof=f foral f: X —TY
CM2 gof=fog,forall f: X —>TY andg: X -TZ
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CM3 gof=gof,forall f: X -TY andg: X - TZ
CM4 gof=fogof,forall f: X ->TY andg:Y —-TZ
CMS5 nyof=nx,forall f: X -Y.

We call it a classifying monad, if it also satisfies
CM6 idTX = T77X~

In other words, T is an almost-classifying monad, if its Kleisli category K1(T')
is a restriction category (conditions CM1-CM4) in which pure maps are total
(condition CMS5). The restriction of a map f : X — TY should be thought of
as a “partial identity function” on X, a kind of a specification, in the form of
a map, of the “domain of definedness” of f (which need not be present in the
category as an object). A map f: X — TY is called total, if its restriction is
the identity function on X in K1(7), i.e., if f = nx.

The additional condition CM6 of a classifying monad was postulated by
Cockett and Lack in order to connect classifying monads and partial map
classifiers, or more generally, classified restriction categories and classified M-
categories (Theorem 3.6 of [8]), M-categories being Robinson and Rosolini’s
[17] framework for partiality. While it fulfills this purpose, this condition is very
restrictive for other purposes. First of all, it forbids a general monad T from
being a classifying monad whose Kleisli category has all maps total. Indeed,
define f = nx, for all f : X — TY. Then conditions CM1-CM5 trivially hold,
while condition CM6 is usually false, since generally idry = nrx # Tnx.

Notice that the condition CM1 is a consequence of CM4 and CMb5:

fof=fommvof Emvef Enyof=7

Definition 2. A classifying monad_morphism between classifying monads T’
and S, with restrictions (—) resp. (—), is a monad morphism o between the
underlying monads such that 6o f = oo f, for all f: X — TY.

(Almost) classifying monads and (almost) classifying monad morphisms form
categories.

An important class of classifying monads is given by the equational lifting
monads of Bucalo et al. [3]. Recall that a strong monad T', with left strength 4,
is called commutative, if the following diagram commutes:

TXXxTY — " L T(TX xY)
¢X,TY\L \Ldﬁgy
Viy

T(XxTY)——" > T(XxY)

Here ¢ = T'swap o 1 o swap is the right strength.
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Definition 3. An equational lifting monad is a commutative monad making the
following diagram commute:

TX TX x TX (1)
TA\L \LwTX,X
T(X x X) — ) ppx « x)

Every equational lifting monad is canonically a classifying monad. Its restric-
tion operation is defined with the aid of the strength:

idx, f)

?: X ( Tfst

X xTY 2L (X x V) 2% s 1y

Notice that, in order to construct an almost-classifying monad, we can relax
condition (1) above and consider Cockett and Lack’s copy monads [9].

Definition 4. A copy monad is a commutative monad making the following
diagram commute:

TX TX xTX

TA\L i/ﬂ}Tx,x
"
T(X x X)~—"  T(TX x X)

Every equational lifting monad is a copy monad:
P orpo A=¢*oT(n,id)=(po(npxid)oA)* =(noA)*=TA

Every copy monad is canonically an almost-classifying monad. Its restriction
operation is defined as for an equational lifting monad.

2.2 w-Joins

The Kleisli category of a classifying monad is equipped with a partial order
called the restriction order: f < g if and only if f = go f. That is, f is less
defined than g, if f coincides with g on f’s domain of definedness. Notice that,
for all f: X — TY, we have f < ny.

Lemma 1. Given a classifying monad T':

(i) the ordering < makes KI(T) Poset-enriched, i.e., for all h : W — TX,
[,9: X =TY and k:Y —-TZ, if f <g, thenko foh<kogoh;
(ii) if f <g, then f <7, forall f,g: X —-TY.

Given a stream s : N — (X — TY'), we say that s is increasing (or a chain)
with respect to <, and we write islncr< s, if sn < s(n+1), for all n: N.
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Definition 5. A classifying monad T is a w-complete pointed classifying monad,
if there exist two operations

s:N— (X —>TY) islncr<s
lxy: X —=TY l]s: X = TY

satisfying the following conditions:

BOT1 Lxy < f,forall f: X =-TY

BOT2 J—Y,Z <>f = ijz, for all f X —=>TY

LUB1 sn <||s, for all n: N and increasing s : N — (X — TY)

LUB2 if sn <t forall n:N, then||s <t forallt: X — TY and increasing
$s:N—> (X —=TY)

LUB3 | |so f =[|(MAn.sno f), forall f: X — TY and increasing s : N —
Y —>T2).

Conditions BOT1, LUB1 and LUB2 state that every homset in KI(T) is a
w-complete pointed partial order, wcppo for short. Conditions BOT2 and LUB3
state that precomposition in K1(7T') is strict and continuous. It is actually possible
to prove that K1(T) is wCPPO-enriched. Moreover, the L and | | operations
interact well with restriction, as stated in the following lemma.

Lemma 2. Let T be an w-complete pointed classifying monad. Then the follow-
ing equalities hold:

BOT3 folxy=lxyz, foral f:Y —=TZ

BOTR J_va = J—X,X

LUB4 fo|]|s=|](An.fosn), forall f: Y — TZ and increasing s : N —
(X = 1Y)

LUBR | |s =] [(An.57), for all increasing s : N — (X — TY).

Notice that the right-hand sides of LUB3, LUB4 and LUBR are well defined,
i.e., the streams that the | | operation is applied to are chains, thanks to Lemma 1.

Definition 6. A w-complete pointed classifying monad morphism between w-
complete pointed classifying monads T and S is a classifying monad morphism
o between the underlying classifying monads such that co L = 1 and oo| |s =
L|(An.o o sm), for all increasing s : N — (X — TY).

In the definition above, the least upper bound | |[(An.o o sn) is well-defined,
since postcomposition with a classifying monad morphism is a monotone oper-
ation. In other words, for all f,¢g: X — TY with f < g, we have 0o f < o og.
w-complete pointed classifying monads and w-complete pointed classifying
monad morphisms form a category.
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2.3 Uniform Iteration

If a category is wCPPO-enriched, it has an iteration operator that is uniform
with respect to all maps. Given a monad 7" whose Kleisli category is wCPPO-
enriched, this means that we have an operation
[ X->TY+X)
fl: X ->1Y

satisfying the conditions

ITE1 fi=[ny,fflof, foral f: X — T(Y + X)

ITE2 goft = ([Tinlog, Tinronx]of), forall f: X - T(Y+X)andg:Y —TZ

ITE3 (T[idy x,inrjo f)f = (fD)f, forall f: X — T((Y + X) + X)

ITEU if foh = [Tinlony, Tinrony]og, then ffoh = gt forall f: X — T(Y+X),
9g: Z—->TY+Z)and h: Z - TX.

The standard definition of uniform iteration operator includes the dinatural-
ity axiom. Recently it has been discovered that the latter is derivable from the
other laws [11].

Concretely, the operation (—)T is defined as follows. Let f: X — T(Y + X).
We construct a stream s : N — (X — TY) by

s0=1Lxy s(n+1)=[y,snjof

The stream s is a chain, since the function Ag.[ny,g] ¢ f is order-preserving.
We define ff = | |s. That (—)! satisfies ITE1 is checked as follows. Clearly,
T <ny, filof, since sn < [ny, fi]o f, for all n : N. For the converse inequality
[y, f1]o f < f1, it is enough to notice that [y, | |s] o f = [|(An. [ny,sn] o f)
and that [ny,sn]o f < fT, for all n : N.

3 The Delay Monad

We now introduce Capretta’s delay monad, first the unquotiented version D and
then the quotient D..

From this section onward, we do not work with a general base category, but
specifically with Set only. As before, we only admit type-theoretical constructive
reasoning. We use the words ‘set” and ‘type’ interchangeably.

For a given type X, each element of D X is a possibly non-terminating “com-
putation” that returns a value of X, if and when it terminates. We define D X
as a coinductive type by the rules

c:DX
nowz : DX laterc: DX

(Here and in the following, single rule lines refer to an inductive definition, double
rule lines to a coinductive definition.) The non-terminating computation never
is corecursively defined as never = later never.
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Propositional equality is not suitable for coinductive types. We need different
notions of equality, namely strong and weak bisimilarity. Strong bisimilarity is
coinductively defined by the rules

C1 ~ Co

nowzx ~ nowx latercy ~ laterco

One cannot prove that strongly bisimilar computations are equal in intensional
Martin-Lof type theory. Therefore we postulate an inhabitant for ¢; ~ co —
c1 = co for all ¢1,c : D X.

Weak bisimilarity is defined in terms of convergence. The latter is a binary
relation between D X and X relating terminating computations to their values.
It is inductively defined by the rules

clx
nowx | x laterc | x

Two computations are considered weakly bisimilar, if they differ by a finite num-
ber of applications of the constructor later (from where it follows classically that
they either converge to equal values or diverge). Weak bisimilarity is defined
coinductively by the rules

alx clx C1 = C2
c1 &~ Coy later ¢; ~ laterco

The delay datatype D is a monad. The unit 5 is the constructor now, while the
Kleisli extension bind is corecursively defined as follows:

bind: (X - DY)—-DX —-DY
bind f (nowz) = fx
bind f (later ¢) = later (bind f ¢)

We denote by str: X x DY — D (X x Y) the strength operation of the monad
D (which it has uniquely, as any monad on Set).

Theorem 1. The delay datatype D is a commutative monad.

We do not know how to construct a non-trivial almost-classifying monad
structure on D. We believe that such a construction is impossible. In fact, notice
that D is not an equational lifting monad. Indeed, consider the computation ¢ =
later (now x). We have str (¢, ¢) % D{(now,id) ¢, since str (¢, c) ~ later (now (¢, x))
and D(now, id) ¢ ~ later (now (now z, z)).

In order to obtain an almost-classifying monad, we work with the following
modifications of the functor D.

(i) We identify weak bisimilar computations and work with the delay datatype
quotiented by weak bisimilarity, defined as Do X = D X/~. D does not
inherit the monad structure from D straightforwardly. A monad structure is
definable assuming the axiom of countable choice [5]. The quotiented delay
monad Dy is an equational lifting monad and therefore a classifying monad.
We show this in Sect. 4.
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(ii) We change the definition of the Kleisli extension. In this way we are able to
construct an almost-classifying monad structure on D without the need of
quotienting. We show this in Sect. 5.

4 The Quotiented Delay Monad

We know that D is a functor, since we can define Dy f = lift ([] o D f). It is
easy to show that the function [] o D f is compatible with ~. Unfortunately, in
the type theory we are working in, the functor D~ does not extend to a monad.
It is a pointed endofunctor, since we can define the unit as [_] o now. But we are
unable to define the multiplication. In order to overcome this obstacle, we assume
the aziom of countable choice. In our setting, this principle can be formulated
as follows: given a type X and an equivalence relation R on it, the following
isomorphism holds:

N—)X/R%(N—)X)/(N—)R)

where f(N — R)g = [[,.n (fn) R(gn). We refer to [5] for details on how to
exploit countable choice in order to construct a monad structure on the Dy and
for a detailed discussion on why we cannot perform the construction without
this additional principle.

Theorem 2. Assume countable choice. The quotiented delay datatype Dy is a
monad.

We call 715, the unit, bindy the Kleisli extension and stry, the strength oper-
ation of Dx.

The monad Dy is commutative, because D is commutative. Moreover, it is
an equational lifting monad.

Theorem 3. Assume countable choice. The monad D~ is an equational lifting
monad and therefore a classifying monad.

Proof. We need to prove str, (q,q) = Da(n~,id) g for all ¢ : Dy X. Using the
induction principle of quotients, it is sufficient to show that, for all ¢: D X, we
have stry, ([c], [¢]) = Da(n~,id) [¢]. Using the computation rule of quotients, we
have that stry ([c], [¢]) = [str ([¢], ¢)] and Dy (nx, id) [¢] = [D{nx, id) ¢]. Therefore
it is sufficient to show str ([¢],¢) ~ D(nx,id) ¢ for all z : D X. We prove this by
corecursion on c:

e if ¢ = now x, then both terms are equal to now ([now z], );

e if ¢ = laterc/, we have to show, after an application of the 2nd constructor
of strong bisimilarity, that str ([later ¢'],¢’) ~ D(nx,id) ¢/. This is true since
by corecursion we have str ([¢'], ¢') ~ D(nx,id) ¢ and we know [¢/] = [later ¢/].

O
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We continue the construction of an w-complete pointed classifying monad
structure on D5, and the proof that it is initial in Sect. 6. In the next section,
we show that the datatype D carries a monad structure different from the one
presented in Sect. 3. This structure makes D an almost-classifying monad already
before quotienting.

5 A Different Monad Structure on D

We show how to endow the type D with a copy monad structure without the
need of quotienting by weak bisimilarity. The unit is still now, but we change
the Kleisli extension. In order to have an easy description of this construction, it
is convenient to give an alternative presentation of the delay datatype. In fact,
the type D X is isomorphic to the type of increasing streams over X + 1 with
respect to the ordering <s on X + 1 defined by the rules:

inlr <gsinlx inrx <ginlx

So we define the type Ds X = > ., x ;1 [L..v 57 <s s(sucn). It is not difficult
to show that Dg X is isomorphic to D X.

Notice that the stream functor Stream X = N — X is a monad. The unit
returns a constant stream, while the Kleisli extension on a function f : X —
Stream Y and a stream s : Stream X returns the diagonal of the stream of streams
[f(s0),f(s1),f(s2),...]. The existence of a distributive law [x : (Stream X) +
1 — Stream (X + 1) between the stream monad and the maybe monad induces
a monad structure on the functor Streamy; X = Stream (X + 1). Concretely, its
unit and Kleisli extension can be described as follows:

ns : X — Streamy; X

nsxn =inlx

binds : (X — Stream ;1Y) — Stream; X — Stream ;Y
binds f sn = case sn of
inlz— fzn

inr* — inrx*

It is easy to see that ns x is increasing wrt. <s, for all z : X. Moreover, given
a function f : X — DsY and an increasing stream s : Stream; X, the stream
binds (fst o f) s is also increasing. Thus, Ds inherits the monad structure from
Stream_ .

Since the types Ds X and D X are isomorphic, we also described a monad
structure on D. Intuitively, the new Kleisli extension on D, that we call bindx,
acts on a function f : X — DY and a computation ¢ : DX as follows: if
¢ = never, then binds f ¢ = never; if ¢ | z, then binds fc = ¢ A fz, where the
operation A is corecursively defined with the help of the auxiliary operation A’:
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N:DX —-DY -D(X xY)
now x A’ now y = now (z,%)

now z A’ later c3 = later (nowz A’ ¢3)
later c; A" now y = later (¢; A’ now y)

later ¢; A’ later ca = later (¢1 A ¢3)

AN:DX—-DY —-DY
c1 Acg =Dsnd(c; A ca)

When applied to two computations later® (now z) and later” (nowy), the oper-
ation A returns later™>*™) (now ). Notice the difference between bind, and
the operation bind introduced in Sect.3. Given ¢ = later® (nowz) and fa =
later™ (now y), we have:

bind, f ¢ = later™>®m) (now y) bind f ¢ = later ™ (now y)

After quotienting by weak bisimilarity, the two monad structures on D lift, with
the aid of countable choice, to the same monad structure (Dx, 7, bindy).

Theorem 4. The monad (D, now,bind,) is a copy monad and therefore an
almost-classifying monad.

Proof. We need to prove that, for all ¢ : D X, we have costr? (stra (¢, ¢)) = DAc,
where str, and costr are the left and right strength operations associated to the
monad (D, now, bind,). It is not difficult to show that the functions costr, o stra
and DA are both propositionally equal to A’. O

6 D Is the Initial w-Complete Pointed Classifying
Monad

We move back to the construction of w-complete pointed classifying monad struc-
ture on D and initiality. First, we show that Dy X is the free wcppo on X.
6.1 D4 Delivers Free wcppos

Following [4], we introduce the following relation on D X:

caalx clx c1 C e c1 E e

c1 C ey laterc; C latercy  latercy C co

The type c¢1 C ¢y is inhabited not only if ¢; & co, but also when ¢; has some
(possibly infinitely many) laters more than cy. The relation C lifts to a relation
C~ on Do X, that makes the latter a pointed partial order, with [never] as least
element.
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We define a binary operation race on D X that returns the computation with
the least number of laters. If two computations ¢; and co converge simultaneously,
race cj co returns cj.

race:DX -DX —-DX
race (now ) ¢ = now x
race (later ¢) (now ) = now x

race (later ¢1) (later ¢cp) = later (race ¢; ¢2)

Notice that generally race ¢y co is not an upper bound of ¢; and ¢s, since the two
computations may converge to different values. The binary operation race can be
extended to an w-operation wrace. This operation constructs the first converging
element of a chain of computations. It is defined using the auxiliary operation
wrace’:

wrace’ : (N—-DX)—-N—-DX —-DX

wrace’ sn (now z) = now x

wrace’ sn (later ¢) = later (wrace’ s (sucn) (racec(sn)))

The operation wrace’, when applied to a chain s : N — D X, a number n : N
and a computation ¢ : D X, constructs the first converging element of the chain
s : N — DX, with s’ zero = ¢ and s’ (suck) = s (n + k). The operation wrace is
constructed by instantiating wrace’ with n = zero and ¢ = never. In this way we
have that the first converging element of s is the first converging element of &',

since never diverges.
wrace: (N—-DX)—-DX

wrace s = wrace’ s zero never

Generally wrace s is not an upper bound of s. But if s is a chain, then wrace s is
the join of s. The operation wrace, when restricted to chains, lifts, with the aid
of countable choice, to an operation wracey, on Dy X, which makes the latter a
wecppo.

Theorem 5. Assume countable choice. The functor D delivers wcppos.

Let (Y,<,L1,|]) be an weppo and f: X — Y a function. Every computation
over X defines a chain in Y.

cpt2chain, :DX - N—-Y
cpt2chaing(nowz) n = fx

cpt2chain  (later c) zero = L

cpt2chain (later ) (sucn) = cpt2chain; cn

Given a computation ¢ = later” (nowz) (if n = w, then ¢ = never), the chain
cpt2chain ¢ looks as follows:

1 ... L fx fzx fz
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Therefore it is possible to extend the function f to a function f: DX —Y,
f ¢ = [(cpt2chain; c). The function f is ~-compatible, and therefore it can be

lifted to a function of type Do X — Y, that we also name f This function is
a wcppo morphism and it is the unique such morphism making the following
diagram commute:

X————Da X

<<z -

Therefore D, X is the free wcppo over X.
Theorem 6. Assume countable choice. The functor D delivers free wcppos.

Recently, Altenkirch et al. [1] constructed a higher inductive-inductive type
that delivers free wcppos by definition without recourse to the axiom of count-
able choice. To prove that this datatype is isomorphic to the quotiented delay
datatype countable choice is again necessary.

6.2 w-Complete Pointed Classifying Monad Structure on D and
Initiality

We extend the order C, to functions in K1(Dy) in the usual pointwise way. Let
f,g: X — DaY, we say that f C ¢ if and only if, for all x : X, fox Cy gz.
(Notice that we use the same notation T, for functions as well). It is not difficult
to show that the order C, is equivalent to the order associated to the restriction
operator that we described in Sect. 2.2.

Lemma 3. For all f,g: X — DY, we have f Ty g if and only if f < g
(where < is the restriction order).

Theorem 7. Assume countable choice. The monad D is an w-complete pointed
classifying monad.

Proof. Let X and Y be two types. The bottom element of the homset X — DLY
is the constant map A_. [never]. Let s : N — (X — DY) be a chain wrt. <. We
define

|_|~s : X - DY

(|_|z5> x = wracey (An.snx)

where the stream An.snz is increasing wrt. T, which is the case thanks to
Lemma 3.

One should now verify that conditions BOT1, BOT2 and and LUB1-LUB3
are met. Conditions BOT1, LUB1 and LUB2 follow directly from Dy Y being a
weppo, as described in Sect. 6.1. Conditions BOT2 and LUB3 follow from bind.,
being a wcppo morphism between X — Do Y and Do, X — DL Y. O



The Delay Monad and Restriction Categories 45

Let T be an w-complete pointed almost-classifying monad. We already noted
that the type X — TY is an wcppo, for all types X and Y. In particular, every
type TX =21 — TX is a weppo. Explicitly, given z1,z9 : T X, we define z1 < xo
as Ak.x1 < As.x9. The bottom element of T'X is L; x *, while the join of a
chain s : N — T'X is | |(An. Ax. sn) *.

We show that there is a unique w-complete pointed almost-classifying monad
morphism between Dy, and T'. This characterizes the quotiented delay monad as
the universal monad of non-termination.

Theorem 8. Assume countable choice. Dy is the initial w-complete pointed
almost-classifying monad (and therefore also the initial w-complete pointed clas-
sifying monad).

Proof. Let T = (T,n,bind) be a w-complete pointed almost-classifying monad.
Since T'X is a weppo and we have a map nx : X — T X, there is a unique wcppo
morphism 7 between Do X and T'X such that 7 o 9., = 1. Therefore, we define

c: DX —-TX
c=1
First, we show that ¢ is a monad morphism:

— 0 0N~ =1 by the universal property of the free wcppo.

— Given f : X — DLY, we have ¢ o bindx f = bind (o o f) o o, because both
maps are wcppo morphisms between Dy X and TY and both maps are equal
to o o f when precomposed with 7.

Second, we show that o is an almost-classifying monad morphism. We have to
show that oo f = ;?)/f for all f: X — DLY. Notice that, forall x : 1 — X, we
have:

cofox = aoD%xomnéthoaom

—_~—

4
cofox = Trooofoux

Therefore it is sufficient to show coc =g ocforallc: 1 — Dy X. The maps gc =
ogo¢and hc = o oc are both strict and continuous maps of type (1 — Dy X) —
(1 = T'1), and the latter type is isomorphic to Dx X — T 1. Notice that since
D~ X is the free wcppo over X, we know that there exists only one strict and
continuous map between Dy, X and T'1 that sends terminating computations to
7. Notice that, for all x : 1 — X, we have

CM5

OO0Nx1 =M

— CM5
h(nxxox)=conuxox=nNxox = Mm

e

g(Nxx ox) =00Txx 0T

This shows that g = h, and therefore o is a classifying monad morphism.

Finally, o is a w-complete pointed almost-classifying monad morphism since
o = 7] is a weppo morphism between DX and TX. In particular, it is strict
and continuous.
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It remains to check that o is the unique w-complete pointed almost-classifying
monad morphism between Dy and T. Let 7 be another w-complete pointed
almost classifying monad morphism between Dy and T. In particular, for all
types X, we have that 7 is a wcppo morphism between D~ X and T'X and also
T o 1 = 1. Therefore, by the universal property of the free wcppo D, we have
that 7 =7 = 0. O

One might wonder whether K1(Dx) could be the free w-complete pointed
restriction category over Set. This is not the case, since the latter has as objects
sets and as maps between X and Y elements of D (X — Y'). This observation
is an adaptation of a construction by Grandis described by Guo [13].

7 Other Monads of Non-termination

In the previous section, we showed that D is the initial w-complete pointed
almost-classifying monad and also the initial w-complete pointed classifying
monad. This would not be a significant result, if the categories of w-complete
pointed classifying and almost-classifying monads were lacking other interest-
ing examples. It is immediate that these categories are non-trivial, since at least
the monad Termin X = 1 is another w-complete pointed classifying monad. Since
Termin is the final object in the category of monads, it is also the final w-complete
pointed almost-classifying monad and the final w-complete pointed classifying
monad. But of course we are looking for more interesting examples.

7.1 A Non-example: Maybe Monad

The maybe monad Maybe X = X + 1 is an example of a classifying monad that
is not a w-complete pointed classifying monad.

The maybe monad is a canonical example of equational lifting monad, so it
is a classifying monad. But it is not a w-complete pointed classifying monad:
in order to construct the join of a chain s : N — X + 1, we need to decide
whether there exist an element z : X and a number k : N such that sk = inlz, or
smn = inrx for all n : N. This decision requires the limited principle of omniscience

LPO =[[ine pn sn=1)+ ([L,n sn=0).
7.2 Conditional Monad

For a more interesting example, consider the monad C defined by

CX = Z isProp P x (P — X)
P:U
where isProp X = Hwhm:x x1 = x2.' Intuitively, an element of C X is a propo-

sition P together with an element of X for every proof of P (so at most one

1 Cis typed Uy — Ui, so it is an endofunctor on Set;. But as the other examples can
be replayed for any Uy, comparing this example to them is unproblematic.
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element of X). So a computation produces a condition of its liking and only
releases a value of X, if the user can supply a proof; the computation does not
give out any hint on how to decide the condition.
The type C X consists of the propositional objects of the slice category of X.
The endofunctor C is an equational lifting monad and thus a classifying monad.
The monad C is a w-complete pointed classifying monad. This is because
every type CX is a weppo. To see this, we first define a partial order on C X:

(Pip,i) E (@i, )= Y. [[ir=i(fp)
f:P—Q p:P
That is, two elements in CX are related by C, if there exists a morphism in the

slice category of X connecting them:

P

S~

In other words, the poset (CX, C) is the full subcategory of the slice category of
X in which objects are propositions. Interestingly, this poset is also a wcppo. The
bottom element is the proposition 0 together with the empty function 0 — X.
Joins of chains are computed as the following colimit:

&) Py Py Py Py

12 Prll = X
"'T /
(n,p).in p

Zn:N Pn

where || 37 Pnll is the propositional truncation of )~ Py, i.e., the quotient of
Y. P by the total equivalence relation (which relates every pair of elements in
the type). The function 4, is obtained as the lifting of A(n,p).inp: >, Pn —
X. Notice that the latter function is constant, i.e., i, P, = iy pm for all p, :
P, and p,, : P,,. In fact, suppose w.l.o.g. m < n. Then, since the stream is
increasing, there exists a function f : P,, — P, such that i,, pm = in (f Pm)-
The type P, is a proposition, therefore f p,, = p, and i, pn = im Pm-

As usual, the order C extends to function spaces. It is not difficult to show
that this is equivalent to the restriction order and that C satisfies the laws of an
w-complete pointed classifying monad.

The types CX and Maybe X are isomorphic if and only if the principle of
excluded middle for propositions LEMprop = ]y, isProp X — X + —X holds.
Since Dy X and Maybe X are isomorphic if and only if LPO holds, and since
LEMp,qp is strictly stronger than LPO, C X is generally not isomorphic to Dx X.
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The conditional monad C is an instance of a partial map classifier in the
sense of [15]. In type theory, partial map classifiers are monads of the form
TX =5, plx =T — X) where D is a dominance in the sense of [18] and
T : D is the truth value corresponding to truthfulness. The conditional monad
is the partial map classifier associated to the dominance D = 3", isProp X
with T = (1,p) where p is the simple proof of 1 being a proposition.

7.3 Countable Powerset Monad

An example of an w-complete pointed almost-classifying monad that is not a
classifying monad (since the condition CM6 is not met), is given by the count-
able powerset construction. This monad is typically employed to model non-
deterministic computations. In type theory, the countable powerset monad can
be introduced as follows:

PooX = Stream (X + 1)/SameElem

where SameElems; sy =[[,. vz €si cx€ssandees=) sn=inlz It
can be proved that the functor P, is a monad. This requires the assumption of
the axiom of countable choice, because it is defined as a quotient.

Intuitively, the restriction f of a map f : X — P, Y is the map that, given
x : X, returns the singleton {«}, if f = is non-empty, and the empty set otherwise.
The restriction order on Poo X = 1 — P, X is thus different from set inclusion.
In fact, for s,t : P X, intuitively s < ¢ if and only if s =t or s = ().

7.4 State Monad Transformer

New w-complete pointed almost-classifying monads can be constructed from
already constructed ones with the state monad transformer. Recall that the
state monad is defined as State X = S — X x S, where S is a fixed set of
states. Given an w-complete pointed almost-classifying monad 7', the functor
StateT T defined by StateTT X = S — T(X x S) is another w-complete pointed
almost-classifying monad. All operations of StateT T" are defined in terms of the
operations of T'. For example, restriction is constructed as follows:

OD:(X->8->TY¥YxS)—-X—->5S->T(Xx5S)
f:curry(uncurryf)

8 Conclusions

In this paper, we introduced the notion of w-complete pointed classifying monad.
We argued that it explains the idea of “non-termination as an effect”. We showed
that Capretta’s delay monad quotiented by weak bisimilarity is the initial w-
complete pointed classifying monad on Set under constructive reasoning and
in this sense is the minimal monad for non-termination. We also showed that
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the class of w-complete pointed classifying monads is non-trivial, since it also
contains the monad C, which is non-isomorphic to the quotiented delay monad.

w-complete pointed classifying monads are derived from Cockett and Lack’s
restriction categories. There are two reasons behind this choice over other
category-theoretical approaches to partiality such as partial map categories.
Restriction categories, being an axiomatic framework for partiality, are conve-
niently formalizable in a proof assistant like Agda. This is not the case for partial
map categories, whose formalization quickly becomes very involved. Moreover,
Cockett and Guo [6] proved that every finite-join restriction category is a full
subcategory of the partial map category of an adhesive M-category whose gaps
are in M. Therefore, one can come up with a complementary notion of a finite-
join classifying monad for partial map categories, but this will inevitably be
more involved than the simple notion considered here.

As future work, We would like to generalize this work from Set to a general
base category while still only accepting constructive reasoning. This requires,
first of all, generalizing the definition of the delay monad suitably for less struc-
tured categories. Also, we would like to understand whether the delay monad
could be the initial completely Elgot monad on Set constructively under reason-
able semi-classical principles (a monad is said to be a completely Elgot monad, if
its Kleisli category has an iteration operator uniform for pure maps). Goncharov
et al. [12] have proved that the maybe monad is the initial completely Elgot
monad on Set classically, but the constructive content of this proof has so far
remained elusive for us.
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Abstract. We explore the relationship between bisimulations and logic.
The link between them is formed by logical characterisations, which
have been given for well-known bisimulation equivalences and preorders.
Parameterised bisimulations allow us to incorporate notions of abstrac-
tion or efficiency into behavioural equivalences. This generalised frame-
work of parameterised bisimulations is used to develop a parameterised
logical characterisation, thereby, unifying the existing logical character-
isations as well as paving the way for characterisation of novel bisimula-
tions. Methods for generating distinguishing formulae and characteristic
formulae in the parameterised logic are also discussed.

Keywords: Bisimulations - Modal logic - Logical characterisation -
Distinguishing formula - Characteristic formula

1 Introduction

Bisimulation checking and model checking are among the two major approaches
to the verification of concurrent processes. Both model behaviour using labelled
transition systems but differ in specification. Bisimulation checking expresses
specification also as a labelled transition system, whereas model checking
expresses specification as a collection of logical formulas. Both have their advan-
tages. Model checking allows for partial specifications and its refinements by
adding more properties. Bisimulation checking gives us modularity as it is often
closed under most of the process constructors [9]. Therefore, both approaches
have their own applications.

But there is an interesting connection between them - formalized as logi-
cal characterisations - one of the most important being Hennessy-Milner logic
(HML) [16], which gives a modal logic characterisation for strong bisimulation.
Any two processes are strongly bisimilar if and only if they satisfy the same
set of HML formulae!. Consequently, for any two non-bisimilar processes, there
must exist a distinguishing formula which is satisfied by exactly one of the given
processes, and can be very useful for debugging.

! Processes were constrained to be image-finite for finite logical characterisation.

© Springer International Publishing AG 2017
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Sometimes, it is possible to construct a single formula capable of distinguish-
ing a process from every other non-bisimilar process. Known as characteristic
formula, it facilitates the reduction of bisimulation checking to model checking,
which may yield efficient algorithms for deciding behavioural preorders [10]. The
existence of a characteristic formula is therefore, central to the study of logical
characterisations [14].

The importance of logical characterisations can be gauged from the work
done towards showing their existence for many other bisimulation equivalences
besides strong bisimulation, e.g., timed bisimulations [19], probabilistic bisimu-
lations and preorders such as prebisimulation preorder [27], efficiency preorders
[17], contravariant simulation [1], etc. In this paper, we develop a logical charac-
terisation of parameterised bisimulations. As shown in [4], various bisimulation
relations can be expressed as instances of parameterised bisimulation. By work-
ing in a general framework of parameterised bisimulations, we achieve two goals.
Firstly, we unify the results on obtaining the logical characterisations for different
bisimulation relations. Secondly, this gives us a systematic way of obtaining a log-
ical characterisation of any novel bisimulation relation, which may be expressed
as an instance of parameterised bisimulation. As one would expect, the logical
characterisation of the parameterised bisimulations should also depend on the
same parameters. Since our logic generalises HML, we refer to it as parameterised
Hennessy-Milner logic.

The contributions of this paper may be summarized as follows:

— We propose parameterised HML, in Sect.3, and show that it is a logical
characterisation of all bisimulation equivalences and preorders which can be
expressed in the framework of parameterised bisimulations.

— We study the conditions required to ensure that the distinguishing formula
is always finite. We also give procedures for model checking and generating
distinguishing formulae.

— We extend our logical characterisation with fixed point operators, in Sect. 4,
which allows us to derive the characteristic formula for any finite-state
process, and possibly some infinite-state systems, using suitable abstractions.

2 Background

To model process behaviours, both bisimulation and model checking use labelled
transition systems, which is one of the most widely used models of computation.

Definition 1. A labelled transition system (LTS) £ is a triple (P, Act,—),
where P is a set of process states or processes, Act is a set of actions and —
C P x Act x P is the transition relation. We use p —— q to denote (p, a,q) €—.

2.1 Parameterised Bisimulations

The origin of bisimulations can be traced back to logic [24], where it serves
an important role in establishing modal logic as a fragment of first order logic
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[30]. It was first proposed in [7], as relations which preserve satisfiability of modal
logic formulas. Its discovery in computer science and fixed point characterisation
is attributed to [23] and is central to Milner’s theory of CCS [21]. Being the
finest behavioural equivalence [31], its importance in the theory of verification
is undeniable.

One can think of interesting behavioural relations, which may relate one
process with another behaviourally equivalent but more efficient process. Effi-
ciency need not be only in terms of time, it may also refer to other quantitative
measures like probability, energy, etc. One approach to defining these relations is
by incorporating efficiency into bisimulation, which is the idea behind efficiency
preorder [5] or timed prebisimulation [15]. The key idea behind them is to allow
an action to be matched with a functionally equivalent but more efficient one.
The same approach is used to incorporate abstraction into bisimulation, e.g.
weak bisimulation, where an action can be matched with another non-identical
but equivalent under the given abstraction. These bisimulations can be unified
under the general framework of parameterised bisimulations, which allow the
relations over actions to be parameters in the definition of bisimulation. The
parameter relations incorporates the desired notion of efficiency or abstraction.

Definition 2 [4]. Let P be the set of processes and p and o be binary relations
on Act. A binary relation R C P x P is a (p, 0)-bisimulation if p R q implies the
following conditions for all a,b € Act.

a b
p—p =3 dlapbhg— ¢ Np' R{] (1)

¢ ¢ =3a,pfacbAp—>p Ap R (2)
The largest (p, o)-bisimulation, denoted O, ., is called (p, o)-bisimilarity.

This generalization captures a number of useful bisimulations. Strong bisim-
ulation is obtained by simply setting p and o as identity relation over actions,
Zd gce- Other interesting relations are defined by exploiting semantic relation-
ships between actions. For example, in Timed LTS, a special class of LTS
with labels from the set Act U R>¢, one may differ in matching delay actions
d € R>g. We obtain time-abstracted bisimulation [20] by not distinguishing
between delay quantities. It is an instance of a parameterised bisimulation where
p =0 =Tdas U (R>p x Rxg). We can also capture delay based efficiency, to
define timed prebisimulation [15], where a delay d can be matched by a faster
delay d’' < d, by setting p = 0 = Zd_4.:U <g.

Another class of interesting relations emerge when we model internal actions,
in the LTS, as transitions labeled with 7. These T-actions cannot be observed,
and the behavioural equivalence must ignore them. This behavioural equivalence
is captured by weak bisimulation [16]. One may also view 7 as a measure of
internal activity, to define efficiency preorders [5]. These relations can also be
expressed as an instance of parameterised bisimulations, which is described in
Sect. 5.
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We will obtain the logical characterisations for these bisimilarities, by devel-
oping results for parameterised bisimilarities. However, we will limit ourselves to
parameterised bisimilarities which become preorders (or equivalences), by plac-
ing suitable restrictions on the underlying relations over actions.

Fixed Point Characterisation: The fixed point characterisation of (p,o)-
bisimilarity, over the complete lattice of binary relations on P under the C
ordering serves an important role as the starting point for the derivation of
characteristic formulae.

Lemma 1. The relation O, . over processes P may be expressed as the greatest
fized point of the monotonic function F, ,) 2PXP _ 2PXP  defined as

a b
Fp.)(R) ={(p,q) | Va,p" :p—p = 3b,dlapbANqg— ¢ Np' RN
Vb,q :q ¢ = 3a,placbAp—p Ap R}

One approach to computing the greatest fixed point in a lattice, is to take
the top element (the universal relation in our case), and keep on applying the
function until it reaches the fixed point. Let U denote the universal relation,
then the i*" approximant of (p, o)-bisimilarity is defined as Qé/w): ﬁgp’g) (U).

In general, the intersection of all the approximants, 00, ;)= ey 5,0
will contain the greatest fixed point, L, ,y, and pr,g):g(w) when ﬁ(ip o) is

co-continuous [13].

Lemma 2 [4]. For any i € N, the i-th approzimant, sz’a), as well as pryg)

and U, 5y are preorders iff both p and o are preorders. Moreover, they become

an equivalence iff we also have p = o1, U
The proof for (p,o)-bisimilarity, given in [4], can be generalised for approxi-

mants using induction.

Abstracted LTS: The notion of an abstracted LTS allows us to extend our

results to some infinite-state systems.

Definition 3. Given a set S C P and a preorder <C P x P, we define an initial
set S' and a terminal set St as

St={se S| As'ls' € Sns <3|} St={sec S| Bs'[s € SAs< 5]}

where s < s’ iff s < s’ and s # s'. The set S is closed if for every s € S, there
exists an s’ € S' and 5" € St such that s' < s < s".

Let p —= p; and p LN p2 be two transitions such that a p b and p; Q(p’g) 3.

Then matching the transition p L, po with ¢ = ¢/, where b p ¢ and py U0 q

holds, also matches p —— p; due to transitivity of p and Up,0)- Effectively,
satisfying the condition (1) in Definition 2 only requires matching transitions to

the terminal states under [, ,y ordering, {P'|p LN p'Aa pb}t, provided it is a
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closed set. Similarly for satisfying the condition (2), i.e. matching a transition of
q, it suffices to only look at transitions to the initial states, {p’ | p — p'Aa o b}'.
Therefore, we define an abstracted LTS which retains only the relevant states.

Definition 4. Let £ = (P, Act,—) be an LTS. For any p € P and a € Act,
let ap-Succ(p) = {p' | p R P’ ANapb}, oa-Succ(p) ={p’ | p LN p'ANboa} and
TI(p) = Upeacl(ap-Succ(p))t U (ca-Succ(p))']. Then an LTS abstracted with
respect to process p € P is defined as 2; = (Reach(p), Act, —>ZT,> where

Reach(p) = {p} U U Reach(p)
p'€TI(p)

the terminal and initial sets are created with respect to U, . ordering and the
transition relation —>I) is the restriction of — to Reach(p).

Since £ and 2;& have common elements, we will subscript the process state
with the LTS when there is ambiguity. The following lemma formalizes this
intuitive property of preservation of bisimilarity by the abstracted LTS.

Lemma 3. Let £ be an LTS such that the sets {p’ | Ib[p NONY b} and

{p'|3p LN p' Aboal} are always closed, for any state p and label a. Then, for
any state p, we have pg U, , Pgi a8 well as Pei Up,o) Ps-

Proof. A state ¢ is in £ is also in E;f) iff ¢ € Reach(pg). Let R = {(qg,q;:T) |
qe 0,0y 4o N dg € Reach(pg)}.

Claim. The relation R is a (p, o)-bisimulation.
Consider an arbitrary (qe,q};) € R. Since ¢e O, ) ¢g, if qe 5 rg, then
p

there must be some b, r’ such that ¢4 LN e with a p b and rg O.0) a. Since

the set {s | ¢ L snap b} is closed, there must be some 73 € {s | ¢ 2,
sAapb}tsuch that g O, ,) 7. Since gg € Reach(pg), by recursive definition
of Reach(pg), we will also have r} € Reach(pg). Hence, by definition of R, we
will have (rg , rgT) €R.

P
/!

ot since SL can be embedded into £, we will
P

b
Conversely, for any q’ET — T
P

also have ¢4 LN . By definition of R, ¢¢ 0.0 %, hence there must be some

pso
a, 7 such that q¢ —— re with a o b and rg [ . Clearly, %, € Reach(pg),
since it is in £f, and hence (rg,,7’) € R.
P
By a symmetric argument, we can show that the relation R’ = {(qiﬁ,qg) |
P

qs Oy a2 A ¢e € Reach(pg)} is also a (p,o)-bisimulation. Since pe €
Reach(pg) and pe O, ,) pe, we will have (Tgp,p):;) € R and (p):;,pgp) €R.
O

An abstracted LTS may help in reducing an infinite-state system to a finite
one. In some cases, it can be obtained without computing the bisimilarity rela-
tion. An example would be Timed Prebisimulation in Timed Automata [26].
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3 Parameterised Hennessy-Milner Logic

Logical characterisation gives an effective syntax for describing distinguishing
behaviour, which differentiates the implementation from the specification with
respect to the behavioural preorder, as the distinguishing formula. For strong
bisimilarity, Hennessy-Milner Logic (HML) with the possibility modality (a)
and the necessity modality [a], for every observation a € Act, suffice. But when
we have a more general notion of functional equivalence, same must also be
incorporated in our modalities. For that, we look closely at how these modalities
describe distinguishing behaviour.

Suppose distinguishing behaviour arises because the implementation can give
an observation a, leading to behaviour described by some formula . Since it is
not allowed by the specification, there will be no observation b, such that a p b,
leading to a state satisfying ¢. We can describe this using the modality (a)”.

Conversely, distinguishing behaviour may arise as the specification has an
observation a, leading to behaviour described by some formula ¢, but there
is no functionally equivalent observation in the implementation leading to the
matching behaviour. That is, for every b, such that b ¢ a, the implementation
does not yield the behaviour ¢. This can be described using the modality [a]"fl.

Hence, we propose the following as logical characterisation,

Definition 5. The syntaz of the logic L is given by the following BNF

p,0)

—1
e = TIL[@ [ ¢lerAps|eiVes
where a € Act. The semantics of ¢ € L, ») is inductively defined as

HTHz =P lle1 v sozllz = II%IIz U szllz
L7 =0 o1 Aol ™ = llenll™ O [l 2]l

b
[(a)’ell”  =A{p | 3b,p'lapbAp — p' Ap' € |le]|"]}
o1 b
[al® oll” ={p | Vo,p'boa np — p' =1 € |l¢|"]}

These definitions can be seen as a natural generalization of those given for
HML and observational HML. A process p satisfies a formula ¢ € £, ), denoted
pE @, iff p € |¢[|7. In general, this logic is not closed under complementation.
However, when p = ¢!, the two operators { }” and []° " will become dual, mak-
ing it a modal logic. The satisfiability relation can be used to generate a preorder
relation on processes, which brings us to the notion of logical characterisation.

Definition 6. A logic L characterises a preorder <, over P if for any p,q € P,
p=eqiff Ve eLlpF =gkl

The following lemma justifies £, ,y by showing its invariance under (p,o)-
bisimilarity.

Lemma 4. If p,o are transitive, then for any processes p, q such that p Uepo) ¢
we have p =L G-
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Proof (By structural induction). Conjunction and disjunction being trivial cases,
we only sketch the proofs for modal operators. Suppose we are given processes
p, g such that p U, ;) ¢ and p F ¢ holds.

— ¢ = {(a)’¢': There must exist an action b and state p’, such that p LN P,
apb, and p’ E ’. But since p U(p,0) ¢; we must have some action ¢ and state

/. such that ¢ = ¢/, bpc, and p' O ¢'. By the induction hypothesis, we
q, P (p,o)

will have ¢’ £ ¢’. Also since p is transitive, we have apc. Hence q F (a)”¢’.

- ¢ = [a] 1<,0’: Consider any transition ¢ 2, q', such that boa holds. Since
p D(p o) 4 there must exist an action ¢ such that p —— p/, cob, and
p’ o) q'. By transitivity of o, we must have coa. If p’ E ¢, by the induc-
tion hypothesis, we must have ¢’ E ¢’. This holds for any b such that boa,
therefore, ¢ F [a]” /. O

o~

The other direction, that is, it p <, ¢ thenp Op,0) ¢, requires additional
constraints, one of them being image-finiteness.

3.1 Image-Finiteness

Definition 7. An LTS £ = (P, Act,—) is (p, o)-image-finite iff for any p € P

and a € Act, the sets, {q | p N gAapb } and {q | p 2, g Nboa}, are finite.
An LTS £ is image-finite upto (p, o)-bisimilarity if 2; is (p, o)-image-finite for
every p € P.

Image-finiteness enables the decidability of bisimulation by making the bisim-
ulation function co-continuous, which in turn guarantees a finite distinguishing
behaviour between non-bisimilar processes.

Theorem 1. Given an LTS £, if for every p € P, the sets {p'|p LN p’ A apb}
and {p'|lach A p -2 p'} are closed and 2;& is (p,o)-image-finite, then L, ,)C
Zpa)Hfp.0)), and hence LG, )=y )

P,

Proof. Let D D( y ¢- Then for any a ,p/ such that p — p/, the set Q; =

PO
{d|q LN qd Napb A p' D’ ) d '} is non-empty for every i. Since D(p e D(p,o‘)’
for all 4 > j, we would have Q; € @Qj, which g1ves us a decreasing sequence of
sets. If some ¢’ is common to every @y, then ¢ SN q NapbAp D(p ) q will
hold.

We can also show that Qf C Q5, for all i > j. Suppose not, i.e., Qf Z Q5 for
some ¢, 7 with ¢ > j. Then there must exist some 7 € Q! such that r ¢ Qt Now
we will also have r € Q;, and hence r € @, since @; C Qj But since r is not
in Qj, there must exist some ' € QY such that r 8,0y 7’ holds. But this would

mean that r’ must also be in Q; since O, ,)C Q’ép,g), and hence in @} in place
of r by transitivity of Qf p,o)+ 8iving us a contradiction.

By assumption, Q is a closed set, and hence Q}, is non-empty. In fact, we can
show that for every i > 0, Q; is a closed set, making Q! non-empty. Consider
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any r € QZ, then r is also in @, and hence there is some r’ € Qf such that
r 0,0 ' But since O, ,)C D( and D(p o) Is transitive, ' will also be in
Qi and hence in Q}.

Now under (p, o)-image-finiteness assumption, Qf is a finite set, hence there
will be an 4 such that Qf = Qf for all j > ig. Also Qj  is non-empty, hence
any element from Qt Would be common to every Q;. Slmllar argument can be
made for a transition of q. O

p0)

Lemma 5. If p,o are reflezive and S;f, is (p, o)-image-finite for every p € P,
then the preorder <, . is a (p,o)-bisimulation.

Proof (Proof by Contradiction). Assume not. Then there must exist processes
p, ¢ which are not bisimilar but p <, _; ¢ holds. This can happen only if some
transition of p or ¢ cannot be matched, giving us two cases

Case 1: We have p <, , g and p —25 ¢/, but there is no action b and state

q’ with ¢ LN q'y apb, and p’ <, ¢ Let Q = {q' | 3b[q LN q ANa pbl}. Now
Q has a finite terminal set Q*. Moreover, for every ¢’ € @Q%, there must exist a
formula ¢, such that p’ F g but ¢’ 7 /. Consider the formula p = A/ cqi ¢g'-
Clearly p’ F ¢, and since p is reflexive, we have p F (a)”p. Since p Lo 4 4
must also satisfy this formula, but this requires some state ¢” € @ to satisfy ¢,
which in turn requires some ¢’ € Q" to satisfy ¢, as ¢" 0, ,) ¢’ (Lemma4). But
¢’ cannot satisfy ¢/, and consequently ¢.

Case 2: We havep <, gandq LN ¢, but there is no action a and state p’
with p = ¢/, acb, and p’ 2Ly @ Let P={p’ | Jalp . p' Aa o b]}. Now P
has a finite initial set P'. Moreover, for every p’ € P, there must exist a formula
¢p such that p' F ¢, but ¢’ i ¢,. Consider the formula ¢ =\, cp: ¢p. For
any p"” € P, there will be some p’ € P' such that p’ O, ;y p”, and due to
Lemma4, we will have p” E ¢,/, consequently p” E ¢, and hence, p F [b]fl(p.

Since p 2,y ¢, ¢ must also satisfy this formula. But this is only possible if q
satisfies ¢ since o is reflexive. O

Theorem 2 now follows from Lemmas4 and 5.

Theorem 2. If p,o are preorders then U, )= =¢, ,,; 1-€. L(p0) is a logical
characterisation of O, . over (p,o)-image-finite LTS. O

The proof argument uses image-finiteness to ensure finite conjunctions and
disjunctions. If we allow infinite conjunctions and disjunctions in our logic,
denoted LOZ’)U), then we can obtain the logical characterisation result without
requiring the constraints of image-finiteness.

Theorem 3. If p,o are preorders then U, ,y= =g, ,,, i€ E‘(’;’ o) s a logical
characterisation of U, ,y. O
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Procedure. GenerateFormula for generating a distinguishing formula
Input: p,q € £ = (P, Act, —) _
Assumption: £ is (p, 0)-image-finite for every r € P. If p 1,0y ¢ then
Bisimilar(p,q) = (a,p’) s.t. there does not exist any b, q" with

g2 q Qé;; p’ and apb or Bisimilar(p,q) = (b,q’) s.t. there
does not exist any a,p’ with p —— p’ Qé;’}j) ¢’ and aob
Output: if pd,,) g then ffelse ¢ s.t. (pEwand ¥ @) or (p¥ ¢ and gF ¢)
GenerateFormula(p,q) = if p, ., ¢ then return ff
else switch Bisimilar(p,q) do

case (a,p’): do return (a)” A\ GenerateFormula(p’, ¢')

b
{a’" | 9——q’'napb}!
n. A ;
case (b,q’): do return [b] \/{p, | p-"p naob) i GeneTateFormula(p’, ¢')

Logical characterisation implies the existence of a distinguishing formula,
which is satisfied by p but not by ¢, whenever p [, ;) g. The proof of Lemma 5
can be molded into a procedure for generating the distinguishing formula. Pro-
cedure GenerateFormula generates a distinguishing formula between the input
processes, assuming a bisimulation procedure which not only tells us whether
two processes are bisimilar, but also gives us the unmatched transition when
they are not. Image-finiteness bounds the number of recursive calls and also the
depth of recursion, by guaranteeing an ¢ such that p [, ,y ¢ implies p @z o) 4
(Theorem 1), and hence ensures the termination of the procedure.

3.2 Testing Preorders Logically

We may also view the parameterised HML formulas as tests. If p U, ;) ¢, then
the L, ) formulas satisfied by p, denoted L, ,)(p), is a subset of the L, )
formulas satisfied by ¢, L(, ) (q). If ¢ is the specification, then L, ,)(¢) can be
seen as the set of allowed behaviours, therefore, £, »)(p) C L(,,+)(q) ensures the
correctness of p.

We may define complementation for the parameterised HML. Given a formula
© € L(y,5), its complement, ¢ € L(5-1 ,-1), is defined by following structural
induction.

Te=1 (1 V @2)° = @19 A pa° (a)’)" = [a]p@i
c c c A o c
1e=T (1 A pa)” = p1°V o ([a]” @) =(a)" o

It may be easily seen that p F ¢ iff p i7 ¢©. Therefore, if L, 5)(p) € L(,,0)(q),
then L,-1 ,-1y(q) € L(5-1,,-1)(p). The specification may be seen as the set of all
tests that the correct implementation should pass. Then, an implementation is
correct under (p, 0)-bisimilarity, iff all the specification’s tests, L1, ,-1)(q), are
satisfied by the implementation, implying £,-1 ,-1)(q) € L(5-1,,-1)(p), which
by logical characterisation result implies p U, ; g.
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Procedure. IsModel for checking satisfiability
Input: ¢ € L(,,5), » € £ = (P, Act, —)
Assumption: £ is (p, o)-image-finite
Output: pF ¢

IsModel (tt,p) = true IsModel (ff,p) = false
IsModel (A, i, p) = IsModel(V/,.; i, p) =
Nic;IsModel (s, p) Ve IsModel (ws, p)

p _
IsModel ((a)’p,p) = qu{q | quAapb}‘IsModel(go,q)

IsModel([a]” ¢,p) = A IsModel (p, q)

a€{q | p—qnboali

Procedure IsModel gives a recursive method for deciding whether a formula ¢
is satisfied by a process p. It is guaranteed to terminate when 2; is (p, o)-image-
finite. Note that a finite or algebraic description of the LTS is not necessary.
If the LTS is described co-algebraically, then the procedure IsModel gives a co-
inductive definition?. To evaluate a PHML formula, you only need to look at
the current state and its immediate successors, which can be done in a purely
observational model. Therefore, we may also view <. = jz(la_l 1 38 the
testing equivalence obtained by interpreting formulas of logic ;C(O-—ll p-1) as the
encoding of tests.

4 Extending Parameterised HML with Fixed Point
Operators

The parameterised HML can be extended with fixed point operators [18].

Definition 8. The syntaz of the logic Lf;_o) is given by the following BNF

—1
= TILIX @[ ¢lerne|erVes | vXp | pXe
where a € Act and X € X ranges over a countable set of variables.

The operators ¥ X and puX denote the greatest fixed point and least fixed
point respectively, binding the variable X in its scope. Any variable which is not
bound is called a free variable. A closed formula is one without any free variables,
and the fragment of closed formulas of the logic will be denoted cf (E?; ’U)). To
define the semantics, we need the notion of valuations, which assigns meaning to
free variables. Given a countable set of variables X, a valuation V is essentially

a map from X to 27.

21t is still inductively defined over L(p,5), but it is co-inductively defined over
processes.
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X

over some process set
(p.0) p

Definition 9. The semantics of the formula ¢ € L
P is defined inductively as,

IXI3  =vX)

o1 VpallL = llenllD U lleally;

ller A gallf = llerl 5 N llen D

a)elZ = {p | 36,9 fapb Ap 2 p/ Ap' € [0l 5]}
lla)” " olIf = {p | Vb, p'boa Ap —= p' = p' € llp| 5]}
lXolly =ULECPIEC lelfex)

X} =N{ECP | llelfex €&

where VIE/X|(Y) =V(Y) for allY # X and VIE/X|(X) = €.

The semantics of any formula depends upon the valuation supplied. Conse-
quently, the satisfaction relation should be redefined.

Definition 10. A process p satisfies a formula @ under V, denoted p Fy o,
iff p € ||| It satisfies the formula ¢, denoted p E ¢, iff p € |||} for all
valuations V.

A valuation can be seen as an element of (27)I*! which is the |X| fold
product of 27. Since powerset forms a complete lattice, and the direct product
of a countable collection of complete lattices is also a complete lattice, this must
also be a complete lattice under pointwise subset ordering [8]. More formally,

Definition 11. Let Vi and Vs be any two valuations over X. We define a partial
order < on valuations as

Vi <V & VX € X[Vl(X) - VQ(X)]
The < ordering yields a complete lattice, (X — 27, <), over valuations.

The semantics of any formula is monotonic with respect to this partial order
over valuations.

Lemma 6. Let Vi and Vs be any two valuations over X and ¢ be any formula
in EE\;’U). If V1 <V, then ||| D C |lell}, (Refer [25]). O

Given a formula ¢ with a free variable X € X, the function, O,(V) =
V[|l¢l|5/X], is monotonic over the complete lattice (X — 27,<). Hence by
Tarski’s theorem [29], the semantic definition of »X and pX indeed defines the
greatest and the least fixed point respectively. It also makes the model checking
of L:(); o) decidable over finite-state systems. For example, to compute ||vX.¢||7,
we just need to apply O, repeatedly, starting from P (empty set in case of least
fixed point), until we reach a fixed point.

Theorem 4. Given a finite 2};, for any v € cf([,g; G)), p E ¢ is decidable. [
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4.1 Preservation Under Bisimulations

The characterisation result can be broken into two assertions. Firstly, if ¢ satisfies
all the formulae which are satisfied by p, then p is (p, o)-bisimilar to ¢. Since
E(); o) extends L, 5, this result will continue to hold. Interestingly, the other

assertion, i.e. if p is (p, o)-bisimilar to ¢ then ¢ satisfies all formulae which are
true for p, also holds for £(); o)’ despite it being more expressive on account of

fixed point operators, provided that the valuation is (p, o)-bisimilarity-closed.
Definition 12. Given any relation R, a set £ C P is R-closed iff for every
process p,q, whenever p € £ and pRq, we have ¢ € £. Naturally, a valuation V
is R-closed iff V(X) is R-closed for every variable X .

For every p,q € P withp O, ) ¢, p € |[||]; implies g € [[[|]} is equivalent to
saying that the set ||¢||] is bisimilarity-closed, i.e., the counterpart of Lemma 4

here will be showing that [|¢||] is bisimilarity-closed. The results given below
are a generalization of a corresponding result for strong bisimulation [28].

Definition 13

1. Given any set £ C P, its upward (p, o)-bisimilarity closure, 5(1;;,0)7 is the set
{a€eP |30, aNpeEfl}

2. Given any set £ C P, its downward (p,o)-bisimilarity closure, S(dp o) is the
set {pe & | Yglp O, ¢= q €&}

Lemma 7. Let & = {&;}icx be any collection of (p, o)-bisimilarity-closed sets.

Then both | J,c1 & and ;e & are also (p, o)-bisimilarity-closed. O

Lemma 8. If p,o are preorders, then for any arbitrary set &,

1. &

(p,o)
2. Séip ») B8 a (p,0)-bisimilarity-closed set contained in € (Refer [25]). O

is a (p, o)-bisimilarity-closed set containing £.

Lemma 9. Given preorders p,o, (p,o)-image-finite processes in P and a (p,o)-
bisimilarity-closed valuation V, the set ||o||] is also (p, o)-bisimilarity-closed for

any formula ¢ € Ef‘;,a)-

Proof. We extend the inductive argument of Lemmad4, which requires (p,o)-
image-finiteness, with the proofs for fixed point operators. The case of the sin-
gle variable X trivially follows from the fact that the valuation V is (p,o)-
bisimilarity-closed.

— Case vX.p: For any £ C ||<pH7;[£/X], we have ||go||5[5/x] C ||ga||17f[5u/)q
(Lemma6), and hence & C ||g0||€[€u/x]. By the induction hypothesis,
H@H@[su/x] is (p, o)-bisimilarity-closed. We can show £* C ||<p\|7;[gu/x], as any
q € &* will have a p € € with p 0, ) ¢. Since £ C ||‘P||17;[5u/x]7 we will have
pE ”‘P”Zi[su/x]’ and hence ¢ € Hg0||\7i[5u/x]7 due to it being (p, o)-bisimilarity-
closed. Since E* U E = &%, we can rewrite |J{E C P | £ C ”50”71;[5/)(]} as
U{EYCP|eE" C ||90H71§[5u/x]}7 which is a (p, o)-bisimilarity-closed set by
Lemma7, and hence ||[vX.¢||7 is (p, o)-bisimilarity-closed.
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— Case pX.p: For any ||<P||C[g/x] C &, we have ||%0||173[gd/x] < ||<P||C[g/x]
(Lemma6), and hence ||ga||7;[£d/x] C &. By the induction hypothesis,
H‘PHC[sd/x] is (p,o)-bisimilarity-closed. Therefore, for any p,q with p €
H<pH7;[gd/X] and p O, ;) ¢, we will have ¢ € ||<p||7;[gd/X] and hence q € £.
This, however, implies that p must be in £%, and hence ||90||\7j[5d/x] C &
Since €4 N E = &9, we can rewrite ({€ C P | ”‘10”\73[5/)(] C &} as
N{EL C P | ||‘P||\7i[5d/x] C &4}, which is a (p, o)-bisimilarity-closed set by
Lemma 7, and hence ||uX.¢||] is also (p, o)-bisimilarity-closed. O

If p is a closed formula, i.e. p € cf(ﬁ(); 0)), then its meaning is independent

of the valuation, and hence is always bisimilarity-closed.

Theorem 5. Given preorders p,o, for any (p,o)-image-finite processes p,q,
p Uy a iff p jcf(ﬁic )@ i.e., cf([,f; a)) is a logical characterisation for
) o ,

g(pﬁ)'

4.2 Characteristic Formula

Equipped with the fixed point operators, the logic L:?;J) is powerful enough
to define characteristic formulae. Given a process p, a characteristic formula
is satisfied only by the processes which are (p,o)-bisimilar to p. Its existence,
therefore, reduces bisimulation checking to model checking. More formally,

Definition 14. A closed formula ¢, € /JE‘;W) is characteristic of a process p, if
for every ¢ € P, we have pQ,, . q iff g € lepll.

Numerous derivations of characteristic formulae share a common underlying
structure [2], which encode the fixed point characterisation of the relation as a
formula in the logic. We adopt the derivation in [22] for parameterised bisimu-
lations, as it gives a step-by-step conversion of the fixed point characterisation
into a characteristic formula.

We will derive an equational system from which the characteristic formula
can be obtained using standard techniques [22]. Given some process set P, an
equational system EF is a collection of mutually recursive equations of the form

Xp = @p, where ¢, € ﬁ?; o) and p € P. We can also view this equational system

as a function over valuations, defined as (E”(V))(X,) = |¢p||5- By Lemma6,
this defines a monotonic function over the lattice ({X,},ep — 27, <), which is
isomorphic to the lattice of binary relations over P.

Lemma 10. The lattice ({X,}pep — 27, <) is isomorphic to (2P*7 C) under
the following mapping

IV) ={q) | ¢ € V(Xp)} I"YR) ={q e V(X,) | (p.q) € R}
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The utility of this isomorphism lies in its ability to define a characteristic
equational system as E7 =17!o F(p,0) © I, with its greatest fixed point corre-
sponding to (p, o)-bisimilarity. Its encoding in logic follows as

q€ (H71 o Lg”\(p,cr) © H)(V)(XP)

<~ (p,q) € (/(p o oDV) [by definition of 171]
< (Ya,p’ p%p =3b,¢ [apbAqﬁq Aq € V(Xp)DA

(Vb,q' : ¢ LI ¢ = Ja,p’lacb A p N = V(X /)]) [by definition of g(p,a),]l]

We can translate the above two conditions to logic in the following manner

(1) Va,p':p - p' = 3b,¢'lapb A g — ¢' N € V(X))

< Va,p i p - p = q€ (@) Xy} [by definition of {(a)”]
= q€l,pa, (@)’ X |5 [by definition of A
(2) Vb,q' : q LN ¢ = Ja,p'lacb Ap - p' Ng € V(X))

=W g —d = € IV o :aobap—p X115 [by definition of V]

Assuming p, o are preorders, Vb,q’ : ¢ LN ¢=4qd¢<l|V, D cacbAp—ap! X5
is equivalent to Vb,c,¢ : cobNq = ¢ = ¢ € IV o iaobnp—p Xp 13-
First implies the second due to transitivity, which makes {(a,p’) | acc A
p - p'} € {(a,p") | acb A p % p'} whenever cob holds, and hence
7€ IV praobnpop Xp |7 is true whenever ¢ € IV apr-acenp—p Xp' |5 is true.
Second implies the first due to reflexivity of o, giving us,
’ b / ’

Vb7q 9—4q jcq € ||va,p’:ao‘b/\pi»p’ Xp/HE
< Vb,e,q :cobNqg— ¢ =q €|V
< Vb:qe|[b]°

= q e\

X,/ |5 [by ref. and trans. of o]
1

Vam’:aob/\pim’ XP’ ”715 [by definition of [b]07 ]
Xy HE [by definition of A]

a,p’ :acbAp——p’

Va,p’ :acbAp—2sp’

Combining the two, the characteristic equational system, ES(/ X becomes
O,

X,=( N @x)nAb” Xp))
a,p’:p——p’ b a,p’:acbAp——p’
Clearly, if EL is finite, then the equational system will also be finite. Now
for any two actions a,b with apb, the formula (b)Y’ implies (a)”¢. Therefore,
if every subset of Act has finitely many maximal elements under the ordering

. p . . . .
p, then we can always rewrite /\a,p':pim' (a)’ X, as a finite conjunct. Simi-

larly, [b]” " ¢ implies [a] " if aob holds, and \/, ..\, X, will be finite
if we have only finitely many variables. Therefore, if every subset of Act has
finitely many maximal elements under the ordering o, then we can always rewrite
N, 017 (\/(w,:wl7 Ao X,) as a finite conjunct. The following theorem cap-

tures this idea,
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Theorem 6. A process p has a finite characteristic formula in £E‘; )’ if p and

o are preorders with finitely many mazimal elements and every action being less

than some mazimal element, and 2;2 is finite with p g Up,o) Ps- O
5 ,

By constructing the characteristic formula of p and model checking it for g,
we obtain a procedure for deciding parameterised bisimilarity, p O, ,) ¢ [10].
Though this requires p and ¢ to have finitely many maximal elements, and S;L),
2:; to be finite, i.e., the set of reachable initial and terminal states from p and ¢
must be finite.

5 Applications

Weak Bisimilarity and Efficiency Preorder. Expressing concrete bisimu-
lations as parameterised bisimulations may involve LTS transformation, for e.g.,
weak bisimulation requires the transitive closure of the transition relation under
T actions [4], i.e. extending the action set to sequences T'ar’, i,j > 0. Weak
bisimulation [16] is a (=, =)-bisimulation over this extended action set, where
= = {(r',79) | i,j > 0} U{(r*ar?, 7" ar") | i,5,i',5' > 0,a € Act}. This gives
the logical characterisation L= -y, which is identical to observational HML [16].
Similarly, efficiency preorders [5] is a (=, <X)-bisimulation, where < = {(7%,77) |
0<i<jtu{(rlard,7"ar?) |0 <i+j <i+j,ij5i,j >00ac Act} Its
logical characterisation £(< <y, however, differs from the existing one [17].

Covariant-Contravariant Simulation. The classical view of process simula-
tion assumes all actions to be input actions, which the user may trigger. The
simulating process must simulate all the input actions of the process being sim-
ulated. But in the presence of output actions, this condition is reversed. This
forms the intuition for defining covariant-contravariant simulations [11].

Definition 15. Let P be the set of process states and Act be the set of actions
which can be partitioned into the sets Act”, Act' and Act”. A binary relation
R C P x P is a covariant-contravariant simulation if p R q implies the following
conditions

Va € Act” U Act®[p % p' = 3¢'[¢ - ¢ Ap' R (]|
Va € Act' U Act”[q % ¢/ = Fp'[p - p' Ap' R{]

We will write p Sce q, if there is a covariant-contravariant simulation R such
that p R q.

The covariant-contravariant simulation, defined above, ignores the Act! tran-
sitions for p and Act” transitions for g. To specify it as an instance of para-
meterised bisimulation, we introduce a special state 0, such that from every
process p there is a transition p LN 0, and there is only one transition from
0, that is to itself as 0 —— 0, where !, * are new action labels. Now covariant-
contravariant simulation can be instantiated as parameterised bisimulation by
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setting p = IdA* U {(a,!)|a € Act'} U {(a,*)|la € Act} U {(,!), (*,%), (x,!}
and 0= = Id4°* U {(a,)|a € Act"} U {(a,*)|a € Act} U{(,!), (*,%), (,!}. All
processes will be (p, o)-bisimilar to 0. Also, 0 satisfies every formula i) € L, -1).
As a consequence, every process p will satisfy any formula of the form (!)”+, and
hence (a)’y) where a € Act', as well as (x)”9, for any ¢ € L, ,-1). Similar
argument also holds for []7 4, [«]° 4 and [a]° 1), where a € Act” and 1 is
any formula in £, ;. If we remove these modalities, we are only left with (a)?,
where a € Act” U Act® and [a]"fl, where a € Act' U Act”, and p, o are identity
relations over these actions. This is exactly the logical characterisation given in
[12] for covariant-contravariant simulation.

Time Abstracted Bisimilarity and Timed Prebisimulation. Timed LTS
is a special class of LTS, where the label set is of the form Act U R>(, where
the labels in R>q correspond to delay observations. The strong bisimulation
over Timed LTS is also referred as Timed bisimulation. In general, the timed
bisimilarity over arbitrary Timed LTS is undecidable, but it becomes decidable
when restricted to Timed LTS generated from Timed Automata [3]. The Timed
LTS generated from Timed Automata has deterministic delays, that is, there
is a unique successor state for every delay transition. This, in turn, implies
image-finiteness, and hence the logical characterisation for strong bisimilarity
also works for timed bisimilarity.

Time abstracted bisimulation [20], which relaxes the condition of match-
ing a delay transition with any other delay transition, irrespective of the delay
amount, is another interesting behavioural equivalence over Timed LTS. As
noted in Sect. 3, time abstracted bisimulation [16] is a (~, ~)-bisimulation, where
~ =Tdacq U (R>p x Rxg). It is also decidable for TLTS generated from timed
automata. In fact one can apply zone abstraction [6] to obtain a finite abstracted
LTS, as all states in the same zone are time abstracted bisimilar. Since a finite
abstracted LTS is always image-finite, we obtain £~ ~ as the logical character-
isation for time abstracted bisimilarity.

Similarly, timed prebisimulation [15] is a (2, 2)-bisimulation, where > =
Id 4.+U > r. Again we can apply zone abstraction, and use zone endpoints to
obtain a finite abstracted LTS for TLTS generated from timed automata. How-
ever we require infinitesimal d-delays, of the form d + § or d — §, to define zone
endpoints when zone boundaries are given by strict inequalities. This is also
why the decidability result for timed prebisimilarity based on zone abstraction
is restricted to one clock timed automata [15]. This technique can only be applied
to one clock timed automata, as § delays for multiple clocks are incomparable.
We can remove the d-delays from our logical characterisation, by noting that
(d—6)= = (d)Z, (d+6)= = (d)”, [d—6]F = [d]<, and [d + 6]< = [d]<. Hence
we obtain the following as logical characterisation for timed prebisimilarity over
TLTS generated from one clock timed automata.

p = (| lde | @7 [[d%¢ | ()¢ | [@ 0| o1 Awe | o1V
where a € Act and d € R>(. We refer the reader to [26] for detailed proof.
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6 Conclusion and Future Work

Parameterised HML, L, ,), generalises HML as the logical characterisation
for parameterised bisimulations. By selecting suitable relations on actions, one
readily obtains the existing characterisations of strong and weak bisimulation,
covariant-contravariant simulation [12], and novel characterisations for prebisim-
ilarity relations like efficiency preorder [17], timed prebisimulation [15], etc.

The characterisation immediately yields distinguishing formulae between
non-bisimilar processes. However it requires (p, o)-image-finiteness upto (p, o)-
bisimilarity, in which case non-bisimilar processes have a finite distinguishing
behaviour. Consequently, we obtain the algorithm for generating distinguish-
ing formulae when the processes are (p, o)-image-finite and have a decidability
procedure for (p, o)-bisimilarity.

The extension of parameterised HML with fixed point operators, sz,o),
remains invariant under the corresponding parameterised bisimulation, while
increasing its power to allow expressing characteristic formulae for finite-state
processes. Model checking of characteristic formula may yield efficient algorithms
for deciding behavioural relations [10], and is worth studying in the context of
parameterised bisimulations.

Generating distinguishing formula requires image-finiteness; similarly the
existence of finite characteristic formula is only guaranteed for finite-state sys-
tems. Interestingly, these results may be extended to infinite-state systems
through abstracted LTS. Infinite-state systems with quantitative aspects, like
time, may offer interesting instantiations of parameterised bisimulations, and
can become a good application domain for these results.

The expressive power of parameterised HML is another area worth investigat-
ing. This may involve generalizing the correspondence results for modal logic and
strong bisimulation [7], and may help in relating this logic to (p, o)-bisimulation
invariant fragments of classical logics. This will enable us to compare our logical
characterisation with the existing ones, where they differ.
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A Probabilistic Semantics for the Pure
A-Calculus
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Abstract. From a programming language viewpoint, the A-calculus for-
malises several features of the modern description of computation and
its implementation. We present a denotational semantics for the untyped
calculus that captures a basic feature of probabilistic programming lan-
guages, namely probability distributions as both the objects and the
result of a computation.

1 Introduction

Although probabilistic programming is today a well-established discipline, a the-
ory similar to the pure A-calculus has not yet been fully developed in that setting.
In this paper we address the problem of defining a probabilistic model for the
pure A-calculus which could serve as a basis for the design of functional program-
ming languages and their semantics. We concentrate here on the denotational
approach which is central for expressing the functional meaning of a program
and is therefore an essential basis for several program analyses.

The idea we intend to develop in this work is that a natural model for prob-
abilistic behaviours can be found in linear algebra and that their analysis is
nothing else than a calculus for finding the solution of linear systems of differ-
ential equations.

It is well known that the choice of a suitable denotational domain for the
pure A-calculus is problematic due to its type-free character: one has to use
the same domain for denoting both the data and the program. In 1969, Scott
solved the problem for the pure A-calculus by restricting to cpo’s and continuous
functions. We show here that, in analogy to the fundamental results of Scott,
we can identify a solution by considering Hilbert spaces and bounded linear
operators on them. This can be achieved essentially by defining a lifting of the
classical Scott’s semantics to a probabilistic interpretation of the pure un-typed
A-calculus

erp ::=wvar | Avarexrp | expexp, (1)

and is sufficient to make the pure calculus a foundation for probabilistic (func-
tional) programming. The idea is to define an environment as an assignment of
probability distributions to variables. This corresponds to considering the vari-
ables of the calculus as random variables. Thus the semantic domain could simply
be a set of distributions. However, in order to define a meaning function, [—],
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that suitably associates to each A-expression a probabilistic value, we will define
both the environment and the domain as vector spaces and, as a consequence,
[—] as a linear operator.

2 Domain Equation

It is well-known that a classical model for the A-calculus is a reflexive object
in the Cartesian Closed Category of complete partial orders (cpo’s) and Scott-
continuous functions [1]. A set D is a reflexive object if [D — D], the cpo of all
Scott-continuous functions from D to D is a retract of D, i.e. there are continuous
maps F': D — [D — D] and G : [D — D] — D such that F -G = Idjp_.pj.
In the literature, this kind of models are referred to as continuously complete
A-models (all continuous functions defined on them are representable).

In this section we show how a reflexive domain for the pure A-calculus can be
defined, which supports probabilistic computation. To this purpose we consider
Hilbert spaces and use their mathematical properties to construct a denotational
semantics for the pure A-calculus as defined by the grammar in Eq. 1.

2.1 The Hilbert Space ¢2

A Hilbert space is defined as a complete inner product space [2]. We recall that
a inner product space is a vector space V endowed with an inner product, i.e. a
scalar function (-,-) : V — C satisfying the following properties:

x,y) = (y,x), (where the bar indicates complex conjugation)
ax + By, z) = {ax, z) + (By, 2),

r,y) >0,
x,z) = 0 implies = = 0.

<

o~~~ o~
<

By completeness of an inner product space F, we mean completeness of E as a
normed space with the norm defined by the inner product.

A well-known result of the theory of operator algebras states that every
separable Hilbert space is isomorphic to the ‘standard’ Hilbert space of infinite
vectors [3, Corollary 2.2.13], [2, Theorem 3.4.27]

¢ = {(z:)ien | z; € Cand Y |zi]* < o0}
i€N

with standard norm [|z||2 = ||(zs)ien|l2 = \/D_;en [#:]*. This is a Hilbert space
with respect to the inner product defined by

= Z TilYi, (2)
ieN

for x = (x1, 29, 23,...) and y = (y1,¥2,¥s3, - - .) sequences of complex numbers in
¢? (% stands for the complex conjugate of z).
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Moreover, an important result states that every Hilbert space H is a reflexive
domain; in functional analysis this means that there is an isomorphism between
H and its double dual H**, that is the space of all linear bounded functionals on
the dual space H*, which in turn is the space of all linear bounded functionals
on H. We will give here this result since it is important in the construction of our
probabililistic domain D and in particular of linear functionals F' : D — [D — D]
and G : [D — D] — D such that F o G is the identity in [D — D]. The proof
is based on the following important theorem known as the Riesz representation
theorem [2, Theorem 3.7.7]

Theorem 1. Let f be a bounded linear functional on a Hilbert space H. There
exists exactly one o € H, called the representer, such that f(x) = (x,xz0) for all
x € H. Moreover, we have that || f|| = ||zo||.

We recall that there exists a canonical embedding, C' : H — H**, from a
Hilbert space H into its double dual H**. This is natural, both in the intuitive
sense and in the formal sense of natural transformations: it turns an element of
a Hilbert space H into a linear functional on linear functions on H as follows.
Let = be an element of H and let f be an element of H*. The action of z on f
is simply f(z). That is,  acts on linear functions by letting them act on it or,
in other words, by evaluating f at the element = of H.

Theorem 2. FEvery Hilbert space H is reflexive.

Proof. 1t is sufficient to show that the canonical embedding C' : H — H** is
surjective, i.e. H** = {g, | « € H}. Since H* is a Hilbert space, the Riesz
representation theorem guarantees that any linear bounded linear functional g
on H* has a unique representer f, € H*, i.e. for all f € H*, g(f) = (f, f,) with

lgll = IIfgll- As fg is a bounded linear functional on H we can apply again
the Riesz representation theorem and obtain that for all € H, f,(x) = (=, zy,)
with [| fg|| = ||, [|. This shows that for every g € H** we can construct a unique

x € H such that g = g,.

2.2 The Probabilistic Domain D

Let V be the countable set of all possible values that can be assigned to the
variables var of the A-calculus in Eq. 1. Then we can define the Hilbert space,
£%(V) as the space of all square-summable functions [4]:

CW) ={f: V=R Y |f(v)] <oo}.

veV

This space contains the space Dist(V) of all discrete probability distributions
on V, that is the space of sequences (x1, 2,3, ...) of real numbers with only
a finite number of non-zero terms and such that >, z; = 1. Probability distri-
butions on values are the obvious results of term reduction in the probabilistic
interpretation of the A-calculus. However, although Dist()) is an inner product
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space with the inner product defined by Eq. 2, it is not a Hilbert space because
it is not complete: there are Cauchy sequences in Dist()) whose limit is not in
Dist(V) (these sequences converge in £2(V), cf. Example 3.3.4 in [2]). Therefore,
we will not restrict to this space for the definition of a probabilistic denotational
semantics, as it would not allow us to exploit the reflexivity property of Hilbert
spaces, but will consider D = ¢?(V) as our denotational domain.

We now show how to define a retract [D — D] demonstrating that D is a
suitable domain for a denotational semantics of the untyped A-calculus.

Let D* = ¢2(V)" be the dual space of D, that is the space of all bounded linear
functionals on D. A linear operator A is called bounded if there is a number k
such that ||Az|| < k| z|| for every x in the domain of A. The norm of A is defined
as the infimum of all such numbers k, or equivalently, by [|A|| = sup, = [|Az||.

It is well known that if H is a Hilbert space then for any v € H,
fo(z) = (v,z) g defines a unique bounded linear functional on H. Similarly, we
can apply the Riesz representation theorem and construct a representer zq for f,
such that f,(x) = (z,z0) g with ||fy]| = ||zo||. In fact, there exists an isometric
isomorphism between H and H* that allows us to identify them. Thus, every
vector in our domain D can be dually seen as a functional on D. Intuitively, this
means that we can look at vectors v € H also as linear operators f, € H*.

We can now construct a retract for D as the double dual space D** = [D* —
D], that is the space of all bounded linear operators on D* and define F : D —
[D* — D*] and G : [D* — D*] — D as below.

For the definition of F': D — [D* — D*] we can use the canonical embedding
of D in D** and construct F' as

F(z) = g,, with g,(f(z)) = f(z) for all z € D.
In order to define G : [D* — D*| — D, we use the reflexivity of D that guaran-
tees the existence for every g € D** of an element x € D such that g = g,.

G(g) = z, with z constructed as in the proof of Theorem 2.

We give here a more explicit construction of the element in D associated by G
to a functional in D**.

Construction of zg, . Given an arbitrary g € D**, consider an element f of
the space D* on which g acts. By Theorem 1, we can represent f as

f(x) = {(x, 2), for some z € D. (3)

This gives us a map A : D* — D by A(f) = z. By using this map we can define
an inner product on D* as (f1, fa) = (Af2, Af1)'. We know that D* with this
inner product is a Hilbert space, thus we can apply again Theorem 1 and obtain
for g € [D* — D*] the representation g(f) = (f, fo) for some fo € D*. Now by
the definition in 3 we have

! We can show that this indeed defines a inner product.
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9(f) = (f, fo)
= (Afo, Af)
= <(E, Z>a
and we can take zy, = z. Thus the linear functional GG assigns to each g € D**
the representer in D of its argument f, that is effectively f(x).

With these definitions of F' and G, it is immediate to see that G(F(x)) = =.
In fact, we have:

G(F(2)(f(2))) = Glg:(f(z)) = 2.

Moreover, they are continuous maps since they are bounded?.

2.3 Semantic Equations

We define Env as the set of all functions p : Var — £2(V), where Var denotes the
set of all variables. We call these functions environments. The semantic function
assigning a meaning to the term of the A-calculus is the map

[-]:exp—p— D
that we define inductively by:

[c] = cif ¢ is a constant

| =
[z] = p(z) € Dist(V) (discrete probablity distribution for the random variable z)
[erea] = ([ex]p)([e2]p)
[Mz.e] = G(F(d)([e]plz := d]))

We now present two simple examples demonstrating this semantics. For sim-
plicity we will write terms by using abbreviations containing ‘impure’ terms that
do not belong to the grammar in Eq. 1, such as predefined constants including
list of numerals (e.g. b, ¢) and function identifiers (e.g. f). It is well known that
the pure A-calculus is able to express all of the common constants and functions
of arithmetic and list manipulation (see e.g. [5]).

As a first example consider the term Ax.f(z), with f(z) = 2 +y. The seman-
tics [Az.f(x)] of this term in a given environment p such that p(y) = v can be
evaluated as follows.

[a.f(@)]p = GIEE)([f(D)]p) = d+v = f(d)

Note that the value d + v must be considered in this case as a function in D*.

As another example, consider (Az.f(z))(b), with f(z) = z + ¢ and
b=(0,0,1,0...) representing the number 3. Suppose that ¢ is a constant repre-
senting the distribution (3,2,0,...), i.e. the values 1 and 2 with probability %
and %, respectively. We have:

1 2 111
3 37 7"')*(6’5757 7)

2 It can be shown that a linear mapping is continuous if and only if it is bounded. For
a proof see Theorem 1.5.7 of [2].

[(Az.f(2))(0)]p = ([N f (@)]p)[b]p = F(b) = b+ (5,
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The resulting vector is now a constant representing the values 1,2, 3 with proba-
bility %, % and % respectively. Note that we had to normalise the vector entries in
order to get a probability distribution. This assumption would not be necessary
in a probabilistic reduction involving only probability distributions.

3 Related and Future Work

We have presented a probabilistic denotational semantics for the untyped
A-calculus which gives a probabilistic interpretation of the classical A-terms,
thus providing a formal basis for probabilistic functional programming.

We are not aware of previous work addressing the problem of defining a
probabilistic semantics of the untyped lambda calculus. A recent book by Dirk
Draheim [6] contains an extensive review of the various semantics of the proba-
bilistic typed A-calculus that have been defined up to now. Note that typically
the operational semantics for these calculi refers to a A-calculus that extends the
classical one by adding a term for probabilistic choice. Although the syntax is
different from the one we adopted in this work, from the semantical viewpoint
random choice and random variables are two perfectly equivalent constructs for
expressing probabilistic computation. Thus, there are in principle no obstacles in
applying our probabilistic interpretation to an untyped version of these calculi.

Chapter 5 of Draheim’s book gives a full account of the various approaches
to the denotational semantics of the A-calculus that have been presented in the
literature. These approaches all refer to a semantics of types and to the inter-
pretation of probabilistic programs as continuous functions from values to set of
probability distributions. The only reference related to the untyped A-calculus is
[7], where a denotational semantics is defined in terms of probabilistic coherent
spaces, which is adequate for a probabilistic extension of the classical untyped
A-calculus. Similarly to our approach, this model is based on the construction of
a denotational domain as a reflexive object (no powerdomain monad is needed).
However, this construction uses morphisms that are power series with non neg-
ative real coefficients. This is different from Scott’s model D, but is also sub-
stantially different from our construction which is based instead on homogeneous
functions on probability distributions.

Finally, we would like to mention the work [8], where two alternative
approaches to the definition of a probabilistic semantics are introduced in the
general setting of programming languages. One of these approaches, called in the
paper Semantics 1, is similar in principle to the approach we have followed in our
work, in as far as it is based on the assumption that input variables are random
variables. This semantics essentially treats probabilistic programs as determin-
istic ones whose execution refers to an explicit stack where random numbers are
kept to allow the execution of random calls. As the author himself argues, this
has several limitations especially in applications based on probabilistic semantics
such as e.g. program analysis. In such cases a denotational approach like the one
of Semantics 2 (the second approach introduced in the paper) would be more
appropriate. The denotational semantics we have introduced here for the un-
typed A-calculus was inspired by both the approaches in [8] and we believe that
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its implementation for concrete probabilistic programming languages could enjoy
the positive features of Semantics 1 such as the fact of being closer to classical
probability theory and therefore more intuitive and operational, and Semantics
2 such as compositionality and therefore suitability for program analysis.
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Abstract. The architecture of a system describes the system’s overall
organization into components and connections between those compo-
nents. With the emergence of mobile computing, dynamic architectures
have become increasingly important. In such architectures, components
may appear or disappear, and connections may change over time. The
dynamic nature of such architectures makes reasoning about their behav-
ior difficult. Since components can be activated and deactivated over
time, their behavioral specifications depend on their state of activation.
To address this problem, we introduce a calculus for dynamic architec-
tures in a natural deduction style. Therefore, we provide introduction and
elimination rules for several operators traditionally employed to specify
component behavior. Finally, we show soundness and relative complete-
ness of these rules. The calculus can be used to reason about component
behavior in a dynamic environment. This is demonstrated by applying
it to verify a property of dynamic blackboard architectures.

Keywords: Dynamic architectures - Component calculus + Architecture
verification - Configuration traces - Behavior traces

1 Introduction

A system’s architecture provides a set of components and connections between
their ports. With the emergence of mobile computing, dynamic architectures
have become more and more important [2,8,16]. In such architectures, compo-
nents can appear and disappear, and connections can change, both over time.
Dynamic architectures can be modeled in terms of configuration traces [14,15].
Consider, for example, the execution trace of a dynamic architecture depicted
in Fig. 1. The figure shows the first three configurations of one possible execu-
tion of a dynamic architecture composed of three components ci, co, and c3.
To facilitate the specification of such architectures, they can be separated into
behavioral specifications for components, activation specifications, and connec-
tion specifications [15]. Thereby, behavior of components is often specified by
means of temporal logic formulee [13] over the components interface. Consider,
for example, a component c3 with output port o; whose behavior is given by the
temporal specification “((o; = 8)”, meaning that it outputs an 8 on its port o;
at time point 1 (assuming that time starts at 0).

© Springer International Publishing AG 2017
D.V. Hung and D. Kapur (Eds.): ICTAC 2017, LNCS 10580, pp. 79-99, 2017.
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Fig. 1. Execution trace of a dynamic architecture.

For static architectures, the original specification of temporal properties of
single components remain valid even when deployed to the architecture. The
original specification of component c3, for example, is still valid when deployed
to a static architecture, i.e., cg will still output an 8 on its port oy at time point
1, even if deployed to the architecture. For dynamic architectures, on the other
hand, the traditional interpretation of temporal specifications of the behavior
of components is not valid anymore. For example, it is not clear whether the
trace depicted in Fig.1 actually fulfills the original specification of component
c3, since c3 is not active at time point 1 (n = 1).

So, how can we reason about the behavior of components deployed to dynamic
architectures? To answer this question, in the following we provide a calculus
for dynamic architectures. It formalizes reasoning about the behavior of a com-
ponent when it can be activated and deactivated. In the spirit of natural deduc-
tion, we provide introduction and elimination rules for each temporal operator.
Finally, we show soundness and relative completeness of the calculus. As a prac-
tical implication, our calculus can be used to support the verification of proper-
ties for dynamic architectures. This is demonstrated by means of the blackboard
pattern for dynamic architectures. To this end, we apply the calculus to verify
a characteristic property of the pattern.

The remainder of the paper is structured as follows: First, we introduce our
model for dynamic architectures in Sect. 2. In Sect. 3, we then provide the notion
of behavior assertions and behavior trace assertions as means to specify the
behavior of components. In Sect. 4, we introduce our calculus, which allows us
to reason about component behavior in a dynamic context. Sect.5 then demon-
strates the practical usability of the calculus by applying it to verify a property
of dynamic blackboard architectures. Finally, we conclude our discussion with a
review of related work in Sect. 6 and a brief summary of the major contributions
of this paper in Sect. 7.

2 A Model of Dynamic Architectures

In [15], we introduce a model for dynamic architectures based on the notion of
configuration traces. Our model is based on Broy’s Focus theory [3] and an
adaptation of its dynamic extension [4]. In this section, we briefly summarize
the main concepts of the model and extend it with the notion of behavior traces
to model the behavior of single components.
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2.1 Foundations: Ports, Valuations, and Components

In our model, components communicate by exchanging messages over ports.
Thus, we assume the existence of sets M and P containing all messages and
ports, respectively.

Port Valuations. Ports can be valuated by messages. Roughly speaking, a
valuation for a set of ports is an assignment of messages to each port.

Definition 1 (Port Valuation). For a set of ports P C P, we denote by P the
set of all possible PVs, formally:

def

P = (P—p(W).
Moreover, we denote by [p1,p2,... — {mi},{msa},...] the valuation of ports
P1,D2, ... with sets {my1},{ma},..., respectively. For singleton sets we shall
sometimes omit the set parentheses and simply write [p1,pa, ... — mi,ma,...].

Note that in our model, ports can be valuated by a set of messages, meaning
that a component can send/receive no message, a single message, or multiple
messages at each point in time.

Components. In our model, the basic unit of computation is a component. It
consists of an identifier and a set of input and output ports. Thus, we assume
the existence of set C;y containing all component identifiers.

Definition 2 (Component). A component is a triple (id,I,0) consisting of:

— a component identifier id € C;q and
- two disjoint sets of input and output ports I,O C P.

The set of all components is denoted by C. For a set of components C' C C, we
denote by:

def

-in(C) = Ugaroyec{id} x I) the set of component input ports,

- out(C) i Uia,1,00ec({id} x O) the set of component output ports,
- port(C) ief in(C) Uout(C) the set of all component ports, and

- id(C) & Uia,1,00ec{id} the set of all component identifiers.

A set of components C C C is called healthy iff a component is uniquely
determined by its name:

V(id,I,0),(id , I',0') € C:id=id = I=1I'NO=0". (1)

Similar to Definition 1, we define the set of all possible component port val-
uations (CPVs) for a set of component P C C;q x P.
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2.2 Modeling Component Behavior

A component’s behavior is modeled by a set of execution traces over the com-
ponent’s interface. In the following, we denote with (E)* the set of all finite
sequences over elements of a given set E, by (E)° the set of all infinite sequences
over E, and by (E)* the set of all finite and infinite sequences over F.

Definition 3 (Behavior Trace). A behavior trace for a component (id,I,0)
is an infinite sequence (I x O)*°. The set of all BTs for component ¢ is denoted

by B(c).

Note that a component’s behavior is actually modeled as a set of behavior traces,
rather than just a single trace. This is to handle non-determinism for inputs to,
as well as outputs from components.

Ezample 1 (Behavior Trace). In the following, we provide a possible BT for a
component ¢z with two input ports ig and i1, and two output ports oy and o7:
[iOa ila 0p, 01 — X7 57 9a {87 4}]7 [7:03 7:17 0p, 01 — {Ta B}7 {27 4}7 77 {37 9}]a Tt

2.3 Modeling Dynamic Architectures

Dynamic architectures are modeled as sets of configuration traces which are
sequences over architecture configurations.

Architecture Configurations. In our model, an architecture configuration
connects ports of active components.

Definition 4 (Architecture Configuration). An architecture configuration
(AC) over a healthy set of components C C C is a triple (C', N, i), consisting of:

- a set of active components C' C C,
— a connection N: in(C") — p(out(C")), and

—a CPV p € port(C").

We require connected ports to be consistent in their valuation, that is, if a com-
ponent provides messages at its output port, these messages are transferred to
the corresponding, connected input ports:

Vpi €in(C"): N(pi) #0 = plp) = |J  nlpo). (2)

Po€N(pi)

The set of all possible ACs over a healthy set of components C C C is denoted
by K(C).

Note that connection N is modeled as a set-valued function from component
input ports to component output ports, meaning that: (i) input/output ports
can be connected to several output/input ports, respectively, and (ii) not every
input/output port needs to be connected to an output/input port (in which case
the connection returns the empty set).
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Configuration Traces. A configuration Traces consists of a series of configu-
ration snapshots of an architecture during system execution.

Definition 5 (Configuration Trace). A configuration trace (CT) over a
healthy set of components C C C is an infinite sequence (K(C))*. The set of all
CTs over C is denoted by R(C).

Ezample 2 (Configuration Trace). Fig. 1 shows the first three ACs of a possible
CT. The first AC, ¢(0) = (C', N, u), e.g., consists of:

— components C' = {Cy,Cy,Cs}, with C1 = (c1,{io}, {00,01,02}), Ca =
(c2,{i0,i1,42},{00}), and C3 = (c3, {io, i1}, {00,01});

— connection N, with N((c2,41)) = {(c1,01)}, N((e3,41)) = {(c1,02)}, and
N((e2,i2)) = {(c3,01)}; and

— valuation pu = [(e1,140), (¢1,00), (¢2,12), - +— 5,9,{8,4},---].

Note that a dynamic architecture is modeled as a set of CTs rather than
just one single trace. Again, this allows for non-determinism in inputs to an
architecture as well as its reaction. Moreover, note that our notion of architecture
is dynamic in the following sense: (i) components may appear and disappear over
time and (ii) connections may change over time.

In the following, we introduce an operator to denote the number of activations
of a component in a (possible finite) configuration trace. Thereby, we denote by
[c]" = ¢; the i-th component (where i > 1 and i < n) of a tuple ¢ = (cy,...,¢p).

n
Definition 6 (Number of Activations). With (¢ # t), we denote the num-
ber of activations of component ¢ in a (possibly finite) configuration trace t up to
(excluding) point in time n:

0 Yo
1 n+1 def n
cefttn)] = (¢ # t) = (c # t)+1,

def

cdtm) = (¢ # 1 © # 1).

Moreover, we introduce an operator to return the last activation of a component
in a configuration trace.

Definition 7 (Last Activation). With last(t, ¢), we denote the greatest i € N,
1
such that ¢ € [t(3)]".

Note that last(t,c) is well-defined iff 3i € N: ¢ € [¢(i)]" and 3In € N: Vo' >
n:eé [tn)"

Finally, we introduce an operator which for a given point in time returns the
least earlier point in time where a certain component was not yet active.

Definition 8 (Least Not Active). With (c v t), we denote the least n’ € N,
such that W’ =nV (n' <nAVn' <k<n:c¢ [t(n')]l).

Note that (c v t) is always well-defined and for the case in which ¢ € [t(n)]", it
returns n itself.
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2.4 From Configuration Traces to Behavior Traces

In the following, we introduce the notion of projection to extract the behavior
of a certain component out of a given CT.

Definition 9 (Projection). Given a (finite or infinite) CTt € (K(C))* over a
healthy set of components C C C. The projection to component ¢ = (id, I,0) € C
is denoted by II.(t) € (B(c))* and defined as the greatest relation satisfying the
following equations:

m(tlh) = 0,
ceftn)' = He(tlpp) ¥ I(t],)~ (weluo: ) (id,p)),
cg tn)' = Mot lopr) £ It 1]),

where s e denotes the sequence resulting from appending element e to sequence s.

Ezample 8 (Projection). Applying projection of component c3 to the CT given
by Example 2 results in a BT starting as described by Example 1.

Note that for systems in which a component is activated only finitely many
times, the projection to this component results in only a finite behavior trace.

3 Specifying Component Behavior

In the following, we introduce the notion of behavior trace assertions, a language
to specify component behavior over a given interface specification. We provide its
syntax as well as a formal semantics thereof in terms of behavior traces. Finally,
we introduce a satisfaction relation for configuration traces which serves as a
foundation for the calculus presented in the next section.

3.1 Behavior Trace Assertions

Component behavior can be specified by means of behavior trace assertions, i.e.,
temporal logic [13] formulee over behavior assertions. Behavior assertions, on the
other hand, are used to specify a component’s state at a certain point in time.
They are specified over a given interface specification.

Interface Specifications. Interfaces declare a set of port identifiers and asso-
ciate a sort with each port. Thus, in the following, we postulate the existence of
the set of all port identifiers P;4. Moreover, interfaces are specified over a given
signature X = (S, F, B) consisting of a set of sorts S, function symbols F', and
predicate symbols B.

Definition 10 (Interface Specification). An interface specification (IS) over
a signature X = (S, F, B) is a triple (P, Poyt, t?), consisting of:

— two disjoint sets of input and output port identifiers Py, Pout C Pig,
— a mapping tP: Py, U P,y — S assigning a sort to each port identifier.

The set of all interface specifications over signature X' is denoted by S;(X).
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Behavior Assertions. Behavior assertions specify a component’s state (i.e.:
valuations of its ports with messages) at a certain point in time. In the following,
we do not go into the details of how to specify such assertions, rather, we assume
the existence of a set containing all type-compatible behavior assertions over a
given interface specification.

Definition 11 (Behavior Assertions). Given IS S; = (Pin, Pout,t?) over
signature X = (S, F, B) and family of variables V. = (Vy)scs with variables Vy
for each sort s € S. With p¥.(S;), we denote the set of all type-compatible (with
regard to t*) behavior assertions (BAs) for S;, X, and V.

Algebras and Variable Assignments. A BA is always interpreted over a given
algebra for the signature used in the corresponding IS. Thus, in the following,
we denote by A(XY) the set of all algebras (S, F', B', a, 3,7) for signature X =
(S, F, B), consisting of sets S’, functions F’, predicates B’, and corresponding
interpretations a: S — S’, 8: F — F’, and v: B — B’. Moreover, with Z;, we
denote the set of all variable assignments (VAs) 1 = (ts)ses (With ts: Vi — a(s)
for each s € S) for a family of variables V = (V;)scs in an algebra A.

Semantics of Behavior Assertions. The semantics of behavior assertions is
described in terms of component port valuations satisfying a certain behavior
assertion. In the following, we denote with A «» B a bijective function from set
A to set B.

Definition 12 (Behavior Assertions: Semantics). Given interface specifi-
cation S; = (P, Pout, t?) € S1(X), a healthy set of components C C C, compo-
nent ¢ = (id, I,0) € C, algebra A € A(X), and V Av = (15)ses € TY. We denote
with ubﬁgi’go)’y that p € TU O satisfies BA vy € p%(S;) for port interpretations

(PIs) §%: I < Py, and 6°: O < P,y;.

Behavior Trace Assertions. Behavior trace assertions are a means to spec-
ify a component’s behavior in terms of temporal specifications over behavior
assertions.

Definition 13 (Behavior Trace Assertions). For a family of variables V =
(Vs)ses, rigid (fized for the whole execution) variables V! = (V!)ses, the set of

all behavior trace assertions (BTAs) for ISS; € S;(X) is given by FQV’V”(SZ»)
and defined inductively by the equations provided in Fig. 2.

pepkV (s) = ey (s
v erV(s) = “Ov, v, Oy etV (s

W, [43 ” V,V/ “ kil V‘,V/
v, e T VI(S) = “(vu~) erSVI(sy)

Fig. 2. Inductive definition of behavior trace assertions.
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3.2 Semantics: Behavior Traces

In the following, we define what it means for a behavior trace to satisfy a corre-
sponding behavior trace assertion.

Definition 14 (Semantics BTs). Given algebra A and corresponding VAs
V= (t)ses € IA for variables V'. With (t,n) |—E§ 5))% defined recursively
by the equations listed in Fig. 3, we denote that BT t € B(c) satisfies BA
v E F(V’V/)(Si) at time n € N. A BT t € B(c) satisfies BA v € FS/’V/)(S@'),

denoted tb|— (87,07 ) v iff (¢,0), )zéi f,))

(L) PG5 07 = Ve T s t(n) =0 7 [for 6 € pK(S)]
(t»n)b)—(é O = (it 1) ':EZ e
(t,n) }:(6 69 )“<>'y” s In’ >n:(t,n)! ,:Ei 715,))“77, 7
(t,n) Hi f,))“[l 7 = Vn' >n: (t,n)) ':Ei ﬁ) oy
(t,n); ':(A j)>a‘(7 Ur)" < 3’ >n: (t,n)} ':(A :5/))“ n A
Vn<m<n's (t,m)} ,:w gt

Fig. 3. Recursive definition of satisfaction relation for behavior traces.

3.3 Semantics: Configuration Traces

In the following, we define what it means for a configuration trace to satisfy a
behavior assertion.

Definition 15 (Semantics CTs). Given algebra A, corresponding VAs J/ =
((1)ses €Y for variables V', and behavior trace t' € B(c). With

(4.t m) =y Ny <2
(3 = n: c e N A () o e # ) fECY) v 3)
(3i: c € RGN ABi 2 n: e e i)' A
(I1e(8) o ', #T(1)) 1+ (0 — last(t,0))) FEG D)) v (@)
(B e € [N A (#,m) b=(00))- )
we denote that CT t € R(C) satisfies BA v € T'V"V)(S;) at time n € N for

a given continuation t'. Again, a CT t € B(c) satisfies BA v € F(EV’V/)(Si),
denoted tk|:Ef46L :0%) v iff (¢,0) I:Effb %)
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To satisfy a given behavior assertion v for a component ¢ at a certain point in
time n under a given continuation t', a configuration trace ¢ is required to fulfill
one of the following conditions:

— By Eq. (3): Component ¢ is again activated (after time point n) and the
projection to ¢ for ¢ fulfills v at the point in time given by the current number
of activations of c.

— By Eq. (4): Component c is activated at least once but not again in the
future and the continuation fulfills v at the point in time resulting from the
difference of the current point in time and the last activation of c.

— By Eq. (5): Component ¢ is never activated and the continuation fulfills v at
point in time n.

For the sake of readability, from now on, we omit symbols for algebras and

port/variable interpretations for satisfaction relations. An algebra and corre-

sponding interpretations are, however, assumed to be fixed for each property.
The following property ensures correctness of Definition 15:

Proposition 1 (Soundness of Definition15). A CT t € R(c) satisfies BA
v e FS/’V )(Si) for a given continuation t’ € B(c) iff the corresponding projection
satisfies y:
t t
(t.t) k'ﬁﬂ = I.(t)ot' =,

where sos’ denotes the sequence resulting from concatenating sequences s and s’ .

Remember that for architectures in which a component is activated only
finitely many times, the projection to this component results in only a finite
behavior trace. This is why we actually check for a valid continuation ¢’ € B(c).

4 A Calculus for Dynamic Architectures

Until now, ,ﬁl: is only implicitly defined in terms of lﬂ: While this mirrors our
intuition about ,z|:, it is not very useful to reason about it. Thus, in the following
section, we provide an explicit characterization of ,zlz in terms of a calculus for
dynamic architectures. Then, we show soundness and relative completeness of
the calculus with regard to Definition 15. Using a natural deduction style, we
provide introduction and elimination rules for each temporal operator.

4.1 Introduction Rules

We provide 8 rules which can be used to introduce temporal operators in a
dynamic context.

Behavior Assertions. The first rules characterize introduction for basic behav-
ior assertions. Therefore, we distinguish between three cases: First, the following
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case in which a component is guaranteed to be eventually activated in the
future:

Assl,

n<i celt@) M§k<tc€MMﬂ
p € TUO: ) (e,p) 467

(t7 t/V n) ]z (c) “qb”

Ji > n:ce [ti)]

For this case, in order to show that a BA ¢ holds at time point n, we have to
show that ¢ holds at the very next point in time at which component c is active.

For the case in which a component was sometimes active, but is not activated
again in the future, we get the following rule:

Asslay t'(n — last(c, t)) ,|=5¢”

t
(tv tlv Tl) k )i) “Qb”

1

Fi: ce [t@)] AP >n:celt@i)]

In order to show that BA ¢ holds at a certain point in time n, we have to show
that ¢ holds for the continuation t'. Note that the corresponding time point is
calculated as the difference from n to the last point in time at which component
c was active in .

Finally, we have another rule for the case in which component is never
activated:

Assl, o

t/(n) b':CL¢77

—(t,t',n) :'i)“(b” Fi: c e [t(i)]

For such cases, BA ¢ holds at a certain point in time n when ¢ holds for ¢’
at time point n.

Next. The next rule characterizes introduction for the next operator. For this
operator as well, we distinguish two cases: The first case is again the one in
which a component is guaranteed to be eventually activated in the future:

NxtI, [n <i ce [t(z)]l ﬂn <k<i:ce [t(k)]l}

! Nt 7))
(t:tal—’_l)k'i)’y
(t.tn) tE <O

Ji > n:ce i)

For this case, in order to show that a BTA () holds at a certain point in time
n, we have to show that it holds after the very next activation of ¢ in ¢.



Towards a Calculus for Dynamic Architectures 89

For the case in which a component is not activated again in the future, we
get the following rule for the next operator:

Nxtl
n (t, t’,n + 1) ]zl(:)u,yw

t «“ 99
(t7 tl» n) k,%) O Y

Bi>n:celti)

In this case, the dynamic interpretation of the operator resembles its traditional
one. Thus, it suffices to show that BTA ~ holds for the next point in time n+ 1,
in order to conclude that () holds at n.

Eventually. Introduction for the eventually operator can be described with a
single rule:

Evtl n
<C\/t> Sn/ (t,t/,n/) k':u b

(t,t',n) ;ﬁlﬁ) “Oy

It states that in order to show that <~ holds for a component ¢ at some point
in time n, we only have to show that v holds at some time point later than the
last activation (before n) of c.

Globally. Similarly, we provide a single introduction rule for the globally
operator:

GlObI [TL S TL/]

(t,t/, /) k.': Wa
(t,t',n) k'ﬁ)um,}/n

It allows us to conclude [y for time point n whenever we can show that v holds
for an arbitrary n’ > n.

Until. Finally, we provide a single rule for introducing the until operator:
UntilI nén// n”gi" ngn// n//<n/
celt(i ”)]1 i"<n'| |$">n": ce[t(i”)]l

¥ t 131} ¢,6%,6%) w1 "66¢4 9
(V' (Ln) =y (8t ") \—EM Sy (1t n") ¢ »=EAL) eyt

(t,t',n) 1=
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In order to show that 7' U ~ holds for a component ¢ at some point in time
n, the rule requires to show that v holds at some point n’ later than the last
activation (before n) of ¢ and that for every time point up to the last activation
of component ¢ before n’ (or the last time point n” < n’ for the case component
¢ is not activated anymore), 4" holds.

4.2 Elimination Rules

In contrast to introduction, we provide 10 rules for the elimination of the different
temporal operators.

Behavior Assertions. Again, we first provide rules characterizing elimination
for basic behavior assertions. Similar to introduction, we distinguish between
three cases: The first case describes elimination for situations in which a com-
ponent is guaranteed to be activated sometimes in the future:

AssE,
(t,¢',n) p= 40" n<i ce[t@)]' In<k<i:ce[t(k)] 1
AeTUO: [t(i) (c,p) =07 Jizn: ce[t(i)]

The rule for such cases allows us to eliminate a basic BA ¢ and conclude that ¢
holds at the very mext point in time where component c is active.

The next rule deals with the case in which a component was sometimes active,
but is not activated again in the future.

B ) e

o)
t'(n — last(c,t)) ="

Ji: ce [t@)]' ABi>n:ce [t(i)

The rule for this case allows us to conclude that a BA ¢ holds at a certain point
in time for continuation ¢’. Again, the corresponding time point is calculated as
the difference of n and the last time component ¢ was activated.

Finally, we have another rule for the case in which component is never
activated:

AssE,
2 (t,t',n) :'ﬁ)“fﬁ”

) =0 Fi: c e [t(i)]

For such cases, we may eliminate ¢ and conclude that ¢ holds at n for con-
tinuation ¢'.
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Next. Similar to introduction, we provide two rules to eliminate a next operator:
The first rule deals again with the case in which a component is guaranteed to
be activated sometimes in the future:

NxtE, . 1 L
(t,t'n) = Oy n<i celt(i)]  In<k<i: ce[t(k)]

(<)
(t,ti+1) o= 7

Jizn: celt(i)]

Similar to the corresponding introduction rule, this rule allows us to conclude
BTA # for a certain point in time i + 1, whenever (O~ holds at an earlier point
in time n and i is the very next activation of component c.

If a component is not activated again, we get the following rule for eliminating
a next operator:

NxtE,

Gem i 07 1
1 >mn:cée |t
(t,t',n+1) g%)“y” - 149

Again, the rule resembles the traditional interpretation of next, which allows us
to conclude that BTA ~ holds for a certain point in time n + 1, whenever Oy
holds at n.

Eventually. We provide two rules to eliminate an eventually operator:

EvtE
a (t,t',n) Iz)(:)uo,yn

‘ In' > (c v ty: (t,t',n') ,z}a‘"y”

Ji > n:ce[tl)]

When eliminating a {~ for a component ¢ at time point n, the rule allows us
to conclude that BTA ~ holds sometimes after the last activation (before n) of
component c.

A similar rule applies for the case in which ¢ is not activated again (In’ >
n: (t,t',n') ,:li) “4"). For this case (denoted EvtE,), however, we can conclude

that the corresponding point in time n’ is actually greater than n instead of
n
(e V t).

Globally. Similar to introduction, we have a single rule for the elimination of
a globally operator:

GlobE ’ b o« ) I ¥
(t,t,n)k’i) Oy n' > {cVit)

t [
(t7tlan/) k () ’Y
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The rule allows us to eliminate [y for component ¢ at time point n and conclude
that v holds at an arbitrary point later than the last activation of ¢ before n.

Until. Finally, we provide two rules to eliminate until operators:

UntilE
) (&1, 1) o= Y U 77

n
In' > (e # t): (t,t',n) ,z)i) “a A

(v 2 (e t)s (B <7 <ol c W)

1

3i > n: e e [t(i)]

V(#i>n":celt@) An” <n')
— () )

Assuming that +' U ~ holds at some time point n, the rule allows us to conclude
that there exists a time point in the future n’, such that BTA + holds and that
up to the last activation of component ¢ earlier to n’ (or the last time point
n' < n' for the case component ¢ is not activated anymore), BTA ~' holds.

Again, a similar rule applies for the case in which c¢ is not activated again
(Fn' > n: (t,t',n) ,zl(:) “4'"). For this case (denoted UntilE,), however, we can
conclude that the corresponding point in time n’ is actually greater than n
instead of (c v t).

4.3 Soundness and Completeness

In the following, we show soundness and relative completeness of the calculus.
Thereby, we denote with Fpa ((¢,n) ,ﬂ(z)’y) that it is possible to derive (¢,n) ,:|(:)'y
with the rules introduced in Sect. 4. With [=pa ((¢,n) ,:|(:)fy), on the other hand,
we denote that configuration trace t indeed satisfies BTA ~ at time point n.

Theorem 1 (Soundness). The calculus presented in Sects. /.1 and 4.2 is
sound:

Proof (Sketch). For each rule, we assume its premises and prove its conclusions
from Definitions 14 and 15.

Theorem 2 (Completeness). The calculus presented in Sects. 4.1 and 4.2 is
complete (relative to the completeness of \|=):

Fpa ((t, n) L= “’Yﬁ) — Fpa ((t,n) ’i%“’y”)'

(e)

Proof (Sketch). The validity of each BTA can be derived by applying the corre-
sponding introduction rules.
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5 Verifying Properties of Dynamic Architectures

In the following, we demonstrate the practical usability of the calculus presented
in Sect. 4. Therefore, we specify a dynamic version of the blackboard architecture
pattern and apply our calculus to verify a simple property of such architectures.

5.1 Dynamic Blackboard Architectures: Specification

In the following, we introduce a simplified version of the blackboard pattern
as described, for example, by Shaw and Garlan [18], Buschmann et al. [5], and
Taylor et al. [19]. Therefore, we first specify the involved datatypes, the compo-
nents interfaces, and constraints regarding the activation/deactivation of compo-
nents as well as connections between their ports. Then we provide a specification
of component behavior in terms of BTAs.

Datatypes. Blackboard architectures work with problems and solutions for
them. Figure4a provides the corresponding datatype specification (DTS) in
terms of an algebraic specification [21]. We denote by PROB the set of all problems
and by SOL the set of all solutions. To relate a problem with a corresponding
solution, we assume the existence of a function s: PROB — SOL which assigns the
correct solution to each problem.

Interfaces. In our example, a blackboard architecture consists of a blackboard
(BB) component and a knowledgesource (KS) component. The configuration dia-
gram (CD) [14] in Fig. 4c shows the specification of the corresponding interfaces.
In our simple example, the BB component merely forwards messages to and from
the KS component. Thus, it has an input port 7, which receives a problem and
an output port o; which returns the corresponding solution. Moreover, it has an
output port p, to forward a problem to a KS and a corresponding input port p;
to receive its solution. A KS, in our example, gets a problem on its input port
pp and provides a corresponding solution on its output port p;.

Diagram Blackboard
DTSpec ProbSol based on BPort uses ProbSol

sort PROB, SOL
S: PROB — SOL

(a) Datatype Specification.

PSpec BPort uses ProbSol
Ip, Pp: PROB
Os; Ps SOL

(b) Port Spocificats (c¢) Configuration Diagram.
ort Specification.

Fig. 4. Specification of the blackboard pattern.
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Spec Blackboard_Activation uses Blackboard

O(bbpy # 0 = IIkSH)
O(|/ks|| = D(<>||ks|\))
O(lea)

—~ o~ o~
o N O
= — T

Fig. 5. Specification of activation constraints for blackboard architectures.

Activation Constraints. Activation constraints restrict the activation or deac-
tivation of components. They are introduced by CDs and refined by activation
assertions (AAs).

In our example, the “bb: BB” and “ks: KS” annotations for a BB and KS
interface, respectively, denote the condition that there are unique BB and KS
components denoted bb and ks, respectively. Moreover, we require three more
activation constraints formulated as AAs in Fig. 5:

— By Eq. (6) we require ks to be active whenever bb posts a problem.

— By Eq. (7) we require a fairness condition for the activation of an already
activated ks.

— By Eq. (8) we require that bb is always active.

Connection Constraints. Connection constraints restrict the connection
between components. They are introduced by CDs and refined by connection
assertions CAs.

In our example, connection constraints are also specified graphically by the
CD in Fig.4c. The solid connections between the ports denote a constraint
requiring that the ports of a KS component are connected with the corresponding
ports of a BB component as depicted, whenever both components are active.

Behavior Specifications. Behavior is specified in terms of BTAs as introduced
in Sect. 3. Note that we do not consider activation and deactivation of a compo-
nent when specifying its behavior. Rather, this is done in a separate specification
and our calculus can then be used to reason about such behavior, in a dynamic
environment as well.

In Fig. 6, we specify two simple properties for BB components. They merely
require messages from their input ports to be forwarded to the corresponding
output ports. Figure 7 provides a specification of the KS’s behavior. The property
requires that whenever a problem is received it is guaranteed to be eventually
solved.
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Spec BB_Bhv uses Blackboard
var p, p’ : PROB

s SOL Spec KS_Bhv  uses Blackboard
,,,,I,D,: ,,,,,,, P ,R[,J]%,S?l: ,,,,,,, var p, q : PROB

. P : PROB SET

O(peci, = peEpp 9 o ITIITL L
O(peps = peos (10) D(pepp = O(s(p) € ps ) (11)
Fig. 6. Specification of behavior for Fig. 7. Specification of behavior for
blackboard components. knowledgesource components.

5.2 Dynamic Blackboard Architectures: Verification

In the following, we demonstrate how the calculus proposed in Sect.4 can be
used to verify a simple property of blackboard architectures as specified above.

A simple property of a blackboard architecture as specified above is that
a problem is always solved. Expressed in terms of a behavior assertion over a
blackboard interface, it looks as follows:

D(p ci, = O(sp) € 05)). (12)

It actually resembles the behavior property of KS components. Its proof is split
into 4 parts.

First, we apply introduction for the globally and eventually operators to
our goal. Thereby we use Hilbert’s e-operator to denote an arbitrary but fixed
element satisfying a certain property. Moreover, we use Ass to abbreviate the
assumption (¢,t',n) ,zl(:bb)p € ip for later reference.

(t,t'en’. n' > (bb V1)) | = (s(p) € 05) (b0 Uty < (en. n/ > (bb V1))

(s (1. 1',m) g5 O (s(p) € 0s) _ o
S8 mp

(t,t',n) ¢ bb)(p €ip = O(s(p) € 05))
[n 2 0] Globl

(t,t',0) ,ﬁ bh)D(p €ip, = O(s(p) € os))

We are now left with the goal of showing that the solution to the original
problem p is provided by the blackboard at port os; at some point in time later
than the last activation of the blackboard. To discharge the proof obligation,
we apply elimination for the globally operator and the behavior specification of

blackboards. In the following, we abbreviate en’. n’ > (bb v t) with n*.
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) Eq. (10)
n* > (cVvit) (tt,0) ,ﬁ bb)D(s(p) Eps = s(p) € 0s)
GlobE
(t, t',n*) ,ﬁ bb)s(p) €ps = s(p) € os (t, t',n*) gﬁ)(s(p) € ps)

ImpE

(tvt/vn*) ;i bb)(s(p) € Os)

We are left with the goal of showing that the solution for p is indeed received
by the blackboard. To this end, we apply connection constraints from the CD
as well as elimination rules for eventually and globally.

(t.t,0) [ O(peps = O(s(p) € ps)) n>(cVi)

(tvt/vn) lzﬁg)pepp (tvt/vn) Iiﬁg)(pEPP - O(S(p) Eps))
(t:',n) k= O(s(p) € ps)
(8, en’ 0’ 2 (b0 V 1) (= (s(p) € ps)

(t, ¢ en’. n' > (bb V 1)) gﬁb)(s(p) € ps)

EvtE,, Eq. (7)
Fig. 4c, Eq. (6)

Finally it remains to show that the knowledgesource indeed receives the origi-
nal problem. To discharge this obligation, we simply again apply the constraints
induced by the CD as well as the behavioral specification of the blackboard
component.

0
(t,¢,0) = O(peip = (p€pp) n>(cVt)
A o GlobE
SS (0]
(t7 t/7 TL) 11 bb)p S ip (tvt/vn) 12 bb)p S iF - p € pp

7 ImpE
(tvtla TL) k bh)p € pP

Fig. 4c, Eq. (8
(t,t',n) ,ﬁﬁ)p € pp ®)

Note that one of the premises is closed by reference to the assumption Ass
obtained at the beginning of the proof.

6 Related Work

Related work can be found in two different areas: work on the specification of
dynamic architectures in general and calculi about dynamic systems specifically.

Over the last years, some approaches to the specification of dynamic architec-
tures in general have emerged. One related approach comes from Le Métayer [12],
who applies graph theory to specify architectural evolution. Similar to our work,
the author proposed to model dynamic architectures as a sequence of graphs
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and to employ graph grammars as a technique to specify architectural evolution.
A similar approach comes from Hirsch and Montanari [11], who employ hyper-
graphs as a formal model to represent styles and their reconfigurations. Another,
closely related approach is the one used by Wermlinger et al. [20]. The authors
combine behavior and structure to model dynamic reconfigurations. Recently,
categorical approaches to dynamic architecture reconfiguration have appeared,
such as the work of Castro et al. [7] and Fiadeiro and Lopes [9]. While they all
introduce models for dynamic architectures similar to ours, they do not provide
a calculus to reason about such architectures. Thus, we complement their work
by providing rules to reason about such architectures.

A second area of work concerns approaches to reason about dynamic systems
in general: Pioneering work in this area goes back to Milner in his well-known
work on the m-calculus [17]. Here, the author provides a set of rules to reason
about reconfigurable systems in general. The main idea behind the underlying
model is that channels can be passed as messages between processes, which
can then exchange messages over these channels. Another foundational model
of dynamic systems which provides rules to reason about such systems is the
Chemical Abstract Machine (CHAM) [1]. It is built upon the chemical metaphor
and models a system as multi-set transformers. Thereby it also provides a set of
general laws to reason about such systems. Finally, the ambient calculus [6] can
be seen as an advancement of the CHAM. In contrast to membranes in CHAM,
ambients provide stronger protection and provide mobility for sub-solutions as
well. While all these approaches provide rules to reason about dynamic systems
in general, their underlying model of dynamic systems is different from our model
of dynamic architectures. Thus, we actually complement their work by providing
rules to reason about different types of systems.

7 Conclusion

In this paper, we introduce a framework to reason about the behavior of compo-
nents deployed to a dynamic environment. The major contributions of the paper
can be summarized as follows: (i) We extend our model of dynamic architectures
introduced in [15] with the notion of behavior traces to model behavior of single
components. Thereby we also characterize an operator to extract the behavior
of single components out of a given configuration trace. (ii) We introduce the
notion of behavior trace assertions to specify behavior of single components and
provide its formal semantics in terms of behavior traces. (iii) We provide a cal-
culus to reason about the behavior of components in dynamic architectures. It is
in a natural deduction style and provides introduction and elimination rules for
each operator of behavior trace assertions. (iv) We show soundness and relative
completeness of the calculus.

Our results can be used to support the verification of dynamic architec-
tures. This was demonstrated by applying our calculus to verify a property for
a dynamic version of the blackboard architecture pattern. Our overall research
is directed towards a unified framework for the specification and verification of
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patterns for dynamic architectures. By introducing the calculus, we provide an
important step towards this overall goal. However, future work is still required
in three major directions: (i) To better support verification, we are aiming at
integrating the calculus in Isabelle/HOL. Very much in the spirit of LCF [10],
we are currently working on a mechanized proof of the rules of the calculus from
first principles. (ii) Moreover, the calculus should be extended to better inte-
grate port connections. (iii) We are currently looking for ways to leverage the
hierarchical nature of patterns for their verification. Thus, we are interested in
theoretical results of how results for one pattern can be reused for the verification
of other, related patterns.
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Abstract. We propose to extend iUML-B class-diagrams to elaborate
Abstract Data Types (ADTs) specified using Event-B theories. Classes
are linked to data types, while attributes and associations correspond to
operators of the data types. Axioms about the data types and operators
are specified as constraints on the class. We illustrate our approach on a
development of a control system in the railway domain.

Keywords: Event-B - iUML-B - Class-diagrams - Theory - Abstract
Data Types (ADTs)

1 Introduction

Event-B [1] is a well-established formalism for developing systems whose compo-
nents can be modelled as discrete transition systems. An Event-B model contains
two parts: a dynamic part (called machine) modelled by a transition system and
a static part (called context) capturing the model’s parameters and assumptions
about them. The main technique in Event-B to cope with system complexity is
stepwise refinement, where design details are gradually introduced into the for-
mal models. Refinement enables the abstraction of machines, and since abstract
machines contain fewer details than concrete ones, they are usually easier to
validate and verify.

To enhance the user experience with developing models, Event-B and its sup-
porting Rodin platform (Rodin) is extensible. One of the extensions is iUML-B
which includes state-machines and class-diagrams [9-11]. While state-machines
give a visualisation of the system’s dynamic state and the transitions between
them, class-diagrams provide a visualisation of the model data and relationships.
Another extension is the Theory plug-in [3] for extending the mathematical lan-
guage of Event-B and supporting reasoning about these additional concepts.
In particular, we can use Event-B theories to formalise Abstract Data Types
(ADTs) [7] and subsequently utilise the ADTs to model the system’s dynamic
behaviour in the machines.

Our motivation is to provide a diagrammatic visualisation for the ADTs
specified using Event-B theories. In particular, we propose to extend iUML-B
class-diagrams with new and adapted diagrammatic elements, linking them to
the data types and operators in the theories. The extension helps the design
of the ADTs and provides a better understanding of the data types and the
relationships between them.

© Springer International Publishing AG 2017
D.V. Hung and D. Kapur (Eds.): ICTAC 2017, LNCS 10580, pp. 100-117, 2017.
DOI: 10.1007/978-3-319-67729-3_7
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Our contribution therefore is a proposal for extending iUML-B class-
diagrams. Classes are linked to data types specified using theories. Attributes
and associations elaborate operators of the data types. Axioms about the data
types and operators are specified as class constraints. We illustrate our approach
on a development of the RailGround case study [8] provided by Thales Austria
GmbH.

The rest of the paper is structured as follows. Section 2 gives some background
information about the Event-B method and the extensions such as iUML-B
and the Theory plug-in. We present our proposal for extending iUML-B class-
diagrams for Event-B theories in Sect. 3. We illustrate our approach using the
Rail Ground case study in Sect.4. We give a summary of our development in
Sect. 5 and some conclusion of our work in Sect. 6.

2 Background

2.1 Event-B

Event-B [1] is a formal method for system development. Main features of Event-
B include the use of refinement to introduce system details gradually into the
formal model. An Event-B model contains two parts: contexts and machines.
Contexts contain carrier sets, constants, and axioms that constrain the carrier
sets and constants. Machines contain variables v, invariants I(v) that constrain
the variables, and events. An event comprises a guard denoting its enabling-
condition and an action describing how the variables are modified when the
event is executed. In general, an event e has the following form, where ¢ are
the event parameters, G(¢,v) is the guard of the event, and v := E(¢,v) is the
action of the event!.

== any t where G(t,v) then v := E(t,v) end

A machine in Event-B corresponds to a transition system where variables rep-
resent the states and events specify the transitions. Contexts can be extended
by adding new carrier sets, constants, axioms, and theorems. Machine M can
be refined by machine N (we call M the abstract machine and N the con-
crete machine). The state of M and N are related by a gluing invariant J(v, w)
where v, w are variables of M and N, respectively. Intuitively, any “behaviour”
exhibited by N can be simulated by M, with respect to the gluing invariant
J. Refinement in Event-B is reasoned event-wise. Consider an abstract event e
and the corresponding concrete event f. Somewhat simplifying, we say that e is
refined by f if f’s guard is stronger than that of e and f’s action can be simulated
by e’s action, taking into account the gluing invariant J. More information about
Event-B can be found in [6]. Event-B is supported by Rodin [2], an extensible
toolkit which includes facilities for modelling, verifying the consistency of mod-
els using theorem proving and model checking techniques, and validating models
with simulation-based approaches.

! Actions in Event-B are, in the most general cases, non-deterministic [6].
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2.2 iUML-B

iUML-B [9-11] provides a diagrammatic modelling notation for Event-B in the
form of state-machines and class-diagrams. The diagrammatic elements are con-
tained within an Event-B model and generate or contribute to parts of it. For
example a state-machine will automatically generate the Event-B data elements
(sets, constants, axioms, variables, and invariants) to implement the states, and
contribute additional guards and actions to existing events. Class diagrams pro-
vide a way to visually model data relationships. Classes, attributes and associa-
tions are linked to Event-B data elements (carrier sets, constants, or variables)
and generate constraints on those elements. In this paper, we focus on extending
class-diagrams for visualising abstract data types specified using theories.

2.3 Theory Plug-In

The Theory plug-in [3] enables developers to define new (polymorphic) data
types and operators upon those data types. These additional modelling concepts
might be defined directly (including inductive definitions) or axiomatically.

An (inductive) datatype can be directly defined using several constructors.
Each constructor can have zero or more destructors. A datatype without any def-
inition is axiomatically defined. We focus on axiomatic data types in this paper.
By convention, an axiomatic datatype satisfies the non-emptiness and mazimal-
ity properties, i.e., for an axiomatic type S, we have S # @ andV e - e €
As an example, an axiomatic type for stacks is declared as follows.

1 theory T
2 types (@D)
3 end

Operators can be defined directly, inductively (on inductive data types)
or axiomatically. An operator defined without any definition will be defined
axiomatically. Operator notation is prefix by default. Operators with two argu-
ments can be infix. Further properties can be declared for operators including
associativity and commutativity.

In the following, we show the declaration for some stack operators:

) , , and
1 operators
2 : "STACK(T)"
3 (st : "STACK(T)"): "T"
4 ( : "STACK(T)"): "STACK"
5 for "st # emptyStack"
6 ( : "STACK(T)", : "T"): "STACK"
7 < (e : "T", : "STACK(T)") infix
8 axioms
9 "W ost, e - = push(st, e) # emptyStack"
10 "W st, e - = pop(push(st, e)) = st"

12 "W st - st TACK(T) A st # emptyStack = top(st) < st"

ecT
e €T
11 "W st, e - e € T = top(push(st, e)) = e"
€ STA
13 "W st, e- e € T = e < push(st, e)" theorem
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An additional infix operator < defines a predicate (without any returning
type) specifying whether an element e is in the stack or not. The axioms
are the assumptions about these operators that can be used to define proof
rules. Note that is a theorem which is derivable from the axioms defined
previously. We omit the presentation of proof rules in this paper.

Finally, theories can be constructed in hierarchical manner: a theory can
extend other theories by adding more data types, operators, and axioms.

3 Class-Diagrams for Abstract Data Types

An ADT is a mathematical model of a class of data structures. It is typically
defined by a set of operations that can be performed on the ADT, along with
a specification of their effect. By using Event-B theories to formalise ADTs, we
can subsequently utilise the ADTs to model the system’s dynamic behaviour in
the machines. An ADT can be specified straightforwardly using Event-B theories
with axiomatic data type and operators, e.g., the data type in Sect. 2.3.
In order to aid the design of ADTSs, we propose to extend class diagrams to
ADTs that are specified using theories. In particular, data types are represented
using classes and operators are modelled using attributes or associations. We
illustrate our idea using the data type example. The class-diagram for
the data type is shown in Fig.1. In the diagram, there are two classes,
namely and T. The dashed arrow from to T indicates that is
polymorphic and T is the type parameter of . This is also denoted by the
label, i.e., <T>, of the class. Since class T represents a formal type
parameter it cannot own any child features such as associations or constraints.

pop push
st 1 2
-4~ STACK<T>
o otop: T
4 emptyStack

-¢ axm1:ve - e e T = push(st, e) # emptyStack

-<>— axm2: ve - e e T = pop(push(st, e)) = st

¢- axm3: ve - e e T = top(push(st, e)) =e st 2 1 e
<+ axmd: st # emptyStack = top(st) < st

1 thm1:ve-ee T = e < push(st, e)

Fig. 1. A class-diagram for stack ADT

For now, we use the existing class diagram features to illustrate the pro-
posed approach. Our intention is to add features to iUML-B to represent the
ADT features with new diagram elements including a new class container for
adding class constant instances, a new arrow/label feature for expressing class
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type parameters, a new diagram node for multi-source associations, and a new
diagram node for representing abstract formal type parameters such as

Operators are represented by the special associations between classes. Each
association operator can have one or more inputs and zero or one outputs. An
operator without any output, e.g., <, indicates a predicate. The inputs to oper-
ators are labelled to indicate their formal parameters. If an operator has two or
more inputs, e.g., or <, each input is numbered (e.g., 1,2,...) specifying
their order.

A “query” operator, i.e., those with one input which is an instance of the

data type and one output (e.g., ), can be specified as attributes of the class.
An operator without any input and return an instance of the data type, i.e.; a
constant of the data type (e.g., ), is specified using a “constant” of

the class. Finally, the axioms and theorems about the data type and its operators
are specified as constraints on the class. The constraints are lifted automatically

to all instances of the data type. Let st be the instance name for the data
type, becomes
v : € = Ve -ecT= (st, e) # ) .

Note that in general, the class-diagrams and their corresponding theories for
ADTSs are developed gradually through several steps. In each step, additional
data types, operators, and constraints can be added.

4 Example. An Interlocking System

The example used in this paper is based on a formal model of a railway interlock-
ing system, which was developed by Thales Austria GmbH. This is a simplified
version of interlocking systems, built specifically for research on formal valida-
tion and verification of railway systems [8]. This example is used as part of the
rail use case of the European project Enable-S3 [4].

4.1 Requirements

Railway systems, in general, aim at providing a timely, efficient and most impor-
tantly a safe train service. This requires a reliable command and control system
that ensures a train can safely enter its specified route. In the system under con-
sideration, the railway topology consists of a set of connected elements, which
are controlled by signals passing information to the trains. The safety of a train
is ensured by allowing its route to be set, only if it does not conflict with the
current available routes. The following requirements are extracted and simplified
from [8]. For illustration, we will consider the network topology with one track
and two points as in Fig. 2.

Rail Elements. The railway topology is formed by a set of rail elements. A
Rail Element is a unit which provides a physical running path for the trains, i.e.
rails (e.g. track, points, crossing). Typically, a rail element is made up of one or
more segments. The sets of segments belong to each rail element are disjoint.
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S1 52 *D*
*@* *@* *@* *@*
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T Wh] P1 P2 Th]
S3 54

Fig. 2. An example railway topology [8]

REQ 1 The network topology is a set of rail elements.
REQ 2 A rail element contains one or more segments.

In Fig. 2, the segments are {bc,cb,di,id,de,ed, jg,gj,fg,gf}. There are three
rail elements, namely T (a track), P1, P2 (points). The relationship between the
rail elements and the segments are as follows:

’_>{ ] }7 '_){ > > > }a ’_>{ s > > }

Element Positions. For each rail element, a Rail Flement Position is a distinct
situation of that rail element. Furthermore, each element position defines the set
of possible element connections (defined by segments) for that particular rail
element.

REQ 3 For each rail element, there is a set of possible element positions.
REQ 4 Each rail element and position correspond to a set of rail segments.

For example, a points has three possible position (in transition),
(left), (right). Consider points P1, position corresponds to an emp-
tyset of segments, corresponds to segments {di, id}, and corre-

sponds to segments {de, ed}.

Paths. A path is a sequence of rail segments, with the constraint that two rail
segments of the same rail element are not allowed within one path. A path can
be activated so that trains are allowed to be on that path.

REQ 5 A path is a sequence of rail segments.
REQ 6 Two rail segments belonging to the same element are not allowed
within one path.

Consider the example in Fig. 2, a path could be the following sequence of seg-
ments [bc,di, jgl, or [gf,ed,cb]. Note that any sub-sequence of a path is also
a path, e.g., [di,jg] is also a path.
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Route Life-Cycle. A set of routes are defined. Each route correspond to a pre-
defined path in the network. Before becoming active, a route must be requested.
As soon as all conditions for the route (e.g., rail elements must be in the required
position to establish its path), a requested route can be activated. A path corre-
sponds to an active route is called active path. As a train moves along a route,
rail elements that are no longer in use can be released. An active route can be
removed only after all its rail elements are released. A rail element position can
only be changed if the rail element is not part of an active path.

REQ 7 A requested route can become an active route when all conditions for
that route are met.

REQ 8 An active route can be removed only after all its rail elements are
released.

REQ 9 A rail element position can only be changed if it is not part of an
active path.

In the example network topology, we can have the following routes R1-R4,

with the following associations: — [bc, s ], — [bc, s 1,
— [gf, , cbl, — [gj, , cbl.

Vacancy Detection. To simplify, we assume that each rail element corresponds

to exactly one Track Vacancy Detection (TVD) section. The state of the TVD

section is either vacant or occupied. A TVD section is occupied if there is some

train on some segment belonging to the rail element.

REQ 10 Each rail element corresponds to exactly one TVD section.
REQ 11 A TVD section can be either in vacant or occupied state.

Signals. A signal is an entity capable of passing information to trains. A signal is
associated with a rail element for a particular traversal direction. A signal aspect
is an (abstract) information conveyed by a signal. Signal Default is a predefined
aspect of signals. Trains are assumed to obey the signals, in particular, stop at
a signal containing default aspect.

REQ 12 A signal is associated with a rail element.
REQ 13 A signal may be set to an aspect other than default, only if there is
an active element after this signal.

In Fig. 2, we have 4 signals, S1- S4. Note that both and S3 associated with
, but they protect the rail element in different traversal directions.

Safety Properties. Safety in this model is ensured by the paths which are
active. The paths can only be set if all its elements are in the right positions.
Safety is ensured by preventing paths to be requested if there are other paths
requiring the same elements.

REQ 14 Two active paths cannot overlap.

REQ 15 An active path must have all its elements in the right positions.
REQ 16 A route can be requested if it is disjoint from other active or requested
routes.
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4.2 Development

For this paper, we omit the presentation of the proof rules associated with the
theories. Most of them are directly inferred from the axioms constraining the
data types. For the example, we abstract from rail segments. Details about
rail segments (e.g., REQ 2, REQ 4, REQ 5, REQ 6) can be introduced later
via refinement. The development is available online at http://doi.org/10.5258/
SOTON/D0162 including instructions on Rodin configuration.

Refinement Strategy. We adopt the following refinement strategy for devel-
oping a model of the system. The requirements taken into account at each refine-
ment level is also listed.

— MO: To abstractly specify active routes in the system, focusing on collision-
free properties (REQ 14).

— M1: To introduce the life-cycle of routes by specifying requested routes
(REQ 7, REQ 16).

— M2: To formalise the rail elements and the link between rail elements and
paths (REQ 1, REQ 8).

— M3: To specify the element positions and their association with the rail
elements (REQ 3, REQ 15, REQ 9).

— M4: To introduce the track vacancy detection mechanism (REQ 10,
REQ 11).

— M5: To introduce the signals controlling the trains’ movement (REQ 12,
REQ 13).

MO. Paths. In the initial model, we focus on the notion of paths and the rela-
tionships between them (abstractly). In particular, our model of the dynamic of
the system centres around the main safety property of the system, i.e., collision-
free (REQ 14). For this, we want to specify that there are no overlaps between
currently active paths. The diagram for the initial theory of the data type
can be seen in Fig. 3. Two operators, namely & and C, are introduced to specify
disjointness and sub-path relationships between two paths pl and p2. Properties
of the operators are specified by constraints and . Constraint

states that @ is symmetric and states that disjointness is preserved by
the sub-path relationship. The corresponding theory can be seen as follows. Note
that the constraints are lifted to be universally quantified over all instance p of
the data type.

1 theory

2 types

3

4 operators
@ (pl: "PATH", : "PATH") infix
C (pl: "PATH", : "PATH") infix

axioms
"V p-p €EPATH = (Vq -p@®q=q9@p"
"V p-p €PATH = (Vpl1,p2 - pl C p2 Ap2 ®p=p ® ph"

© © ® N O w

end

-
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% PATH

4 axml:vq-pe®q=q®p
4 axm2:vp1,p2 -p1Ep2Ap2 @p=pop1l
p1 p2 p1 p2

1 2 1 2
® c

Fig. 3. Class-diagrams in MO

We can use the data type to specify our dynamic system as follows.
Context declares a carrier set denoting a set of pre-defined
routes. Constant links the routes with its initial paths (specified by the

data type).
1 context
2 sets
3 constants
4 axioms
5 : "path € ROUTE — PATH"
6 end

In machine , variable is introduced to capture the
active routes. Invariant associates each active route with some path.
Invariant specifies the collision-free property: two different active routes

must be disjoint.

machine
sees
variables
invariants
: "path_curr € ROUTE -+ PATH"
: "V pthl, pth2 -
pthl € dom(path_curr) A pth2 € dom(path_curr) A pthl # pth2 =
path_curr(pthl) @ path_curr(pth2)"
== begin : "path_curr := & " end

© W N oA W N

Three events are modelled at this specification level for adding, modifying,
and removing routes. In , anew route pe, where the corresponding path
(i.e., (pe)) does not conflict with any existing routes ( s ), is
activated. The initial path associated with pe is (pe). Event
updates the path corresponding to the route pe with the new path . Guard

of specifies that the new path must be a sub-path of
the current path associated with (a route can only be updated by releasing
rail elements which no longer in use). Finally, event removes an

active route specified by route pe from the set of active routes.
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1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24

events
addRoute ==
any pe where
Ogrdl: "pe € ROUTE \ dom(path_curr)"

Ogrd2: "V p - p € dom(path_curr) = path(pe)
then

Qactl: "path_curr(pe) := path(pe)"
end
modifyRoute ==

any pe pth where

Q@grdl: "pe € dom(path_curr)"

Ogrd2: "pth C path_curr(pe)"
then

©actl: "path_curr(pe)
end

= pth"

removeRoute ==
any pe where
Qgrdl: "pe € dom(path_curr)"
then
©act2: "path_curr
end
end

:= {pe} < path_curr"

@ path_curr(p)"

M1. Route Life-Cycle. In the first refinement, we model the life-cycle of
routes by introducing the notion of requested routes. In this refinement, there
are no changes for the PATH data type. Variable path_req captures the set of
requested routes (i.e., a subset of ROUTE) which must be disjoint from the set of
current routes (0inv2).

1
2
3

invariants
@invi: "path_req C ROUTE"
©@inv2: "path_req N dom(path_curr) = & "

We refine event addRoute as follows, i.e., a requested route pe becomes an
active route.

o B N

addRoute
refines addRoute
any pe where
Ogrdl: "pe € path_req"
then
Gactl: "path_curr(pe) := path(pe)"
Oact2: "path_req := path_req \ {pe}"
end

In order to prove the refinement of event addRoute, we need additional invari-
ants linking path_req and path_curr.

1

2

©@inv3: "V pthil, pth2
(pth2)"

©inv4: "V pthl, pth2 -
path(pth2)"

pthl € path_req A pth2 € dom(path_curr) = path(pthl) @ path_curr

pthl € path_req A pth2 € path_req A pthl # pth2 = path(pthl) &
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Two new events and are introduced to create
a new request for a path and remove an existing request. Notice the guards of
ensure the maintenance of invariants and
1 ==
2 any where
3 : "pe € ROUTE \ path_req"
4 : "pe ¢ dom(path_curr)"
5 : "W p - p € dom(path_curr) = path(pe) @ path_curr(p)"
6 : "V p - p € path_req = path(pe) @ path(p)"
7 then
8 : "path_req := path_req U {pel}"
9 end
10
11 ==
12 any where
13 : "pth € path_req"
14 then
15 : "path_req := path_req \ {pth}"
16 end

M2. Rail Elements. In this refinement, we introduce the rail elements into

the formal models. A new data type is introduced. We extend
the data type with a new operator returning the set of rail
elements associated with each path (see Fig.4). Another operator < specifying
whether a rail element belongs to some path p or not is defined using the
direct definition, i.e. <L p == € (p). Finally, we intro-
duce an operator for removing a rail element from the path p. The
operator is only defined for the rail element belonging to the path

. Axiom defines the disjointness between paths p and g as the disjoint-
ness of their rail elements. Axioms and specify the properties of

- PATH

© rail_elements: P(RAIL_ELEMENT)

4+ axm1: vq - p © g « rail_elements(p) n rail_elements(q) = @
4+ axm2: vre - re « p = shrink(p, re) c p
<4+ axm3: vre - re « p = rail_elements(shrink(p, re)) = rail_elements(p) \ {re}
P p
2
« == re € rail_elements(p)
1 1

re srhink

- RAIL_ELEMENT] 2
re

Fig. 4. Class-diagrams in M2
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operator: it makes the path p smaller and removes the element re from
the path’s rail elements. The corresponding theory is as follows.

theory
imports
operators
(p: "PATH"): "P(RAIL_ELEMENT)"
< (re: "RAIL_ELEMENT", : "PATH") infix =
"re € rail_elements(p)"
(p : "PATH", : "RAIL_ELEMENT"): "PATH"
for "re < p"
axioms
"V p-p€PATH = (Vq - p @ q < rail_elements(p) N rail_elements(q) = @ )"
"V p - p € PATH = (V re - re < p = shrink(p, re) C p)"
"W p - p € PATH = (V re - re < p = rail_elements(shrink(p, re)) =
rail_elements(p) \ {re})"

= e
= O © WO oA W N

-
N

end

[
w

For the dynamic system, a variable is introduced to
keep the relationship between the rail elements and the current active route.
Each rail element is associated with at most one active route ( ). Invariant

states the consistency between and the set of rail
elements associated with some active route

1 : "rail_element_path € RAIL_ELEMENT -+ dom(path_curr)"

2 : "V p- p € dom(path_curr) = rail_elements(path_curr(p)) = rail_element_path~ [{p}]"
We focus on the refinement of in this level. The changes to the

other events are trivial. With the introduction of the operator, we can

now be more precise about how an active route is modified, i.e., it can be done
by releasing some no longer used rail element

1
2 refines
3 any where
4 : "pe € dom(path_curr)"
5 : "re < path_curr(pe)"
6 with
7 : "pth = shrink(path_curr(pe), re)"
8 then
9 : "path_curr(pe) := shrink(path_curr(pe), re)"
10 : "rail_element_path := {re} < rail_element_path"
11 end
The witness for (using the with clause) specifies the value of the removed
abstract parameter . The rail element is removed from the domain of

: it is no longer associated with any active path.

M3. Element Positions. In this refinement, we introduce the positions for rail
elements. We introduce a new ADT, namely (see Fig.5). A new
operator [ is added to the ADT. For an element position rp and
a rail element re, C states that rp is a valid position for re. An additional
operator for which returns the default position for each
rail element. Axiom states that the default position for a rail element re is
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<% PATH

' Path_Element_Pos: RAIL_ELEMENT -» RAIL_POSITION

-¢ axm2: vre - re e dom(Path_Element_Pos(p)) = Path_Element_Pos(p)(re) c re
<} axm3: rail_elements(p) = dom(Path_Element_Pos(p))

- RAIL_LELEMENT -~ RAIL_POSITION
> Default: RAIL_POSITION |..."® 2 1 p

- axm1: Default(re) c re

Fig. 5. Class-diagrams in M3

always a valid one for that rail element. Finally, an operator

is added to the ADT which returns a (partial) function relating the rail
elements (belonging to the path) with the element position. Axiom states
that the position defined for a rail element of a path p must be a valid
position for re. Axiom gives the relationship between

and as expected.

We introduce a variable to capture the current position of
every rail element ( below). Invariant states that the position of
every rail element must be a valid one for re. Invariant specifies the
important safety property for each current active route: the position of the rail
elements that belong to the active route must be the correct position.

1 invariants

2 : "rail_positions € RAIL_ELEMENT — RAIL_POSITION"
3 : "V re - rail_positions(re) [ re"
4 : "V p, re - p € dom(path_curr) A re < path_curr(p) = rail_positions(re) =

Path_Element_Pos(path_curr(p)) (re)"

An additional guard is added to event as follows.

1 : "W re - re C path(pe) = rail_positions(re) = Path_Element_Pos(path(pe)) (re)"

The guard ensures that only when every rail element that belongs to a
requested route is in the correct position, can this route can be turned
into a current route. Two new events are added for setting the position of a rail
element: and

any where

: "re ¢ dom(rail_element_path)"

: "V p - p € path_req = re < path(p)"

: "pos [C re" // @pos is valid

: "pos # rail_positions(re)" // @pos is new
then

0 N oG A W N

: "rail_positions(re) := pos"
9 end
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11 setRailElementPath
12 any p re where

13 O@grdl: "p € path_req" // @p is a requested path.

14 Qgrd2: "re <K path(p)" // @re is a rail element of @p

15 Ogrd3: "Path_Element_Pos(path(p))(re) # rail_positions(re)"
16 then

17 Oact: "rail_positions(re) := Path_Element_Pos(path(p)) (re)"
18 end

Event setRailElementPos sets the new position pos for a rail element re
which does not belong to any active path (egrdi) and does not belong to any
requested route (@grd2). Event setRailElementPath sets the position for a
rail element re belonging to a requested route p. The new position of the
element re is the position required for path p as specified by the operator
Path_Element_Pos.

M4. Vacancy Detection. In this refinement, we introduce the track vacancy
detection. Each TVD section corresponds to a rail element. As a result, we
introduce a new data type TVD_SECTION with an operator TVD_Element as in

Fig.6. Axioms Oaxml and ©Gaxm2 ensure the one-to-one relationship between
TVD_SECTION and RAIL_ELEMENT.

& PATH <~ RAIL_ELEMENT <~ RAIL_POSITION

4 axm2: 3s - TVD_Element(s) = re

-~ TVD_SECTION

& TVD_Element: RAIL_ELEMENT
-¢- axm1: vs2 - s # s2 = TVD_Element(s) # TVD_Element(s2)
Fig. 6. Class-diagrams in M4

We introduce a new variable TVD_status to capture the current vacancy
status of the TVD sections. The invariants for this refinement level are as follows,

1 @invl: "TVD_status € TVD_SECTION — TVD_STATE_ENUM"
2 ©inv2: "V s - TVD_status(s) = TVD_STATE_OCCUPIED = TVD_Element(s) € dom(
rail_element_path)"

where TVD_STATE_ENUM is a data type with two elements: TVD_STATE_OCCUPIED
and TVD_STATE_VACANT.

Invariant @inv2 states that if a TVD section s is occupied then the corre-
sponding rail element must be a part of an active path. This corresponds to the
assumption that trains cannot go out of the current active paths.
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Event is extended as follows.
1 extended
2 refines
3 any s where
1 : "TVD_status(s) = TVD_STATE_OCCUPIED"
5 : "re = TVD_Element(s)"
6 then
7 : "TVD_status(s) := TVD_STATE_VACANT"
8 end

The additional parameter s denotes the TVD section corresponding to the
rail element ( ). The status of s is changed from occupied to vacant
in this event. Essentially, this event models the situation where
a train departs from the rail element (hence the TVD status changed from
occupied to vacant) and the rail element re is released.

A new event is introduced for changing the status of a TVD
section from vacant to occupied.

1
2 any s where
3 : "TVD_status(s) = TVD_STATE_VACANT"
4 : "TVD_Element(s) € dom(rail_element_path)"
5 then
6 : "TVD_status(s) := TVD_STATE_OCCUPIED"
7 end
Guard ensures that the rail element is currently within some active path.

MS5. Signal. In this refinement, we introduce the signals and signal aspects.

Two new ADTs are introduced: and (Fig. 7). The
data type has one operator, namely , returning the
rail element that the signal protects. The has a constant,
namely , representing the default aspect of the signals.
No additional assumptions are made about and
<~ PATH <~ RAIL_ELEMENT <~ RAIL_POSITION <~ TVD_SECTION
<~ SIGNAL <~ SIGNAL_ASPECT_ENUM

© Signal_Element: RAIL_LELEMENT
4 SIGNAL_ASPECT_DEFAULT

Fig. 7. Class-diagrams in M5

We introduce a variable to model the status of all the signals.

1 : "signal_status € SIGNAL — SIGNAL_ASPECT_ENUM"
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Event setTVDStatus is refined by two events according to whether or not
the rail element is protected by a signal. Event setTVDStatusPath captures the
case where the rail element corresponding to the TVD section s is not protected
by a signal. This reflects the situation where a train is moving along an existing
path. Event setTVDStatusSignal corresponds to the case where the rail ele-
ment is protected by a signal. Note that the signal is turned automatically to
SIGNAL_ASPECT_DEFAULT when the train occupied the element.

1 setTVDStatusPath refines setTVDStatus

2 any s where

3 Ogrdl: "TVD_status(s) = TVD_STATE_VACANT"

4 @grd2: "TVD_Element(s) € dom(rail_element_path)"

5 Ogrd3: "V sg - TVD_Element(s) # Signal_Element(sg)"
6 then

7 ©actl: "TVD_status(s) := TVD_STATE_OCCUPIED"

8 end

9

[
o

setTVDStatusSignal refines setTVDStatus

any s sg where
Ogrdl: "TVD_status(s) = TVD_STATE_VACANT"
Ogrd2: "signal_status(sg) 7 SIGNAL_ASPECT_DEFAULT"
Ogrd3: "TVD_Element(s) = Signal_Element(sg)"

o e e
[NERVURN SIS

15 then

16 ©@actl: "TVD_status(s) := TVD_STATE_OCCUPIED"

17 ©@act2: "signal_status(sg) := SIGNAL_ASPECT_DEFAULT"
18 end

In order to prove the correctness of the refinement of setTVDStatus by
setTVDStatusSignal, we need the following invariants. Invariants @inv2 and
©inv3 state that if the signal status for sg is not SIGNAL_ASPECT_DEFAULT then
(1) the rail element corresponding to the signal must belong to some active path
and (2) the rail element must be vacant as detected by the TVD section. Invari-
ant 0inv4 states that if two signals sg1 and sg2 protecting the same rail element
and sgl is not STGNAL_ASPECT_DEFAULT then sg2 must have the default aspect.

1 @inv2: "V sg - signal_status(sg) 7 SIGNAL_ASPECT_DEFAULT = Signal_Element(sg) € dom(
rail_element_path)"

2 0inv3: "V sg, s - signal_status(sg) 7 SIGNAL_ASPECT_DEFAULT A TVD_Element(s) =
Signal_Element(sg) => TVD_status(s) = TVD_STATE_VACANT"

3 @inv4: "V sgl, sg2 - signal_status(sgl) 7 SIGNAL_ASPECT_DEFAULT A Signal_Element(sgl) =
Signal_Element(sg2) A sgl # sg2 = signal_status(sg2) = SIGNAL_ASPECT_DEFAULT"

A new event to set the signal aspect to proceed (i.e., not the default aspect)
as follows, taking into account the above invariants.

1 setSignalAspectProceed

2 any sg asp s where

3 Ggrdl: "signal_status(sg) = SIGNAL_ASPECT_DEFAULT"

4 Ogrd2: "asp # SIGNAL_ASPECT_DEFAULT"

5 Ogrd3: "Signal_Element(sg) € dom(rail_element_path)"

6 Ogrd4: "TVD_Element(s) = Signal_Element(sg)"

7 ©grd5: "TVD_status(s) = TVD_STATE_VACANT"

8 Ogrd6: "V sgl - Signal_Element(sg) = Signal_Element(sgl) A sg # sgl = signal_status(
sgl) = SIGNAL_ASPECT_DEFAULT"

then

10 ©actl: "signal_status(sg) := asp"

11 end

©
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5 Summary

Our RailGround development using theories contains 6 machines, i.e., M0—
forming a refinement-chain. Out of the total 147 proof obligations, 95% (139) are
discharged automatically. This high perchantage of automatic proofs is due to the
carefully constructed ADTs with appropriate axioms and proof rules supporting
the reasoning.

Typically we develop Event-B models to express important (safety) proper-
ties at a very abstract level and then make a series of refinements to gradually
introduce the details of a design mechanism that maintains this property. The
RailGround model is atypical in that it begins by modelling the established prin-
cipals of interlocking systems without modelling the safety properties that those
systems are designed to achieve. The reason for this is that the principles of
interlocking are a proven design mechanism for controlling trains in a safe way.
The model focusses instead on providing a precise and accurate specification
of the interlocking product-line. Nevertheless, the model provides a good case
study to illustrate the use of our diagrammatic representation of ADTSs linked to
Event-B theories including sufficient properties concerning the lack of conflicts
in paths.

6 Conclusion

In this paper, we propose an extension to class-diagrams elaborating ADTs spec-
ified using Event-B theories. Classes are linked to data types, while attributes
and associations correspond to operators of the data types. Axioms about the
data types and operators are specified as constraints on the class. We illustrate
our approach on a development of RailGround case study provided by Thales
Austria GmbH. The diagrammatic visualisation helps us to design appropriate
theories supporting the system development. Moreover, the diagrams and their
corresponding theories can be developed gradually and integrated seamlessly
with the refinement development process of Event-B.

In the future, we plan to implement our proposal by extending iUML-B.
Furthermore, we plan to incorporate other techniques such as instantiation [5]
to support the development of theories. Currently, during the development, we
extending our class-diagrams with new data types, operators and axioms. This
result in data type with several operators and constraints. A possibility for ADT
is that they contain contradict axioms. An alternative to data type extension
is instantation where one or more operators is “replaced” by new ones. For

example, when we introduce the operator for paths, we can
instantiate @ (i.e., define it) using and prove the axioms about
@ can be derived from the properties of . Compare to extension,

instatiation will result in more concrete and smaller data types.
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Abstract. Software Transactional Memory (STM) algorithms provide
programmers with a high-level synchronization technique for concurrent
access to shared state. STMs typically guarantee some sort of serializ-
ability: the concurrent execution of transactions appears to occur in a
sequential order. With Guerraoui and Kapalka’s 2008 paper, serializabil-
ity of software transactions has been phrased as opacity. While opacity
has been accepted as the standard correctness criterion for STMs, later
verification approaches nevertheless adopt different formulations — claim-
ing them to be opacity.

In this paper, we study the relationships between different ver-
sions of opacity, Guerraoui and Kapalka’s value-based version and the
verification-friendly, value-less conflict-based version. We show that even
under some reasonable restrictions on executions, conflict-based remains
stronger than value-based opacity, rejecting some serializable executions.
We provide an alternative definition of conflict-based opacity, still not
tracking values and thus keeping its verification-friendly style. This ver-
sion, which we call constraint-based, is proven to coincide with value-
based opacity. Finally, we propose a technique for checking constraint-
based opacity on executions, employing the SMT-solver Z3.

1 Introduction

In modern computing, one of the greater changes was the switch from singlecore
to multicore processors inducing a rising amount of concurrency in programs.
(Software) Transactional Memory ((S)TM) [14,25] is a method for synchroniz-
ing multiple threads accessing shared memory. It frees the programmer from
the responsibility of ensuring the atomicity of his/her code. He/she can simply
mark blocks as transactions, and the STM then ensures that transactions will
be executed seemingly atomic.

As the last sentence implies, an STM does not necessarily internally execute
these blocks atomically, but externally it has to seem like it does. Formally defin-
ing this concept of “seeming atomicity” — thus also defining correctness criteria
for STMs — has been the subject of past and current research. Currently, value-
based opacity (value opacity in the following) [13] represents a consensus about
the correct behavior of an STM. Value opacity inspects the histories generated by
STM executions and checks whether transactions never read inconsistent values.
© Springer International Publishing AG 2017
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Given that there are many STM algorithms (e.g. [4,5,24,28]), an essential
question is how to ensure that they are opaque. There are two main approaches
for this: deductive (interactive) verification and model checking. Interactive ver-
ification approaches typically use refinement proofs to show opacity (e.g. [7,17]).
To this end, they employ an intermediate specification called TMS2 [8] which is
known to be opaque and prove the STM algorithm to be a refinement of TMS2
using forward or backward simulation. Lesani and Palsberg [19] on the other hand
introduced a notion called markability, proved it to be equivalent to opacity and
used interactive verification to show actual STM algorithms to be markable.

Model checking as a means for proving opacity of STM algorithms has been
investigated by Guerraoui et al. [12]. Their key result is the proof of a kind of
small-model-theorem: model checking for opacity of arbitrary numbers of threads
operating on arbitrarily many variables can be reduced to model checking for two
threads and two variables (under certain assumptions on the STM algorithm).
For this, they employ a definition of opacity which is based on a notion of conflict
between transactions, not on the idea of checking for inconsistent values of reads.
Still, they refer to this as the definition of opacity of [13], which however uses a
value-based formalization. Similarly, STM validation techniques based on testing
frequently employ conflict-based versions. The advantage for testing as well as
model checking is the possibility of completely neglecting the values written to
or read from shared variables, and thus a significant gain in state space saving.

In this paper we study the question of equality of value-based and conflict-
based versions of opacity. Our first result is that value and conflict opacity are
basically incomparable. Under some reasonable assumptions on executions of
STMs, we can show that conflict opacity implies value opacity. Taking the wish
for a definition of opacity without values into account, we then propose a new
definition called constraint opacity. Constraint opacity is fully equivalent to value
opacity given two reasonable assumptions on STM executions. Interestingly, it
turns out that our new definition is conceptually similar to markability [19],
however ignoring variables values. Finally, we show how histories (execution
sequences) of STMs can be easily checked for constraint opacity (and thus for
value opacity) by encoding the constraints into first order logic and using a
standard SMT solver (Z3 [21]) for satisfiability checking.

2 Notation

We start with introducing some background notation. In software transactional
memory systems, programmers write transactions to access shared memory. We
let L be the set of memory locations, V' the set of possible values of these locations
and T the set of transaction identifiers. The variables v, ¢ and any variation of
them are elements of their respective sets V,T. We denote locations with z,y.
In executions of STMs, we observe certain events happening: a transaction can
be started, it can read from or write to locations and it might finally end. The
set of events is

E = {write;(z,v), read;(z, v), commits, aborts, begin, | z € L,v € V,t € T}
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Events form histories, i.e., sequences eg ... e, of events where e¢; € E. We write
e < ¢ if there exists some 4, j with ¢ < j and e =e;,¢/ =¢;, ande € hif e =¢;
for some i, 0 < i < n. We write trans(e) = t iff e; € {write;(x,v), read;(z,v),
commit, abort,, begin, | x € L,v € V'}.

We let hl; be the projection of the history h onto the events of transaction ¢
only. A transaction ¢ occurs in h, t € h, if h|; is non-empty. The write set of a
transaction t is WSy = {z | write;(z,v) € h,v € V,z € L}. The read set RS; is
defined analogeously. Next, we define key properties of histories and introduce
some conventions to simplify proofs.

We only want to consider executions where programmers use the STM
according to a fixed scheme. Every transaction has to start with a begin and
— if it ends — has to end with a commit or abort. Furthermore, transactions may
not contain more than one begin event and not more than one commit or abort
event. These requirements give rise to the notion of well formed histories.

Definition 1 (Well Formedness). Let h be a history. A transaction t is well
formed in h iff the following holds for hly =e;...e;:

1. e; = begin, ANVk # i : ey, # begin, and
2. Yk < j: e ¢ {commity, abort, }.

A history is well formed if all transactions occurring in it are well formed.

From now on we assume all histories to be well formed. A history imposes a
partial ordering on the transactions occuring in it: one transaction precedes
another if the first one ends before the second one starts.

Definition 2 (Real Time Order). Let h be a history. Two transactions t1,to
in h with hly, = e;,...,e5,hls, = ey ...ej are called real time ordered in h,
ty <P, to, if j < i’ and ej € {commit,, abort;}.

A history h is sequential if it is well-formed and all of its transactions are real
time ordered (not concurrent), i.e., Vt; € h,ty € h:t; <P, to V ity <l t1. Later,
we also need the completion of histories: In the completion of a history, any non
committed and non-aborted transaction is aborted at the end of the history. The
order of these abortions does not matter in our context. We write this completion
of a history h as complete(h).

For defining the correctness of an STM algorithm, we inspect the histories
it generates. Basically, all opacity definitions define correctness of a history h
via the ability of finding an equivalent sequential history hg, i.e., the ability of
showing that a concurrent history can be serialized in some way. They differ in
the requirements they impose on h.

One such requirement is legality. Basically, a sequential history is legal if
every read of a variable returns the latest written value to that variable. This in
particular also has to hold for reads of aborting transactions. STM algorithms
basically employ one of two ways of updating shared state: direct and deferred
update semantics. In this paper, we will consider the deferred update semantics
as it is the more frequently employed technique. In a deferred update STM, an
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t ; ; !
' Bro WR(x,1) CoMMIT

to

BEGIN RD('X,Q) CoMMIT

Fig. 1. Conflict-based opaque but not value-based opaque

update of memory locations occurs at commit time only. This implies that all
writes of a transaction can be seen by itself after the write and be seen by other
transactions only if the writing transaction has committed. For the following
definition, we assume that every history starts with a committing transaction
Ty writing 0 to every location. Thereby, we need not differentiate between read
events reading from other writes and reading initial values of locations. We
furthermore assume that every transaction writes at most once to every location,
which does not come with any cost regarding expressiveness. This lets us define
what the latest write is which a read event can access.

Definition 3 (Deferred Update Latest Write). Let h = eg...€p ...,
be a history. We define the latest write to a location x for an event e, with
trans(em,) =t as

writey(z,v) = ey, em € h,m' <m

LWh(xa em) = {

commity = e, m’ <m,m’ max.,x € WSy else
Similarly, we can define the latest written value.

Definition 4 (Deferred Update Latest Written Value). The latest written
value to a location x for an event trans(e,,) =t in a history h =eg...epm ...ey
18

v, if Jwritey (x,v) : commity = LWy (x,e

LWVa(a,e) = 4 0 1 2uriter () s commit = LW (& em)

v, if LWh(x,en) = writey(z,v)
A sequential history is then legal when it always reads the latest written values:
Ve, = ready (z,v) : v = LWV, (x, e,,). Finally, two histories h, b’ are equivalent,
h=n,if ¥t : h|y = h'|;. It is trivial to see that = is an equivalence relation.

Example 1. Figure 1 graphically depicts a history with two transactions ¢; and
to, namely h = begin, begin, write;, (x,1) commit, reads,(z,2) commit,. The
history is well formed and not sequential (the begin of to happens before the
commit of ¢1). The latest write for ready,(z,2) is commit;,. Trying to find a
sequential history justifying the correctness of this concurrent history fails: There
are two possible sequential reorderings, t1t5 and tot1, which both are not legal
since the latest value written to & can never be 2.
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t I } } i
' Bra WR(x,1) WR(y,2) CommIT
ta ; ; ; i
BEGIN WR(x,1) WR(Y,3) CoMMIT
t3 ; f f i
BecIN RD(x,1) RD(v,3)  ComMmIT

Fig. 2. Value opaque but not conflict opaque

3 Value and Conflict Opacity

The last section has introduced all neccessary notations which now let us define
opacity. Basically, it remains to be defined when a sequential history can be used
as a justification for a concurrent history. We give the following two definitions
of value and conflict opacity according to Guerraoui et al. [13] and [12]. For value
opacity, we in addition require prefix closedness which is now standardly added
to opacity definitions.

Value opacity uses legality as its main correctness requirement, i.e., in a
sequential history all values read have to be written by the latest write.

Definition 5 (Value Opacity). A history h is value final-state opaque iff

~ there exists a sequential legal history hs which is equivalent to complete(h)
and
- <h o<l

A history h is value opaque iff all prefizes of h are value final-state opaque.

Conflict opacity on the other hand is characterized by a conflict order and the
sequential history is not allowed to “reorder” conflicting transactions.

Definition 6 (Conflict Order). The conflict order of h, written as <", is the
union of the following three relations:

1. read-write conflicts:
{(t1,t2) | t1,t2 € h,3e’ = ready, (z,v),e = commity, € h,e < ¢, (x € WSy,)},
2. write-read conflicts:
{(t1,t2) | t1,t2 € h,Je’ = commity,, e = reads,(x,v) € h,e’ <e,(x € WS,)},
3. write-write conflicts:
{(t1,t2) | t1,t2 € h,Je=commity,, e’ = commity, Eh,e<e’, WSy, N WS, ) £},
and
4. real-time order: <.

Note that we have write conflicts between commit events because we consider
a deferred-update semantics. From this conflict order the definition of conflict
opacity is derived.
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Definition 7 (Conflict Opacity). A history h is conflict opaque iff for the
history h' = complete(h) the conflict order <" is a strict partial order.

At a first glance the histories accepted by these two definitions may seem to be
equal, but it can be shown that both properties do not imply each other.

Observation 1. Conflict opacity does not imply value opacity.

This observation can easily be confirmed by looking at Fig. 1. The conflict order
only contains t; <! t5, so it is a strict partial order. But there exists no sequential
equivalent history which is legal.

Observation 2. Value opacity does not imply conflict opacity.

This observation can easily be confirmed by looking at Fig. 2. The conflict order
contains (beside other elements) to <" ¢3 and t3 <" t,, thus it cannot be a strict
partial order. The sequential order t5t3t; is legal and equivalent to the original
history, thus it is value opaque.

These two counterexamples illustrate differences between the opacity def-
initions which only occur in very specific situations. The differences are the
following.

1. Conflict-Based Opacity is oblivious to values:
For conflict opacity it only matters whether two events access the same loca-
tion and whether one of them is a commit. Values are not part of the evalua-
tion, which implies that non-realistic histories as the one in Fig. 1 are actually
conflict opaque. One could argue that these histories are not very likely to
appear in practice. However, consider the history in Fig. 3. This history could
actually be produced by an STM using snapshots (e.g. the STM fulfilling
snapshot isolation presented by Riegel et al. [24]). In the history, the value
of x is important since the second read of ¢35 on x could return either 0 or 1,
because of the concurrent transaction ¢;. The value of & determines whether
the history is value opaque but its conflict order is always t; <P to <P ¢;,
thus it is not conflict opaque in any case.
2. Value-Based Opacity does not factor in where values originated from:

In Fig.2, = is set to 1 by t; and t5. Conflict opacity does not accept this
history because its conflict order is to <" t3 <" #;. This conflict represents
the fact that t3 reads inconsistent values of x and y, since to writes to x and
y but t3 sees an older value of x namely the one of ¢;. In this specific case,
though, these values are equal, so the serialization t1t3ts is legal. If the value
were not equal this serialization (and any other) would not be legal, and thus
the history would not be value opaque.

To allow a meaningful comparison between conflict and value opacity, we exclude
such specific cases in the following and check again whether value and conflict
opacity coincide then.

Excluding the first case means requiring an STM to return only those values
in a read which are in memory at the moment of the call to the read (or in its own
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t ; ; !
' BraN WR(x,1) CommiIT

to } }

BEGIN RD(x,0) RD(x,1) CoMmIT

Fig. 3. A realistic history where the read value determines opacity

write set). Most but not all STMs do so (e.g. [7,8]). We call such STMs to have
“no-out-of-thin-air-reads”, using a term which is employed for a similar property
in weak memory models. This property can easily be checked syntactically on
the STM algorithm, looking at the read operation.

A history does not contain out-of-thin-air-reads if for every read to a location
x the latest written value to that location is read. Basically, it is a form of legality
for non-sequential histories.

Definition 8 (No Out-Of-Thin-Air Reads). A history h = e...e,, does not
contain out-of-thin-air reads iff the following holds:

Ve, = ready (x,v) : v = LWV, (xz,m).

Although definitely possible in real life scenarios, the second case is rather specific
and not present as soon as any type of timestamp is included in the STM. Thus
excluding it does not cause a significant change in the semantics of an STM. We
call this second property the “unique writer” property.

Intuitively, a history has unique writers if each write to a location uses a
different value.

Definition 9 (Unique Writers). A history h = eg...e, has unique writers
iff the following holds:

Ve; = write;(x,v) € h,Vey,i # i ,\Vt',t #t' : (writey (z,v) ¢ h).

Both assumptions combined imply prefix closedness for most reasonable opacity
definitions. Under these assumptions it is now possible to prove that conflict
opacity does imply value opacity but not the other way round.

Lemma 1. Conflict opacity implies value opacity for any history h having
unique writers and no-out-of-thin-air-reads.

Proof. W.l.o.g. assume h to be a completed history. The order <” is a strict
partial order by definition. It also respects the real time order of h by definition.
Let A’ be a sequential history equivalent to h with its transaction order being
an arbitrary strict total order fulfilling <”; D> <.

We now prove that the history b’ is value opaque. Thus it has to be sequential,
legal, equivalent to h and respect the real time order of h. The history A’ fulfills
any condition but legality by definition. Thus it is left to prove that it is legal.

If h’ was not legal it would intuitively not respect the conflict order of h
since this order totally orders all writes and reads to a location. Thus if A is
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not legal this order would have changed between h and h’. Now we assume
W is not legal thus: JeP, = ready, (x,v) : v # LWVy(x,em) which implies
LWh(x,en,) = commity, # LW (x, €y) = commit,, where e, = €. In b’ this
implies t3 <" t; and —(t3 < ta Aty < t1) by the definition of a latest write.
But in h, and by construction consecutively also in A’, it holds 3 < t; and
=(ty <tz Ats < t1) by definition of a latest write.

The combined statement —|(t3 <ty Nty < tl) A —\(tQ <tsg ANtz < tl) Nty <
t1 A tg < t1 resolves to false and is a contradiction to the assumptions, thus b’
is legal, sequential and equivalent to h. O

Observation 3. Value opacity does not imply conflict opacity even under the
assumption of unique writers and no-out-of-thin-air-reads.

Proof. Figure4 shows a counterexample. The sequence t3toty is a proof of its
value opacity. But as conflicts we have t3 <. t; and ¢; <. t3, thus it is not
conflict opaque.

t I f I I
' Bra RD(x,1) WR(x,3) CoMMIT
t2 I I I
BeEGIN  WR(x,1) CowmmiT
l3 f {

BEGIN  WR(x,2) CovMIT

Fig. 4. Example for the semantic difference between conflict and value opacity

The counterexample in Fig. 4 demonstrates that there exists an actual seman-
tical difference between conflict and value opacity. While value opacity in prin-
ciple allows concurrent transactions to appear in any order, as long as the result
is legal, conflict opacity does fix the order beforehand. It is however possible to
use aspects of conflict opacity for a different defintion, which is equivalent to
value opacity under these assumptions. Alike conflict opacity, this definition —
given next — allows to define opacity without considering the values of read and
write operations.

4 Constraint Opacity

The advantage of a conflict-based definition of opacity is its ease in opacity of
a given history. Instead of having to find an equivalent sequential legal history,
we only need to generate the conflict order and check for cycles in it. For testing
and verification, we would like to have a similarly simple definition, which is
however equivalent to value opacity. We present such a definition below, called
constraint-based opacity (constraint opacity). Like conflict opacity it ignores the
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value aspect of a history. As in value opacity it still has some reordering aspects,
but it mostly relies on conflicts. These conflicts can be used to reduce the search
space for a possible legal equivalent sequential history. Constraint opacity is
conceptually close to markability [19], the differences and similarities of both
definitions are discussed in Sect. 6.

Constraint opacity requires the preservation of two orderings plus imposes a
set of additional constraints on transaction ordering, called not-in-between (NIB)
constraints. The first ordering is again real time order, as value opacity respects
it and the constraint based variant needs to match it. The second ordering,
called write order, resembles that in histories transactions are always ordered
if one writes a value which the other reads. The NIB constraints state that no
write may be overwritten in between where it has taken effect through a commit
and where it is read by another transaction. This is another way of stating that
the reordered history must be legal. The advantage is that it can be expressed
via constraints of a single type.

Definition 10 (Write Order). The write order of h is defined as the strict
partial order between transactions for each location x written as <!, where t; <!
to holds iff the following is true:

Iready, (z,v) : LW (ready, (z,v)) = commity,

With this at hand, we can define constraint opacity.

Definition 11 (Constraint Opacity). A history h is constraint opaque iff
there exists a strict total order <" s.t.

— it respects the write order of h: Vx € L : <’; C <P,
~ it respects the real time order of h : <!, C <l
— and it fulfills the NIB constraints:
Vt1,t2,t3 s.t. t1 <Z t3 : —\(t1 <h to N\ to <h ts \Nx € WStg)'

Due to its constraint-based nature, this version of opacity is prefix-closed by
definition.

Proposition 1. Let h be a constraint opaque history which satisfies the prop-
erties of unique writers and no out-of-thin-air-reads, and let h' be a prefix of h.
Then h' is constraint opaque.

Constraint opacity is indeed equivalent to value-based opacity as we will prove
in the following.

Lemma 2. For any history having unique writers and no out-of-thin-air-reads
constraint opacity implies value opacity.

Proof. We show that any constraint opaque history i can be reordered to a value
opaque history A’ that has the same orderings and fulfills the same constraints.
We assume the strict total order of the transactions of h' to be </, where
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<> (Uzer <B)u <, and it respects the NIB constraints. We show that h’ is
legal. It is sequential and equivalent to A’ by definition.

We show that the latest write for a read read,(z,v) = el, = e/
for h and A’, then that this implies the legality of the history.

Assume that t; = trans(LWh(z, e,,)) and t; = trans(LWpy (2, e,,)). Intu-
itively, ¢« = j must hold because otherwise b’ would violate the NIB constraints
of h which by definition it does not. In h, t; <" t and —(t; <" t; At; <" t) holds
by the NIB constraints. These hold also for A’ by construction. For ¢; in A it
holds that t; <" t and —(t; <" t; At; <" t) by the definition of a latest write.
Thus in 2/, t; and ¢; happen before ¢ but both cannot be in between the other
in ¢, this statement is false except when ¢ = j. Thus h’ cannot exist.

In h, every read reads the value of the latest write by the no-out-of-thin-air-
reads assumption since in A’ the latest writer for every read is identical this still
holds. Thus A’ is legal. O

is the same

Lemma 3. For any history having unique writers and no out-of-thin-air-reads
value opacity implies constraint opacity.

Proof. Let h be an arbitrary value opaque history, let <! be the strict total order
of a sequential legal equivalent history h’, which exists since h is value opaque.
It holds that there is some ordering <£‘/ such that <?/ = <. We show this for
each subpart:

~ Vz : <h € <" : where t; < t; holds if Fready, (x,v) : LW (reads,(z,v)) =
commity, . By the condition of legality any latest write for a read must happen
before that read. Thus ¢; <M to which also implies 1 <" to.

— <h, C <" Holds by definition of value opacity.

- vt1,t2,t3,t1 <}zl t3 : _‘(tl <h to A to <h ts Nx € WSQ) tq <2,L t3 holds
if Je,, = ready,(z,v) : trans(LW (read,(z,v))) = t;. Assume that (t; <"
to Nty <M tg Az € WS,,) by the no-out-of-thin-air assumption v would be
the value written by to. Thus it would hold that to <" t3 and t; <” t3 which
by definition cannot. Thus the NIB constraints are adhered to.

O

As a consequence, we obtain the following corollary stating the equivalence of
constraint and value opacity.

Corollary 1. A history h satisfying the properties of unique writer and no out-
of-thin-air reads is constraint opaque if and only if it is value opaque.

5 Checking for Constraint Opacity with Z3

Given a version of opacity without values, we next develop a way of checking
histories for constraint opacity. We envisage such a checking procedure to be
used in approaches for testing STMs, first of all logging the generated histories
during a run of the STM and afterwards checking the logged history for opacity.
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For checking opacity, we use an encoding of the constraints and required
orderings in first order logic and use the SMT-solver Z3 [21] for satisfiability
solving. To check a given history h with Z3, two main steps are required. First,
the orders <,;, <, and the NIB constraints need to be constructed and brought
into suitable format. This is basic implementation work and not further specified
here. Then these constraints are converted into a logical formula written in
SMT code that is accepted by Z3. This conversion is shown in Fig. 5. To avoid
unnecessary specifications, we use the already present semantics in Z3 of the
ordering < on integers. We do so by reducing the search for a sequential history
to assigning to every transaction a unique positive integer so that all restrictions
are fulfilled. The resulting injective function 7" — N specifies the order of the
transactions; the transaction assigned the smallest number happens first and so
on.

1: procedure SMT TRANSFORMATION

2: Input: h,{<,| x € L}, <+,Cons = {cons | cons is a NIB constraint}
3: Output: An SMT Command Sequence: smt

4: for all t; € T do

5: Add (declare-const ti Int) to smt

6: fori=1..|T|—1 do

7 Add (assert (not (= ti t(i+1))))

8: for all (t1,t2) € <,+ do

9: Add (assert( < t1 t2)) to smt
10: for all x € L do

11: for all (t1,t2) € <, do
12: if (assert( < t1 t2)) is not in smt then
13: Add (assert( < t1 t2)) to smt
14: for all (=(t1 < t2) A—=(t2 < t3) € Cons do
15: Add (assert( not( and (< t1 t2) (< t2 t3)))) to smt

16: Add (check-sat) to smt
17: Add (get-model) to smt

Fig. 5. SMT code transformation

Evaluation. We evaluated a prototype version of the checker on a 64 bit Win-
dows machine with a 2.70 GHz i7-6820HQ Intel processor and 16 GB RAM. The
prototype was implemented in Java using the Java API of Z3. For the evalua-
tion, data sets from two sources were used. One source generated histories by
randomly interleaving a set of read and read-write transactions. The transac-
tions were chosen to yield balanced results, with regards to being opaque or not,
and also to have a relevant number of constraints. Also a maximum amount of
concurrent transactions and an upper bound of the variables used were set for
each data set. Each read and write was assigned a location uniformly at random.
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The other source was the benchmark test of the RingSTM implementation pre-
sented in [28]. In our evaluation the results for the RingSTM were comparable
to similar configurations of randomly generated histories. Thus we focus on the
latter histories, as they allow us to look at a broader spectrum of histories.

We aimed to evaluate the influence of three factors on the runtime of the
checker: history size, degree of concurrency, and number of constraints. For
evaluating the influence of the history size, histories with 20 transactions and
100 transactions were generated. The influence of concurrency was evaluated by
changing the maximum number of transactions active at a time. This also can
be viewed as the number of threads active in an STM. To measure the influence
of the amount of constraints, the maximum amount of variables was changed.

We systematically evaluated combinations of both factors for a given history
size. For 20 transactions the number of threads for each configuration was chosen
out of the interval of 2 to 20, in steps of size 2. The interval was chosen this way,
because having 1 thread would be a sequential history and having more than
20 threads has no semantical difference to having exactly 20 threads. This is
because the number of active transactions cannot be higher than the number of
all transactions. The maximum amount of variables for each test case was also
chosen from the interval of 2 to 20 with the same step size. The amount was
capped at 20. Additional testing showed that increasing the value even further
did not have a significant effect. So altogether 100 different configurations were
tested. For both configuration’s parameters the interval of 2 was chosen to keep
evaluation feasible. It also showed that choosing the intervals smaller did not
result in relevant changes to the results. For 100 transactions values between 5
and 100 were chosen, with the interval being 5, for the reasons stated above. For
each configuration a data set of 100 histories was given as input to the checker.

The results of the evaluation can be seen in Figs.6 and 7. Except for a few
spikes the average runtime to check one history is about 0.018 s for 20 trans-
actions and 0.205 s for 100 transactions. This is completely sufficient for most
practical testing purposes. The configurations do not yield largely different run-
times, except for the tendency that most larger spikes are found in configurations
with a low thread count. Also in configurations with a low maximum amount of
variables low average runtimes are more frequent.

Additionally a separate evaluation with 1000 histories was done for chosen
specific configurations. The results can be found in Table 1. In these tests we
only considered low variable and thread counts for better comparison and as
seen in the above results, higher values did not seem to influence the run time
too much.

The new measurements in these tests encompass the average runtime for
opaque and not opaque histories, the number of opaque histories and not opaque
histories and the average number of constraints of a history in each configuration
given by constraint type.

The results show that testing an opaque history takes longer than testing a
not opaque history. Also they show that history size has an exponential effect
on the run time of the tool, which is not surprising given the computational
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complexity of the problem. For 100 transactions there could be a correlation
between the number of constraints and the runtime of the checker. This effect
can not be found in the configurations for 20 transactions. The assumption that
the runtime for histories with 20 transactions mostly consists of the internal
overhead of the Java tool excluding the Z3 libraries, could not be confirmed in
further tests. Looking into Z3 was beyond the scope of this paper.

Average Runtime
0.021

0.02
0.019
0.018
0.017
0.016
0.015

Threads

Fig. 6. Average runtimes for configurations of histories with 20 transactions

Average Runtime
035

0.3

Variables

Threads

Fig. 7. Average runtimes for configurations of histories with 100 transactions

6 Related Work and Conclusion

We will give a general overview over the related work and then present options
for future work.
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Table 1. Specific configurations

Configuration Runtime in seconds # Histories | @ # of constraints

#Tr. | #Thr. | #V. | Total v |0 x v X RT Lw NIB
20 2 2 112.879 |0.0136 | 0.0116 | 620 | 380 174.603 | 30.492 |15.226
20 2 5 |13.657 |0.0137|0.0128 |930 | 70 174.753 | 26.507 | 8.563
20 2 20 |12.211 |0.0122|0.012 | 995 5 174.695 |13.898 | 1.322
20 5 2 19.856 0.0116 | 0.0096 | 144 | 856 132.847 | 27.407 | 47.299
20 5 5 110.912 |0.0114 |0.0103 | 545 | 455 133.063 | 23.498 | 21.689
20 5 20 |11.707 | 0.0117|0.0105|972 | 28 132.723 | 11.874 | 3.026
20 |20 2 |13.381 |0.0143|0.0133 | 22 | 978 15.026 18.168 |131.419
20 |20 5 14.027 |0.0144 |0.0138 | 393 | 607 14.717 12.864 |40.078

20 |20 20 | 14.467 |0.0145|0.0139 | 982 | 18 15.355 5.421 4.215

20 2 2 110.525 |0.0111|0.0095 | 620 | 380 174.603 | 30.492 |15.226
20 2 5 ]10.512 |0.0107|0.0078 930 | 70 174.753 | 26.507 | 8.563
20 2 20 | 10.156 |0.0102 |0.0032 | 995 5 174.695 | 13.898 | 1.322
20 5 2 19.322 0.0114 | 0.009 | 144 | 856 132.847 | 27.407 | 47.299
20 5 5 ]10.217 |0.0107 | 0.0096 | 545 | 455 133.063 | 23.498 |21.689
20 5 20 | 10.392 |0.0104 | 0.0098 | 972 | 28 132.723 | 11.874 | 3.026
20 |20 2 19.958 0.0128 | 0.0099 | 22 | 978 15.026 18.168 | 131.419
20 |20 5 ]10.358 |0.0108 | 0.01 393 | 607 14.717 12.864 | 40.078

20 |20 20 10.422 |0.0104 | 0.0105 | 982 | 18 15.355 5.421 4.215

100 2 2 | 145.565 | 0.1611 | 0.1159 | 655 | 345 4870.689 | 170.37 | 83.059
100 2 5 | 174.026 | 0.1771 | 0.1353 | 926 | 74 |4870.628 | 166.377 | 56.485
100 2 20 | 176.995 | 0.1774 | 0.0924 | 995 5 4870.608 | 145.611 | 15.652
100 5 2 1126.599 | 0.1788 | 0.1169 | 157 | 843 |4636.681 | 167.477 | 215.245
100 5 5 1161.748 | 0.1862 | 0.1375 | 497 | 503 | 4636.243 | 163.048 | 133.474
100 5 20 1 192.099 | 0.1958 | 0.1178 | 952 | 48 |4636.823 | 142.727 | 38.576
100 |20 2 |101.533|0.219 |0.1012 3 1997 | 3557.147 | 157.415 | 1026.333
100 |20 5 144.64 |0.2224|0.1428 | 23 | 977 3556.569 | 150.495 | 534.84

100 |20 20 1 205.69 |0.2299 | 0.1889 | 410 | 590 3557.211 | 127.93 | 131.426

Related Work. Several correctness criteria have been suggested for STMs. Early
suggestions were serializability and linearizability [15,23]. Value opacity was pro-
posed in [13], conflict opacity in [12]. Beside this several variants of opacity have
been proposed. Elastic opacity is an extension of opacity where transactions can
be elastic, such transactions can be split up into multiple subtransactions [10].
Virtual World Consistency relaxes opacity with regards to aborted transactions.
Committed transactions still need to be totally ordered but aborted transac-
tions must only be consistent with their causal past [16]. Attiya et al. defined a
deferred update version of opacity which included the deferred update semantics
in its legality definition [2]. Dziuma et al. introduced live opacity, a variant of
opacity where values may be read from live transactions, assuming they commit
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[9]. A similar approach is Last use opacity, which relaxes opacity such that under
certain circumstances values from non committed transactions may be released
early [26]. The property is still stronger than serializability.

There have been several approaches to validate STMs with regards to con-
sistency criteria. Those approaches can mainly either be classified as deductive
verification or as model checking. For testing, there is a fairly limited amount
of research for opacity but applicable results for different consistency criteria.
A main approach for deductive verification is to show an STM algorithm to be
a refinement of an abstract automaton fulfilling opacity like TMS2 [8]. There
have been multiple results using this approach. In [7] Doherty et al. proved the
opacity of a pessimistic STM. Armstrong et al. proposed a method where proofs
for the opacity of STMs can be reduced to a proof of linearizability, which yields
a simpler proof [1]. Derrick et al. used KIV to verify TML using an intermediate
specification between the actual implementation and the abstract automaton [6].
Another approach which uses a similar description of value opacity as constraint
opacity is discussed and compared in the following.

In [19] final state opacity, which is value opacity without prefix closedness,
was decomposed into several invariants together called markability. It then was
shown that a history is markable if and only if it is final state opaque. So if
one can prove that an STM only produces markable histories, it is final state
opaque. This verification approach is then used to show that TL2 is opaque.
Our definition of constraint based opacity on the other hand has been made
with efficient validation techniques for generated histories in mind. Conceptually,
constraint opacity and markability share similiar ideas, and coincide under the
unique writers and no-out-of-thin-air-reads assumptions. We briefly describe the
structure of markability and compare it to the structure of constraint opacity.
For a history to be markable, there has to exist an order on transactions. As well
there has to exist a order for every location where every read on that location
is ordered with every transaction writing to that location. This marking has
to be a superset of the real time order, which is the case for any definition
equivalent to value opacity, and it has to fulfill two additional properties: write
observation and read-preservation. Write observation states that for any read
there has to exist a committed write which writes the value read on the location
read and in the marking there is no other committed writer to that location
in between. If the no-out-thin-air-reads assumption holds, the commited write
exists and is known, so only the not-in-between part of the property is still
relevant. Read-preservation states that no transaction may be ordered between
where a transaction takes place and where a read of the same transaction takes
place, this ensures atomicity. In contrast to this constraint opacity only defines a
order on transactions. Thus any order generated by it is atomic and it does not
require a condition similar to read-preservation. Write-Observation is matched
by the combination of <, and the NIB constraints where <, defines the relation
to the known writer for a read and the constraints state the second part of write
observation.
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For model checking there are fewer results. A main result is that, assuming
certain properties, an STM that is conflict opaque or strictly serializable for two
threads and two locations is also opaque for an arbitrary number of threads and
locations [12]. This paper also introduced the notion of conflict opacity which we
discussed in Sect. 3. As we showed in our paper, this definition is not equivalent
to value opacity. Related to this, a fully automatic STM verification tool was
presented in [11], which accounts for arbitrary contention managers. Their tool
uses model checking to check whether the language of an STM is contained in
the language of an opaque specification. In [22] this result was used to check
for strict serializability. With regards to testing one of the first approaches was
[20]. In this approach, the legal operation of a TM is specified, a test program is
generated, run and logged on the actual implementation of the TM. Afterwards,
an analysis tool checks whether the log corresponds to a sequential legal run of
the TM or not. Two analysis tools are presented, one is fast but not complete
while the other is complete but has an worst case runtime that is exponential
in the input size. The authors claim it to be fast for practical purposes. Con-
straint opacity could also be used in such an approach and would replace the
specific specification of legality for an STM with a more general specification.
Burckhardt et al. presented Line-Up, which is a complete and automated testing
tool for linearizability of concurrent programs [3]. It iterates through test cases
and checks them for linearizbility. Its goal is to prove incorrectness and thus it
does not terminate on correct input. Via a theoretical result it is known that
any incorrect program in this context has a finite execution which is not lineariz-
able. Thus for any incorrect program the algorithm will terminate and yield a
correct result. In [27] the authors presented a method for runtime checking of
serializability for STMs. Constraint opacity could be an option to do similar
checking for value opacity. In general runtime checking the logged histories is
a interesting direction, since for the checking of histories they will have to be
generated from the STM somehow anyway. With regards to opacity, Lesani and
Palsberg presented a tool that can automatically detect certain bug patterns in
STMs and thus prove that they are not value opaque [18].

Conclusion and Future Work. In our paper we analyzed the relationship between
existing value-based and conflict-based definitions of opacity. As general result,
we showed the incomparability of these two versions of opacity. Under some mild
assumptions on histories, we proved value opacity to be less strict than conflict
opacity. We then proposed a new constraint based definition of opacity being
equivalent to value opacity (under the same assumptions), although not tracking
variable values. As such, it is a promising candidate as correctness criterion for
efficient testing and model checking techniques. We furthermore showed how
to check existing histories for constraint opacity with the SMT-solver Z3. The
evaluation of a prototype showed that it is feasible to check large numbers of
histories of medium size using this technique.

Future work could involve implementing an optimized version of this checking
tool and evaluating its effectiveness. Also using this tool in combination with a
model checker could be an option, if it operates fast enough, or it could be used
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for runtime verfication. On the theoretical side, modifiying constraint opacity
to be even more accommodating to constraint solvers would be an interesting
approach, as reducing the number of constraints under a modified version of the
definition would improve testing performance.

Acknowledgements. Thanks to Jan Haltermann for help with Z3.
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Abstract. The synchronization in ultra-fine-grained parallel computa-
tional model of cellular automata is known as the firing squad syn-
chronization problem (FSSP) since its development, in which it was
originally proposed by Myhill in the book edited by Moore [3] to syn-
chronize all/some parts of self-reproducing cellular automata. The FSSP
has been studied extensively for more than fifty years, and a rich vari-
ety of synchronization algorithms has been proposed. In this paper,
we give several smaller-state implementations of the FSSP algorithms
for 2D arrays based on an L-shaped zebra mapping, where synchro-
nized configurations on 1D arrays are mapped onto 2D arrays in an
L-shaped zebra form efficiently, yielding smaller-state minimum-time
implementations.

1 Introduction

The synchronization in ultra-fine-grained parallel computational model of cel-
lular automata is known as the firing squad synchronization problem (FSSP)
since its development, in which it was originally proposed by Myhill in the book
edited by Moore [3] to synchronize all/some parts of self-reproducing cellular
automata. The FSSP has been studied extensively for more than fifty years, and
a rich variety of synchronization algorithms has been proposed [1-16].

In the present article, we focus our attention to a class of 2D minimum-time
FSSP algorithms that is based on an L-shaped mapping, where synchronized
configurations on 1D arrays are mapped onto 2D arrays in an L-shaped form
efficiently, yielding minimum-time FSSP algorithms and smaller-state implemen-
tations. In Sect. 2, we give a description of the 2D FSSP and review some basic
results on the 2D FSSP algorithms. The first 2D FSSP algorithm developed
by Beyer [1] and Shinahr [5] is reviewed in Sect.3. In Sect.4, we introduce a
new class of FSSP algorithms based on the L-shaped mapping for 2D arrays
and present several smaller-state implementations of the algorithms. In the last
section, we give a summary of the paper.
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2 Firing Squad Synchronization Problem

2.1 FSSP on 2D Cellular Arrays

Figure 1 shows a finite two-dimensional (2D) cellular array consisting of m x n
cells. Each cell is an identical (except the border cells) finite-state automaton.
The array operates in lock-step mode in such a way that the next state of each
cell (except border cells) is determined by both its own present state and the
present states of its north, south, east, and west neighbors. All cells (soldiers),
except the north-west corner cell (general), are initially in the quiescent state
at time t = 0 with the property that the next state of a quiescent cell with
quiescent neighbors is the quiescent state again. At time ¢ = 0, the north-west
upper corner cell Cy 1 is in the fire-when-ready state, which is the initiation signal
for the array to start the synchronization operations. The FSSP is to determine
a description (state set and next-state function) for cells that ensures all cells
enter the fire state at exactly the same time and for the first time. The tricky
part of the problem is that the same kind of soldier having a fixed number of
states must be synchronized, regardless of the size m x n of the array. The set
of states and transition rules must be independent of m and n.

,,,,,

Fig. 1. A two-dimensional (2D) rectangular cellular automaton of size m x n arranged
in m rows and n columns.

A formal definition of the 2D FSSP is as follows: A cellular automaton M is
a pair M = (Q, ), where

1. Q is a finite set of states with three distinguished states G, Q, and F, each in
Q. G is an initial general state, Q is a quiescent state, and F is a firing state,
respectively.

2. § is a next state function such that § : Q@ x (QU {*})* — Q. The state *
¢ Q is a pseudo state of the border of the array. Each tuple in the next state
function § means that:

gt

south>

1
S'H_ 5(Sftse1f7 St

— t t
itself — north» S S )

east’ M west

Here, we denote the state of C; ; at time (step) ¢ by S;?J-7 wheret > 0,1 <17 <
m,1 <7 <n.
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3. The quiescent state Q must satisfy the following conditions:
4(Q,Q,Q,Q,Q) =46(Q, %,Q,Q,%) =0(Q,*,Q,Q,Q) =0(Q,%,Q,%,Q) =
6(Q7 Q> Qv *, Q) = 5(Q7 Qa *, %k, Q) = 5(Qa Q7 *, Qa Q) = 5(Qa Qv *, Qa *) =
4(Q,Q,Q,Q,%) = Q.

A 2D cellular automaton of size m x n, M, «, consisting of m x n copies of
M, is a 2D array of M. Each M is referred to as a cell and denoted by C; ;,
where 1 <i<mand1<j<n.

A configuration of M, x,, at time ¢ is a function C* : [1,m] x [1,n] — Q and
denoted as:

t t t
St Si,...8h,

t t t
S 1Sh o Sh

t t t
S 1S4 ... 84

t t t
St 18t 0.8,

A computation of M,,x, is a sequence of configurations of M,,xn, C°, C!, C2,
., C, ..., where C° is a given initial configuration such that:

G i=5=1
S(z'),j_{ . (1)

Q otherwise.

A configuration at time ¢ + 1, C'*! is computed by synchronous applications of
the next state function & to each cell of M,,x, in C! such that:

t4+1 __
S" _6(853’85 1]’Sl+1j7sz]+1’sfj 1)

A synchronized configuration of M,,«, at time ¢ is a configuration C?, St . =F,
forany 1 <¢<mand 1 < j <n. The FSSP is to obtain an M such that for
any m,n > 2,

1. A synchronized configuration at time t = T'(m,n), CT(™") SZJ(-m’") =F, for
any 1 <7< mand 1< j<n, can be computed from an initial configuration
C% in Eq. 1.

2. For any t,i,j such that 1 <t <T(m,n)—1,1<i<m,1<j<n, ZJ#F

No cells fire before time ¢ = T'(m,n). We say that the array M,,x, is syn-
chronized at time ¢ = T'(m, n) and the function T'(m,n) is the time complexity
for the synchronization.

2.2 Lower-Bound and Optimality in 2D FSSP Algorithms

Concerning the time optimality of the 2D FSSP algorithms, Beyer [1] and
Shinahr [5] gave a lower bound of the algorithms and proposed a minimum-
time FSSP algorithm. Note that there is a difference between rectangles and
squares in lower bound and optimality. An a priori knowledge on the shape of a
given 2D array is assumed.
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Theorem 1. There exists no cellular automaton that can synchronize any 2D
array of size m X n in less than m + n + max(m,n) — 3 steps, where the general
1s located at one corner of the array.

Theorem 2. There exists a cellular automaton that can synchronize any 2D
array of size m X n at exactly m+n + max(m,n) — 3 steps, where the general is
located at one corner of the array.

Theorem 3. There exists no cellular automaton that can synchronize any 2D
square array of size n X n in less than 2n — 2 steps, where the general is located
at one corner of the array.

Theorem 4. There exists a cellular automaton that can synchronize any 2D
square array of size n X n at exactly 2n — 2 optimum steps.

3 Beyer-Shinahr Algorithm

The first 2D minimum-time FSSP algorithm 4;, developed independently by
Beyer [1] and Shinar [5], is based on a rotated L-shaped mapping which maps
configurations of 1D generalized FSSP (GFSSP, for short) solution on 1D arrays
onto 2D arrays in an L-shaped fashion. A rectangular array of size m X n is
regarded as min(m, n) rotated L-shaped 1D arrays, where each rotated L-shaped
1D array is synchronized independently by using the GFSSP algorithm.
Figure2 (top, left) is a space-time diagram for the original FSSP with a
general at left end on which most of the minimum-time FSSP algorithms have
been developed. The general at time ¢ = 0 emits an infinite number of signals
which propagates at 1/(2¢F! —1) speed, where £ is positive integer. These signals
meet with a reflected signal at half point, quarter points, ..., etc., denoted by e in
Fig.2 (top, left). It is noted that these cells indicated by e are synchronized. By
increasing the number of pre-synchronized cells (not in firing state) exponentially,
eventually all of the cells are synchronized at the last stage for the first time.
A key idea behind the GFSSP algorithm proposed by Moore and Langdon [4]
is to reconstruct the original FSSP algorithm as if an initial general had been at
the left or right end with being in the general state at time ¢t = —(k — 1), where
k is the number of cells between the general and the nearest end. Figure2 (top,
right) illustrates a space-time diagram for the GFSSP. The initial general emits
a left- and right-going signal with 1/1 speed and keeps its position by marking
a special symbol. The propagated signals generate a new general at each end.
On reaching the end, they generate the necessary signals assuming that the end
is the far end. The special marking symbol tells the first 1/1 signal generated
by the left and right end generals that that side was the just nearest end. At
that point the slope 1/1 signal is generated and it changes the slope of all the
preceding signals to the next higher one, that is, 1/(2¢ —1) becomes 1/(2¢+1 —1).
Note that the original minimum-time solution is working below the dot-
ted line in the Fig.2 (top, right). Therefore the minimum-time complexity
for the GFSSP is min(k — 1,n — k) steps smaller than the original FSSP
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Fig. 2. Space-time diagram of the synchronization algorithms for the original FSSP
with a general at one end (top, left) and the GFSSP with a general at an arbitrary
position (top, right) in a 1D array of length n and snapshots (bottom) of the Moore
and Langdon’s [4] 17-state GFSSP algorithm implemented on 21 cells with a general
on 16th and 8th cells, respectively.

with a general at one end. Thus, the time complexity is 2n — 2 — min(k —
ILn—k)=n—-—1+max(k—1,n —k) = n— 2+ max(k,n — k + 1). Most
of the GFSSP algorithms presented in the past are based on the space-
time diagram shown in Fig.2 (top, right). Figure2 (bottom) presents some
snapshots for the Moore and Langdon’s [4] 17-state implementation on 21



Smaller-State Implementations of 2D FSSP Algorithms 141

cells with a general on 8th and 16th cells, implemented in Umeo et al. [10].
A comprehensive survey on the GFSSP algorithms and their implementations
can be seen in Umeo et al. [10]. The minimum-time GFSSP algorithm [4,10] is
stated as follows:

Theorem 5. There exists a cellular automaton that can synchronize any 1D
array of length n in minimum n+ max(k,n —k+ 1) — 2 steps, where the general
1s located on the kth cell from left end.

We overview the 2D FSSP algorithm .4; operating on an array of size m X n.
Configurations of the generalized synchronization processes on 1D array can
be mapped on the rotated L-shaped array. We refer the array as L-array. See
Fig.3 (top). At time ¢t = 0, the north-west cell C; 1 is in general state and all
other cells are in quiescent state. For any ¢ such that 1 < ¢ < min(m,n), the
cell C;; will be in the general state at time ¢ = 3¢ — 3. A special signal which
travels towards a diagonal direction is used to generate generals on the cells
{Ci,;|1 < i < min(m,n) }. For each i such that 1 < ¢ < min(m,n), the cells
{Ci;li <j<n}and {Cg;li <k <m} constitute the ith L-shaped array. Note
that the ith general generated at time ¢ = 3¢ — 3 is on the (m — i+ 1)th cell from
the left end of the ith L-array. The length of the ith L-array is m +n — 2i + 1.
Thus, using Theorem 5, the ith L-array can be synchronized at exactly t; =
3i—34+m+n—2i+1—-2+max(m—i+1,n—i+1) =m+n+max(m,n)—3,
which is independent of 7. In this way, all of the L-arrays can be synchronized
simultaneously.

Thus, an m x n array synchronization problem is reduced to independent
min(m,n) 1D GFSSP problems such that:

Pim,m+n—1),P(m—1,m+n-3),....,P(L,n—m+1) m < n,
Pm,m+n—1),Pm—1,m+n—-3),...,Plim—n+1,m—-—n+1)m>n.

Here, P(k,f) means the 1D GFSSP problem for ¢ cells with a general on the
kth cell from left end.

Shinahr [5] presented a 28-state implementation of the algorithm, where most
of the transition rules (97%) had wild cards which can match any state. Umeo,
Ishida, Tachibana, and Kamikawa [9] showed that the rule set for the implemen-
tation consists of 12849 transition rules and it is valid for the synchronization for
any rectangle arrays of size m x n such that 2 < m,n < 500. Figure 3 (bottom)
illustrates snapshots of the configurations on an array of size 9 x 14 based on
the new 28-state, 12849-rule implementation given in Umeo et al. [9]. Thus, we
have:

Theorem 6. The algorithm Ay, implemented on a cellular automaton with 28
states and 12849 rules, can synchronize any m X n rectangular array in minimum
m + n + max(m,n) — 3 steps.
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Fig. 3. A 2D synchronization scheme (top) based on an L-shaped mapping developed
in Beyer [1] and Shinahr [5]. Snapshots (bottom) of the configurations of the Shinahr’s

28-state synchronization algorithm on a rectangle array of size 9 x 14, implemented in
Umeo et al. [9]
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4 Smaller-State Zebra Implementations

4.1 Zebra Mapping on Square Arrays

The implementation is based on a zebra mapping which was originally developed
for realizing a 7-state square synchronizer in Umeo and Kubo [11]. We overview
an implementation technique of the zebra mapping for square arrays.

The zebra mapping is basically similar to the rotated L-shaped mapping
scheme presented in the previous section, however, the mapped configuration on
square arrays consists of two types of configurations: one is a one-cell smaller
synchronized configuration and the other is a filled-in configuration with a sta-
tionary state. The stationary state remains unchanged once filled-in by the time
before the final synchronization. Each configuration is mapped alternatively in
space onto an L-shaped array in a zebra fashion. The mapping is referred to
as zebra mapping. Figure4 illustrates the zebra mapping which consists of the
embedded synchronization layer and the filled-in layer.

A key idea of the zebra implementation is:

— Alternative embedding of two types of configurations. A stationary layer sep-
arates synchronization layers and it allows us to use an equal state set for the
vertical and horizontal synchronization on each layer, helping us to construct
a smaller-state transition rule set for the synchronization layers.

— A one-cell smaller synchronization configuration than the L-shaped mapping
is embedded, where we can save synchronization time by two steps.

1234 n

¢ NN B W N -

Fig. 4. A zebra mapping schema for an n X n square array.
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— A single state X is used in common as an initial general state of the square
synchronizer, the stationary state in stationary layers, and a firing state of
the embedded one-cell-smaller synchronization algorithm. The state X itself
acts as a pre-firing state.

— Any cell in state X, except C, ,, enters the final synchronization state at
the next step if all its neighbors are in state X or the boundary state of the
square. The cell C,, ,, enters the synchronization state if and only if its north
and west cells are in state X and its east and south cells are in the boundary
state. A cell in state X that is adjacent to the cell C,, ,, is also an exception.
This is an only condition that makes cells fire.

In our construction we take Mazoyer’s [2] 6-state 1D synchronization rule as
an embedded synchronization algorithm. The set of the 6-states is {G, Q, A, B,
C, X}, where G is a general, Q is a quiescent, and X is a firing state, respectively.
The other three states A, B and C are auxiliary states, respectively.

The seven-state square synchronizer that we construct has the following state
set: {G, Q, A, B, C, X, F}, where F is a newly introduced firing state, X is a
general, and Q is a quiescent state, respectively. The state G is the general state of
the embedded synchronization. Those states A, B and C are also auxiliary states,
respectively. The transition rule set is constructed in such a way that: The initial
general on Cy; in state X generates a new general in state G on the cell C; » and
Cs,1 at time ¢ = 1. The general in state G initiates a synchronization for the
following cells {C12, C13, ..., C1n} and {Ca,1, Cs1, ..., Cy 1}, each of length
n — 1. Note that the length of the array where optimum-time synchronization
operations are embedded is shorter by one than the usual embedding in Sect. 2.
The cells on the segments are constructed to operate so that they simulate
the Mazoyer’s optimum-time synchronization operations. All cells on the two
horizontal and vertical segments of length n — 1 enter the pre-firing state X at
time t = 1+2(n—1)—2 = 2n—3. In this way, the first L; acts as a synchronization
layer. At time ¢ = 2, the cell Cg 2 takes the state X and it extends an X-arm (a
cell segment in state X) in the right and lower direction, respectively, towards
the cells {Ca3, Co.4, ..., Co,} and {Cs2, Ca2, ..., Cy 2}, respectively, each of
length n — 2. Every cell once entered in state X remains unchanged by the time
before it meets a local condition for the synchronization given later. At time
t = 2+ mn — 2 = n, the filled-in operation with the stationary state X on the
second layer is finished. In this way, the second Lo acts as a stationary layer.

Concerning the embedding on the odd ith layer, the cell C;; takes the sta-
tionary state X time ¢t = 2¢ — 2 and generates a new general in state G on the cell
Ciit1 and C;41,; at time ¢t = 2¢ — 1. The general in state G initiates a synchro-
nization for the following cells {C; ;1+1, Cii+2, ..., Cin} and {Cit1,:, Civoy, vy
Cy.i}, each of length n — 4. All cells on the two horizontal and vertical segments
of length n—1 enter the pre-firing state X at time ¢t = 2i—14+2(n—¢)—2 = 2n—3.
In this way, for odd i, the ith L; acts as a synchronization layer. As for the even
ith layer, at time ¢ = 2¢ — 2, the cell C;; takes the state X and it extends the
X-arm in the right and lower direction, respectively, towards the cells {C; 41,
Ciit2, -y Cint and {Ciy14, Cita,i, ..., Cni}, each of length n — 4. Every cell
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Table 1. Transition rule set used at the last synchronization step.
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Fig. 5. Snapshots of the synchronization process on 13 x 13
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once entered in state X remains unchanged by the time before synchronization.
At time t = 2i —2+4+n —i = n+1i— 2, the filled-in operation on the ith layer for
even i is finished.

At time t = 2n — 3, all of the cells, except C,, ,,, on the square of size n x n
enter the state X, which is a pre-firing state. The following twelve transition rules,
shown in Table 1, are the only ones that falls into the synchronization state F in
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the last stage. In each 6-tuple rule such that Y1 Y2 Y3 Y4 Y5 — Y6, the symbol

Y1 denotes the present state of a cell, Y2 the east state, Y3 the north state, Y4

the west state, Y5 the south state, and Y6 the next state of the cell, respectively.

A symbol “*” denotes a boundary state of square arrays. The final constructed

seven-state cellular automaton has 787 transition rules shown in AppendixI.
Thus we have:

Theorem 7. The seven-state synchronization algorithm can synchronize any
n X n square array in optimum 2n — 2 steps.

Figure 5 shows some snapshots of the synchronization process operating in
optimum-steps on a 13 x 13 square arrays.

4.2 Zebra Mapping on Rectangular Arrays

The zebra implementation for squares can be applied to rectangles with small
modifications. As is shown in Fig. 3, a 1D GFSSP configuration is mapped on an
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Fig. 6. Snapshots of the non-minimum-time 10-state synchronization process on a 13x9
rectangular array.
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Fig. 7. Snapshots of the minimum-time 11-state synchronization process on a 13 x 9
array.

L-shaped array, where the cells on the horizontal and vertical segments have to
cooperate with each other. Thus, in contrast to the square implementation, two
independent, small-size synchronization configurations cannot be implemented
on the horizontal and vertical segment on a single synchronization layer in the
rectangle case. Here we do not go to the details of the implementation. All the
implementations given below are variants of the zebra-mapping.

The first 10-state implementation is a straightforward implementation of the
zebra-mapping, which yields a non-minimum-time algorithm. The second 11-
state implementation is a variant of the zebra-mapping where the first synchro-
nization layer L; and the thereafter layers L;,i > 3 take a different set of syn-
chronization rule set. The third one is a nine-state implementation which regards
the marking symbol used in the recursive division as the pre-firing state, mak-
ing the algorithm operate in minimum-steps. Those three implementations are
stated in Theorems 8, 9 and 10. Some snapshots of the synchronization processes
in those three implementations are given in Figs. 6, 7, and 8.
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Fig. 8. Snapshots of the minimum-time nine-state synchronization process on a 13 x 9
array.

Theorem 8. There exists a 10-state 2D CA that can synchronize any m X n
rectangle arrays in m + n + max(m,n) — 2 non-minimum steps.

Theorem 9. There exists an 11-state 2D CA that can synchronize any m X n
rectangle arrays in m +n + max(m,n) — 3 minimum steps.

Theorem 10. There exists a 9-state 2D CA that can synchronize any m X n
rectangle arrays in m +n + max(m,n) — 3 minimum steps.

5 Summary

In the present paper, we have given several smallest-state, known at present,
implementations of the FSSP algorithms for 2D square and rectangular arrays
based on the L-shaped mapping. It can be seen that the L-shaped mapping
presents a rich variety of 2D minimum-time FSSP algorithms. Most of the 2D
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algorithm proposed are isotropic with respect to shape of a given rectangle array,
i.e. no need to control the FSSP algorithm for longer-than-wide and wider-than-
long input rectangles, however, the underlying algorithm used in A4 presented in
Umeo et al. [15] is not isotropic. The non-isotropic property led to the increase of
the number of states required in its implementation. The isotropic property plays
an important role in the design of higher dimensional minimum-time FSSP algo-
rithms. A class of isotropic multi-dimensional minimum-time FSSP algorithms
is given in Umeo, Kubo, and Nishide [12]. Here, we present a Table2 based on
a quantitative comparison of 2D FSSP algorithms and their transition tables
discussed in this paper.

Table 2. A quantitative comparison of 2D FSSP algorithms based on L-shaped
mapping.

Algorithm | Time complexity # of # of Reference

states |transition

rules

Ai m+n + max(m,n) — 3 |- - Beyer [1]
Ai m + n + max(m,n) — 3|28 - Shinahr [5]
Ai m +n + max(m,n) — 3|28 12849 Umeo et al. [9]
Asq m + n + max(m,n) — 2|10 1629 This paper
Az o m+n + max(m,n) — 3|11 4044 This paper
As_s m + n + max(m,n) — 3|9 2561 This paper
As m 4+ n + max(m,n) — 3 | 84 8979 Umeo et al. [16]
A m+n + max(m,n) — 3| 124 45128 Umeo et al. [15]

Appendix I

Transition rule set for the 7-state square synchronizer. In each 6-tuple rule such
that Y1 Y2 Y3 Y4 Y5 — Y6, the symbol Y1 denotes the present state, Y2 the
east state, Y3 the north state, Y4 the west state, Y5 the south state, and Y6 the
next state, respectively. A symbol “*” denotes a boundary state of square arrays
(to be continued).
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Appendix I. Transition rule set for the 7-state square synchronizer (continued).
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Abstract. Quotient operators have been rarely studied in the context of
weighted rational expressions and automaton generation—in spite of the
key role played by the quotient of words in formal language theory. To
handle both left- and right-quotients we generalize an expansion-based
construction of the derived-term (or Antimirov, or equation) automaton
and rely on support for a transposition (or reversal) operator. The result-
ing automata may have spontaneous transitions, which requires different
techniques from the usual derived-term constructions.

1 Introduction

There are several well-known algorithms to build an automaton from a rational
expression. We are particularly interested in the construction of the derived-
term automaton, pioneered by the derivatives of Brzozowski [4], improved as
partial derivatives by Antimirov [3], and generalized to weighted expressions by
Lombardy and Sakarovitch [13].

Thiemann [16] explores the properties of rational expression operators that
enable the construction of the derived-term automaton. In particular, he shows
that the left- and right- quotients are not “c-testable”, and that transposition
(aka reversal) is neither “left nor right derivable”. Our purpose is to show
how expansions allow to overcome these issues and succeed in supporting the
operators.

Our contributions include (i) a proof of the “super S” property, (ii) an exten-
sion of rational expressions to support transpose, left- and right-quotient opera-
tors, (iii) an algorithm to build the derived-term automaton of such an expres-
sion which requires (iv) the support of spontaneous transitions in derived-term
automata.

We settle the notations and left quotient in Sect. 2. Rational expansions are
introduced and computed from an expression in Sect. 3; they are used in Sect. 4 to
construct the derived-term automaton. Handled in a different way, the transpose
operator is introduced in Sect. 5 and used to define the right quotient. In Sect. 6
we present related work and conclude in Sect. 7.

© Springer International Publishing AG 2017
D.V. Hung and D. Kapur (Eds.): ICTAC 2017, LNCS 10580, pp. 155-173, 2017.
DOI: 10.1007/978-3-319-67729-3_10
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Vesn is a free-software platform dedicated to weighted automata and rational
expressions [9]. All of constructs presented in this paper can be experimented

from a simple web-browser®.

2 Notations

Our purpose is to introduce a left-quotient operator \ for weighted rational
expressions (e.g., E1 := ((2)a)\((3)(a + b) + (5)(aa*) + (7)(ab*)) + (11)(ad*),
weights are in angle brackets), and to build an equivalent automaton from it
(Fig.1). To this end we compute the rational expansion of an expression [7]:

Polynomial (Sect. 2.3)

Polynomial

Label  Weight Expression (Sect.2.2) Monomial Label

dEi)= ¢ 0| 6) 01 & (1000 a* @ (14)® b ® a O|1L)06Db
~—~ N~ ~— ~—~
First Immediate Constant term Derived term First

Expansion (Sect. 3.1)

Expansions can be thought as a (non unique) normal form for expressions. Defin-
ing them requires several concepts, introduced bottom-up in this section.

(10)e

6 a
—»Gll)(ab*) + (2)a\ ((3)(a+b) + (5)(aa*) + <7)(ab*)D<—>> )

(14)e, (11)a 8

Fig. 1. The derived-term automaton of our running example, E; := ({2)a)\((3)(a + b)
+ (5)aa™ + (7yab™) + (11)adb".

2.1 Rational Series

Series are to weighted automata what languages are to Boolean automata. Not
all languages are rational (denoted by an expression), and similarly, not all series
are rational (denoted by a weighted expression). We follow Sakarovitch [15].
Let A be a (finite) alphabet; a word m is a finite sequence of letters of A. The
empty word is denoted e. The set of words is written A*, and A? denotes AU{e}.
A language is a subset of A*. Let (K, +,-,0k, 1x) be a commutative semiring
whose multiplication will be denoted by implicit concatenation. A (formal power)
series over A* with weights (or multiplicities) in K is any map from A* to K. The
weight of a word m in a series s is denoted s(m). The empty series, m +— Ok, is

! See the interactive environment, http://vesn-sandbox.Irde.epita.fr, or the companion
notebook, http://vesn.Irde.epita.fr/dload/doc/ICTAC-2017.html.


http://vcsn-sandbox.lrde.epita.fr
http://vcsn.lrde.epita.fr/dload/doc/ICTAC-2017.html
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denoted 0; for any word u (including €), u denotes the series m — 1k if m = u, Ok
otherwise. Equipped with the pointwise addition (s 4+ t := m — s(m) + t(m))
and the Cauchy product (st 1= m— }_, c sv|y.pmpm (1) - t(v)) as multiplica-
tion, the set of these series forms a semiring denoted (K{A*)),+,-,0,¢).

The constant term of a series s, denoted s., is s(¢), the weight of the empty
word. A series s is proper if s, = Og. The proper part of s, denoted s,, is the
proper series which coincides with s on non empty words: s = s.¢ + s, (or, with
a slight abuse of notations s = s. + sp).

Star. A weight k € K is starrable if its star, k* = k", is defined. We
suppose that K is a topological semiring, i.e., it is equipped with a topology,
and both addition and multiplication are continuous. Besides, it is supposed to
be strong, i.e., the product of two summable families is summable. This ensures
that K{A*)), equipped with the product topology derived from the topology on
K, is also a strong topological semiring. The star of a series is an infinite sum:
st = ZnEN s".

To prove the correctness of our construct (Proposition6), we will need a
property of star (Proposition 2) which follows from the following result. In var-
ious forms it is named the “denesting rule” [11, p. 57], the “property S” [15,
Propositions I111.2.5 and II1.2.6], or the “sum-star equation” [10, p. 188]. Proofs
can be found for the axiomatic approach of star (based on Conway semirings),
but we followed the topology-based one, for which we did not find a published
version.

Proposition 1 (Super S). Let K be a strong topological semiring. For any
series s,t € K{A*), if s, (ts2)*, and (sc + t.)* are defined and (s. +t.)* =
SE(test)*, then (s +1t)* = s*(ts™)*.

Proof. This proof climbs from restricted forms (e.g., s being a weight and ¢ being
proper) to the general cases using previous steps. See Appendix A.1. O

All the usual semirings (Q, R, Rpyin, Log, etc.) are strong topological semi-
rings, in which if s¥, (t.s%)*, and (s.+t.)* are defined then (s +t.)* = s (t.s)*.
Proposition 1 (and Proposition 2) actually do not need K to be commutative.

Proposition 2. Let K be a strong topological semiring. Let s € K t € K{A*)),
if 8%, (tes™)*, and (s +tc)* are defined and (s +t.)* = s*(tes*)* then (s+t)* =
s*+ s t(s +t)*.

Proof. The result follows from Proposition 1, and from (ts*)* = e + (ts*)(ts*)*:
(s+1)* =s"(ts*)" = s*(e + (ts*)(ts*)*) = s* + s*t(s*(ts*)*) = s* + s*t(s + t)*.
O

Left Quotient. Like Li et al. [12], we define the left quotient by series s of series
tas: s\t := v Y cq.s(u) - t(uv).
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Proposition 3 (Quotient is Bilinear [12, Proposition 6]). For weight k € K
and series s,s',t,t € K{A*):

s\(t+t') = s\t + s\t s\kt = k(s\t)
(s+ 8\t = s\t + s\t (ks)\t = k(s\t)

Let u,v be two words, their root r(u,v) is u if u is a prefix of v, v if v is a
prefix of u, undefined otherwise.

Proposition 4. For series s,t € K{A*)) and words u,v € A*:
us\vt = {O if r(u,v) is undefined

u's\v't  otherwise, with v’ = r(u,v)\u,v’ = r(u,v)\v

2.2 Extended Weighted Rational Expressions

Definition 1 (Extended Weighted Rational Expression). A rational
expression E is a term built from the following grammar, where a € A is a
letter, and k € K a weight: E::=0|1|a|E+E|(k)E|E-E|E* | E\E.

Ezample 1. Let E; := ((2)a)\((3)(a + b) + (5)aa™ + (7)ab*) + (11)ab*. By “sim-
plifying” the left quotient (dlstrlbutlmty and ((2)a)\((3 )(a +b)) = (6)1, etc.), it
can be shown to be equivalent to (6)1 + (10)a* + (14)b* + (11)ab*.

Rational expressions are syntactic objects; they provide a finite notation for
(some) series, which are semantic objects.

Definition 2 (Series Denoted by an Expression). Let E be an expression.
The series denoted by E, noted [E], is defined by induction on E:
[0]:=0 [1]:=¢ [a] :=a [E+ F]:=[E] + [F] [(k)E] := k[E]
[E-FI:=[E]-IF  [E]:=[E]"  [E\FI:=[ENIFI

An expression is valid if it denotes a series. More specifically, this requires that
[F]* is well defined for each sub-expression of the form F*, i.e., that the constant
term of [F] is starrable in K (Proposition 2). So for instance, 15 and (a*)* are
valid in B, but invalid in Q.

Two expressions E and F are equivalent iff [E] = [F]. Some expressions are
“trivially equivalent”; any candidate expression will be rewritten via the follow-
ing trivial identities. Any sub-expression of a form listed to the left of a ‘=’ is
rewritten as indicated on the right.

E+0=E 0+E=E
(OK)E=0 (Ix)E=E (k)0=0 (k)(h)E= (kh)E
(()'1)-E= (k)E E-((k)'1) = (k)E
E-0=0 0-E=0 0"=1 O\E=0 E\O=0 IN\NE=E
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where E stands for a rational expression, £ € A’ is a label, k, h € K are weights,
and (k)’¢ denotes either (k)¢, or £ in which case k = 1k in the right-hand side of
=. The choice of these identities is beyond the scope of this paper [13, p. 149],
they are limited to trivial properties; in particular linearity (“weighted ACI”:
associativity, commutativity, and (k)°E + (h)’E = (k + h)E) is not enforced —
polynomials will take care of it (Sect. 2.3). In practice, additional identities help
reducing the number of derived terms, hence the final automaton size.

2.3 Rational Polynomials

The “partial derivatives” [3] rely on sets of rational expressions, later generalized
to weighted sets [13], i.e., functions (partial, with finite domain) from the set of
expressions into K\ {Ok }. It proves useful to view such structures as polynomials
of rational expressions. In essence, they capture the linearity of addition.

Definition 3 (Rational Polynomial). A polynomial (of rational expressions)
is a finite (left) linear combination of rational expressions. Syntactically it is
represented by a term built from the grammar P::= 0| (k1) OE1®---®(k,) ©E,
where k; € K\{Ox} denote non-zero weights, and E; denote non-zero expressions.
Expressions may not appear more than once in a polynomial. A monomial is a
pair {k;) © E;. The terms of P is the set exprs(P) := {E;,...,E,}.

We use specific symbols (® and @) to clearly separate the outer polynomial
layer from the inner expression layer. A polynomial P of expressions can be
“projected” as a rational expression expr(P) by mapping its sum and left multi-
plication by a weight onto the corresponding operators on rational expressions.
This operation is performed on a canonical form of the polynomial (expressions
are sorted in a well defined order). Polynomials denote series: [P] := [expr(P)].

Ezample 2 (Example 1 continued). Let E; := ((2)a)\({3)(a +b) + (5)aa* +
(Tyab*) + (11)ab*. The polynomial ‘Pi. := (6) © 1 @ (10) ® a* & (14) © b*’
has three monomials, and expr(P1.) = (6)1 + (10)a* + (14)b*.

Let ¢ € A” be a label, P = (k1) ®E; @ --- @ (k) ® E,, a polynomial, k a
weight (possibly zero) and F an expression (possibly zero), we introduce:

0-P = (k)OO -E)D @ (k) ®(£-Ep)

P-F:=(k)®(E -F)o (k) ®(E, -F)
P = (kk) ©E & & (kky) © Ey,

Pi\P2 := @ (k1 - k2) © (E1\E2) (1)

(k1)OE1€Py
(k2) OE2€P2

Trivial identities might simplify the result, e.g., ({(1x) © D)\({Ix) ®a) = (1x) @ a.
Note the asymmetry between left and right exterior products. Addition is com-
mutative, multiplication by zero (be it an expression or a weight) evaluates to
the polynomial zero, and left multiplication by a weight is distributive.
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Lemma 1. [¢-P] = (- [P] [P-F] =[P]-[F]
[(k)P] = (k)[P]  [P1\P2] = [P1]\[P-].

Proof. These properties are trivial. In particular, the case of \ follows from
Proposition 3 (see Appendix A.2). O

2.4 Weighted Automata

Definition 4. A finite weighted automaton A is a tuple (A, K,Q,E,I1,T)
where:

— A is an alphabet,

—- K (the set of weights) is a semiring,

- @ is a finite set of states,

— I and T are the initial and final functions from @ into K,

~ E is a (partial) function from Q x A x Q into K\ {0k }; its domain represents
the transitions: (source, label, destination).

Our automata are “c-NFAs”: they may have spontaneous transitions (¢ € A”).
A path 7 is a sequence of transitions (qo,¢1,¢1)(q1,%2,92) - - - (@n—1,%n, ¢n) where
the source of each is the destination of the previous one; its source is ¢(m) =
qo, its destination is 7(7) = ¢y, its label is the word l(m) = fy---L,, its
weight is w(m) := E(qo,?1,q1) - - E(qn-1,%n,qn), and its weighted label [14]
is the monomial wl(7) := w(w)€(rw). The set of paths of A is denoted Path(.A).
A computation c is a path m together with its initial and final functions at the
ends: ¢ := (I(t(n)),m, T(7(n))), its weight is w(c) := I(v(m))w(m)T(7(n)).

The evaluation of word u by an automaton A, A(u), is the sum of the weights
of all the computations labeled by w, or Ok if there are none. The behavior of
A is the series [A] := u— A(u). A state g is nitial if I(q) # Og. A state ¢ is
accessible if there is a path from an initial state to q. The accessible part of an
automaton A is the sub-automaton whose states are the accessible states of A.

Automata with spontaneous transitions may be invalid, if they have cycles
of spontaneous transitions whose weight is not starrable [14].

Definition 5 (Semantics of a State). Given a weighted automaton A =
(AK,Q, E,I,T), the semantics of state ¢ (aka, its future) is the series:

la] == T(q) + > wl(m) T (7 () (2)

mEPath(A)|g=i(m)
Clearly, [A] = >_,cq I(a)]dl-

Proposition 5. For any automaton A, we have:

[d=T@+ >, E(gtq)q] (3)

LeA q'€eQ



Derived-Term Automata of Weighted Rational Expressions 161

The equivalence of (2) and (3) can be seen as two different strategies of eval-
uation: the first one is by depth first (follow each path individually, then sum
their weights), the second one by breadth (starting from the set of initial states,
descend “simultaneously” each transition, and repeat).

A simple proof by induction [7, Sect. 2.5] suffices in the absence of sponta-
neous transitions. With cycles of spontaneous transitions, we face infinite sums
whose formal treatment requires arguments that go way beyond the scope of this
paper. This is in fact the core of the work of Lombardy and Sakarovitch [14].

3 Rational Expansions

Expansions (Sect.3.1) can be viewed as a normal form of rational expansions
from which the construction of the derived-term automaton is straightforward.
For instance, the (see Sect.3.2) expansion of (2)ac+ (3)bcis a © [(2) ©@ ] Db
[(3) ®¢].

3.1 Rational Expansions

An expansion [6,7] is a syntactic object that denotes a linear form of a
series/expressions: it maps each label to a polynomial. From systems of expan-
sions, building the “equation” automaton is straightforward (Sect.4). Although
closely related to the derivatives of an expression, expansions can cope more
easily with new operators (such as quotient) than derivatives [6]. They also have
a more “forward” flavor: their computation follow very simple rules such as dis-
tributivity. Let [n] denote {1,...,n}.

Definition 6 (Rational Expansion). A rational expansion X is a term built
from the grammar X::= 0] £, @ [P1] @ --- @ £, ® [P,] where ¢; € A" are labels
(occurring at most once), and P; non-zero polynomials. The firsts of X is f(X) :=
{€1,....4n} (possibly empty), and its terms are exprs(X) = [J;¢(,) exprs(Ps).

Polynomials are written in square brackets to ease reading. Given an expansion
X, we denote by X, (or X(¢)) the polynomial corresponding to £ in X, or the poly-
nomial zero if £ ¢ f(X). Expansions will thus be written: X = @ ¢ yx) ¢ © [X].

An expansion X can be “projected” as a rational expression expr(X) by map-
ping labels and polynomials to their corresponding rational expressions, and &/®
to the sum/concatenation of rational expressions. Again, this is performed on a
canonical form of the expansion: labels and polynomials are sorted. Expansions
also denote series: [X] := [expr(X)]. An expansion X is said to be equivalent to
an expression E iff [X] = [E].

The immediate constant term of an expansion X, Xg, is the weight of 1 in
X(e), or Ok if it does not exist. The immediate proper part of X, X,, is the
expansion which coincides with X but with a null immediate constant term;
hence? X = £ ® [(Xs) ©® 1] @ X,. Beware that [X,] might not be proper; e.g., with
X :=e0[(2) ©1® (3) ®a\a], we have X, = ¢ © [(3) ® a\a], yet [X,] = 3.

2 The (straightforward) definition of addition of expansions, @, will be given below.
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Ezample 8 (Examples 1 and 2 continued). Let Py, := (11) ® b*. Expansion
X1 :=eOP1.®a@P1,=c0[(6)01® (10) ©a* ® (14) ©b*] D a © [(11) © b*]
maps the label £ (resp. a) to the polynomial Py, (resp. P1,). The immediate
constant term of X; is 6. X; is equivalent to Ej.

Let X, Y be expansions, k a weight, and E an expression (all possibly zero):

XoY:=@roXeaY] X :=rokX]

Le fFXYUF(Y) Lef(X)
@ Lo X
Le f(X)
£ O [Xe\Ye] Ve e fFX)Nf(Y)
X\Y = @ e XN -Yp)] Ve f(Y) ifee f(X) (4)

cO[(L-X)\Y] VEe f(X) ifee f(Y)

Since by definition expansions never map to null polynomials, some firsts might
be smaller sets than suggested by these equations. For instance in Z the sum of
eo[(l)oll®ac[(l)oband e (1) 01| @ad [(—1)©bise®[(2) ®1].

With the convention that terms with undefined roots are ignored (i.e., equal
to 0), the definition (4) can be stated as

X\Y = @Pe o [(0\0) - XN\ - Yo (5)
e

The following lemma is simple to establish: lift semantic equivalences, such
as those of Propositions 3 and 4, to syntax, using Lemma 1 (Appendix A.3).

Lemma 2. [X® Y] = [X] + [Y] [(EYX] = (k) [X]
[X-El=[X]-[E]  DX\Y] = [XI\IYI-
3.2 Expansion of a Rational Expression

Definition 7 (Expansion of a Rational Expression). The expansion of a
rational expression E, written d(E), is defined inductively as follows:

d0) =0 d(1) :=e0[(lk)©1  d() = a0 [(lk) ©1]
d(E+F) = d(E)®d(F)  d((k)E) := (k)d(E)
d(E - ) = dp(E) - F @ (dg(E))d(F)
d(E") = e © [(ds(E)") © 1] @ (ds(E)")d,(E) - E (6)

s(E)")
d(E\F) := d(E)\d(F)

where dg(E) and d,(E) are the immediate constant term/immediate proper part

of d(E).

(7)
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The right-hand sides are indeed expansions. The computation trivially ter-
minates: induction is performed on strictly smaller sub-expressions.

Proposition 6. An expression is equivalent to its expansion.

Proof. Follows from a straightforward induction on E [7]. For instance, the
case of left quotient follows from [d(E\F)] = [d(E)\d(F)](by Definition (7)) =
[d(E)]\[d(F)](by Lemma 2). The case of star is more delicate than in our pre-
vious work [7] as d,(E) might not denote a proper series. This is handled by
Proposition 2, much more powerful than its predecessor 7, Proposition 2. O

4 Expansion-Based Derived-Term Automaton

Definition 8 (Expansion-Based Derived-Term Automaton). The
derived-term automaton of an expression E over G is the accessible part of
the automaton Ag == (M,G,K,Q,E,I,T) defined as follows:

- Q is the set of rational expressions on alphabet A with weights in K,
- I =Ew Ig,

- E(F,(,F) =k iff ¢ € f(d(F)) and (k) © F' € d,(F)(¢),

- T(F) = ds(F).

It is straightforward to extract an algorithm from Definition 8, using a work-
list of states whose outgoing transitions need to be computed [7, Algorithm 1].
However, we must justify Definition 8 by proving that this automaton is finite.

Ezample / (Ezxamples 1 to 3 continued). With E; := ((2)a)\({(3)(a +b) +
(5Yaa* + (7yab*) 4+ (11)ab*, one has:
dE)) =0 [(6) ©1® (10) ©®a* ® (14) ©b* | ®a® [(11) ©®b*] (Example 3)
da*)=eo0[(l)oll@ac[(1)®a"] db")=co0[(1)®1]abo [(1) ® "]

Therefore d.(E;) is 6, and d.(a*) = d.(b*) = 1, from which Ag, follows: Fig. 1.

Ezample 5. The derived-term automaton of (((1)ab)\(ab*))* is as follows. It
has a non coaccessible state with a spontaneous loop whose weight, 1, is not
starrable. This automaton must be trimmed to be valid.

€ b

1 \ 0
1 ) <2>6 N 1 )% w(((1 )
—(((3)(ab)) \ ab") (v B@)\a)) () ab) \ab)
3

(3)¢
(e D

N

~

(ab) \ ab*)")

Ne

Theorem 1. For any expression E, Ag is finite.
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Proof. The proof goes in several steps (see Appendix A.5). First introduce the
proper derived terms of E, a set of expressions noted PD(E), and the derived terms
of E, D(E) := PD(E) U {E}. PD(E) admits a simple inductive definition similar
to [2, Definition 3], to which we add PD(E\F) := {E'\F' | E' € PD(E),F’ €
PD(F)}. Second, verify that PD(E) is finite. Third, prove that D(E) is “stable by
expansion”, i.e., VF € D(E), exprs(d(F)) € D(E). Finally, observe that the states
of Ag are therefore members of D(E). O

Theorem 2. If valid, any expression E and its expansion-based derived-term
automaton Ag denote the same series, i.e., [Ag] = [E].

Proof. We show that the semantics of the states of Ag (3) and of the expressions
in D(E) define the same system of linear equations (Appendix A.6). O

The constant term of expressions without quotient can be computed syn-
tactically [7, Definition 8|, thus invalid expressions can be rejected during the
construction of the derived-term automaton (when computing dg(E)* in (6)).
This is no longer true with the quotient operator: the procedure may succeed on
invalid expressions, the validity of the automaton [14] must be verified at end.
The elimination of the spontaneous transitions is a means to check the validity
of the automaton, but the computations highly depend on the semiring.

Ezample 6. In Q, E := (ab\ab)* is invalid as [ab\ab] =

&
[e] whose constant-term, 1, is not starrable in Q.
Therefore its derived-term automaton is invalid in Q. __, e

However they are valid in B.

The procedure may also build invalid automata (—1)e
from valid expressions. Consider for instance F := €
ab\ab + (—1)1: clearly [F] = 0, so [F*] = 1. However _,é}ﬁ:‘
the derived-term automaton of F* is invalid: it has

spontaneous loops whose weights are not starrable.
This cannot happen in positive semirings.

5 Transposition and Right Quotient

This section introduces the support for the right quo-
tient. We build it on top of a transpose operator, which
might be used eventually with other operators.

Transpose. The transpose (aka reversal or mirror image) of a word m = a;
as...anismt := ana,_1...a;. The transpose of a series s is s* := m > s(m?).

Proposition 7. For series s,t € K{(A*)):
(s+t) =s"+t" (ks)' =k(s") (sk)'=(s"k (st)! =t's' s =5
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Right quotient. We define the right quotient of two series s by ¢ as s/t = v
> ueca- S(vu) - t(u). Since K is commutative, quotients are dual (see Appen-
dix A.7).

Proposition 8. If K is commutative, then s/t = (t!\s?)! s\t = (t'/s").
We extend Definition 1 with: E::= 0|1 |a | E+E| (k)E|E-E|E* | E\E | E,
with additional identities 0° = 0,¢" = ¢ and we add [E'] := [E]* to Definition 2.

Thanks to Proposition 8, we may add support for the right quotient as syntactic
sugar on top of transposition and left quotient: E/F := (F*\E!)*.

Definition 9. The transposed expansion of an expression E, written d'(E), is
defined inductively as follows:
d"(0) := d(0) d'(1) = d(1) d'(a) := d(a)
t

dE+F) = d'E)@d'(F)  d'((k)E) := (k)d'(E)
d'(E-F) i= d\(F)-E' @ (d4(F))d'(E) d'(E") = (d4(E)") @ (d4(E)")d} (E) - E*
d'(E\F) := d'(E)\d'(F)  d'(E') := d(E)

where d§(E) and dj,(E) are the immediate constant term,/immediate proper part
of d*(E). Then Definition 7 is extended with d(E') := d'(E).

Proposition 6 is generalized by proving [d*(E)] = [E]* (Appendix A.4).

Ezxample 7. Tt is well known that the prefix of a language can be defined with
Pref(E) := E/A*. Let E5 := (ab)/(a+b)* = ((a + b)*"\(ab)?)*. We have d(Es) =
e ® [(ba)! ® ((a+ b)*"\a)]. Its derived-term automaton is:

/’ b
ﬁ@s—«ww“vawﬂ%@—“»@*
€

(a(a+b)"" \ 1)f

((a+ 1"\ 1) ——>((ba+b)*" \ 1)t

3

9 £

6 Related Work

The quotient between rational series is surprisingly little treated in the literature.
Even Sakarovitch [15] defines the quotient by a word only: Sect. 1.2.3 p. 62 for
the quotient of a word and of a language, and Sect. 4.1.1 p. 438 for the quotient
of a series. It is quite rare to find the definition of the quotient of languages,
and to define the quotient of series seems a unique feature of Li et al. [12]3.

3 When lifting the quotient of a language (or series) by a word to a quotient of lan-
guages, there are two options: union vs. intersection of the quotients by words. Li et
al. [12] name quotient the union-based versions and write s 't and st~ !, and name
residual the intersection-based ones, written s\t and s/¢t. In this paper, we focus
only on left and right quotients, but denoted s\t and s/t.
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Expansions were previously introduced [7] to optimize the construction of the
derived-term automaton [13], and to add additional operators (the Hadamard
product and complement). It was shown that they can also support multi-
tape expressions [6]. Expansions previously appeared as an orphan concept
from Brzozowski [4, last line of p. 484], and as “linear forms” by Antimirov
[3, Definition 2.3].

For basic (weighted) expressions, there are more efficient algorithms to build
the derived-term automaton [1,5], but it is unclear how they could be extended
to support operators such quotients. Actually, it is also doubtful whether the
derivative-based approach [13] could be generalized to quotient, as the possible
presence of ¢ in the firsts would correspond to derivatives with respect to e.

Being able to feature ¢ in the firsts of expansions is a key feature. Indeed,
Thiemann [16] shows that quotients have bad properties, in particular, they are
not e-testable. We avoided these issues by constructing an automaton with spon-
taneous transitions, which allows us to “delay” the computation of the constant-
term of a\ab* to the one of b*. Besides, although transpose is neither left nor
right derivable Thiemann [16], our procedure succeeds thanks to the introduction
of the transposed computation of the expansion: d'.

7 Conclusion

Thiemann [16] reported that the quotient and transpose operators pose real prob-
lems to the derivative-based construction of the derived-term automaton. We
have addressed these issues in different ways. First, we rely on expansions rather
than on derivatives, which allows us to cope naturally with spontaneous transi-
tions, something that would correspond to nonsensical derivatives wrt the empty
word. Second, since we can no longer determine the validity of an expression by
a simple inductive computation, it is actually the validity of the derived-term
automaton that ensures it. Finally, we introduce the transposed computation of
expansions to handle the transpose operator.

In the future we will study the residuals, which, in the case of languages, rely
on the intersection of quotients of words, rather than their union. We also want
to explore other definitions of quotients, so that (2)a\(2)ab = a, not (4)a.

Acknowledgments. We thank the anonymous reviewers for their very helpful
comments.

A  Proofs

A.1 Proof of Proposition 1

This proof goes in several steps, with different constraints over s and ¢. From
a formal point of view, it is actually “trivial”: a simple look at the proof of
Sakarovitch [15, Proposition II1.2.6] shows that both expressions are formally
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equivalent. The real technical difficulty is semantic: ensuring that all the (infi-
nite) sums are properly defined.
We actually only need Item 4 to establish Proposition 2.

1. When s and t are proper. This is a well-known consequence of Arden’s
lemma [15, Proposition II1.2.5].

2. When s € K, and t s proper. This property holds when K is a strong
topological semiring, and when s* is defined [15, Proposition III.2.6].

3. When s,t € K. This result follows directly from the hypothesis of this
property. Note however that s*(ts*)* = (s + t)* is verified in all the “usual”
semirings.

— If K is a “usual numerical semiring” (i.e., Q, R, or more generally, a sub-
ring of C™), then s* is the inverse of 1 — s, i.e., (1 —s)s* =s*(1—s) = 1.
To establish the result, we show that s*(ts*)* is the inverse of 1 — (s +t).
By hypothesis, s* and (ts*)* are defined. (1 — (s + ¢))s*(ts*)* = (1 —
8)s*(ts*)* — ts*(ts*)* = (ts*)* — ts*(ts*)* = (1 — ts*)(ts*)* = 1, which
shows that (s 4+ ¢)* is defined.

— If K is a tropical semiring, say, (ZU{oco}, min, +, 00, 0), then s* is defined
iff s > 0, and then s* = 0, hence the result trivially follows.

— If K is the Log semiring, (RTU{oo}, +10g, +, 00, 0) where 10 := @,y —
—log(exp(—z) + exp(—y)). Then we get x* = log(1 — exp(—z)). Again,
one can verify the identity.

4. When s € K and t is any series. By hypothesis, (£s*)* is defined, i.e., (t.s*)*
is defined, so by Item 3, (s + ¢.)* is defined.

(s4+1)" = (s+tc+1p)"
= (s+t)"(tp(s+1t)")* by Item 2, ¢, proper, (s+t.)" defined
= 5" (tes™) (tps™ (tes™)™)" by Item 3
= s™(tes™ +tps™)" by Item 2, t,s* proper, (t.s*)* defined
= 5% ((te +tp)5")"
= s"(ts™)"

5. When s is any series and t is proper. By hypothesis, s* is defined, so s} is
defined.

(5+1)° = (52 + (55 + 1)
=si((sp +1)si)* by Item 2, s, + t proper
= SE (SPSE + tSE)*
= s2(spsi)* (tsi(spsi)™)” by Item 1, s,s: and ts; are proper

= (8¢ + 5p)"(t(se +5p)*)" by Item 2 s7 is defined, s, is proper
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6. When s and t are any series. By hypothesis, s* is defined.

(s+t)" =(s+te+t,)"
:( p(

s+te) (tp(s +1)")" by Item 5, t, proper
= 5" (tes™)(tps™ (tes™)™)" by Item 4, t. € K
= 5" (tes" +tps")" by by Item 5, ¢,s™ proper
= s"(ts*)*

A.2 Proof of Lemmal

These are trivial consequences of the properties of the corresponding operations
on series. For instance, let P = D, ¢(,, (ki) © Ei, Q = @[, (hy) © F;, we have:

Pal= | EB (ks - ;) © (Ei\Fj)]] by definition
_ y [;: ][[[iki -h;) © (E;\F;)]
- el ie[ ](ki iR
B el ie[ ](ki RN
- [z],]:‘ [ ](ki -[ED\(R; - [F;D) by Proposition 3
e ;‘e[ ] woehfeer)
_ (;} |[<ki> © Ez])\(%j} [<hj> © F]}D by Proposition 3
_ [[-SP]<ki> OB\ s ]<hj> oF]

= [PIN[Q]

A.3 Proof of Lemma 2

The proofs are straightforward: lift semantic equivalences, such as those of
Propositions 3 and 4, to syntax.

We prove for instance the case of the left quotient. However, we will use (5)
rather than (4) for two reasons: not only is the proof more compact, it is also
more general as it provides support for expressions and automata whose labels
are words (e.g., “abed”), not just letters or . In that case, one can verify that
d(“ab”\“abed”) = e ® [(1g) ®@ “cd”].
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The proof is as follows.

D

Lef(X),l ef(Y)
p=r(£,¢")

Lef(X),L'ef(Y)
p=r(£,¢')

Lef(X),l'ef(Y)
p=r(£,0")

- ¥

Lef(X), e f(Y)

= D

Le f(X), e f(Y)

X\ = |

[((P\) - X

[€- Xe\[¢

= (> exa)\( X 1-vel)

Lef(X) Lef(y)

[[ ) €®Xﬁﬂ\[[ T E’@Y//ﬂ

Lef(X)

= [XI\[Y]

ef(y

A.4 Proof of Proposition 6

A simple induction on E proves [d(E)] =

© [\ - X
N\ - Yol
(0\0) - D)\ (@\) - [YerD)

X\ - [Ye

Yol

N\ Yo ] by (5)

by Lemma 2 on &
by Lemma 1

by Proposition 4
by Lemma 1
by Proposition 3

by Lemma 2

[E], see the details in Demaille [7]. To

handle transpose, we add the following case:

[d(EF)] = [d,(F) - E
= [d,(
= [d,,(F) + ds(F)][E]"
= [d'(F)IE*

= [FI[E]" = ([EI[FD)" = [EF]*

A.5 Proof of Theorem 1

@ (dg(F))d" (E)]
= [d,(F)I[E]" + dg(F)[d(E)]"
FIIEL" + ds(F)[E]*

by Definition 9
by Definition 2 and [E]
by induction hypothesis

by Proposition 7

This proof shares large parts with the corresponding proof in Demaille [8, Appen-
dix C], itself being based on the work from Lombardy and Sakarovitch [13]. As
in the former we introduce PD(E), the proper derived terms of E, rather than

TD(E), the true derived terms of E, as in the latter.

We will manipulate sets of expressions. To simplify notations, operations on

expressions are lifted additively on sets of expressions. For instance:

{Ei [ic[n}\{F;[j € [ml} := {E\F; |i€n),je[ml]}
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Definition 10 (Derived Terms). Given an expression E, its proper derived
terms is the set PD(E) defined as follows:

PD(0) := 0  PD() := {1}  PD(a) := {1} VacA

PD(E+F) := PD(E)UPD(F)  PD((k)E) :
PD(E-F) := PD(E)-FUPD(F)  PD(
PD(E\F) := PD(E)\PD(F)

The derived terms of an expression E is D(E) := PD(E) U {E}.
Lemma 3. For any expression E, D(E) is finite.

Proof. Follows from the finiteness of PD(E), which is a direct consequence from
Definition 10: finiteness propagates during the induction. a

Lemma 4 (Proper Derived Terms and Single Expansion). For any
expression E, exprs(d(E)) C PD(E).

Proof. Established by a simple verification of Definition 7. O

The derived terms of derived terms of E are derived terms of E. In other
words, repeated expansions never “escape” the set of derived terms.

Lemma 5 (Proper Derived Terms and Repeated Expansions). Let E
be an expression. For all F € PD(E), exprs(d(F)) C PD(E).

Proof. This will be proved by induction over E.

0.
(Ok),

Case E =0 or E = 1. Trivially true, since there is no such F, as PD(E)
Case E = a. Then PD(E) = {1}, hence F = 1 and therefore d( ) =d(1)
so exprs(d(F)) = 0 C PD(E).
Case E = G + H. Then PD(E) = PD(G) U PD(H). Suppose, without loss of
generality, that F € PD(G). Then, by induction hypothesis, exprs(d(F)) C
PD(G) C PD(E).
Case E = (k)G. Then if F € PD((k)G) = PD(G), so by induction hypothesis
exprs(d(F)) € PD(G) = PD((k)G) = PD(E).
Case E = G- H. Then PD(E) = {G; - H | G; € PD(G)} UPD(H).
~IfF =G;-H with G; € PD(G), then d(F) = d(Gz . H) = dp(Gz) -H®
(ds(Gi))d(H).
Since G; € PD(G) by induction hypothesis exprs(d,(G;)) = exprs(d(G;)) C
PD(G). By definition of the product of an expansion by an expression,
exprs(d,(G;) - H) € {G; - H| G; € PD(G)} C PD(G- H) = PD(E).
—If F € PD(H), then by induction hypothesis exprs(d(F)) € PD(H) C PD(E).
Case E = G*. If F € PD(E) = {G; - G* | G; € PD(G)}, i.e, if F = G; - G*
with G; € PD(G), then d(F) = d(G; - G*) = dp(G;) - G* & (dg(G;))d(G*), so
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exprs(d(F)) C exprs(d,(G;) - G*) U exprs(d(G*)).* We will show that both are
subsets of PD(E), which will prove the result.
Since G; € PD(G), by induction hypothesis, exprs(d,(G;)) = exprs(d(G;)) C
PD(G), so by definition of a product of an expansion by an expression,
exprs(d,(G;) - G*) C {G; - G} | G; € PD(G)} = PD(E).
By Lemma 4 exprs(d(G*)) € PD(G*) = PD(E).

Case E = G\H. (1) and (4) show that for all expansions X,Y,

exprs(X\Y) C exprs(X)\exprs(Y) (8)

Let F € PD(E) = PD(G)\PD(H), i.c., let F = G;\H, with G; € PD(G),H; €
PD(H), then

exprs(d(F)) = exprs(d(G;\H;))
= exprs(d(Gi)\d(H;)) by (7)
C exprs(d(Gy))\exprs(d(H;)) by (8)
C PD(G)\PD(H) by induction hypothesis
= PD(G\H) by Definition 10
= PD(E)

O

Lemma 6 (Derived Terms and Repeated Expansions). Let E be an
expression. For all F € D(E), exprs(d(F)) C PD(E).

Proof Immediate consequence of Lemmas 4 and 5, since D(E) = PD(E) U {E}. O
We may now prove Theorem 1.

Theorem 1. 1 For any expression E, Ag is finite.

Proof. The states of Ag are members of D(E) (Lemma6), which is finite

(Lemma 3). O

A.6 Proof of Theorem 2

The Definition 8 shows that each state gr of the Ag has the following semantics:

el = > kerLlge] (9)

Lef(d(F))
(k)OF €d(F)(£)

4 Qiven two expansions X,Y, exprs(X @ Y) C exprs(X) U exprs(Y), but they may be
different; consider for instance X=a® [(1) ®1] and Y =a ® [(-1) ® 1] in Z.
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Besides:
[F] = [d(F)] (by Proposition 6)
[ @ teamw] = Y
Le f(d(F)) Le f(d(F))

Z f[“ @ (kei) © Fe,z'“]

Le f(d(F)) (ke,i) OF ¢, s €d(F)(£)

= Z ¢ Z ke,i[Fe.l
C€F(d(F)) (ke,)OF e €d(F)(0)
- 3 koi 0 [Fes] (10)

Lef(d(F))
(ke,i)OF¢,:€d(F)(£)

(9) and (10) define the same system of linear equations, hence [Ag] = [E]. O

A.7 Proof of Proposition 8

(t"\s")"(v) = (¢"\s") (v")
= Z t'(vhu) - s'(u)

ucA*
= Z t(u'v) - s(u') by definition of transpose
ucA*

= Z t(uv) - s(u) by change of variable: u — u’
ucA*

= Z s(u) - t(uv) by commutativity of K
ucA*

= (s/t)(v)

Commutativity may be replaced by a weaker condition: Vu,v € A*, t(uv)-s(u) =
s(u) - t(uw).
The right-quotient is treated similarly.
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Abstract. Natural languages contain regular, context-free, and context-
sensitive syntactic constructions, yet none of these classes of formal lan-
guages can be identified in the limit from positive examples. Mildly
context-sensitive languages are capable to represent some context-
sensitive constructions such as multiple agreement, crossed agreement,
and duplication. These languages are important for natural language
applications due to their expressiveness, and the fact that they are not
fully context-sensitive. In this paper, we present a polynomial-time algo-
rithm for inferring subclasses of internal contextual languages using posi-
tive examples only, namely strictly and k-uniform internal contextual lan-
guages with local maximum selectors which can contain mildly context-
sensitive languages.

Keywords: Internal contextual grammar with local maximum selec-
tors - Identification in the limit from positive data

1 Introduction

In theoretical computer science, formal language theory is one of the fundamental
areas. This study has its origin in Chomskian grammars. Contextual grammars
which are different from Chomskian grammars, have been studied in [9,13,14,17]
by formal language theorists, as they provide novel insight into a number of issues
central to formal language theory. In a total contextual grammar, a context
is adjoined depending on the whole current string. Two special cases of total
contextual grammars, namely internal and external are very natural and have
been extensively investigated. (External) Contextual grammars are introduced
by Marcus in 1969 [9] with a linguistic motivation in mind. An internal contextual
© Springer International Publishing AG 2017
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grammar generates a language starting from a finite set of strings (the base) and
iteratively adjoining to its contexts outside the current string. In other families
of contextual grammars, such as internal contextual grammars [9], the contexts
are adjoined inside the current string.

According to [12], it is known that many classes of formal languages, such
as regular and context-free, cannot be learned from positive data only. Now it
natural to look for subclasses of these languages which can be identified in the
limit from positive data only.

In this paper, we present a polynomial-time algorithm for learning Strictly
and k-uniform internal contextual languages with local maximum selector
(SLICG 1, k—UICG ) from positive data. Using these two languages, mildly
context sensitive languages can be generated. That is, they can express the
context-sensitive syntactic constructions that are most prevalent in natural lan-
guages, such as multiple agreement, crossed agreement, and duplication [3].

Currently, there is an algorithm known for inferring the subclasses of the class
of internal contextual grammars with finite selector set [10]. Also, polynomial
time inferring algorithm is available for very attractive subclasses of the class of
external contextual grammars [8].

The paper is organized as follows. Section2 describes the basic classes of
contextual grammars in more detail. Section 3 describes the newly defined sub-
classes. In Sect. 4, we discuss the generative power of the subclasses. Sections 5,
6 and 7 present the pseudocode and discuss the complete algorithm in detail
along with the correctness. Section 8 discusses the characteristic sample of the
algorithm. Running time complexity of the algorithm has been described in
Sect. 9. In Sect. 10, we present a complex example for better understanding of
the algorithm.

2 Basic Classes of Contextual Languages

This section recalls the definition of the basic classes of contextual languages.
[11] For an alphabet | we denote by X* the free monoid generated by X', by A
its identity, and X = X* — {A}.

Definition 1. A Contextual grammar is a construct G = (X, A, (sely,Ch),
(sela, Co), ..., (sely, Ck)), for some k > 1, where X is an alphabet, A C X*
is a finite set, called the axiom set, sel; C X* 1 < i < k, are the sets of selec-
tors, and C; C X* x X* where 1 < i < k, and C; is a finite set of contexts. There
are two basic modes of derivation as follows. For two words x,y € X*, we have
the internal mode of derivation:

T =i Y Uff T = 12273,y = Truz20T3, To € sel;, (u,v) EC;, for some 1 < i < k.
The external mode of derivation:

T = Y iff y = uzv,x € sel;, (u,v) € C;, for some 1 < i < k. The language
generated by G with respect to each of the two modes of derivation is: Lo(G) =
{we X* |z e A x= w}, for a € {in,ex}, where =% denotes the reflexive
- transitive closure of =>,.
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A contextual grammar with internal (external) mode of derivation is called an
internal (external) contextual grammar. The corresponding languages are called
an internal contextual languages and external contextual languages.

If selq, selsy, . . ., sely are languages in the family of reqular languages REG,
then G is said to be with REG choice. The family of languages generated by
contextual grammars with REG choice in the mode « of derivation is denoted
by La(REG).

Now consider the local maximum selector in internal local mode of derivation.
One natural restriction has been imposed on the use of selectors as seen in [15]. In
fact, there is a need for some length conditions on the selector to be used, such as
minimality or maximality. It implies that we can put the restriction that any time
when a context is adjoined around a selector, no factor of the selector (minimal
case) can be used as a selector, or no word containing the current selector as a
factor can be used as a selector (maximal case). This restriction can be imposed
with respect to the specified pair of selectors or to the whole grammar. Now we
discuss some details about the maximal case only because using maximal use of
selectors, we will be able to generate mildly context-sensitive family of languages
which is one the most important component to characterize natural languages.

Definition 2. Given a contextual grammar G = (X, A, (sely,Ch), (sela, Ca),
.. (selk, Ck)), we define, for two words x,y € X*, the local mazimal mode of
derivation in G is defined as follows: x = v iff * = T1x0x3,y = T1UT2VX3,
for xo € sel;, (u,v) € Ci,i < i <k and for no i, 5, x4 € sel;,x = xjxhah, xh €
sel;, xa a factor of xb,. Here lm denotes the local maximal mode.

Example: Consider the following contextual grammar

- G = ({a,b,c}, {abe}, (5%, {(a,be)}))

Now we show one sample derivation - here [] denotes the contexts and underlined
string is the selector.

— abc = ¢ alalblbc]e

— aabbcc = aalalbblbc]cc

— aaabbbece = aaala)bbblbc]cce

— The language generated by G is L, (G) = {a™b"c" | n > 1}.

3 Subclasses of the Class of Internal Contextual
Grammars with Local Maximum Selectors

In this paper our learning paradigm is identification in the limit which is defined
as follows:

Definition 3 [12]. Method M identifies language L in the limit if, after a finite
number of examples, M makes a correct quess and does not alter its guess there-
after. A class of languages is identifiable in the limit if there is a method M such
that given any language of the class and given any admissible example sequence
for this language, M identifies the language in the limit.
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Here our main focus is on designing an identification algorithm to infer internal
contextual languages, but according to Gold model [12], no superfinite class of
languages is inferable from positive data only. A class of languages which consists
of all finite languages but atleast one infinite language, is called super finite class
of languages. From [10], we have the following result.

Theorem 1 [10]. The class of internal contextual languages (ICL), is not infer-
able from positive data only.

As we know that the class ICL is not inferable from positive data only, it is
natural to look for subclasses of these languages which can be identified in the
limit from positive data only. We now define strictly internal contextual grammar
with local maximum selectors (SICGp ) and k-uniform internal contextual
grammar with local maximum selectors (k — UICG ).

Definition 4. A strictly internal contextual grammar with local maxi-
mum  selectors (SICGprar) s an internal contextual grammar G =
(X, A, (sely, C), (sely, Ca), . .., (selg, Ck)), for some k > 1, where

— X is the alphabet.

— A C X* is a finite set, called axiom set.

- sel; C X1 < i<k, are the sets of selectors.
- C; C X* x X*, are sets of contexts.

with the following restrictions,

— If the rule is (sel;, C;) where C; = {(u;,v;)} then first(u;) # first(v;) where
first(u) denotes the first alphabet of u.
— for each selector, there exists exactly one context (u,v).

The language generated by SICGryG is given by Lgm(G) = {w € X* |
x =%, w,x € A} where =>4, denotes the one step derivation in strictly
local mazimal mode. Now, SLM denotes the family of languages generated by

SICG .

Now we present two examples of SICGpy, G, Ga:

- G1 = ({a,b,c},{abe}, (b1, {(a,bc)})) where first(u) = a # first(v) =
b, L(G1) = {a"b™c™ | n > 1}. For better understanding, see the derivation
example of Definition 2.

- Gy = ({a,b,¢,d}, {abed}, (abte,{(a,c)}), (beTd,{(b,d)})) where first(u) =
a # first(v) = b and first(u) = b # first(v) = d, L(G2) = {a™b™c"d™ |
n > 1}.

Definition 5. A k - uniform internal contextual grammar with local maz-
imum selectors (k — UICGpLy ) is an internal contextual grammar G =
(X, A, (sely, Ch), (sela, Ca), . .., (sel, Ck)), for some k > 1, where

— X is the alphabet.
— A is the finite subset of X*, called axiom set.
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- sel; C X" 1 <4<k, are the sets of selectors.

- C; C X* x X*, are sets of contexts.
With the following restrictions, if the rule is (sel;, C;) where C; = {(ui,v;)}
then |u| = |v| = k.

— The language generated by a k — UICGLy G is given by Lyim(G) = {w €
X x =, w,x € A} where =y, denotes the one step derivation in

k-local mazimal mode. Now, K LM denotes the family of languages generated
by k —UICGLyy-

Now we present a k —UICGpry Gs = ({a,b,c},{c}, ({cHa,b}*,{(a,a), (b,b)})),
L (G3) = {wew | w € {a,b}*}.

4 Power of the Subclasses

In this section we discuss the generative power of these subclasses. We know that
several natural languages are not context-free and these languages are consisting
of non-context-free properties. Thus, in order to obtain formal grammars focus-
ing to model natural languages, we have to look for classes of grammars that
are able to generate non-context-free languages. On the other hand they should
not be too powerful, that means they should not generate languages without
any linguistic relevance. So, the idea of keeping the generative power under con-
trol has lead to the notion of mildly context-sensitive family of languages. The
properties of such families are the following [11]:

1. Tt contains all three basic non-context-free constructions in, that is,
— multiple agreements: L1 = {a™b"c" | n > 1}
— crossed agreements: Ly = {a™b™c"d™ | n,m > 1}
— duplication: Ly = {wcw | w € (a + b)*}.

2. All the languages in the family, are polynomial time parsable.

3. It contains semilinear languages.

Here, our defined subclasses can generate three basic non-context-free
constructions.

Theorem 2

(i) L1,Ly € SLM (See examples of Definition 4).
(i) Ly € KLM (See example of Definition5).

Lemma 1. KLM — SLM # ¢.

Proof. From Theorem 2 we know that Lz € KLM. The appropriate gram-
mar to generate L3 is G3 = ({a,b,c}, {c}, {cH(a +b)*},{(a,a), (b,b)})) where
k=1.But Ly ¢ SLM, as we know from Definition 3 that if the rule is (sel;, C;)
where C; = {(us,v;)} then first(u;) # first(v;). Here it needs to be always
first(u;) = a = first(v;) or first(u;) = b= first(v;). O
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Lemma 2. SLM — KLM # ¢.

Proof. From Theorem 2, we can conclude that Li,Ls € SLM. The appropri-
ate grammar to generate L; and Lo are respectively G; = ({a,b,c}, {abc},
(b7, {(a,bc)})) where |u| = |a| = 1 and |v| = |bc] = 2 and G2 = ({a,b, ¢, d},
{abcd}, (abte, {(a,bc)}), (betd, {(b,d)})) where for selector ab®c the required
contexts are always |u| = |a] = 1 and |v| = |be| = 2. So it can be understood
easily that Ly, Ly ¢ KLM. m|

Lemma 3. SLM NKLM # ¢.

Proof. Ly = {a"™cb™ | n > 0}, Ls € SLM N KLM. The appropriate grammar to
generate Ly is G = ({a,b,c},{c}, (¢,{(a,b)})) and it satisfies Definitions 4 and 5.
O

Theorem 3. SLM is incomparable with K LM and but they are not disjoint.

Proof. We can conclude this fact from Lemmas 1, 2 and 3. a

5 Identification of Subclasses of Internal Contextual
Languages with Local Maximum Selectors and
Correctness

In this section, we propose an identification algorithm I A to infer SICGp s from
positive examples only. We recall the notion of an insertion rule. The insertion
operation is first considered by Haussler in [6] and based on the operation, inser-
tion systems are introduced by Kari in [7]. Informally, if a string « is inserted
between two parts w; and wsq of a string wiws to get wiaws, we call the opera-
tion as insertion.

Our identification algorithm IA takes finite sequences of positive examples
i¢; in the different time interval ¢; where j > 1. Our goal is to find out SICG L,
such that TPS C L(G) where IPS is the input set. The algorithm works in the
following way.

o After receiving the first set as an input, based on the size of each input, firstly
the algorithm determines the axiom.

e Then it defines insertion rules in order to find out the contexts and selectors
from input example.

o After that, insertion rules are converted into 1-sided’ contextual rules.

e Next it updates with new contextual rules if the next input cannot be gener-
ated by the existing contextual rules, that is called the correction phase. All
the guessing will be done in a flexible way in the sense that the correction
can be done at every instance.

e Then it will convert 1-sided contextual rule into 2-sided contextual rule to
take care of over generalization, that could be the temporary guess g; at
particular time interval ¢;, about the unknown grammar.

e Finally we will take care of maximal use of selectors.

In an 1-sided contextual rule either left context is A or right context is .
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Lemma 4. Let gi,,9ty,.--, 91, be the sequences of guesses (grammar) about
the unknown grammar produced by identification algorithm IA at different
time interval t1,ta, .. .,t; based on different information, iy, ,i,, ..., 4, such that

gf = 9gf+1-

Proof. The behavior of the algorithm, in particular, there is an upper bound(in
terms of the size the current input set) to make the guess g; about the unknown
grammar where L(g;—1) C L(g;). Thus, there exist a f > 1 such that g = gr41
where L(gs—1) C L(gy). So, we conclude this lemma. O

From this, we have the following result.

Theorem 4. SLM is identifiable in the limit from positive examples only.

6 Pseudocode of Our Algorithm

In this section we present the pseudocode of our algorithm I A and also in further
subsections we explain that in detail.

: axiom «— FIND — SMALLEST(IPS)

: inser «— GENERATE — INSR(axiom, s;)

1 — Sided — Contextual — Rule — {}

1 — Sided — Correct — Rule «— {}

2 — Sided — Correct — Rule — {}

: Table — M

: 1 — Sided — Contextual — Rule.push[CONV ERT — into —- CONTEXTUAL —
RULE((inser)]

8: IPS « REMOVE(IPS,s;)

9: for (1 — Sided — Contextual — Rule; € {1 — Sided — Contextual — Rule}) do

10: for (s; € IPS) do

11: S « CHECK — CONTEXTUAL — RULE(1 — Sided — Contextual —
Rule;, s;)

12: if S =1 then

13: 1 — Sided — Correct — Rule.push[l — Sided — Contextual — Rule;]

14: if S =0 then

15: 1—Sided—Correct— Rule.push[ CORRECTION —CONTEXTUAL—

RULE(1 — Sided — Contextual — Rule;, s;)]

16: for (1 — Sided — Correct — Rule; € {1 — Sided — Correct — Rule}) do

17: for (s; € IPS) do

18: Table.insert(FIND — NOF — APP — of — FACHRULE — in —
EACHMEMBER(1 — Sided — Correct — Rule;, s;)]

19: if TableRow; = TableRow; then
20: 2 — Sided — Correct — Rule.push[M ERGE(1 — Sided — Correct — Rule;, 1 —
Sided — Correct — Rulej)]

21: LOC — MAX — SEL; — LMS(sel;, s, vi)
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6.1 Finding Axiom - Pseudocode-Step: 1
axiom «— FIND — SMALLEST(IPS):

— case 1: It finds the smallest string from the current IPS. The smallest string
will be considered as an axiom.

— case 2: If two strings are given with same length then both of them will be
there in the axiom set A.

— case 3: At any point of time a string can be given as an input which is
smaller than some members of the existing axiom set. In such cases, if the
strings existing in the axiom set can be generated from this new smaller string,
then this new smaller string will replace them.

— case 4: If no member of the existing axiom set can be generated from the
new smaller string then the new smaller string will be added to the axiom set
as a new member of the axiom set.

Let IPS be the set of input strings. IPS = {s1,s2,...,8;x} where s; =
5j18j9---8j,1 < j < k,1 > r. (ie., s; is of length r). Then the axiom will
be Min(IPS) where Min(A) denotes the minimum size member of set A.

6.2 Defining Insertion Rule and Converting It into Contextual Rule
- Pseudocode-Steps: 2, 7, 8

— insr — GENERATE — INS(axiom,s;): It generates the insertion rule
from axiom and any member (s;) of input set I P.S. The output of the function
will be stored in i¢nsr as an insertion rule.

— 1 — Sided — Contextual — Rule.push[CONVERT — into - CONTEXT
—UAL — RULE(inser)]: It converts insr into 1— Sided— Contextual — Rule
and push that into 1 — Sided — Contextual — Rule set.

- IPS — REMOVE(IPS,IP;): It removes the current input member IP;
from IPS.

We now shortly describe about the intuitive idea of the parts 1-4. We try to
identify the selectors from the axiom and contexts from examining input. If the
format of the insertion rule is uzv where u,z,v € X1 are left context, inserted
portion, and right context respectively.

a

— Let the axiom be s} = s 13”353 -85 and the examining (scanning) string
be s§ =7 85, ...

5155055, where r = length "of the examining string. Now from the
aX10m we can have the following consideration. In the following four parts, if
a string z is a substring of y, then it is denoted by x € sub(y).

— Part 1: let the initial rule be (u,z,v);ns where u = 85,0 =87,87,...87

check whether any |z| < r exists with uzv € sub(s$) or not. If yes then ﬁx
that x (i.e., and go to part 3. Else, go to part 2.

— Part 2: Remove the last alphabet of the right context v and the rule becomes
(4, @,0)ins Where u = s§ ,v = s,s7,...57 |, Check whether any |z| <r
exists with uzv € sub(s§) or not, if yes, go to part 3. Else, go to (recursively)
part 2 until the rule becomes of the form (u,z,v) | u = s7 ,v = s},. Then go

to part 4.

Jj1’
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— Part 3: Conversion into Contextual Rule: 7. After getting correct
insertion rules (which necessarily satisfy uzv € sub(sf)), they are converted
into 1-sided contextual rules as follows: (u,x,v)ins — (sel, (¢, v))icq Where
Selicg = Uins, Vieg = T, Uicqg = A and the omitted right context v;,s will be
treated as the left context u;,s for the next insertion rule. Now, we remove
(ux)ins as a substring from the examining string and only w;,s from the
axiom. Once we get a selector and associated context with it, we have the
following conditions for each insertion rule.

— Condition 1: If (Ju| + |z| + |v|)ins = |F| where |E| denotes the length of
examining string, it implies that only one rule has been applied and we have
obtained that already.

— Condition 2: If (Ju|-+|v])™* < [s}| where [s7| denotes the length of the axiom,
then we remove u;,,s from axiom s?, and obtain a new temporary axiom. Also
consider v;ps = Uins for the next insertion rule. Next, it removes (ux);,s as a
substring from s§ and obtain a new temporary input. Here after we continue
our procedure with this temporary axiom and temporary examining input in
the same way.

— Condition 3: If (Ju| + [z| + [v])ins < [E] but (Ju| + [v])ins = [s§], it implies
that some part is still left to scan and that is left context u;., of the first

selector sel{ci; *" or right context Vieg Of the last selector sel'®s!, then we will

icg
include them as a new rule.
l h = =\, selpew = sell 7
(8€lnew, {Umew; Vnew })new Where Unew = Uicg, Unew = A, Selnew = selj,, ", in
another case, Vpew = Vicg, S€lnew = sellast For these rules, we will never go

icg
for correction.

— Part 4: If u;,s = 8?1 and Vs = 5?2, this time we consider u;,s = s%. s%

Jj1°32°
Rest of the axiom part will be considered as right context v;,s of the new rule
as follows, (u,x,v);ns where u = 8?—18?2, v = 3?3 . S;ln and go to part 1 until

a

Uins = S 15?25?3 . s?n. In that case, defining insertion rule is not possible.
Here our selection of axiom is wrong, so we need to start with different axiom.

In this section, we get the selectors from axiom and contexts from examining
input. Later on for new input, we may need to change our it for wrong guess
(next section).

6.3 Making Correction and Updating Rules - Pseudocode-Steps:
9-15

- S — CHECK — CONTEXTUAL — RULE(1 — Sided — Contextual—
Rule;, s;): It checks the correctness of 1 — Sided — Contextual — Rule; for
another input.

— If S is true then the correct 1 — Sided — Contextual — Rule; will be pushed
onto set {1 — Sided — Correct — Rule;} and continue the process for the next
input.

— CORRECTION-CONTEXTUAL-RULE(1 - Sided — Contextual —
Rule;, s;): Otherwise it goes for correction.
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Below we have discussed that if the new examining string is not derivable with
the existing set of contextual rules, then we need to go for correction and updat-
ing with new rules.

Let the rule be R; : (sel;, (us,vi))icg Where u; = A. Examining string 8¢ =
85,85, . We can represent the examining as X sel;s§ stj e sgy,
selit1 Z where X,Z € X* and the remaining parts of the string. The exam-
ining string is presented in this form X sel;s§ Hsij sjy, seliy1 Z because
we make the correction of rule R; using rule R; 1, so it is needed to introduce

the sel; and sel;;+; both.

Proposition 1. In case of correction, we deal with only 1-sided contextual rules
where left context is always empty. (see condition 8 of Subsect. 6.2)

If sel; = S§l8§l+1 e sjy If selector sel;, sel;+1 are not present in s; then new
insertion rule has to be defined again to find out the correct selectors and go
to Sect. 6.2. If defining insertion rule is not possible even after this step, then it
indicates that the chosen axiom is wrong. In that case, we will choose some other
axiom, if available. If no other axiom is available then we add the examining
string into the axiom set as a new member of axiom set (recall that we have
positive examples only)

6
If v; # SJy+1 ]y+2 ]y,, then correction and updating is required. Let v;
be V1V ...V, and s§ 1l jy+2 .7'y/ be Q1Qs ... Q. for convenience sake.

To apply the rule properly the following condition is required, V1 V5 ...V, =

Q1Q2...Q, where w = z.

Here we are making an analysis to find out the partially equal part (pre-
fix/suffix) of V1V5...V,, and Q1Q3 ... Q..

We have shown that the correction part for one rule, in the same way the
correction can be done for other rules.

Theorem 5. If the analysis starts with equality such that Q1 = V1,Q2 =
Vo, ., Qp = Vs, and Qyi11 # Veg1 or [ = z or s = w, then we can have four
different type of errors which are stated in terms of followmg lemmas. (Finding
common prefiz part).

Lemma 5. If (f = z and s = w) then it implies that matching is correct, so no
need to make any correction for this rule and the rule is correct.

Lemma 6. If (f =z and s < w) then we infer two new rules.

Proof. — Rule;y : (sely,Cy) where Cy={(uy,vi)}, 00 =V1Va... Vo = Q1Q2. ..
Q.,uy = A, sely = sel;.

- Rule(i+1)/ : (Sel(i+1)/,C(i+1)/) where C(i+1)’ = {(U(i+1)/,’l](i+1)/)},’U,(Z‘+1)/ =
V9+1‘/3+2. . .Vw, ’U(i+1)l = A, Sel(i+1)/ = Sel(i+1). O

Lemma 7. If (f < z and s = w) then we infer two new rules.
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Proof. — Rule;: : (sely, Cy) where C; = {(uy,vir) }, 00 = ViV . Vi = Q1Q2 . ..
Qf,uy = A, sely = sel;.

— Rule(H_l)/ = (Sel(i+1)/,0(i+1)/) where C(i+1)’ = {(u/(i-i—l)’U(i+1)/)}’u(i+1)/ =
Qr+1Qr+2-- Q= v(iy1y = A, selip1y = sel(iy). O

Lemma 8. If (f < z and s < w) then we infer three new rules.

Proof. — Ruley : (sely, Cy) where C; = {(uyr,vi)}, 00 = ViVa. . Vo= Q1Q2 . ..
Qy,uy = A, sely = sel;.

- Rule(i+1)/ : (sel(i+1)/7C(i+1)/) where U(H_l)/ = VS+1VS+2...Vw,U(i+1)/ =
A, sel(ip1y = seliqq.

— Rule(iyoy @ Ruleiyay : (sel(itay, Clivay) where ugioy = Qpi1Qpya. ..
Q= V(iy2y = A s€l(iyoy = seliy. 0

Theorem 6. If the analysis starts with inequality such that Q1 # V1, but Q, =
Vi, Qz1 = Vip—1... Q5 = Vi, and Qy—1 # Vs—1 then we can have three different
type of errors which can be seen in the following lemmas. (Finding common suffiz

part).
Lemma 9. If (s =1, f > 1) then we infer two new rules.

Proof. — Rule; : (sely,Cy) where Cy = {(uy,vi)}uy = ViVa. . Vi, vy =
A, sely = seliq.

— Ruleiy1y : (seliy1)y, Cluvry) where Crpqy = (u,(i+1)vv(i+1)/) where
U(i+1)’ = QIQQ ce Qf*l’u(’H*l)’ = )\7 Sel(i+1)/ = Seli. O

Lemma 10. If (s > 1) then we infer three new rules.

Proof. — Ruley : (sel},C!) where Cy = {(uir,vir)},up = ViVoq1 ... Vi, vy =
A, sely = seliq.

- Rule(Hl), : (Sel(i+1)/, O(i+1)’) where C(i+1)’ = (U(i+1)/, U(i+1)’)a U(i+1)/ =
Q1Q2. .. Qf—1,ugir1y = A, sel(i1y = sel;.

- RUZE(Z‘+2)I : (sel(i+2)/,0(i+2)/) where C(i+2)’ = (u<i+2)/,v(i+2)/),u(i+2)/ =
)\, U(i+2)’ = Vl‘/Q [N ‘/5_1, Sel(i+2)/ = Seli. O

Lemma 11. If Q, # R, then we infer two new rules. (In this case Theorem 6
is not applicable here because common prefix/suffix part is absent).

Proof. — Rule; : (sell,C!) where C; = {(uy,vy)},vp = ViVa.. . Vi, upy =
A, sel; = sel;.

- Rule(i+1)/ : (Sel(i+1)/, C(i+1)’) where C(i+1)’ = (U/(i+1)7’l)(i+1)/ = QlQQ N QZ,
U1y = A, s€l(y1y = sel;. O

In this section, we must notice that we have different rules with same selectors.
According to Definition 4, for each selector there must be one rule. As we are
inferring 1-sided contextual rule, it does not satisfy our Definition 4. In the next
section we will convert 1-sided contextual rule into 2-sided contextual rule in
order to take care of over generalization.
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7 Controlling over Generalization - Pseudocode-Steps:
16—-20

In this section we determine the number of applications of each rule to generate
the given input set. It is presented in table. We put priority in applying rules
where left context is empty and context is smaller in size. If it is found that
without using any rule we can generate full input set then we can ignore that
rule.

— Using steps 16, 17 - we scan all the correct contextual rule for all the member
of input set.

— Table.insert[FIND — NOF — APP — of - EACHRULE — in — EACH
MEMBER(1 — Sided — Correct — Rule;, IP;)]: It finds out the applica-
tion of each rule on each member of the input and insert that record into the
table.

— 2—Sided — Correct —Rule.push MERGE(1 — Sided — Correct — Rule;,
1 — Sided — Correct — Rulej)]: In this case if we find that ith row
(T'ableRow;) and jth row (T'ableRow;) of the table are same then we merge
these two rules and store as a 2 — Sided — Correct — Rule.

Actually all the rules are 1-sided where left contexts or right contexts are empty
that generates more elements. Thus, to control this over generalization, we check
that how many times each rule is applied in each member of the input set. Rules
which are applied equal number of times in each member, those can be merged
into one rule based on condition.(discussed in Lemmas 12 and 13)

Lemma 12. If consecutive selectors are sel;, sel; with (j —i) =1 and left con-
texts(right contexts) are null in both of the rule then we can get 2-sided internal
contextual rule after merging them.

Proof. Here sel;, sel; denote ith and jth selector, v;, v; are right contexts of them
respectively, and w;, u; are ith and jth left context of them respectively.

- ]%z . (Seli, (ui,vi))icg,Rj . (selj, (uj,vj))icg.

— case 1: If sel;, sel; where (j —i) = 1, if v; = v; = X then rule becomes
Ryew : (S€lpew, (Unew; Unew) )icg Where Selpey = S€li, Unew = Uj;.

— case 2: If sel;, sel; where (j — i) = 1, if u; = u; = X then rule becomes
Roew : (Selnew; (unew7vnew))icg where unew = Vi, selpew = Selj-

Lemma 13. If consecutive selectors are sel;, sel; with (j — i) =1 and left con-
texts of ith rule and right context of jth rule is null then we can get 1-sided
internal contextual rule after merging them.

Proof. Here sel;, sel; denote ith and jth selector, u;,v; are left contexts of ith
rule and right context of jth rule respectively.

— Ry : (seli, (us,))icg, Rj : (sely, (g, 05))icg-
— If sel;,sel; where (j —i) = 1, if u; = v; = X then rule becomes Ry :
(Selnewa (unewavnew))icg where 56lnew = Seliavnew = V;Vj.
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7.1 Finding Maximal Use of Selectors - Step 21

In this subsection we show how to identify regular selector set and use the
maximal idea. In this section we denote our already obtained individual selectors
as SEL.

COM (A, B) computes the common subword between A, B. On the other
hand, PREF(A), SUFF(B) denote the prefix and suffix part of A, B respec-
tively, sel stands for selector.

Lemma 14. For any selector and associated context with it, if COM(PREF
(SEL),SUFF(u)) # X\ or COM(PREF(v),SUFF(SEL)) # X\ then we get
reqular selector set and we focus on the mazximal use of selectors.

Proof. — COM(PREF(sel)), SUFF(u)): If a rule is (SEL, (u,v))icq Where
SEL = XlXQ..Xk,’LL = UIU2. . . Um where Xl = 'LLj,XQ = ’U,j+1,...,Xn =
Um,j > 1 then the regular selector set becomes SEL = (X1 Xo...X,,)" X1
Xpioe X

-~ COM(PREF(v),SUF(SEL)): If a rule is (SEL, (u,v));cy where SEL =
X1X2...Xk7’U = V1V32...Um where Xj = 1}1,Xj+1 = U27...,X]€ = 1}n7j 2 1
then the selector set becomes SEL = X1 Xo...(X;Xj12...Xk)". (see example)

Remark 1. The above algorithm can also be used to identify a k-uniform internal
contextual grammar with local maximum selectors. A required modification is
that k is also given along with the input set.

In this case, at the time of defining insertion rule (Sect. 6.2), we need to focus
on the size of selectors and contexts in terms of column as k is given as an input.
Defining insertion rule should be done in the following way, uzv € sub(s$) where
|ul = [o] = k.

8 Characteristic Sample

The most widely used definition of data efficiency relies on the notion of charac-
teristic sample. The characteristic sample is a finite set of data from a language
L that ensures the correct convergence of the algorithm on any presentation of
L as soon as it is included in the data seen so far.

Definition 6 (Characteristic Sample - CS). If Let L be a SIC Ly then a
finite set C'S is called a characteristic sample of L if and only if L is the smallest
SICLypy containing CS.

Consider Gy = ({a, b, c}, {abc}, (bT,{(a,bc)})) where first(u) =a # first(v) =
b, L(G1) = {a"b"c¢™ | n > 1}. Here, C'S = {abe, aaabbbcee, aabbee, aaaabbbbecec} .

When the input set IPS of the identification algorithm I A contains all the
elements of C'S, the algorithm converges to a correct final guess for the target
SICLy . Hence, it is clear from the manner in which the characteristic sample
C'S is formed that, the class SLM is identifiable in the limit from positive data.
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9 Time Complexity of Our Algorithm

We analyze the time complexity of our algorithm in two aspects, time for updat-
ing a conjecture and a bound on the number of implicit errors of guesses. We
adapt this idea of time complexity analysis from [16]. Here we make an analysis
of our pseudocode step by step.

— Step 1: If k number of strings are given in the input set, then we need to find
out the size of each member of the set, so here the time complexity depends
on the number of input member k and size of each member of input set. So,
the time taken by step 1 is SumofSize(IPS).

— Step 2: In order to generate all the possible subarrays, it takes polynomial
time in the size of the axiom that is Size(axiom). Also when we search the
substring (uxv) in the examining input then it takes even linear time of the
size of the examining input that is Size(ExaminingInput).

— Step 3-6: It is only declaration.

— Step 7, 8: It can be seen easily that these two steps take constant time. Also
removing one element from the input set, takes constant time. 5

— Step 9-15: Let k£ be the number of input arrays in the input set. If all the rules
are correct then we do not need to go for any correction, so time complexity
depends on k and SumofSize(IPS). Also for any incorrect rule we need go
for correction and the correction part takes polynomial time in the size of the
input set that is SumofSize(IPS‘), finally these step 9-15 can be executed
in polynomial time in the size of the set.

— Step 16-18: These three steps depend on the number of 1-sided-contextual-
rule, let it be [ and again the size of the input set.

— Step 19-20: In these two steps, firstly we search the table we if we find any two
rows are same then merge these two 1-sided-contextual-rule. So, it depends
on the size of the table.

— Step 21: It finds the regular selector. In this case, running time depends on
the size of the correct contextual rule.

Lemma 15 (Time for updating a conjecture). The identification algorithm
IA identifies a target grammar gy, in the limit, from positive data, satisfying the
property that the time for updating the conjecture is bounded by polynomial in
the size of the, SumofSize(IPS).

Proof. From the above discussion we can conclude that. a

Lemma 16 (Number of implicit errors of guesses). The number of implicit
errors of guesses of I A, is bounded by polynomial in the cardinality of set IPS.

Proof. From the previous step by step running time discussion we can conclude
that. a

Summing up the previous discussion about the definition of running time com-
plexity [16] and last two lemmas, we have the following theorem.

Theorem 7. The identification algorithm I A can be implemented to run in time
polynomial in the size of IPS for updating conjecture, and the number of implicit
errors of guesses is bounded by polynomial in the cardinality of set IPS.
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10 Example Run

Given input at time-unit ¢; is iy = IPS = {s; = abbedd, sy = aabbbeeddd}.
Examining string s§ = 55,55, ... 85,4 = aabbbccddd, Axiom s§ = s¢,5¢,...50 =
abbedd.

Defining Insertion Rule:

— (u,x,v)ins where u = a,v = bbedd, Check whether any |z| < r exists with
uzv € sub(ss)? No-go to part 2.

— (u,x,v)ins where u = a,v = bbed, Check whether any |x| < r exists with
uzv € sub(s§)? No-go to part 2.

— (u,x,v)ins where u = a,v = bbc, Check whether any |z| < r exists with
uxv € sub(s§)? Yes- x = ab, go to part 3.

According to condition 2 of Subsect. 6.2, (u| + [v])"* < [s}], so for the next
insertion rule - u = a,x = ab are removed from the examining string and u is
removed from axiom. Therefore string becomes bbceddd and temporary axiom
will be bbedd. Existing v = bbe will be considered as u (left context) for the next
insertion rule. (u, z,v);,s where u = bbc,v = dd, x = c.

Now according to condition 3 of Subsect. 6.2, (Ju| + || + |[v])ins < |E| but
(Jul+[v])ins = |8}, so in this new insertion rule existing v = dd will be considered
as a u (for last selector) of the new rule. Now the axiom is covered completely
and the rest part of the string will be considered as x of the next insertion rule.

(u, Z,v)ins where u = dd,v = A,z = d. Finally the insertion rules are

— (u,x,v)ins where u = a,v = bbc,x = ab
— (u,x,v)ins where u = bbc,v =dd,z = ¢
— (u,x,v)ins where u =dd,v =\, x =d

Converting into Contextual Rule: For A,

— Ry : (sely, (u1,v1))icy Where sely = a,v1 = ab,uqs = A, Ra : (sela, (U2,v2))icq
where sely = bbe, va = ¢, us = A, R3 : (sels, (us, v3))icg Where sels = dd, v =
d, us = A

Next input set at time-unit ts is i;9 = IPS = {s3 = aaabceed, s4 = aabeed}. sy
will be the new member of axiom set because s1,s4 both are of same lengths.
abbedd, aabeed are considered as Ap, Ay respectively.

Try to apply Ri, Ro, R3 on s3 but here we are not getting proper selectors
also, so we need to define the insertion rule again. But here defining insertion is
not possible from axiom A, so we define he insertion rule from As.

— (u,x,v)ins where u = a,v = abce, z = a.
— (u,x,v)ins where u = abcc,v = d,x = c.

After converting into contextual rules: for As-

— Ry : (sely, (u1,v1))icqg Where sel; = a,v1 = a,u; = X\, Ry : (sela, (u2,02))icq
where sely = abee, vo = ¢, us = A.
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Now we will check that from Ay, generating S; is possible or not. Here As is
correct axiom for s;. So the rules will be after converting into contextual rule-

— Rs : {(sels, (us,v3))icqy Where sel3 = aa,vz = bb,u

6 =A| (@ =1D}Re:
{(sels, (ua,v4))icqy where sely = beed,vq = d,us = X | (1 > 1)},

Input at time-unit t3 is iz3 = IPS = {s5 = aabbecdd}.

From A, deriving s5 is possible because selectors are matching but needs to
make the correction.

In the same way we can verify that from A, it is possible to generate s5 or
not, using second set of rule. Selectors are not matching, so need to define
insertion rule. Here defining insertion rule is possible, it suggests that axiom
is correct for Ss.

In the same way we can define insertion rules and convert insertion rules into
contextual rule to reach S5 from As,.

Ry : (sels, (wa,v4))icqg wWhere sely = aa,v1 = b,u1 = X\, Rg : (sels, (us,Vs5))icq
where sels = beed, vs = d, us = .

Now with this new existing set of rule for As, generating Ss is possible.

Making Correction and Updating Rules

Here we are making the correction of R; (for A;) to generate S5. Now let vy
be V1 Vo = ab where w = 2. Xsel1Q1seloZ = aabbcedd where sely = a, Q1 =
a,sely =bbe, X =\, Z = cdd.

Q1 =a=Vj, Here (f =2z=1and s < w = 2). (According to Lemma 6)

R, is changed and it becomes Ry : (seli, (u1,v1))icqg Where sely = a,v1 =
a,u; = A\

New the set of rule will be after making the correction-for A; to generate Ss, Ss.

Ry : (seli, (u1,v1))icqg where sely = a,v; = a,u; = A

Ry : (sels, (uz2,v2))icq Where sely = bbc, va = ¢, us = A
Rs : (sels, (us, v3))icqg Where sels = dd, vz = d,ug = A
Ry : (sels, (u4,v4))icqg where sely = bbc,vg = A ug = b

From As-possible to generate so, s3, S5

Ry : (sely, (u1,v1))icg where sely = a,v1 = a,u; = A
Ry : (sely, (u2,v2))icq Where sely = abce,va = ¢, ug = A
Rs : (sels, (us, v3))icqg Where sely = aa,vqs = b,us = A
Ry : (sels, (ua,v4))icqg where sels = beed, vs = d,us = A

Controlling over Generalization and Finding Maximum Selectors. So
two sets of rules are here, one is for axiom A; and another one is for axiom As.
Now we will check that how many times each rule has been used in each string
and that controls the over generalization. Table1 contains application of each
rule for Ay, so = aabbbceddd, s5 = aabbeedd. Also Table 2 contains application of
each rule for Ao, so = aabbbceddd, s3 = aaabeeed, s5 = aabbeedd.
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Table 1. Finding application of each rule for A;

Rules So | 85
Ri=(a,(N\a) 1|1
= (bbe, (A e)) |1 |1
Rs = (dd,(\,d)) |1 |0
= (bbe, (b,N\)) |1 |0

For A;, we can merge (R1, R2), (Rs, R4), So according to Lemmas 12, 13 and

14. Rya = (bbc™, (a,¢)), R3y = (bTbe, (b, d)), we can write Ri2 = (b*c™, (a,c)),

R34

= (b*ct, (b, d)).

Table 2. Finding application of each rule for A,

RULE S2| 83|85
1%1=: (a,(\a)) 0 10
= (abee, (A, ¢)) |10 |1 |0
(e, (\D) 2 0 1
= (beed, (A\,d)) |2 |0 |1

For As, we can merge (Rq, R2), (Rs, R4), So according to Lemmas 12, 13 and

14 - Ry = (atbTct,(a,c)), Rsq = (bTctd™, (b, d)).
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Abstract. Equivalence relations are widely used for comparing the
behavior of stochastic systems. This paper introduces several vari-
ants of trace equivalence for continuous-time Markov decision processes
(CTMDPs). These trace equivalences are obtained as a result of but-
ton pushing experiments with a black box model of CTMDP. For every
class of CTMDP scheduler, a corresponding variant of trace equivalence
has been introduced. We investigate the relationship among these trace
equivalences and also compare them with bisimulation for CTMDPs.
Finally, we prove that the properties specified using deterministic timed
automaton (DTA) specifications and metric temporal logic (MTL) for-
mulas are preserved under some of these trace equivalences.

Keywords: Scheduler - Trace equivalence - Bisimulation - Timed
automaton - Temporal logic

1 Introduction

Continuous-time Markov decision processes (CTMDPs) provide a mathematical
framework for modeling systems that exhibit both non-deterministic and sto-
chastic behavior. CTMDPs have applications in queueing systems, economics,
dynamic power management, epidemic and population processes. They have
been used as a semantic model for amongst others generalized stochastic Petri
nets [20] and interactive Markov chains [15]. Equivalence relations can be used
to compare the behavior of CTMDPs. For instance, bisimulation is a well-known
equivalence that preserves the validity of continuous stochastic logic (CSL) [21],
a timed probabilistic version of the branching-time temporal logic CTL [5].
This paper focuses on linear-time equivalences for CTMDPs and investigates
which kind of logical properties do they preserve. We use button pushing exper-
iments on a black box model of CTMDP (i.e., trace machine) to define several
variants of trace equivalence. Our machine is equipped with an action display, a
state label display, a timer and a reset button. Action and state label displays
enable the external observer to observe the trace of the current run of machine
M and timer provides the absolute time. An alternating sequence of actions
and state labels, denoted o, and a sequence of time checks, denoted 6, form an
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outcome (or timed trace), i.e., (o,0), of the trace machine. Since schedulers are
used to resolve non-deterministic choices in CTMDPs, we always fix a class of
scheduler C and allow the machine to execute infinitely many runs for all possible
schedulers of that class. This process is repeated for every scheduler class C of the
trace machine M. Roughly speaking, two CTMDPs M;, My are trace equiva-
lent (w.r.t. class of scheduler C), denoted =¢, if for every scheduler D € C of M;
there exists a scheduler D’ € C of My such that for all outcomes/timed traces
(0,0) we have P (0,0) = Py, (0,0) and vice versa. Here, P{ % (0,0)
denote the probability of all timed paths that are compatible with the out-
come/timed trace (o, §) in M; under scheduler D. We define six variants of trace
equivalence on the basis of increasing power of schedulers, namely stationary
deterministic (SD), stationary randomized (SR), history-dependent determinis-
tic (HD), history-dependent randomized (HR), timed history-dependent deter-
ministic (THD) and timed history-dependent randomized (THR) trace equiva-
lence. We compare these trace equivalences with bisimulation for CTMDPs [21].
We also study the connections among these equivalences.

Our main focus and motivation, however, is to investigate the preservation
of linear real-time objectives under the above mentioned trace equivalences. We
prove that if two CTMDPS are trace equivalent under (THD) class of sched-
ulers then they have the same probability of satisfying a DTA specification.
A model-checking algorithm that verifies a CTMDP against a DTA specification
has recently been developed [11]. In addition, we study MTL [10,23], a real-time
variant of LTL that is typically used for timed automata (and not for CTMDPs).
We define the semantics of MTL formulas over CTMDP paths and prove that
under (THR) trace equivalence probability of satisfying MTL formulas is pre-
served. Note that DTA and MTL have incomparable expressiveness [5,10,30].
Put in a nutshell, the major contributions of this paper are as follows:

— We define six variants of trace equivalence by experimenting with the trace
machines, investigate the relationship between them and compare these equiv-
alences with bisimulation for CTMDPs.

— We prove that THD and THR trace equivalences preserve DTA and MTL
specifications, respectively.

1.1 Related Work

In the discrete-time setting, various branching-time relations (e.g., weak and
strong variants of bisimulation equivalence and simulation pre-orders) [4-6,13,
17-19,25,26,28], trace relations [9, 16, 18,24, 26, 29] and testing relations [9,27,31]
have been defined.

For continuous-time Markov chains (CTMCs), several variants of weak and
strong bisimulation equivalence and simulation pre-orders have been defined in
[6]. Their compatibility to (fragments of) stochastic variants of CTL has been
thoroughly investigated, cf. [6]. In [7], Bernardo considered Markovian testing
equivalence over sequential Markovian process calculus (SMPC), and coined
the term T-lumpability [8] for the induced state-level aggregation, where T
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stands for testing. His testing equivalence is a congruence w.r.t. parallel compo-
sition, and preserves transient as well as steady-state probabilities. Bernardo’s
T-lumpability has been reconsidered in [30] where weighted lumpability (WL)
is defined as a structural notion on CTMCs. Note that DTA and MTL speci-
fications are preserved under WL [30]. In [32], several linear-time equivalences
(Markovian trace equivalence, failure and ready trace equivalence) for CTMCs
have been investigated. Testing scenarios based on push-button experiments have
been used for defining these equivalences. In [21], authors have defined strong
bisimulation relation for CTMDPs. This paper also proves that CSL properties
are preserved under bisimulation for CTMDPs. Trace semantics for interactive
Markov chains (IMCs) have been defined in [33]. In this paper, testing scenarios
using button pushing experiments have been used to define several variants of
trace equivalence that arise by varying the type of schedulers. Our definitions of
trace equivalence for CTMDPs here build on that investigated in [33] for IMCs.
We take a similar approach and use the button pushing experiments [33] with
trace machines to define trace equivalences.

Organisation of the Paper. Section 2 briefly recalls the main concepts of CTMDPs.
Section 3 defines trace equivalence relation. Sections 4 and 5 discuss the preserva-
tion of DTA properties and MTL-formulas, respectively. Finally, Sect. 6 concludes
the paper.

2 Preliminaries

This section presents the necessary definitions and basic concepts related to
continuous-time Markov decision processes (CTMDPs) that are needed for
an understanding of the rest of this paper. Let AP is a finite set of atomic
propositions.

Definition 1 (CTMDP). A continuous-time Markov decision process is a
tuple M = (S, so, Act, P, E, L), where

- S is a finite set of states,

— 8¢ 18 the initial state,

— Act is a finite set of actions,

- P:Sx Act xS —[0,1] is a transition probability matriz, such that for any
state s € S and action o € Act, Xy esP(s,a,s") € {0,1},

- E: 85 x Act — R>q is an exit rate function, and

~ L:8 — 247 s a labeling function.

A state s is called deadlock iff E(s,«) = 0 for all a € Act. Let Act(s) denote
the set of enabled actions from state s, i.e., Act(s) = {a € Act|E(s,a) > 0}.
Throughout this paper, we only consider CTMDPs that do not have any deadlock
states. A possible behavior of a CTMDP is obtained from the resolution of non-
deterministic and probabilistic choices. On entering a state s, an action «, say,
in Act(s) is non-deterministically selected. The probability to exit the state s via
action o within ¢ time units is given by 1 — e~ £(5:9)* The probability to move
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Fig. 1. An example CTMDP M

from state s to s’ via action o within ¢ time units equals P(s, av, s')-(1—e~F(s:2)),
Let the rate of moving from s to s’ via action a be defined as R(s,a,s’) =
P(s,a,s") - E(s,a). Similarly, for C C S, R(s,,C) = XyecP(s,,8") - E(s, ).
Note that every CTMDP is in fact a CTMC when Vs € S, |Act(s)| = 1.

Ezample 1. Consider the CTMDP M shown in Fig. 1, where S = {s, s1, s2, 53},
AP = {a,b}, Act = {a, 5} and sp is the initial state. The transition probabil-
ities are associated with the transitions. The exit rates are defined as follows:
E(S()’O[) - 43 E(Slaﬂ) - 3& E(5276) - 5& E(S37a) - 7’ E(S3aﬁ) =7.In 50, there
is a probabilistic choice on action «. In s3, there is a non-deterministic choice
between actions « and (3.

Definition 2 (CTMDP timed paths). Let M = (S,sg, Act,P,E,L) be
a CTMDP. An infinite path w in M is a sequence sg 0.0 $1 ot

ap—1,tn—1 . . .
S$9...83_1 ———— Sp... where for each i > 0, s; € S is a state, a; € Act is

an action, and t; € Rsq is the sojourn time in state s;. A finite path 7w is a finite
prefix of an infinite path. The length of an infinite path w, denoted |r| is co; the
length of a finite path m with n + 1 states is n.

Let Paths™ = Paths}, U Paths)' denote the set of all paths in M that
start in sg, where Paths}\fn = Upen Paths}! is the set of all finite paths in

M and Paths' denote the set of all finite paths of length n that start in sg.
Let PathsM is the set of all infinite paths in M that start in sq. For infinite

path m = sg coto, g 20h, o and any ¢ € N, let w[i] = s;, the (¢ + 1)st

state of m. Let 0(m, i) = t; be the time spent in state s;. For any ¢t € R>o and
i, the smallest index s.t. t < >0 ,t;, let 7@t = 7[i], the state occupied at

. . ap,to aq,ty Qpn—1,tp—1 . .
time t. For finite path sg —> 84 —— 8$9...8,_1 ———— s, which is a

finite prefix of an infinite path, 7[i], 6(,¢) are only defined for ¢ < n, and for
n— 1

1 < n defined as in the case of infinite paths. For all ¢ > Z oty let @t = 555
otherwise 7@t is defined as in the case of infinite paths. Let d(m,n) =oo. Let 7



196 A. Sharma

n—1

be a finite path of length n then time(r) = >, t;. Trace of an infinite path

ag,to aq,ty Qap—1,tn—1 . .
T=8) —> 8 —— 82...8,-1 ———— 8y, ... denoted Trace(r) is given as

L(so)aoL(s1)ay ... L(sp—1)atn—1L(sy) . ... Trace of a finite path 7 can be defined
in an analogous manner.

Ezample 2. Consider the CTMDP M shown in Fig. 1. An example timed path
@,3.7 B,1.5 1.4
s s

in Mism = sg 1 3 S .... Here we have 7[2] = s3 and
7@Q4 = s1. Trace(r) = {a}afa}p{b}afb} ...

In order to construct a measurable space over Paths, we define the follow-

ing sets: 2 = Act x Rso x S and the o-field J = (24° x Jr x 29), where
Jr is the Borel o-field over R>q [2,3]. The o-field over Paths is defined as
jPatth/‘ = CT({SO X Mo X ... X Mn_1|S0 € 287M¢ S .7,0 < ) <n-— 1})
A set B € Jpathsm s a base of a cylinder set C if C = Cyl(B) = {7 €
Paths/!|7[0...n] € B}, where 7[0...n] is the prefix of length n of the
path 7. The o-field Jpgipsm of measurable subsets of Paths} is defined as
Tpathst = 0(UpZo{Cyl(B)|B € Tpainsim})- In simple words, o-fields are made
up of events, such that a probability measure can be assigned.

2.1 Schedulers

Non-determinism in a CTMDP is resolved by a scheduler. Schedulers are also
known as adversaries or policies'. More formally, schedulers are defined as
follows:

Definition 3 (Scheduler). A scheduler for CTMDP M = (S, so, Act, P, E, L)
s a measurable function D : Paths}\fn — Distr(Act), such that for n € N,

ag,to ay,ty QAp—1,tn—1
S1 e

D(so sn)(a) > 0 implies o € Act(sy,)

where Distr(Act) denotes the set of all distributions on Act.

Schedulers can be classified according to the way they resolve non-determinism
and the information that is available when making a decision. For example, the
next action can be chosen with probability one (deterministic schedulers) or at
random according to a specific probability distribution (randomized schedulers).
Similarly, non-determinism can be resolved by only considering the current
state (stationary schedulers) or complete (time-abstract/timed) history. More
formally, schedulers can be classified as follows:

Definition 4 (Classes of schedulers). A scheduler D for CTMDP M is

— stationary deterministic (SD) if D : S — Act such that D(s) € Act(s)
— stationary randomized (SR) if D : S — Distr(Act) such that D(s)(a) > 0
implies a € Act(s)

1 'We only consider schedulers that make a decision as soon as a state is entered. Such
schedulers are called early schedulers.
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— history-dependent deterministic (HD) if D : (S x Act)* x S — Act such that

Qn—1

we have D (sg ~% 51 5 ... 1 s,) € Act(sy)

time—abstract history

— history-dependent randomized (HR) if D : (S x Act)* x S — Distr(Act) such

that D (sg =% s <5 ... 2L 50)(a) > 0 implies a € Act(sy,)

time—abstract history

— timed history-dependent deterministic (THD) if D : (S X Act Xx R5g)* x S —
Act such that D (sg aoto 51 L N el sn) € Act(sn)

timed history
— timed history-dependent randomized (THR) schedulers have been already
defined in Definition 3

Let Adv(M) denote the set of all schedulers of M. Let Adve(M) denote the
set of all schedulers of class C, e.g., Advrup(M) denote the set of all THD
schedulers of CTMDP M. Let Paths2y! denote the set of all infinite paths of M
under D € Adv(M) that start in so.

Definition 5 (Probability measure). Let M = (S5,so, Act, P,E,L) be a
CTMDP and D € Adv(M). The probability measure Prp on Jpagpsm 8
the unique measure defined by induction on k in the following way. Let

Prp(Cyl(so)) =1 and for k > 0:
Prp(Cyl(so, ag, Lo, - .., sx, 0", I',8")) = Prsy sy - D(w[0.. . E]) (') - P(sg, 0’8", I')

where Psy s,y = Pro(Cyl(so,ao, lo,...,sk)), w[0...k] is the prefic of any

infinite path m € Cyl(so, a0, lo,...,sk) and D(w[0...k])(a’) is the probability
by which o' is selected by scheduler D. Here, P(sg,a',s',I') = P(sg,a/,s’) -
eElsk,a’)a _ eE(S’“"’,)'b> for I' = [a,b].

Intuitively, the probability of the set of paths of length (n+ 1) is defined as a
product between the probability of the set of paths of length n and the one-step
transition probability to go from (n+ 1)-th state to (n + 2)-th state by executing
action o selected by the scheduler D.

Assumptions. Note that to avoid the issues related to probability measure of
randomized schedulers, we assume that every state in CTMDP M with multiple
outgoing actions need to have the same exit rate for all its enabled actions. More
formally, Vs € S : |Act(s)| > 1 = Vo, € Act(s) : E(s,a) = E(s,a’). This
assumption is less limiting than may appear at first sight, since a more restrictive
class of MDP models, i.e., uniform? CTMDPs are widely used for performance
and dependability evaluation.

2 A CTMDP in which the delay time distribution per state visit is the same for all
states.
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Example 3. Consider the CTMDP M shown in Fig. 1. Let E be the exit rate func-
tion® defined as follows: F(sg,a) = 4, E(s1, 3) = 3, E(s2,3) = 5, E(s3,a) =17,
E(s3,3) = 7. Let D be a SR scheduler for M such that D(s3)(a) = 2 and
D(s3)(B) = i. Then we can compute the probability of set of paths B =
Cyl(so, @, [0,2], 51, 3,[0,4], 83, a, [1, 3], s2) of M under D as follows:

3
Prp(B) = (1 —e ®2). (1 - G4). 1 (e~ (™1 — = (3)) ~ 0006836

3 Trace Equivalence Relations

This section proposes several variants of trace equivalence for CTMDPs. These
equivalences are obtained by performing push-button experiments with a trace
machine M. Consider the stochastic trace machine M shown in Fig.2. The
machine is equipped with an action display, a state label display, a timer and a
reset button. Action display shows the last action that has been executed by the
trace machine. Note that this display is empty at the beginning of the experi-
ment. The state label display shows the set of atomic propositions that are true in
the current state of the machine M. The timer display shows the absolute time.
The reset button is used to restart the machine for another run starting from the
initial state. Consider a run of the machine (under scheduler D of class C) which
always starts from the initial state. The state label shows the label of the current
state and action display shows the last action that has been executed. Note that
the action display remains unchanged until the next action is executed by the
machine. The observer records the sequence of state labels, actions and time
checks where each time check is recorded at an arbitrary time instant between
the occurrence of two successive actions. The observer can press the reset but-
ton to stop the current run. Once the reset button is pressed, the action display
will be empty and the state label display shows the set of atomic propositions
that are true in the initial state. The machine then starts for another run and
the observer again records the sequence of actions, state labels and time checks.
Note that the machine needs to be executed for infinitely many runs to complete

o o o

action dislay label display timer

O

reset button

Fig. 2. Trace machine M

3 Note that the exit rate of ss for both o and (3 is the same. This is in accordance with the
assumption that the exit rates need to be the same for any state s with |Act(s)| > 1.
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the whole experiment. It is assumed that the observer can distinguish between
the consecutive execution of the same action. An outcome of this machine say
(0,0) = (< L(so)agL(s1)aq ... L(sp—1)on_1L(sy) >,< t{th...t,, >) can be
interpreted as follows: for 0 < m < n, action «,, of machine is performed in the
time interval (Ym,, Ym—+1] where y,,, = X" qt..

Definition 6 (Compatible paths). Let (0,6) = (< L(so)aoL(s1)ag ...
L(sp—1)an—1L(sy) >, < toth ...t >) be an outcome of M under D € Adv(M),

it .
20 Sp... € Pathsyl is

0 aq,ty Qp—1,tn—1
then a path m = sg —— §1 ——— S2...8p—1

said to be compatible with (o,6), denoted 71> (0,0), if the following holds:
Trace(w[0...n]) = o and Ej—zotj € (Yi, Yiy1] for 0 <i<mn

where y; = Z‘;:Ot;.

The probability of all the paths compatible with an outcome is defined as follows:

Definition 7 (Probability of compatible paths). Let (0,60) be an outcome
of trace machine M under D € Adv(M). Then the probability of all the paths
compatible with (o,0) is defined as follows:

PRt (0.6) = Pro({x € Paths}'|x > (0,0)})

Informally, P{%% is a function that gives the probability to observe (o,6) in
machine M under scheduler D.

Definition 8 (Set of observations). Let ij{,‘%e be an observation of machine
M under D € Adv(M). Then the set of observations for scheduler class C,
denoted Oc(M), is defined as follows:

Oc(M) = {P\’5 D € Adve(M)}

Informally, O¢(M) denote a set of functions where each function assigns a prob-
ability value to every possible outcome of the trace machine, i.e., (o,8).

Definition 9 (Trace equivalence). Two CTMDPs My, My are trace equiv-
alent w.r.t. scheduler class C denoted M1 =¢ Ms iff Oc(M7) = Oc(Ma).

This definition says that for every D € Advc (M) there exists a scheduler D’ €
Adve(Mz) such that for all outcomes (o, 0) we have P (0, 0) = P2, (0, 6)
and vice versa.

Ezxample 4. Consider the two CTMDPs shown in Fig. 3. Let all the states of M
and M’ have the same exit rate for every enabled action. It is easy to check that
these two CTMDPs are =sp. Note that they are not =sg. This is because there
exists a SR-scheduler D for M such that the trace (acaf)* has a probability
greater than 0, but this is not possible in M’ for any SR-scheduler D’. For similar
reason, M, M’ are not =gp, =nr, =rap and =TuRr-
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Fig. 3. SD trace equivalent CTMDPs M (left) and M’ (right)

3.1 Relationship Between Trace Equivalence and Bisimulation

This section investigates the relationship of bisimulation to several variants of
trace equivalence defined in this paper. Informally, two states are bisimilar if
they are able to mimic each other’s behavior step-wise. Note that bisimulation
for CTMDPs preserves continuous stochastic logic (CSL) [21]. We first recall the
definition of bisimulation.

Definition 10 (Bisimulation [21]). Let M = (S,s9,Act,P,E,L) be a
CTMDP. An equivalence R C S x S is a strong bisimulation relation if
L(s) = L(s') for all (s,s") € R and R(s,a,C) = R(s',a,C) for all a € Act
and all C € S/r.

Two states s and s’ are strongly bisimilar (s ~ s') if there exists a strong
bisimulation relation R such that (s,s") € R. Strong bisimilarity is the union of
all strong bisimulation relations.

These conditions require that any two bisimilar states are equally labeled and
have identical cumulative rates to move to any equivalence class C' via some action
«. This definition of bisimulation can be easily extended to compare the behavior
of two CTMDPs M; (with state space S;) and My (with state space S2). This is
achieved by taking the disjoint union of state spaces (S = S; W .S3) and requiring
that initial states of two systems are bisimilar with respect to S.

Fig.4. CTMDPs M, (left) and My (right)
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a,l 5,1

Fig. 5. SR trace equivalent and bisimilar CTMDPs M (left) and M’ (right)

Ezample 5. Consider the CTMDPs M; and Mz shown in Fig.4. Let all the
states of M; and My have the same labeling and the same exit rate for every
enabled action. It is easy to check that these two systems are bisimilar.

Theorem 1. The following holds:

- ~#=gp and =spE~ — ~==pr and =gr=>~
— ~#=gR and =gr=~ ~ ~#=1HDp and =THD=>~
— ~#=pp and =gp=~ — ~==T7HR and =THR=>"~

Ezxample 6. Consider the two CTMDPs shown in Fig.4. Let all the states of
M and My have the same labeling and the same exit rate for every enabled
action. These two CTMDPs are bisimilar but they are neither SD nor SR trace
equivalent. Similarly, the two CTMDPs shown in Fig. 3 are SD trace equivalent
but they are not bisimilar.

Ezxample 7. Consider the two CTMDPs shown in Fig.5. Let all the states of
these CTMDPs have the same labeling and the same exit rate for every enabled
action. These two CTMDPs are bisimilar but they are neither HD nor THD
trace equivalent.

Fig. 6. Connections among six trace equivalences



202 A. Sharma

3.2 Relationship Between Trace Equivalences

Next, we study the relationship between several variants of trace equivalence
defined in Sect.3. Connections among these equivalences can be understood
from Fig. 6. Here a directed edge from node labeled with =¢, to node labeled
with =¢, denotes implication, i.e., =¢,==¢,. Similarly, an edge that connects
two nodes in both the directions denotes bi-implication, i.e., coincidence.

Theorem 2. The following holds:

— =SD# =SR,=SD7¥ =HD,=SD% =HR,=SD7 =THD,=SD 7 =THR

— =SR¥*=SD,=SR% =HD,;=SR7* =THD,=SR™~=HR,=SR~=THR

— =HD% =SD,=HD% =SR,=HD~>=THD;=HD~=HR,=HD~=THR

~ =HR%* =SD,=HR% =SR;=HR% =HD;=HR% =THD;=HR=~=THR

— =THD% =SD,=THD % =SR;,=THD = =HD,=THD~ =HR;=THD = =THR
~ =THR7#* =SD,=THR7% =SR,=THR7 =HD,=THR~ =HR,=THR7 =THD

Example 8. Consider the two CTMDPs shown in Fig. 5. Let all the states have
the same labeling in both the systems and the same exit rate for every enabled
action. These CTMDPs are SR trace equivalent but they are not SD trace equiv-
alent. Similarly, these two CTMDPs are neither HD nor THD trace equivalent.

Ezxample 9. Consider the two CTMDPs shown in Fig.4. These two CTMDPS
are HD trace equivalent but they are neither SD nor SR trace equivalent.

4 Deterministic Timed Automaton

In this section we show that THD trace equivalent CTMDPs preserve the prob-
ability of satisfying DTA specifications. Note that model-checking algorithms
that verify a CTMDP against a DTA specification have recently been developed
[11]. We first recall the definition of DTA [1].

Definition 11 (DTA). A deterministic timed automaton (DTA) is a tuple
A= (2, X,Q, q, F,—) where:

— X is a finite alphabet,

- X is a finite set of clocks,

- @ is a nonempty finite set of locations with the initial location qy € @,
- F CQ is a set of accepting (or final) locations,

- = CQx X xCC(X) x 2% x Q is the edge relation satisfying:

(q 29X, q and q AN q" with g # g') implies gNg = @.

Intuitively, the edge ¢ 28X, q' asserts that the DTA A can move from location
g to ¢' when the input symbol is @ and the guard g holds, while the clocks in
X should be reset when entering ¢’ (all other clocks keep their value). DTA
are deterministic as they have a single initial location, and outgoing edges of a
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{a}, 2 < 1,2

{a},1 <z <2, {z}

Fig. 7. An example DTA A

location labeled with the same input symbol are required to have disjoint guards.
In this way, the next location is uniquely determined for a given location and a
given set of clock values. In case no guard is satisfied in a location for a given clock
valuation, time can progress. If the advance of time will never reach a situation
in which a guard holds, the DTA will stay in that location ad infinitum. Note
that DTA do not have location invariants. The semantics of a DTA is given by
an infinite-state transition system [1]. Next, we define the notion of paths, i.e.,
runs or executions of a DTA. This is done using some auxiliary notions. A clock
valuation n for a set X' of clocks is a function 7 : X — R>q, assigning to each
clock z € X its current value n(z). The clock valuation 7 over X satisfies the
clock constraint g, denoted 7 |= g, iff the values of the clocks under 7 fulfill
g. For instance, n = x —y > ¢ iff n(z) — n(y) > c. Other cases are defined
analogously. For d € Rx>q, n4d denotes the clock valuation where all clocks of
n are increased by d. That is, (n+d)(z) = n(z)+d for all clocks z € X. Clock
reset for a subset X C X, denoted by n[X := 0], is the valuation 7’ defined
by: V& € X./(z) := 0 and Vo ¢ X./(z) := n(x). The valuation that assigns
0 to all the clocks is denoted by 0. An (infinite) path of DTA A has the form

ao,to a1ty

p=¢q —— g — ...such that no = 0, and for all § > 0, it holds ¢; > 0,
ni+t; = g5, nji+1 = (nj+t;)[X; := 0], where 7, is the clock evaluation on entering
g;. Here, g; is the guard of the j-th edge taken in the DTA and X; the set of
clock to be reset on that edge. A path p is accepted by A if ¢; € F' for some i > 0.
Since the DTA is deterministic, the successor location is uniquely determined;
for convenience we write ¢’ = succ(q, a, g).

Ezample 10. Consider the DTA A shown in Fig.7, where ¥ = {a,b}, Q =

{00,497}, X = {a}, F = {qs} and ¢ is the initial location. An example timed
1.4 b,2.1

path is qq RN qo —— qf-

A path in a CTMDP M can be “matched” by a path through DTA A by
regarding sets of atomic propositions in M as input symbols of A. Such a path
is accepted, if at some point an accepting location in the DTA is reached:

Definition 12 (Path acceptance). Let CTMDP M = (S, so, Act, P,E,L)

o,to a1ty

and DTA A = (24 X, Q,qo, F,—). The CTMDP path m = sg ——> s
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Sa... 1s accepted by A if there exists a corresponding DTA path

L(s1),t1

0 L(s0) to suce(qo, L(s0), 90) ——— succ(q1, L(s1),91) .-

=aq1 =q2

such that q; € F for some j > 0. Here, n9 = 0, g; is the (unique) guard in g;
(if it exists) such that n;+t; = ¢; and niv1 = (ni+t;)[X; = 0], and n; is the
clock evaluation on entering q;, for i > 0. Let Paths™(A) = {r € Paths™ |
misaccepted by DT A A}.

Theorem 3. For any CTMDP M and DTA A, the set Paths™ (A) is measur-
able [12,14].

The main result of this theorem is that Paths™(A) can be rewritten as the
combination of cylinder sets of the form Cyl = (so, g, Lo, .., Qn—1,In—1,5n)
(Cyl for short) which are all accepted by DTA A. A cylinder set (Cyl) is accepted
by DTA A if all its paths are accepted by A.

Definition 13 (Probability of accepted paths). For CTMDP M, D €
Adv(M) and DTA A, let Prp(M | A) = Prp(Paths™(A))

Definition 14 (Maximum probability of DTA). For CTMDP M and DTA

A, let Pr® (M= A)= sup Prp(MEA)
DeAdv(M)

In simple words, Pr™**(M = A) is the maximum probability of CTMDP M
satisfying a DTA A computed over all possible schedulers of M, i.e., Adv(M).
Prmin(M = A) can be defined in an analogous manner. For CTMDPs, THD
schedulers suffice for computing Pr™**(M = A) and Prm"(M E A) [11,22].

Theorem 4 (Preservation of DTA). Let My, My be two CTMDPs such
that My =tup Ms. Then for any DTA A we have:

P?”m(n(./\/ll ': A) = PTmCH(MQ ': A)
Proin(My = A) = Prmin(M, = A)

In simple words, this theorem states that if two CTMDPs are THD trace equiv-
alent, then their maximum (resp. minimum) probability to satisfy any DTA
specification coincides.

Proof (Proof of Theorem 4). Let Dy be a THD scheduler for M; such that
Prmar(My | A) = Prp, (M; | A). In simple words, this means that the max-
imum probability of CTMDP M satisfying DTA A is obtained under THD
scheduler D;. Let IT be the set of all cylinder sets of My under scheduler
D; that are accepted by DTA A. This means, Prp1 My = A) = Prp, ().
Let A; C IT (1 < i < n) such that U1<Z<n ; = 1T and ;A = @.
In simple words, IT is a disjoint union of the subsets A; (1 < i < n).
Note that each A; is a set of cylinder sets. Let each A; consists of exactly
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those cylinder sets whose paths are compatible with some outcome (o,6) =
(< L(so)aoL(s1)aq ... L(sp—1)an—1L(syn) >,< tyt} ...t >) of machine M,
under D; (for some n € N). More formally, for any A, € II, VCyly,Cyls € A;
and some (0,0) = (< L(so)aoL(s1)aq ... L(sp—1)an—1L(sn) >, < tot] ... 10 >),
the following should hold:

v € Cyly,Vr' € Cyly = w>(0,0) A7’ > (0,0)

From the definition of THD trace equivalence (Definition 9) we know that for
every THD scheduler D; of M there exists a scheduler Dy of My such that the
total probability of all the paths under D; that are compatible with any outcome
(0,0) is same as the total probability of all the paths under D5 that are compat-
ible with (o, 6). The same holds true in the other direction. This means that for
every set of cylinder sets A; in M; (under D;) there exists a corresponding set
of cylinder sets A} in My (under D) such that Prp, (A;) = 21‘21' Prp,(Cyl;) =
Zle:/l‘ Prp,(Cyl}) = Prp,(A}). Note that the number of cylinder sets in A; and A;
could be different, i.e., it is possible that | A; | # | A} |. From this we can conclude
that Prm**(M; = A) = Prp,(M1 E A) = 20 Prp, (n) = 2 Prp, (K;) =
Prp,(Ma = A) = Prm*®(Msz = A). A similar proof can be given to show that
PTmm(M1 ': .A) = P?"mm(./\/lz ): .A)

O

Corollary 1. THD trace equivalence preserves mazximum and minimum tran-
stent state probabilities.

5 Metric Temporal Logic

In this section we show that THR trace equivalence for CTMDPs preserves the
probability of satisfying MTL specifications. Note that expressive power of MTL
is different from that of DTA. For example, the following property specified using
an MTL formula Q[0-1000005]g cannot be expressed using deterministic timed
automata. On the other hand, the following DTA property cannot be expressed
using MTL: what is the probability to reach a given target state within the
deadline, while avoiding forbidden states and not staying too long in any of the
dangerous states on the way [30]. We now recall the syntax and semantics of
Metric Temporal Logic [10,23].

Definition 15 (Syntax of MTL). Let AP be a set of atomic propositions,
then the formulas of MTL are built from AP wusing Boolean connectives, and
time-constrained versions of the until operator U as follows:

P = tt‘a|—mp|cp/\<p|<pUIg0
where I C Rxq is a non-empty interval with rational bounds, and a € AP.

Next, we define the semantics of MTL formulas over CTMDP paths.
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Definition 16 (Semantics of MTL formulas). The meaning of MTL for-
mulas is defined by means of a satisfaction relation, denoted by |=, between

a CTMDP M, one of its paths m, MTL formula ¢, and time t € R>q. Let

ag,to Qap—1,tn—1 . . .
T =28 —> 81...8,_1 ———— 8n... be a finite or infinite path of M, then

(m,t) = ¢ is defined inductively by:

(m,) b= 1t

(m,t) = a iff a € L(m@Qt)

(m 1) =~ iff ot (m,t) ¢
Emtg):sﬁ?l/\@ iff (m,t) \—Wla”d(ﬂ t) = o2
m,t

o1 Ul g iff ' € t+1. (m, ) E w2 AVES ' <t (7,t") = ¢1).

The semantics for the propositional fragment is straightforward. Recall that
7@t denotes the state occupied along path 7 at time ¢. Path 7 at time ¢ satisfies
1 UT (p; whenever for some time point ¢ in the interval I+, defined as [a, b]+t =
[a+t,b+t] (and similarly for open intervals), @2 holds, and at all time points
between ¢ and t', path 7 satisfies p1. Let m = ¢ if and only if (7,0) | ¢.
Timed variant of standard temporal operator { (“eventually”) is derived in the
following way: ¢ = tt Ul . Similarly, timed variant of [J (“globally”) is derived
as follows:

)

O'p = =(0 ).
MTL can be used to specify various interesting properties, e.g., [ down —

Ol05lyp), which says that whenever the system is down in the interval [0, 100],
it should be up again within 5 time units. Let Paths™(¢) = {r € Paths™ |

™= ¢}

Theorem 5. For any CTMDP M and MTL formula o, the set Paths™ (p) is
measurable [30].

[0,100)(

In simple words, this theorem says that paths that satisfy an MTL formula ¢
can be written as a set of cylinder sets.

Definition 17 (Probability of MTL paths). For CTMDP M, D € Adv(M)
and MTL formula o, let Prp(M = ) = Prp(Paths™(p))

Prp(M = ¢) denote the probability of all paths of M under scheduler D that
satisfy an MTL formula .

Definition 18 (Maximum probability of MTL). For CTMDP M and MTL

formula ¢, Pr**(M = ¢p)= sup Prp(M E )
DeAdv(M)

Prmin(M k= ¢) can be defined in an analogous manner.

Theorem 6 (Preservation of MTL). Let My, My be two CTMDPs such
that M1 =1ur Ms. Then for any MTL formula ¢ we have:

Prmes(My ) = Prs(Mo | )
P (M [ @) = Prn(Ms = )
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This theorem asserts that THR-trace equivalent CTMDPs have the same max-
imum (resp. minimum) probability of satisfying any MTL formula .

Proof (Proof of Theorem 6). Let Dy be a THR scheduler for M; such that
Prme®(M; | ¢) = Prp, (M1 E ¢). In simple words, this means that the
maximum probability of CTMDP M satisfying MTL formula ¢ is obtained
under THR scheduler D;. Let IT be the set of all cylinder sets of M; under
scheduler Dy that satisfy MTL formula ¢. The rest of the proof is similar to the
proof of Theorem 4, i.e., we can show that there exists a scheduler D5 in My
such that Prp, (M E ¢) = Prp,(Ma |= ¢). This can be done by reasoning
over the set of cylinder sets. a

6 Conclusions

This paper presented several variants of trace equivalence on the basis of increas-
ing power of schedulers for CTMDPs. Button pushing experiments on a black box
model of CTMDP have been used to define these trace equivalences. We inves-
tigated the relationship among these trace relations and also compared them
with strong bisimulation for CTMDPs. Finally, we proved that trace equivalent
CTMDPs have the same probability of satisfying DTA and MTL properties. In
the future, we plan to study ready trace and failure trace semantics for CTMDPs.

Acknowledgments. A special thanks goes to Michele Loreti for valuable discussions
and suggestions.
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Abstract. Modern SMT solvers use a special DPLL(T) variant of the
simplex algorithm to solve satisfiability problems in linear real arith-
metic. Termination is guaranteed by Bland’s pivot selection rule, but it
is not immediately obvious that such a rule is required. For the tra-
ditional simplex method non-termination is well-understood, but the
cycling examples from the literature do not immediately carry over to
the DPLL(T) variant. We present two SMT encodings of the problem of
finding cycles, using linear and nonlinear real arithmetic.

1 Introduction

The simplex algorithm (Dantzig 1947) is the most popular method for solving
linear programs, despite its worst-case exponential complexity. Termination of
the simplex algorithm is guaranteed by pivot selection strategies, like Bland’s
rule [6].

Dutertre and de Moura [9] proposed an adaptation of the simplex method
to decide quantifier-free linear arithmetic (QF_LRA) that works well in a
DPLL(T) setting and which is used in SMT solvers like Yices [8] and Z3 [5].
The correctness of the decision procedure follows from termination of the algo-
rithm [10, Theorem 1], which relies on Bland’s pivot selection rule. The algorithm
is covered in the textbook [14] by Kroening and Strichman, where it is called
the general simplex algorithm. We prefer the name DPLL(T) simplex algorithm,
because the algorithm does not, in fact, generalize the simplex method. Teach-
ing a course on decision procedures using this book (as well as [7]) led to the
question whether Bland’s pivot selection rule is essential for termination. This
paper reports on our quest to answer this question.

The literature on the simplex method contains several cycling examples, e.g.
[2,4,13,20], but these typically do no carry over to the DPLL(T) setting without
further ado because they start from a feasible solution and the cycling behavior
is triggered by the objective function, which is absent in the DPLL(T) simplex
method.

We describe two new approaches to automatically find cycling examples.
The first approach targets the DPLL(T) simplex method. A sequence of piv-
oting steps is fixed such that the induced tableau cycles. This is followed by
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the use of an SMT solver for linear real arithmetic to find bounds on the vari-
ables and an initial assignment for the variables such that the pivoting steps are
valid. This approach works well and is able to find small cycles which are useful
for didactic purposes. In the second approach the complete search is encoded
into nonlinear real arithmetic, both for the DPLL(T) simplex method and the
standard simplex method with Dantzig’s pivoting rule. The resulting SMT prob-
lems in quantifier-free nonlinear real arithmetic are nontrivial and could serve as
interesting benchmarks for SMT solvers. The code we produced while preparing
this paper is available online.!

The remainder of the paper is organized as follows. In the next section we
briefly recall the DPLL(T) simplex algorithm. In Sect.3 we give two examples
showing that the algorithm may cycle if Bland’s pivot selection rule is violated.
The first one is found by our program. The second one originates from [2] and
relies on the fact that the constant vector in the linear program is zero and hence
the objective function of the dual linear program is constant, which ensures that
it cannot affect the cyclic behavior. In Sect. 4 we explain how to construct cycles
using an SMT solver for linear real arithmetic to find bounds on the variables and
the initial assignment, after the initial tableau and the sequence of pivoting steps
is fixed. Encoding the whole search for cycles as a satisfiability problem requires
solving nonlinear real arithmetic constraints. This is described in Sect. 5 for the
DPLL(T) simplex method as well as the original simplex method. In Sect. 6 we
comment on related work. In particular, we analyzed the examples from the
survey paper by Avis et al. [1], where we observed violations of Dantzig’s pivot
selection rule and a few typographical errors. We conclude in Sect. 7.

2 DPLL(T) Simplex Algorithm

The DPLL(T) simplex algorithm is a constraint solving method for linear arith-
metic over real (or rational) numbers z1,...,x,. The unknowns z1,...,xz, are
divided into basic variables B and nonbasic variables N that are related as

follows:
T =) aiz; (1)
JEN
for all i € B. Here {1,...,n} = BWU N and a;; € Rforall i € B and j € N.
The coefficients a;; form a |B| x |N| matrix which is called the tableau of the
problem. In addition, every variable x; with 1 < ¢ < n is equipped with upper
and lower bounds u; and [;:

—oo < <oy Ly < 400 (2)

The infinities signal the absence of a corresponding bound. Throughout the
algorithm, an assignment for the variables is maintained such that (1) is satisfied
and (2) holds for every ¢ € N. If (2) holds also for every i € B then the algorithm
returns the current, satisfying, assignment. Otherwise ¢ € B is selected such

! http://cl-informatik.uibk.ac.at /research /simplex/
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that (2) is violated. Next a suitable j € N is selected such that z; and x; can be
swapped in a pivoting operation. If there is no suitable 5 € N then the algorithm
terminates and reports that the constraint problem is unsatisfiable. The index
j € N is suitable if one of the following mutually exclusive conditions is satisfied:

(L+) x; <lj, aij > 0, and z; < Uj,
(L_) x; <l A5 < 0, and lj < Zj,

(U+) U < Tj, Aij > 0, and lj < Zj,
(U-) uw; < @i, a;5 <0, and z; < uj.

Once j € N is selected, a pivoting step is performed: B’ = B U {j} — {i},
N'= N U{i} — {j}, and the coefficients in (1) are updated such that

Ty = ) aiyy (3)
j'EN’

holds for all #/ € B’. This amounts to substituting

1

Ty = af Tr; — E Q50 T 5
. . .
/ J'EN—{j}

into the previous tableau. Next the value of z; is changed to I; in cases (L) or
(L-) and to u; in cases (Uy) or (U-). This is followed by a recomputation of
the values of the new basic variables such that (3) remains true.

Example 1. Consider the tableau

Tr1 T X3
T4 2 2 -1
Is —-11 3
with bounds
120 920 320 T4 23 T5 < —2

and assignment x1 = x2 = x3 = x4 = x5 = 0. Both x4 and z5 violate their
respective bounds. We can pivot x4 with x1 or x5, but not with x3; in order to
increase the value of x4 we have to decrease the value of z3 (due to the negative
coefficient —1) but x5 is at its lower bound. So the nonbasic variable z3 is not
suitable for the basic variable x4 because x4 < ly, aq3 < 0, but condition (L_)
above is violated. Likewise, x5 can be pivoted with x1, but not with x5 or xs.
So there are three different options for a pivoting step: (z4,21), (24, z2), and
(5, x2).

In the simplex method, the selection of the pair (z;,z;) withi € Band j € N
is determined by a pivot selection rule and critical for ensuring termination
of the method. Different pivoting rules have been proposed in the literature
(e.g. [6,11,12,16]). Termination of the DPLL(T) simplex algorithm has been
established in [10] for Bland’s rule [6], which selects the smallest ¢ € B such that
x; violates its bounds and smallest suitable j € V.
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Ezample 2. In the preceding example, the pair (x4, 1) is selected by Bland’s
rule, resulting in the new tableau

Ty T2 T3

and the assignment 1 = %, To=x3=0,24 =3, x5 = —%.

3 Two Cycles

We give two examples where the DPLL(T) simplex algorithm may loop if one
does not impose any constraints on pivots beyond suitability. The first one is
obtained by the method that we describe in the next section.

Ezample 3. We use four variables, x; to x4, with the following constraints:

< —4

1

T3 = T1 + 27

1 L
Ty = 201 + 22 —4

3

NN

T
xT

NN

0 -5
0 -7

NN

T
€T

VA,

2 4

The resulting cycle is given in Fig. 1, with the pivoting element indicated in each
tableau. Note that after the first four steps (which are given in the left column),
the tableaux repeat, but the assignments are different. In fact, any nonbasic
variable that is at its lower bound will be at its upper bound fours steps later,
and vice versa. Figure 2 displays the trajectory of the (z1,22) coordinates of the
eight assignments, along with the lines corresponding to the lower and upper
bounds of each variable. Every assignment lies at the intersection of two of these
lines, because in each step of the cycle, the two nonbasic variables are at one
of their bounds. Each pair of subsequent assignments lie on one of those lines,
determined by the nonbasic variable that is mot pivoted in the corresponding
pivoting step. It is noteworthy that the trajectory alternates between left and
right turns, a behavior already observed by Beale [4]. The second step violates
Bland’s pivot selection rule as the basic variable x1, which precedes the selected
basic variable x4, also violates its bounds. The nonbasic variable x5 is suitable
for pivoting with x1, and the resulting pivoting step produces the tableau

To X

T3
T

lw N|=
[

N[ N[ B

v

and assignment z; = —1, o = f%, r3 = —4, and x4 = f%, which satisfies the
constraints. A simpler satisfying assignment is 1 = —1, 2o = —2, x5 = —5, and
Ty = —4.

Note that the selection of nonbasic variables follows Bland’s rule when using
the (natural) variable ordering x1 < xe < x3 < x4. If one instead considers the
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variable ordering 4 < x7 < x2 < x3, then the selection of basic variables follows
Bland’s rule. However, the third pivoting step, which pivots the basic variable
x1 with the nonbasic variable x3, should pivot x; with x4 instead, because x4
precedes x3 in this variable ordering. Consequently, both parts of Bland’s pivot
selection rule are required in order to ensure termination.

Tr1 T2 1 X2
T1 T2 T3 T4 X1 T2 T3 T4
€3 2 - €3 2 -
0 0 0 O —-1-4-9—-6
T4 ( 2 1 > x4 ( 2 1
xr3 X2 xr3 T2
n (1) mEER | ) ) mmnn
T4 2 - o 2 2 o
xr3 T4 T3 T4
1] 2 1 T2 XT3 T4 ] 2 T1 T2 T3 T4
2 _1 3 3 2 _1 3 3
T2 3 73 T2 373
T1 T4 T1 T4
(32 I | (082 G
xr2 —2 T B i) -2

Fig. 1. The cycle of length 8 in Example 3.

The second example is an adaptation of an example attributed to Kuhn in [2].

Ezample 4. The linear program in [2, Example 2] (without the third row)
amounts to:

x4:—2x1+%z2—2 ,IG:SCl—%.TQ—Fl max u = 0z + Oxzq

x5 = =911 + 219 — 3 x7 =911 — 19 + 12 z; >0

Using the transformation z3 := x4 + 2, x4 := x5+ 3, x5 := x¢ — 1, x¢ := x7 — 12
we obtain the following constraints:
_ 1 _ 1
Tr3 = 72171 + §I2 Ty = X1 — gIQ X1

P Ts5
T4 = =971 + T2 T6 = 911 — T2 To 2

0 I3 2 -1
0 3 Te —12

VoWV

T4

VoWV

With these constraints, a cycle of length 6 is obtained. However, some of the
beauty of the original example is lost, where after just two pivoting steps,
the tableau becomes identical to the initial tableau under a cyclic shift of the
variables.

In order to restore this symmetry, we have to assign lower bounds such that
all odd numbered variables have the same lower bound, and all even numbered
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Fig. 2. Trajectory of the assignments (z1,z2) in Example 3.

variables as well. A suitable choice is

1 1

T3 = =221 + 322 Ts =T, — 322 T1,T3,%T5 2 3
>
=

x4 = —921 + 22 T = 911 — o To,T4,T6

The first two steps of the corresponding cycle of length 6 are given in Fig. 3,
after which a cyclic shift of the variables is obtained.

4 Constructing Cycles Using Linear Real Arithmetic

Our first approach to finding cycles in the DPLL(T) simplex method works by
fixing the initial tableau and a sequence of pivoting steps, and then setting up
an SMT problem to find bounds on the variables and an initial assignment such
that the pivoting steps cycle. If the resulting SMT problem is satisfiable then we
have found a cycle; otherwise we try again with a different initial tableau. The
procedure is outlined in Fig. 4.

Our goal is to obtain a cycle with simple pivoting steps, that is, we want the
tableau entries corresponding to the pivoting steps to be simple.? In order to

2 We use max(|p|, |q|) as a measure of simplicity of a rational number p/q; the smaller
the measure the simpler the number.
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Tr1 X2 T3 T4
1 1 T2 I3 1 1 T2 T3
T3 —2 3 1 o 5 I1 1 -3 4 9 1
zs | -9 3 3 T2 9 -2 3 3
1 T4 Ts Te 1 T4 Ts Te
5 — =3 x5 -2 =
2 -6 4 9 2 —3-2-6
e \ 9 -2 3 26 \ -9 3
1 T4
1 Tr1 T2 X3
3 3
X2 -9 =2
X4 Ts5 Te
1
Ts 3 2
Te 9 1 3

Fig. 3. One third of a cycle of length 6 in Example 4.

: fix sequence of pivoting steps
repeat
guess initial tableau
generate linear real arithmetic SMT problem for bounds and initial assignment
until SMT problem is satisfiable with a cycle of desired simplicity
print cycle based on model generated by SMT solver

Fig. 4. Constructing cycles using linear real arithmetic

control these entries we take a detour via full tableauz. The full tableau corre-

sponding to
€Xr; = Z Qi T4
JjEN

for ¢ € B is the | B| xn matrix with entries a;; where a;; for j € B is defined as —1
if i = j and 0 otherwise. That is, the full tableau is obtained from the (shortened)
tableau by adjoining a negated identity matrix in the columns corresponding to
the basic variables.

Full tableaux allow an elegant description of pivoting steps: From the tableau
A, where the basic variable z; being pivoted corresponds to a column equal to
a negated unit vector —ey (we use ey to denote the unit vector of length | V|
whose k-th entry equals 1), we use row operations to move to the tableau RA,
where R differs from the identity matrix in the i-th column. The matrix R is

chosen such that the column corresponding to the variable entering the basis in
RA equals —ey.

Ezxample 5. The full tableau corresponding to the initial tableau in Example 3

1 T1 T2 T3 T4

z3 (1 2 =10
za \ 2 1 0 -1
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The first pivoting step corresponds to subtracting 2 times the first row from the
second row and multiplying the first row by —1 in the full tableau, i.e.,

—-10 12-10\ (-1-210
-21 210 -1)  \ 0 -32-1

Now if we assume that there is a cycle with initial full tableau A and pivoting
steps given by Ry to R, then from

RuRy_ 1 RiA=A

we may conclude that R,R,_1---R; = I by focusing on the variables that
are initially basic. Conversely, given R, R,_1--- Ry = I with R; of the shape
described above, we can construct a corresponding initial tableau under the
additional assumption that the variable entering the basis in the j-th pivoting
step is x;. In that case, the j-th column a.; of A satisfies

Rjijl e Rla.j = —€k

where k is the index of the column of R; that differs from the identity matrix.
Consequently,

Gej = R,Ry_q--- Rlaoj =-—RyRyp—1--- Rj+1€k

This gives us the desired control over the pivoting elements, whose inverse can
be found on the diagonals of the R; in the non-unit columns.

Example 6. The following four matrices satisfy R4R3RoR, = I:

-10 1-2 30 1-2
n=(5Y) m=(o7) m=(Y) m=(7)
3

We have

1 2 -1 0
—R4R3R2€1 = (2) —R4R362 = <1) —R461 = ( 0 ) —€g = (_1>

and the resulting full tableau
12-1 0
21 0 —1

is the one underlying Example 3.

For the SMT encoding, we generate variables for the lower and upper bounds
l; and u; and the assignments z,; after each round r (using r = 0 for the initial
assignment). For each round, we assert that the assignment satisfies the initial
tableau, that the nonbasic variables that remain nonbasic do not change their
value, that the pivoting step is suitable, and that the new nonbasic variable is
assigned its lower bound in cases (L;) and (L_) of the suitability conditions
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or its upper bound in cases (Uy) and (U_). Finally we assert that the final
assignment equals the initial one.

We automated the above process for the case of two constraints, with pivoting
steps alternating between the first and the second row. All but two of the matrices
R; are generated randomly, picking coefficients from the set of simple numbers
{p/q | Ipl,1q| < 4}. The final two matrices are computed from the constraint
R,R,_1...R; = I: Denoting the unknown coefficients of Ry and R; by a, b, c,
and d, the constraint can be written as

-1 _(la\ (c0\ (ct+ada

From this we can read off a, b, d, and ¢, in that order, provided that b # 0.

As a final refinement, we let the number of rounds be 2n instead of n. This
means that we perform the sequence of pivoting steps twice. This is useful
because the assignment of the nonbasic variables may alternate between lower
and upper bounds. Indeed exactly this happens in Example 3. The resulting set
of constraints is passed to an SMT solver (in our case, Yices [8]).

We rely on the SMT solver to produce simple numbers for the assignments,
which, as evidenced by Example 3, works well enough. In order to obtain this
simple cycle, the termination condition in Fig.4 takes simplicity into account.
The individual SMT problems are very simple; generating a problem and solv-
ing it with Yices takes well under 0.01 s on a Core i7-4600U (2.1 GHz) CPU,
with most of the time spent in the OS rather than doing productive work. For
Example 3 we filtered out unsatisfiable problems, and discarded all answers that
contain numbers greater than 11; an average run succeeded after about 2000
iterations and took under 15s to complete on the mentioned hardware.

5 Constructing Cycles Using Nonlinear Real Arithmetic

The approach outlined in Sect.4 is slightly unsatisfactory, because it involves
guessing. We also tried using support for nonlinear real arithmetic (NRA) to
delegate this task to the SMT solver. We tried this for both the DPLL(T) simplex
method and the standard simplex method using Dantzig’s pivot selection rule.

5.1 DPLL(T) Simplex

For the DPLL(T) simplex method, we fix a sequence of pivoting steps. Here we
include the information which of the bounds the basic variable being pivoted
violates. Then we introduce variables for the entries of the initial tableau, the
lower and upper bounds, and the assignments after each round. As in Sect. 4, we
assert that each assignment satisfies the initial tableau, and that the basic vari-
able chosen in each step violates its selected bound. In order to ensure suitabil-
ity, we encode that the nonbasic variable changes in the right direction; formally,
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if z; denotes the value before the pivoting step and x; the value after the pivoting
step, we assert that

(zj <wujANxy <)V (x;>1; Aoy > x))

This way we avoid having to compute the entries of the intermediate tableaux.
With this approach we obtain the following examples using Yices (version 2.5.2)
and Z3 (version 4.5.0):3

Ezample 7. The DPLL(T) simplex method cycles with the constraints

T3 =1 + 229 —%<$1<—1% -4 <22 <1
Ty = —T1 — 3T2 S <a3< 4 0<zy4<4
and initial assignment x; = —% To = —4,x3 = —68 ,and x4 = 21 . This example

was obtained using Yices. Z3 produces the following cycling problem

r3 =1 + 82 1< w <2 1< wy <2

Ty = —T1 — T2 6 <3 <13 a3
with initial assi ta =2 =1 =3 daoyg=-2
gnment ¥ = 3, 3 = 3, ¥3 = 3, and x4 = —2.

The numbers obtained this way are not nearly as nice as those obtained by
the approach based on linear real arithmetic. We tried tweaking the result by
fixing some of the bounds or tableau entries, but found that it’s hard to steer
Yices and Z3 towards nice solutions.

5.2 Standard Simplex

This section is concerned with the standard simplex method, which is used for
solving linear optimization problems of the shape

minimize E CiT;

JEN
subject to x; + Z ajjr; =0b; forie B
jEN
z; =0 forie NUB

where we again distinguish between basic variables z; (i € B) and nonbasic
variables z; (j € N). The simplex method maintains a tableau consisting of the
coefficients a;;, b;, and ¢; for i € B and j € N satisfying the condition b; > 0 for
i € B, which ensures that the assignment x; = 0 for j € N and x; = b; for i € B
satisfies the constraints. If no ¢; (j € N) is negative then the optimum has been

3 While CVC4 [3] (snapshot version 2017-06-14) also has support for NRA, it cannot
produce models, making it unfit for our purposes.
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reached; otherwise, we select a nonbasic variable z; corresponding to a negative
¢;, and look for a basic variable z; such that a;; is positive. (If there is no such
basic variable then the problem is unbounded.) These two constraints determine
the suitable pivoting pairs. To pivot z; and x;, we use the substitution

1
Tj = — bl — Ty — E Q15

J’eN—{j}

in the given tableau and the objective function. There are several pivot selec-
tion rules for the standard simplex method. One is Bland’s rule, which ensures
termination; it picks the smallest (nonbasic) variable index among the negative
values c;, and the smallest index among the basic variables that are suitable for
pivoting with the selected nonbasic variable.

Here we focus on Dantzig’s traditional pivoting rule, which tries to reduce the
value of the objective function as quickly as possible. This is the oldest pivoting
rule, and it is of interest to us because it fails to ensure termination. To this end,
the nonbasic variable x; is selected such that the value c; is as small as possible
(ties are broken by variable index). The basic variable x; is selected such that
;’—U is minimized. Again, ties are broken in favor of smaller variable indices.

For the standard simplex method, we first tried a very naive encoding in an
attempt to find cycles of length 6. However, the trick from Sect.5.1, to express
all constraints in terms of the initial tableau, does not work here, because pivot
selection depends on the objective function (which has to be expressed in terms
of the nonbasic variables) and the pivoting elements in the tableau. Therefore,
as a first attempt, we introduced variables for all tableau entries for each rounds
in the assumed cycle, which were defined in terms of the pivoting element and
the preceding tableau. As a simplification, which is inspired by Avis et al. [1],
we assume that b; = 0 for ¢ € B, so the minimization of _ b has no effect.

This turned out to be too much for Yices and Z3, perhaps because of the
large number of functions and variables (for 6 pivoting steps and 6 variables in
the tableau, the encoding requires 98 real variables for coefficients and tableau
entries) and we did not obtain any cycling tableau from this encoding.

In the end we adopted an approach by Zoérnig [20], which avoids divisions
and requires fewer variables (26 instead of 98 for a cycle of length 6 with 6
variables). In this approach, all constraints are expressed in terms of the initial
tableau using subdeterminants. We demonstrate this by an example, where we
try to find a cycling tableau with two constraints and six variables x1,...,z¢
where the basic variables follow the cycle

T5,Te — T1,Le — L1,L2 — T3,T2 — T3,T4 — T5,T4 — T5,Te — ***
We can express the initial tableau by

aj aiz a13 ajq4 10
Az = a1 22 23 A24 01]x=
C1 Cy C3 C4 00

w|lo o
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where © = (11,2, 23,24, 75,76)", 2 is the value of the objective function, and
we have already set b; = 0 for ¢ € {1,2}. In order to obtain the tableau with
basic variables z;, z;, we have to perform row operations that result in the cor-
responding columns to become unit vectors; this can be expressed as

-1
ay; a1; 0 a11 a12 a13 a14 10 0
A’w = a2; a2; 0 21 A22 423 Q24 01]x= 9
¢ ¢ 1 cp ¢ c3 ¢4 00 z

Following Zornig, let D;; and D;;i be defined as

a1q Q15 A1k

Dii — a1 A1j Doy —
ij = Qo; Qo ijk = |@2¢ A25 A2k
v ¢ ¢ Ck

Using what is essentially Cramer’s rule, the k-th column of the tableau A’ equals

/
a}k 1 ij
a%k ~D.. Dik
Cr v Dijk

Now, for the pivoting step from z;,z; to xx,x; to be valid, the following con-
straints need to be satisfied:

- a’l,k > 0: Dy; and Dy; have equal signs, and D;; 7# 0.

~- ¢, <O Eijk and D;; have opposite signs.

— ¢, is minimal, and ties are broken by smaller variable index: if D;; > 0
(Dij < 0), then ﬁijk’ > ﬁijk (bijk’ < ﬁijk) for ¥ < k and Eijk’ > 5ijk
(Eijk’ < ﬁz]k) for k' > k.

— no variable with smaller index can enter the basis: if j < k then a’z’k <0, ie.,
D;; and Dy, have opposite signs.

Analogous conditions can be derived for pivoting steps from x;,z; to x;, ). In
fact by the first constraint, we will always have D;; > 0, because Dsg = 1 > 0 in
the initial tableau. Using this encoding the following example is obtained using
Yices; Z3 did not produce an answer within 600 s.

Ezample 8. The following optimization problem cycles when using the standard
simplex method with Dantzig’s pivot selection rule:

minimize  —6x1 + 46x2 + Tx3 + %m
subject to  —x5 = 1xy — 4wy — 3wz — 21y
1
—Zg = 4ra + T3 + 574

1‘1,...,1‘620
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With some manual tweaking (by fixing some of the values of the tableau in the
SMT encoding), we obtain the following, nicer optimization problem:

minimize —%xl + 4z + x3 + %m

subject to —x5 = %xl — 229 — %.133 — %m

—x6 = 229 + 23 + 16—3:54

Tly.--5Lp = 0
The cycle is given in Fig. 5.

X1 T2 I3 X4 s e X1 Ta

1 2 1 5

—T5 -2 -3 3 —zz (3 3 1 13
6 _3 1 1|1

—x6¢ | 0 2 1 & —z2 3 1 —5 |5
min: \ -2 4 1 2 3.1 1 -5
Ts T2 T3 T4 Ts Te Ti1 T2
—1 3 -6 -2 —1 —x3 13 6 —10
—x6 0 1S —z4 | —39-26—13 26

9 1 1 19 7

1 7273 -3 -3 -3 4

Ts Te T3 T4 T3 Te T1 T2

5 1 13 1 _5

—T1 3 3 i3 —Ts 18 18 3 9
1 1 3 13 113 13

2 0 5 35 13 —T4 s 6] 0 3
9 1 _1 _1 1 5 3 7

4 4 4 4 6 6 4 3

Fig. 5. The cycle of length 6 in Example 8.

In contrast to the encoding in Sect.4, the SMT encodings for this section
were produced manually. This is made feasible by the fact that the SMT-LIB
format supports function definitions. For example, we defined an abbreviation
for the determinant of a 3 x 3 matrix:

(define—fun det3
((c11 Real) (cl12 Real) (cl13 Real)
(c21 Real) (c22 Real) (c23 Real)
(c31 Real) (c32 Real) (c33 Real))
Real
(= (+ (* cll €22 ¢33) (x cl2 ¢23 c31) (% cl13 c21 c32))
(+ (% c11 ¢23 ¢32) (* cl2 c21 c33) (x cl3 c22 c31))))

6 Related Work

Perhaps the closest related work is Zoérnig’s paper [20], which explores the idea of
employing a computer program for finding cycles in the standard simplex method.
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Zornig uses LINGO (a commercial program for nonlinear optimization) for this
purpose. His work goes into a different direction from ours. Whereas we are mainly
interested in the DPLL(T) simplex method, Zérnig explores several pivot selection
rules and also synthesizes a cycle of odd length. The latter requires working with
more than 2 constraints, cf. 20, Eq. (5.6)].

There is a rich body of literature about loops in the standard simplex method,
starting with Hoffmann [13] and Beale [4]. A survey of cycles with visualizations
of the trajectories was produced by Avis et al. [1]. As far as we know, all of these
examples have been found manually. As part of this work, we reconstructed the
cycles presented in the latter paper. Below we make a few observations.

— The example attributed to Beale does not appear in [4], where instead the
following cycling tableau is given:

minimize —%xl + 2029 — %CC:; + 624
subject to ixl —8ros —x3+ 924 +25=0

%1‘1 — 1225 — %l‘g +3x4 +26=0

— There are sign errors in the objective functions of Beale’s example (41502
should be —150z3) and Marshall and Suurballe’s example [15] (which should
read z = 0+ a3 — Ty — lzs — 224).

— The examples by Sierksma [17], Yudin and Gol’shtein [19], and Solow [18§]
violate Dantzig’s pivot selection rule; in the last case, only the tie-breaking
rule for the basic variable is violated. Solow’s cycle is similar to Kuhn’s in that
it is based on two pivoting steps that result in a cyclic shift of the variables.
After four steps, the first tableau of Fig. 6 is reached. Then z; is pivoted with
5. In the sixth step, zo is pivoted with xg, but by Dantzig’s rule we should
select x1 as the new basic variable instead of xg.

r1 T2 I3 T4 Trs Te T3 T4
—x5 1 -3 -1 —x1 -3 -1 1
—Te 77 73 7 2 —T2 7 2 *7 *3
min -2 -2 8 2 8§ 2 -2 =2

5 T2 I3 T4

i1 _3_1
—Z1 2 2 2 2
—T6 g _% _g

1 -1 5 1

Fig. 6. One third of Solow’s cycle of length 6 [18]
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7 Conclusion

In this paper we have presented a new approach for finding cycles in the simplex
method, both for the traditional method and, for the first time, for the DPLL(T)
variant which is used in SMT solvers to solve quantifier-free linear arithmetic
constraint problems.

Any cycle in the simplex method induces a cycle in the dual simplex method
by switching to the dual optimization problem. The absence of an objective func-
tion means that this observation does not immediately carry over to the DPLL(T)
simplex method. However, if a cycling tableau has shape x g + Az = 0, which is
the case for all examples collected by Avis et al. [1], then dualization produces a
constant objective function, and in this case, the cycle can be reproduced in the
DPLL(T) simplex method. We have seen this in Example 4. It is noteworthy that
this approach cannot produce Example 3, which relies on the fact that every vari-
able comes with two constraints. In fact, Beale [4] observed that any cycle in the
standard simplex method with two constraints requires at least 6 steps, and corre-
spondingly, 6 variables, because each bound x; > 0 produces one of the potential
lines the trajectory can move along. Our 4 variable example works because for
each variable, we get a pair of two parallel lines that can be used on the trajec-
tory. Beale’s first observation remains valid; indeed our cycle length 8 is greater
than 6.

While working on Zornig’s encoding for the standard simplex we noticed that
sometimes small changes (like switching from a strict inequality to a nonstrict
one) resulted in Yices taking a longer time than we were willing to wait; we did
not study this phenomenon systematically, but this suggests that these encodings
are interesting benchmarks for nonlinear real arithmetic.

Acknowledgements. We thank the reviewers for their constructive feedback.
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Abstract. We give a novel deterministic tableau-based satisfiability
algorithm for Hybrid Propositional Dynamic Logic (i.e. PDL with nom-
inals) with satisfaction statements (HPDLa). It builds and-or graphs in
which it detects unfulfilled eventualities and unifies nodes (due to nom-
inals) on-the-fly. There are two kinds of nodes: sentential nodes that
represent partial descriptions of worlds of a model and unification nodes
that deal with nominals. The main technical achievement of this work
is the determination of the necessary information that a sentential node
should have so that caching is feasible. Each saturated sentential node
is available for reuse until it becomes out of date, due to loop depen-
dencies. Thus, the algorithm runs in double exponential time. However,
for iteration-free formulas, loops do not occur and thus, it works in
exponential time. Nevertheless, despite the iteration operator, thanks
to partial caching, the algorithm has the potential to achieve acceptable
performance.

1 Introduction

The satisfiability problem of Propositional Dynamic Logic (PDL) [5,12] is
ExpTime-complete. Various decision procedures have been given such as best-
case exponential [22], working in multiple stages [19,23], on-the-fly [6] and with
analytic cut-rule for the converse [6,19], most of them based on and-or tableaux
[7]. The algorithm of [10] and its extension for the converse [11] reveal the crucial
role that global caching plays to the achievement of an optimal algorithm.

The origin of Hybrid Logics [2,4] goes back to Arthur Prior’s work on
tense logic [24]. In the literature, various extensions of the basic modal logic
with nominals have been studied. They usually include satisfaction statements,
the universal modality, the difference modality and the converse modality.
In [3,13,25], prefixed tableau systems are given for such logics.

Nominals are also met in description logics as (named) instances of concepts.
The algorithm in [8] concerns hybrid logics with coalgebraic semantics (which
can be instantiated for ALCQO). Nominals are handled through @-constraints
which correspond to sets of satisfaction statements that concern appropriate
and-subgraphs of a tableau. In the algorithms of [17] and [18] for SHZO and
SHOQ, respectively, an on-demand cut rule is used. It is restricted to formulas
that are imposed by the nominals and it requires the re-expansion of nodes.
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We refer to the extension of PDL with nominals as hybrid PDL (HPDL) and
we denote HPDL with satisfaction statements as HPDLg. Hybrid PDL with the
universal modality was introduced in [20,21]. Similarly to PDL, the satisfiability
problem of HPDLg is ExpTime-complete [1,14]. A best-case exponential algorithm
for HPDL with the difference modality and the converse is given in [14].

The issues that arise with HPDLg are the same with PDL, such as fulfillment
of eventualities, caching and working on-the-fly. In addition to them, we have
to consider the nominals which make things even more complex. It is clear that
any unifications of nodes that may take place due to nominals affect the fulfilling
paths of eventualities, as well as the required cached information for a node.

In [15], a tableau-based satisfiability algorithm for HPDL is given which suc-
ceeds to handle eventualities and nominals. It is a NExpTime algorithm and
it processes graphs of exponential size. In these graphs, only and-branching is
permitted, whereas whenever disjunctions occur, backtracking is used. The liter-
ature [8-11,17-19] has shown that caching is very important in devising optimal
algorithms. Since the approach of [15] works on graphs and not on sets of for-
mulas, in our view, it does not seem possible to be extended to exploit caching.
The authors of [15] state that devising worst-case optimal decision procedures
for modal logics with nominals and eventualities is an open problem.

Here, we give a novel deterministic tableau-based satisfiability algorithm for
HPDLg. It defines a tableau as a variant of an and-or graph in which there are
two kinds of nodes: sentential nodes that represent partial descriptions of worlds
of a model and unification nodes that deal with nominals which appear in more
than one sentential node. To avoid world cycles of eventualities within a node,
inspired by the approach of [15], the algorithm examines in advance the way that
the eventualities are reduced by the usual static rules. Without being necessary
to examine global properties of a tableau in multiple subsequent passes, the
algorithm detects unfulfilled eventualities on-the-fly and unifies sentential nodes
(due to some nominal), based on the local information of a unification node.

The main technical achievement of this work is the determination of the
necessary information that a sentential node should have so that its reuse is
possible. This allows us to partially cache the saturated sentential nodes, ensure
the termination of the algorithm and restrict the expansion of a tableau in a
more effective way. The nodes of the branch under expansion are cached so that
we can block its possible infinite expansion due to the iteration operator. Nodes
of earlier defined branches are also cached. In general, each saturated sentential
node is available for possible reuse, but the moment that it becomes out of date
due to loop dependencies, its reuse is not allowed anymore.

The algorithm runs in double exponential time, as loop dependencies restrict
the caching of nodes. On the other hand, in the case of iteration-free formulas,
loops do not occur and thus, all the nodes are free from dependencies. Therefore,
all the saturated sentential nodes are cached and the algorithm works in single
exponential time. Moreover, in the general case, despite the iteration operator,
since all the saturated nodes which are not involved in a loop are cached, the
algorithm has the potential to achieve acceptable performance.
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Due to lack of space and due to the technical nature of the algorithm, detailed
proofs of correctness are available in the extended version of this paper [16].

The paper is organized as follows. In Sect.2, we give the syntax and the
semantics of HPDLg and we introduce all the necessary concepts related to the
reduction sets of o/ formulas. In Sect. 3, we present our algorithm along with
an example and in Sect. 4, we conclude our work.

2 Preliminaries

HPDLg extends PDL with nominals and satisfaction statements. Nominals desig-
nate atomic properties, but with the difference that they uniquely identify states.
The satisfaction statements @, express that the single state which satisfies the
nominal z should also satisfy the formula ¢. We consider countable disjoint
sets of atomic propositions and of nominals, denoted as AtF and N, respectively,
designating their union by At. We also consider a countable set AtP of atomic
programs. In what follows, p, ¢ range over atomic formulas, x, y, z over nominals
and a, b, c over atomic programs. The formal syntax of HPDLq is presented below.

Liop=plal-¢|[Alp]@p Li3A = ale|AA|A+A| A"

We adopt a slightly different notation from the one usually met in the litera-
ture and we write AA for A; A, A+ A for AU A, and ¢ for ¢7, when ¢ acts as a
program. The possibility operator () and the propositional connectives are not
taken as primitive, but they can be defined as usual.

Definition 1. A frame F is a structure (W, (~%)qcatp) where W is a set of
states and ~~ s a transition function assigning to each atomic program a a
binary relation ~ C W x W. A model M is a structure (F,p) where F is a
frame and p : At — 2W s an interpretation function of atomic formulas with
the restriction that Vo € N |p(x)| = 1. The interpretation function p and the
transition function ~ are extended to all the formulas ¢ (through the function
[[]]Z: : Ly — 2W) and to all the programs A, respectively, as shown in Table 1.

Table 1. The interpretation of the HPDLo language

[P} = o(p) LCW x W

[2]] = p(x) %= {(w,w) |wele]]}
F W ifp(z) C o]} AtB_ a4 | B

[Que], = {(/) if p(z) ¢ [el} N

s
AB A B
— = A A

[~¢l7 = W\ [¢l7 i
A1) = (weW Yo' € W(w S w' = w'e [(I5)) = U,y (4)"

Due to the iteration operator, we are interested in formulas of the form
S[A1] - [Ag][A*]e, for some k > 0. We call them eventualities and their set is
designated by Ev. In Table 2, we follow the Smullyan’s unifying notation which
classifies the conjunctive cases as a-formulas and the disjunctive as (-formulas.
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Table 2. The a and B-formulas

a —=¢ —[Yle [ABlp —[ABJp [A+Blp [AT]p B [y ~[A+Ble —[A%]e

ar ¢ e [A][Ble -[A][Ble [Ale ® B~ —[Alp —p
az P Ble [Al[A]e B2 »  —[Ble —[A][A"]e

Definition 2. The decomposition set D() of an a/B eventuality ¢ is a set of
triples (P,T,9) where P, T C Ly are sets of formulas and ¥ is a formula. It
contains the triple ((Z),Q],gp) and it is closed under the following decomposition

rules, where a rule % is applied iff ¥ is an eventuality and 9 ¢ P:

(P.7,) (P.7.5) (P.7,q)
(PU{/B}7T751) (PU{ﬁ},T,ﬁQ) (PU{O&}7TU{C¥2},O[1)
The finalized decomposition set FD(y) is the set of all the pairs (T,9) such that

there is a triple (P, T,9) in D(p) such that no decomposition rule can be applied
to it and at the same time, 9 is not in P.

Definition 3. The (family of) reduction sets RY,...,R¢ C Ly of an o/ for-
mula @, for somen > 1 (called the reduction degree of ), are defined as follows:

— If ¢ is an a non-eventuality, then RY = {a1, aa} is its only reduction set.

- If ¢ is a B non-eventuality, then the family of its reduction sets consists of
the singletons RY = {1} and Ry = {5B:2}.

— If v is an eventuality, then for each pair (T,9) € FD(p) and fori=1,...,n,
where n is equal to the cardinality of FD(p), we define RY =T U {d}.

Definition 4. The binary relation > relates formulas ¢ and v and we write
@ > Y iff all the following conditions hold:

- @ is an o /B formula of the form —[A]x and 1 is in one of its reduction sets.

- If v is an o non-eventuality, then ¥ = .

~ If v is a B non-eventuality, then ¢ € {B1, B2}.

— If v is an eventuality, then there is a pair (T,9) € FD(p) such that 9 =
(notice that the set T U{V¥} is a reduction set of ).

3 The Tableau-Based Satisfiability Algorithm

3.1 Basic Definitions
The following technical definitions facilitate the presentation of the algorithm.

Definition 5. A label 1 is a pair (P, rd), where @ is a set of formulas and rd
is a reduction function which assigns to the a/f eventualities of ¢ one of the
values 1 and 0 such that for each /(3 eventuality ¢ € ®, if rd(p) = 1, then at
least one of the reduction sets of ¢ is a subset of P.
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The active set actF of a label 1 = (@, rd) consists of all the formulas of ®
such that they are: (i) formulas of the form p,—p,x, —~x, Qup, Q. 0, [a], —]aly,
or (i1) a/B non-eventualities for which none of their reduction sets is a subset
of @, or (i) o/ eventualities ¢ such that rd(y) = 0.

The reduced set rdF of a label 1 = (P, rd) consists of the /B formulas ¢ of
@ such that: (i) if p is a non-eventuality, then at least one of its reduction sets
is a subset of @ and (ii) if ¢ is an eventuality, then rd(yp) = 1.

A partial label is a label such that its active set contains /3 formulas. A
saturated label is a label which is not a partial one.

Finally, if 1 is a label, then 1 is also a label such that ¢y = &, \ rdF, and
for all the a/B eventualities ¢ of Py, rdy(p) = rdi(p) (thus, actF; = actF; and

rdF; = (). Moreover, if L is a set of labels, then L is the set {1| 1 € L}.

Intuitively speaking, a label constitutes the main element of a sentential
node and its active formulas are used as the principal formulas of the rules of
the algorithm. In the case of an «/( eventuality ¢ of a label 1 = (&, rd), despite
the possible existence of one or more of its reduction sets as subsets of @, we
consider it as active, until we examine all the ways to fulfill it. This is indicated
by the reduction function which assigns to ¢ the value 1.

Definition 6. Let 1 be a label and ¢ € $; an eventuality. The set reach(p, 1)
is defined as the set of formulas 1) € @1 such that there is a sequence of formulas
Uiy, of Py, with k > 1, such that (i) 1 = ¢ and Y, = ¥, (ii) for i =
1,...,k—1,¢; € (rdFy N Ev) and ¥; > ;41 and there is a reduction set R of 1,
such that ;11 € R and R C @y and (i) Yy is either an active eventuality of
1, or a non-eventuality formula of 1.

Definition 7. A history h for a label 1y, over a set L of saturated labels, is a
triple (A, 7, —):

~ The set AC L of nominal labels of h is a set of saturated labels such that for
each 1 € A, there is at least one nominal v € N such that x € actF;.

— The reachability function r: EvN actF,, — (L x Ev) U {0} U {FL} assigns
to each active eventuality of 1o a pair of a label and one of that label’s active
eventualities or the empty set or the constant FL (Fulfilling Label).

— The fulfillment relation — C (AxEv) x ((LxEv) U{FL}) relates pairs of labels
and their active eventualities, either with pairs of the same form, or with FL.

Intuitively, a history h = (A, r,—) concerns the label of a sentential node
and records information for an appropriate and-subgraph of a tableau. Due to
or-branching, there are many and-subgraphs for a label and as a result, we should
consider the corresponding number of histories. Roughly speaking, a history can
be seen as a combination and extension of the information that is maintained
in [10] and [8] (i.e. the potential rescuers function and the nominal constraints,
respectively). The set A records the nominal saturated labels of an and-subgraph,
while the function r and the relation — record the fulfilling paths of eventualities.
These paths concern saturated labels with nominals. We use r to remember the
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most recent label that an eventuality reaches in such a path, while — records
the rest of it. Since labels are merged due to nominals, thanks to r and —,
we record the changes in the fulfilling paths and detect unfulfilled eventualities
on-the-fly. If a tableau concerns a PDL formula, A and — are of no use.

Definition 8. Let h = (A, r,—) be a history, defined over a set L of saturated
labels, for a label 1. The history h is normal iff for each x € N, there is at
most one label 1 € A such that © € actFy, concise iff for any labels 11, 15 €
A actFy, ¢ actF;, and deterministic iff for each label 1 € A, for each active
eventuality ¢ of 1, the cardinality of {P | (1,¢) — P} is not greater than 1.

We say that h is cyclic iff either there is an active eventuality ¢ of 1 such that
r(¢) =0, or there is a pair (11,¢1) in the domain of — such that (11,1) —T
(11,91). An acyclic history is a history which is not cyclic.

The criterion for unifications of labels of nodes is the information of a his-
tory. A normal history requires no unifications of labels. We work with concise
histories so that there is no need for explicit unifications of unnecessary labels
and with deterministic histories in order to examine deterministic fulfilling paths
of eventualities. Notice that the cyclic histories indicate unfulfilled eventualities.

Definition 9. If h = (A, r,—) is a history, then Det(h) is the set of all the
deterministic histories (A, r,—') such that —' is a subset of — and for each
label 1 € A, for each active eventuality @ of 1, for only one value P of the set
{P | (1,¢) — P}, we have that (1,p) —' P.

Definition 10. We call a set H of histories a hybrid set iff its histories are
normal, acyclic and deterministic.

Definition 11. A sentential node v of a rooted directed graph G, over a set L
of saturated labels, is a triple (1,,H,,D,), where:

— 1, is a label,

- H, is a hybrid set of histories, defined over L, for the label 1,

— D, is a set of sentential nodes of G, called dependency set and its elements
dependency nodes, such that they are ancestors of v (i.e. closer to the root).

We refer to the pair (H,,D,) as the status of v, denoted as sts,, and we may
equivalently write (1,,sts,). We call a sentential node partial iff its label is
partial and saturated or state iff its label is saturated.

We use the sentential nodes to unfold the properties that their formulas
require. A history in a hybrid set reveals the existence of an and-subgraph which
suggests the satisfiability of the corresponding label. Since loops are very likely to
occur in a tableau, the fulfillment of eventualities of a node and the set of nominal
labels that corresponds to it might depend on ancestor nodes. A dependency set
is used to record these ancestor nodes.

Definition 12. A unification node u of a rooted directed graph G, over a set L
of saturated labels is a quintuple (1o, hy, Do, Hy, Dy,), where:
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— 1y 18 a saturated label,

~ hy is a concise and a deterministic history, defined over L, for 1,,

- D, is a set of sentential nodes of G called the initial dependency set of u,
- H, is a hybrid set of histories, defined over L, for the label 1,,

- D, is a set of sentential nodes of G, called the final dependency set of u.

We refer to the pair (H,, D,,) as the status of u, denoted as sts,, and we may
equivalently write (L, Ry, Dy, StSy).

A unification node is always a descendant of a state and its label is the label
of this state. States are considered as and-nodes and they can be seen as roots
of and-subgraphs of a tableau. A unification node combines the information of
the sentential children of a state so that its history gathers all the nominal satu-
rated labels of an and-subgraph and records the fulfilling paths of eventualities.
Labels with common nominals are merged based on the history of a unification
node. New unification nodes are defined to incorporate the new nodes and this
continues until we reach a unification node with a normal history.

Definition 13. A tableau for a formula ¢ is a directed graph G =
(V,Ey, Ey, E.), where V is a set of sentential and unification nodes and Ey, Ey,
and E. are sets of forward, backward and cyclic edges, respectively, which may
be labelled with a formula of the form —lalx or with a nominal. Its root is a
sentential node whose label is the pair ({¢}, rd), where rd is the reduction func-
tion which assigns to all the values of its domain the value 0. For simplicity of
notation, we assume that E is the set of all the edges of G and we equivalently
write G = (V, E).

Remark 1 (Notational Conventions). When we do not know or are not interested
in the type of a node of a tableau G = (V, E), we just write v € V. When we
refer to the attributes of a label 1, of a node v, we may write actF,,rdF, and
@,,, without further disambiguation. To deal with the undefined attributes of the
nodes of a tableau, we let the ‘undefined value’ be denoted by L. For the status
value sts, of some node v, we write sts, = L when both of its attributes are
undefined. Finally, for some value v of a set B, we denote as f¥ : A — B the
function which assigns to all the values of its domain the value v.

3.2 Tableau Construction

In this section, we present the way that the algorithm constructs a tableau and
we describe all the required procedures. The algorithm expands the nodes in a
depth-first, left-to-right fashion and defines their statuses in a postorder manner.

The procedure isSat takes as input the formula whose satisfiability we want
to examine. First, we initialize an empty graph G which gradually evolves into the
tableau for the input formula. Moreover, we initialize a cache set C' of sentential
state nodes of G which is used to restrict the tableau expansion. Then, we define
the root node of G whose label contains only the input formula, while its status
is left undefined. Next the procedure constructTableau is used which, roughly
speaking, builds a tableau and defines the status of the root node. If the hybrid
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Procedure isSat(pg)

Input: A formula pg € Ls.

Output: Whether the formula g is satisfiable or not.
1 Define a global variable G to hold a graph (V, E) such that V := 0 and E :=0
2 Define a global variable C to hold a set of sentential state nodes of G: C := ()
3 Define the sentential node v = (1,,sts,): 1, := ({go},rd"), sts,:= L
4 constructTableau(l, l,v)
5 if (H, # () then return true else return false

set of the root node is the empty set, isSat concludes that the input formula is
unsatisfiable, otherwise, that it is satisfiable.

The procedure constructTableau is the backbone of our algorithm, as it
handles all the cases that occur. It accepts as input two nodes, vy and v1, and an
edge tag t. In the case that vg # L, vg is already a node of the tableau, whereas
vy is treated as a candidate child of vy. We first examine what type of node vy
is. Lines 2-18 concern a sentential node, whereas lines 20-25 a unification one.

First, we consider the case of a sentential node v;. In the case that 1 is
a state, we initially search the cache set C' for another state v{ with the same
active set of formulas as that of v4. If this is the case, we ignore vy. According
to line 3!, if /] is a forward ancestor of vg, then a cyclic edge is defined between
the nodes vy and v. If not, then v} belongs to an earlier defined branch and a
backward edge is defined. Now, in the case that we cannot reuse another state
or vy is not a state, v1 is added to the graph as a forward child of vy (see line 6
(see footnote 1)). Moreover, if v; is a state, it is also added to the cache set C
(see line 7).

After the addition of vy, if it has no local inconsistencies (see line 8), it is
expanded and then, its status is calculated. Lines 10-11 concern a partial node
and lines 13-14 a non-leaf state (note that the names of the involved procedures
indicate what they do). In the case of a leaf state (lines 16-17), its status is
calculated at once by distinguishing cases on whether it has nominals or not.

After the definition of the status of vy, if it is a state, all the nodes of C
which are dependent on it are removed from C (see line 18). As the dependent
states are not updated to consider sts,,, the algorithm cannot reuse them.

In the case of a unification node w1, since we do not cache this type of nodes,
it is immediately added to the tableau, as a child of vy. Recall that we use the
unification nodes to detect labels that should be merged. Thus, we distinguish
three cases based on h,, = (A, r,—). Intuitively speaking, if h,, is cyclic, then
an unfulfilled eventuality has been detected and thus, the status of u; is defined
as the pair (,0). In the case of a normal and acyclic history, all the necessary
unifications have taken place. The node u; is a leaf and its status sts,, is defined

! The procedure calls backwEdge (G, vo, t,v1) and cyclEdge(G,vo,t,v1) define a back-
ward and a cyclic edge (vo,v1) (labelled with t), respectively. The procedure call
addNode (G, vo, t,v1) extends G with vy (i.e. V := V U{v1}) and if vg # L, then it
defines the forward edge (vo,v1) (i.e. Ef := Ey U{(vo,v1)}) and labels it with ¢.
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as the pair (H,,, Dy, ) in which the hybrid set H,, is the singleton {h,,} and
the final dependency set D,,, is the same as the initial D,,. In the case of a
non-normal history, the procedure unify creates a sentential node as a child of
uy by merging labels of A (more than one) due to a specific nominal of theirs.
Then, the procedure calcStsUnification calculates the status of u;.

In the sequel, we present the procedures which expand a partial, a state and
a unification node and those which calculate their statuses. But before that,
we introduce the procedures hybrid and dependency which are involved in the
calculation of the statuses of the previous three types of nodes.

Procedure constructTableau(vg, t,v1)

Input: A node vg € VU {L}, an edge tag t (i.e. some formula —[a]x or a nominal),
potentially undefined, and a node vy ¢ V which is either sentential (denoted
as v1 = (1,,,sts,,)), or unification (denoted as u1 = (1u,, Ay, Du,, Stsu, ).

Output: -

1 if (v1 is a sentential node v1) then

2 if (v1 is a state and Fv; € C such that actF,; = actF,,) then

3 if ((v1,v0) € EY) then cyclEdge(G,vo, t, 1)) else backwEdge(G,vo,t, 1)

4 Extend rdF,; with rdF,,: &,/ = ®,,UrdF,, and rd,, = rd"

5 else

6 Extend G with v1: addNode(G, vo, t, 1)

7 Extend C with vy: if (11 is a state) then C := C U {11}

8 if (3¢ € Dy, such that = € D,,) then sts,, := (0,0)

9 else if (v1 is a partial node, i.e. there is an /B formula in actF,,) then

10 applyStaticRule(v1)

11 sts,, := calcStsPartial(yy)

12 else if (there is a formula in v1 of the form —[a]x, Qzp or ~Qz¢) then
13 applyNonStaticRules(v1)

14 sts,, := calcStsState(v1)

15 else /* 11 is a leaf state with no active eventualities */
16 sts,, := if (Jp€actF,, NN) then ({h},0), where h:= ({1,,},0,0)

17 else ({h},0), where h := (0,0, 0)

18 if (11 is a state) then foreach (v € Cs.t. vy € D) do C:=C\ {v}

19 else /*wv; is a unification node u1 = (1y,, huy, Du,, stsy,) with hy,=(A,x, —) */
20 Extend G with u1: addNode(G, vo, t, u1)
21 if (hy, is a cyclic history) then sts,, := (0,0)

22 else if (h., is not normal due to some z, i.e. |{1' €A | x€actFy}|>1) then
23 unify(ui, z)

24 sts,, := calcStsUnification(ui)

25 | else stsy, := ({hul},ﬁul) /* hu, is normal and acyclic */

The procedures hybrid and dependency accept as input two tableau nodes,
denoted as v and v. The node v can be of any type, whereas v is sentential and
it is also a child of v. As their names indicate, hybrid returns a hybrid set of
histories and dependency a set of sentential nodes. Both sets concern v and they
are used for the definition of the status of the parent v.
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There are two cases depending on the edge that connects the nodes v and
v. If v is a forward or a backward child of v, then hybrid returns the hybrid
set of v and dependency returns its dependency set. In the case of a backward
edge, v is a node of a previously defined branch. So, no matter whether the edge
is forward or backward, since the algorithm defines the statuses of nodes in a
postorder manner, the status of v has already been calculated. If v is a cyclic
child of v, according to lines 2-4 of constructTableau, a loop has been formed
and v is also a forward ancestor state of v whose status has not been calculated
yet. In this case, hybrid defines a single history which, intuitively speaking,
clearly declares that the fulfillment of any eventualities that may be involved
depends on v which does not have the required information to help us decide on
their fulfillment yet. In the same case, dependency returns the singleton {v} to
record the created loop dependency. Intuitively, since the status of v is undefined
at that moment, all the nodes of the loop are transitively dependent on v.

Procedure hybrid(v, v)

Input: A tableau node v and a sentential node v which is a child of v.
Output: A hybrid set of histories.
1 if (v is a forward or a backward child of v) then return H,

2 else /* v is a cyclic child of v and it is a state */
3 Definition The history h = (A, r,—) is defined as follows:

4 — A:= if (v has some nominal) then {1,} else ()

5 — The reachability function r for 1,: Vo € Ev N actF,, r(p) := (1., )
6 — =10

7 return {h}

Procedure dependency (v, v)

Input: A tableau node v and a sentential node v which is a child of v.
Output: A dependency set of state nodes.
1 if ((v,v) € Ef UE,) then return D, else return {v}

The algorithm reuses the states of a tableau by taking advantage of their
statuses. On the other hand, it may stop reusing nodes due to loop dependencies.
Loops are formed as usual due to the iteration operator and nodes become
dependent on ancestor nodes because at the moment that a loop is formed, the
latter nodes do not have the required information yet. Recall how the procedures
hybrid and dependency work and that a cyclic edge indicates the existence of a
loop. So, intuitively speaking, each loop has a dependency node such that every
other node of the loop is dependent on it. From the moment that the status of
such a dependency node is calculated, the corresponding dependent nodes are
considered out of date, as they do not become aware of this status value. As a
result, the algorithm removes them from the cache set. The empty dependency
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set of a state indicates that it is not involved in any loop and that it is not
dependent on any node. Hence, it remains in the cache set the whole time.

The Procedures for a Partial Node (see lines 9-11 of constructTableau ). The
procedure applyStaticRule expands a partial node v with as many sentential
children as the reduction degree of an active a/8 formula ¢ of v. The set of
formulas of each child is defined by adding to that of v, one of the reduction sets
of ¢. The reduction function is defined (see line 5) so that the principal formula
is considered as reduced and all the new «/( eventualities as active.

After the expansion of a partial node v, the procedure calcStsPartial cal-
culates its status. It uses the histories and the dependency nodes of its children as
they are determined by the procedures hybrid and dependency, respectively. By
using the auxiliary procedure reachableLabels, it defines reachability functions
for the active eventualities of v to record their fulfilling paths.

Procedure applyStaticRule(v)

Input: A partial node v.
Output: -

1 Let ¢ be an o/ formula in actF, and RY,..., R} its reduction sets with k > 1.
2 for (i:=1 to k) do
3 Define the sentential node v; = ((®;,rd;), sts;) as follows:
4 - P, =P, U Rf
rdy(¢) if ¢ € P\ {p}
5 — For each a/B ¢ € EvN®;, rd;(¢) : =< 1 ifv=¢
0 ifp e R\ Dy
6 — sts; = L
| constructTableau(v, L,v;)

Procedure calcStsPartial(v)

Input: A partial node v.
Output: The status of v.
1 Let #1,...,%m be the active eventualities of v, with m > 0.
2 Let H be an empty set of histories.
3 foreach (child node v’ of v (i.e. (v,v') € E)) do
foreach (history (A, r,—) € hybrid(v,v')) do
for (j:=1 to m) do Ij := reachableLabels(1l,/,r, ;)
foreach (tuple (Pi1,...,Pm) such that, for j=1,...,m, P; € I;) do
The reachability function ¢’ for 1,: for (j:=1 to m) do r'(¢;):=P;
L H:=HuU{{A1 —)}

o N o ok

9 return (H, U dependency(y,uo))
(vvo)eE
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The procedure reachableLabels determines how the fulfillment of an even-
tuality ¢ of a label 1 evolves. This is achieved through the relation > and the
set reach(y, 1) (see Definition 6) and through a reachability function r for 1.

Procedure reachableLabels(1, r, )

Input: A label 1, a reachability function r for 1 and an eventuality ¢ of &;.
Output: Either a set of pairs of labels and eventualities, or the singleton {FL}.
1 ' :=reach(y,1)
2 if (J¢ € I'(y ¢ Ev or (¢ € Ev and r(¢p) = FL))) then return {FL} else

return {J {r(¢)}

pel’

The Procedures for a State Node (see lines 12-14 of constructTableau ). The
procedure applyNonStaticRules expands a state v with the appropriate senten-
tial children. It creates a node for each formula —[a]y of v and for each nominal
x such that there is a formula in v of the form Q. or =@, ).

Procedure applyNonStaticRules(v)

Input: A state node v.
Output: -

1 foreach (¢ € {=[a]lx | “[a]x € PL}U{z | Y € D, (¢p = Qup or ¢ = -Q,p)}) do
2 if (there is no sentential child v. of v such that hybrid(v,v.) = () then

3 Define the sentential node v/ = ((®,rd), sts) as follows:

4 — @ :=if (p is some formula —[a]x) then {-x}U {9 | [a]¥ € actF,}

5 else if (¢ is some x) then {z}U{y| Q¢ € D} U{-¢| Q1) €D}
6 —rd:=rd°

7 —sts:=1

8 constructTableau(v, p,v’)

9 else break the for loop

After the expansion of a state v with the appropriate sentential children,
the procedure calcStsState calculates its status. If the hybrid sets that corre-
spond to these sentential children do not imply unsatisfiability, the procedure
expandStWithUnifNodes expands v with the appropriate unification nodes.

Procedure calcStsState(v)

Input: A state node v with at least one sentential child node.
Output: The status of v.
1 Let v1,..., v, be the sentential children of v, with £ > 1.
2 if (3i € {1,...,k} such that hybrid(v,v;) = ) then return (0,0) else
return ezpandStWithUnifNodes(v)




Tableaux with Partial Caching for Hybrid PDL with Satisfaction Statements 241

Procedure expandStWithUnifNodes(v)

Input: A state node v.
Output: A status value for v.
1 Let v1,..., v, be the sentential children of v, with k > 1, such that there is
0 < n < k such that for i = 1,...,n, the edge (v, v;) is labelled with a formula
—[a]x and for i =n +1,...,k the edge (v,v;) is labelled with a nominal x.
2 foreach (tuple (hi,...,hx) such that fori=1,...,k, h; € hybrid(v,v;)) do
3 h:=filterHist(1,,defConciseHist(1,,defCombinedHist(v, (h1,...,hk))))
4 foreach (h' € Det(h)) do
5
6

Define the unification node u = (14, A, Eu, stsy):

l,:=1,, hy:=h, D, = ( U dependency(v, 1/1)) \ {v}, stsy =1
1<i<k

~

constructTableau(v, L, u)

8 return U Hu, U D“O)

(v,up)€E (v,up)€E

The procedure expandStWithUnifNodes defines a status value for a state v.
Since the satisfiability of a state requires the satisfiability of all of its sentential
children, for each possible combination of histories of their hybrid sets (see line
2), the procedure defines a new history for v. According to line 3, the procedure
defCombinedHist combines them into a single history, defConciseHist makes it
concise and filterHist removes the label iu from it under the condition that L,
has no nominals. Additionally, we consider the set of deterministic histories that
correspond to the defined history. Intuitively speaking, our goal is to determine
a history which gathers all the necessary information for an and-subgraph whose
root is v. Thus, we define the appropriate unification node (see line 6) so that
we can examine if any labels of this and-subgraph should be merged.

The procedure defCombinedHist takes as input a state v and a tuple of
histories and it returns a single history (A, r,—) for 1,. It combines the input
histories into a single history (A, r, —) so that A gathers all the saturated labels
with some nominal and r and — record the fulfilling paths of the eventualities
of v. Depending on whether there is a nominal in 1,, or not, the procedure
distinguishes two cases on how each attribute of (A4, r, —) is defined.

Procedure defCombinedHist(v,(h1, ..., hg))

Input: A state v and a tuple ((Al,rl, —1)y ey (Ag, Tk, >—>k>) of histories, with k>1.

Output: A history h = (A, r,—) for 1,.
1 Let v1,..., v, be all the children of v with 0<n <k and 94, ...,9, all the active
formulas of v such that for i = 1,...,n, ¥;="a;]x; and (v,v;) € E is labelled
with ¥; and h; €hybrid(v, v;).

Definition The history h = (A, r,—) for 1, is defined as follows:

A= if (3p €actF, (p€N) then {I,}UAU---UA, else A;U---UAy

if (1, € A) then foreach (¢ € (EvNactF,)) do (x(¢) := (1., ¢))

else for (i:=1 ton) do if (¥; € Ev) then r(—[a;]x:) := ri(—x:)

— = if (1,€4) then {((1,,9:), ri(~x:)) | ¥i€Evand 1<i<n}U |
1<i<k

(==L B U V]

else |J —
1<i<k

7 return (A, r,—)
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The procedure defConciseHist takes as input a history h = (A, r,—) for
some saturated label 1j, possibly not a concise one, and it processes it so that
it is definitely concise. Recall that h is not concise iff there are labels 11,15 € A
such that actF;, C actFy,. So, if there are such labels 11,15 in A, it eliminates
the unnecessary label 11 from h. It is immediate that there is at least one nominal
which belongs to both labels and consequently, they should be merged.

Procedure defConciseHist(1, h)

Input: A saturated label 1o and a (not necessarily concise) history (A, r,—) for 1o.
Output: A redefined concise history (A, r, —) for 1o.
1 while (there are labels 11, 1o € A such that actF,, C actFy,) do
2 Definition The history (A, r,—) for 1 is redefined as follows:
3 A=A\ {11}
4 foreach (p € (EvN actFy,) such that r(¢) = (11,v)) do r(p):= (12,v)
5
6
7

== \{((L,¢), P) e~ 1 =11}

while (there are related pairs (1,) — (U, ¢") such that U = 1) do

tsz AN (CRONCREN I CRONCERED))

return (A, r,—)

®

The procedure filterHist modifies the reachability function and the fulfill-
ment relation of a history h = (A, r,—) which has been defined for a saturated
label 1 with no nominals. Any pairs of labels and eventualities in which I occurs
within h are modified so that the specific label does not appear anymore. Roughly
speaking, having in mind that h concerns the label 1¢, if 1y occurs within h (e.g.
there are ¢, 1) in actFy, such that r(p) = (1o,%) or r(¢) —T (1o,%)), a loop
may have been formed. Recall that our concern is to maintain paths for the
eventualities in which nominal saturated labels appear so that we can record the
changes that unifications of labels impose. Since 1y has no nominals, the pairs in
which it appears should be modified appropriately. Of course, since a loop may
have been formed, we might obtain a cyclic history.

Procedure filterHist(1g, h)

Input: A saturated label 1o and a history h = (A, r,—) for 1g.
Output: A redefined history h = (A, r, —) for 1.
if (10 is a label with no nominals) then

=

2 foreach (¢ € EvN actFy,) do /* redefinition of r */

3 if (there is p1,...,pr withk > 1 s.t. p1=¢ and (fori=1,...,k—1,
r(pi)= (Lo, is1)) and (r(px) =FL or r{px) = (1,9) s.t. 1# L)) then

4 | x(p) = r(px)

5 | else r(p):=0

6 if (Vo € EvN actFy,(r(p) # 0)) then _ /* redefinition of »— */

7 === U {((117¢1)»r(¢)) | (117¢1) — (~107¢)}

8 | === \{((11, 1), (A2, 92)) €—] 12 =10}

©

return (A, r, —)
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The Procedures for a Unification Node (see lines 22-24 of constructTableau ).
The procedure unify takes as input a unification node u such that its concise
history h, = (A4, Ty, —4) is not normal and a nominal which proves that. This
nominal belongs to more than one label of A, and we denote their set as L.
Intuitively speaking, the labels of L, as well as the labels of A, \ L which have
a common nominal with those of L, should all be satisfied by the same state of
a model. Thus, unify expands the set L with the appropriate labels (see lines
2-3) and then, it merges all of them into a new node (see line 4).

Procedure unify(u, x)

Input: A node u=(1y, ha, Eu, stsy), where h,= (A4, Ty, —w), and a nominal z.
Output: -
1 L:={1€A,|z€actF1} /* Lis a set of saturated labels such that |L| > 1 */

2 while (31 € (Ay \ L) such that 3y € actF, such thaty € |J actFy) do
Vel
3 L L:=LU({le€ (A,\L)|3Jy € actFy such that y € |J actFy/}
VeL
4 Define the node v = ({(®,,rd,),sts,): D, := J $1, 1rd, =0, sts,:=.L1
1€L
5 constructTableau(u,z, V)

The procedure calcStsUnification takes as input a unification node u and
it returns its status. A unification node with an acyclic and a non-normal history
has a single sentential child which is the result of unify. If the hybrid set that
corresponds to this child of u does not imply unsatisfiability, the procedure
expandUnWithUnifNodes expands u with the appropriate unification nodes.

Procedure calcStsUnification(u)

Input: A unification node u.
Output: The status of w.
1 Let v be the sentential child of w.
2 if (hydrid(u,v)=0) then return (0,0) else return ezpandUniithUnifNodes(u)

The procedure expandUnWithUnifNodes expands a unification node u with
the appropriate unification nodes in order to calculate its status. The information
of u concerns an ancestor state which has the same label as that of u. Moreover,
the information of the history h, concerns an and-subgraph whose root is that
state. Since the sentential child of u, denoted as v, is the result of unifications of
labels of that and-subgraph, we should combine the new information that occurs
from v with h,. This is achieved by defining the appropriate unification nodes
as children of u. This process continues, until we meet a normal history and no
other unifications of labels are necessary. Each unification child is a step closer
to a normal history than its parent due to the unifications that take place.
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Procedure expandUnWithUnifNodes(u)

Input: A unification node u = (14, hu, 5u, stsy), where hy = (Ay, Tu, —w).
Output: A status value for u.
1 Let v be the sentential child of w.
2 foreach ((Ao, ro,—0) € hybrid(u,v)) do

3 h := filterHist(1l,,defConciseHist(1l,, (A, U Ao, Ty, —w U —0)))
4 foreach (h' € Det(h)) do
5 Define the node v’ = (1y/, hyr, Dyrystsy): 1y i=1u, hy = h,
D, := D, U{V €dependency(u,v) | 1,, #1,}, sts, := L
6 constructTableau(u, L, u’)
7 return ( U He U Duo)
(u,up)€EE (u,up)€E

Theorem 1 (Soundness, Completeness, Complexity).

A formula ¢ is

satisfiable iff the procedure call isSat(p) returns true. The algorithm runs in
double exponential time in the gemeral case, but, in the case of iteration-free
formaulas, it runs in single exponential time. (see [16] for proofs).

An Erxample of a Tableau (see Fig.1). Sentential nodes are presented within a
rectangle, whereas unification nodes are not restricted to some shape. Partial
nodes are presented within dashed rectangles. Backward edges are depicted as
dashed arrows, whereas cyclic edges as dotted arrows. Assuming the steps of
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the algorithm to be numbered, and each step being either about creating a
node, or defining the status of a node, we write v; ; for the node which becomes
created at step ¢ and gets its status defined at step j. For any node v; ;, we
simply refer to it by writing v; and if it is sentential, we refer to its label as 1;.
We present only the set of formulas of a label without its reduction function.
The reachability function of a history is represented as a set of mappings (e.g.
{o — (1,%),x — FL,...}) and the fulfillment relation as a set of appropriate
related values, e.g. {(11,¢1) — (12,%2), (12,%2) — FL,...}. Finally, we omit
the dependency sets of the nodes when they are the empty set.

The tableau of Fig. 1 concerns the satisfiable set of formulas {—[a][a*]p, [a]z,
[a]p, @,q}. All the states remain in the cache set from the moment that they
are created to the end of the construction of the tableau. Notice how the states
vy and vy are reused. The eventuality —[a][a*]p is fulfilled through the nodes
V1,9, Vs, Vg and v7 (see also vg,v19 and v7). The only bad loop that is formed
is for —[a][a*]p, between vg and v1o (notice that D, , = {v9}), and it is detected
by the cyclic history of ui4. The satisfaction statement @,q of v; leads to the
definition of vs5. So, the nominal x occurs in states vs and vy and thus, the
unification node wug4 merges them into vo5. For more examples, we refer the
reader to [16].

4 Conclusions and Further Work

We have presented a novel tableau-based satisfiability algorithm for HPDLg and
we have given all the necessary details that can lead to an implementation. It
defines a variant of an and-or graph, as for each non-leaf state, there are the
appropriate unification nodes which take care of the nominal labels of a non-
normal history. The algorithm detects unfulfilled eventualities on-the-fly and
unifies labels based on the history of a unification node (either implicitly through
defConciseHist or explicitly through unify). Definitions3 and 2 enclose the
usual static rules in a single one, so that world cycles of eventualities are avoided.

Partial caching ensures the termination of the algorithm and restricts the
expansion of a tableau more effectively. The status of a sentential node repre-
sents the necessary information so that its reuse is possible. A history is a data
structure which holds information for an appropriate and-subgraph of a tableau.
Each state is available for possible reuse until the status of one of its dependency
nodes (if it has any) is defined. After that moment, it cannot be reused as it is
considered out of date. Our algorithm runs in double exponential time. However,
in the case of iteration-free formulas, loops are not formed. All the states are
reused the whole time and thus, it works in single exponential time.

Besides the iteration-free formulas, thanks to partial caching, the algorithm
has the potential to achieve acceptable performance. All the nodes of a loop are
reused until the status of their dependency node is defined. So, if loop-nodes do
not reappear after that moment, the algorithm runs in exponential time. Now,
suppose that there are only loops of sentential nodes in which their dependency
nodes are not dependent on any node. Since the dependency nodes are reused
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the whole time, even if a state of a loop is recreated, the initial loop cannot be
re-formed and its newly redefined states remain in the cache set. Therefore, such
loops do not seem to be a problem. Of course, further work is required to address
how the algorithm behaves in practice through an experimental evaluation.

To the best of our knowledge, it is the first deterministic tableau-based sat-
isfiability algorithm for HPDLg which defines a variant of an and-or graph, works
on-the-fly and exploits the (partial) caching of nodes.

To make the algorithm optimal, we should ensure that it has the ability to
reuse all the saturated sentential nodes the whole time. To achieve this, we should
devise an update mechanism for the loop dependencies so that the cached states
remain up to date. Dependencies are created due to loops, in which the statuses
of ancestor nodes have not been calculated yet. Eventually, the status of such a
dependency node is calculated. To reuse the nodes which are dependent on it, we
should somehow recalculate their statuses by considering this new status. Such
update mechanisms have been used in the algorithm of [10] for PDL. Further
work is required to extend our approach to incorporate such mechanisms.
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Abstract. Sets and their efficient implementation are fundamental in
all of computer science, including model checking, where sets are used as
the basic data structure for storing (encodings of) states during a state-
space exploration. In the quest for fast and memory efficient methods
for manipulating large sets, we present a novel data structure called
PTrie for storing sets of binary strings of arbitrary length. The PTrie
data structure distinguishes itself by compressing the stored elements
while sharing the desirable key characteristics with conventional hash-
based implementations, namely fast insertion and lookup operations. We
provide the theoretical foundation of PTries, prove the correctness of
their operations and conduct empirical studies analysing the performance
of PTries for dealing with randomly generated binary strings as well
as for state-space exploration of a large collection of Petri net models
from the 2016 edition of the Model Checking Contest (MCC’16). We
experimentally document that with a modest overhead in running time,
a truly significant space-reduction can be achieved. Lastly, we provide
an efficient implementation of the PTrie data structure under the GPL
version 3 license, so that the technology is made available for memory-
intensive applications such as model-checking tools.

1 Introduction

Formal verification techniques are being increasingly employed in many differ-
ent industrial applications, including both hardware and software systems. In
the hardware industry such techniques have been adopted by most of the major
leading companies and a widespread adoption in the software industry is under
way. Formal techniques have become essential for certain safety-critical appli-
cations for example in the avionics and aerospace industry but also in other
areas—like the development of operating systems, control systems for railways
and numerous other applications. The performance of the respective verification
tools depends to a large extent on fast and memory efficient implementations of
the underlying data structures used in the verification algorithms. This is in par-
ticular due to the state-space explosion problem that all modern model checkers
must deal with. Such tools are not only constrained by the time requirements
but also by the physical limitations like the amount of memory resources of the
hardware that the implementation is targeted for.
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A common data structure used in model checking and many other appli-
cations is a set. We revisit the state-of-the-art implementation approaches for
storing sets that offer the basic operations of inserting an element to the set,
removing an element from the set and a membership check. This simple set
interface is sufficient for the applications in many explicit model checkers, while
the symbolic approaches may require more complex operations like intersection
and union that are, however, more expensive in implementation. In order to
compete with the foremost hash-based approaches for storing sets, we develop a
particular tree-based representation of a set called PTrie that is optimized both
for speed and memory. PTrie is designed for storing binary strings of arbitrary
length but via binary encoding/decoding techniques it can be used as a general
set-implementation. An early implementation of PTrie was briefly mentioned in a
tool paper by Jensen et al. [15], indicating encouraging performance results. Since
then the data structure was further developed, extensively tested and matured
so that it became competitive with the industrial leading implementations.

Although generic data structures for sets already exist in the standard-library
of C++, Google’s google::dense hash set (and google::sparse_hash_ set)
implementations perform significantly faster (or have a smaller memory foot-
print) than other reasonable alternatives as documented e.g. in [22,23]. PTrie
are designed as an almost general replacement of such library implementations
and yield a sensible trade off between time and space consumption by utiliz-
ing the inherent prefix-sharing whenever beneficial. The main characteristic of
the structure is the partial (lazy) construction of the trie—hence the name Par-
tial Trie (PTrie)—that is optimized for storing a large number of binary strings
of varying size. At the same time the PTrie data structure utilizes the prefix-
sharing of the binary strings, often resulting in significant compression of the
stored data, sometime up to 70% compared to the Google’s hash-based imple-
mentation . In the present paper, we formally define the syntax and semantics of
PTries, give the algorithms for the interface operations, prove their correctness
and provide an open-source implementation that is thoroughly tested against
other approaches.

Related Work. While tries were introduced already in the 1960’s [11], their pri-
mary focus was on reducing search time in large sets of text-strings. Different
variants of tries have been developed during the years, such as Radix tree [12,18]
designed for storing more than single characters on edges or trie-based hashmaps
for both the sequential and concurrent setting [1,19]. Our work differs by having
a very conservative approach to the expansion of the trie in order to achieve both
speed and overall memory reductions. Notably, the burst tries [13] do not make
use of a B-Tree-style pointer scheme and do not enforce removal of the prefix,
resulting in an overhead in memory-consumption and not reduction as in PTries.
The HAT-tries [1] enforce the use of hashes for elements in buckets, which is not
necessary in our data structure. Moreover, neither [13] nor [1] provide a for-
mal definition of their algorithms or the semantics, and they do not present the
delete-operation (or “inverse burst”), which we provide. Also Bagwells work on
HAMT [2] is mostly using trie-structures in combination with hashes of data
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and comes with added memory-footprint rather than memory reduction. In
our experiments, we compare the PTrie performance only with Google’s dense-
hash/sparsehash implementations as other popular trie libraries [5,20,25] are
not competitive with Google hash libraries for the model checking application
domain that relies on fast and memory efficient implementation of sets.

Various forms of trees (Red/Black trees, binary trees, heaps) are conven-
tionally also used for implementing sets and map-like data structures but such
implementations are generally regarded inferior in terms of performance [6,7].
Binary Decision Diagrams (BDD) [3] are another efficient way of storing binary
strings, however with a very high average computational cost (as documented
e.g. in [15]) for the basic single-element operations such as insert and delete.

In the domain of model-checking, Laarman et al. [17] introduced a tree-style
compressing data-structure for multi-core model checking, a method that com-
presses inserted data on-the-fly by utilizing sub-string sharing between integer
strings, encoded into a tree structure. A similar technique has been used by the
tool DIVINE [21], leading to great memory reductions, however, at the cost of
performance. While both papers demonstrate promising results, we argue that
these works are orthogonal as they both rely on efficient map and set implemen-
tations. Furthermore, these methods come with a number of restrictions making
them less suitable as general set and map implementations. Other model checking
specific compression-techniques like Delta-compression [9] have been proposed
but suffer from even a greater impact on running-time as well as lacking gen-
eral applicability. The explicit-state model checker LoLa [24] implements a basic
prefix sharing scheme for the state-compression, but has yet to provide this as
a stand-alone library with accompanying benchmarks and does not include the
essential performance enhancements used in PTrie.

2 Definition of PTrie

Let B = {0,1} be a binary alphabet and let B* be the set of all binary strings
over B where € is the empty string. If w = b1bs...b, and w’ = bbj...b), then
wow' = byby...b,bby... b is the concatenation of the two strings (we shall
often write just ww’ instead of w o w’). For a binary string w = b1bs ... by, the
length of w is defined as |w| = n where by definition |e] = 0, and we use the
substring notation wy; ;) where 1 <4, j < n such that wy; j; = bibit1...b;ifi < j
and w; 5 = € if i > j.

Let B™ be the set of all binary strings of length n and let @™ = {ww' | w €
B*,w' € {e}*, Jww'| = n} be the set of all extended binary strings of length n,
i.e. binary strings that can be suffixed with a sequence of wild characters e.
The semantics of an extended binary string w is the set of all binary strings it
represents [w] and it is inductively defined as follows (where b € BU {e} and
we (BU{e})").
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[e] = {e}

_JH{bow |w' € [w]} ifbeB
[[bow]]_{{()ow’,low’w’e[[w]]} ifb=-e

In the rest of this paper, we assume an implicitly given integer constant ¢ > 0
called the byte size and an integer constant x > 2 called the bucket size.

Definition 1 (PTrie Syntax). A PTrie is a tuple? = (F,L,E, T, \, 3) where

1. F is a finite set of forwarding vertices,
2. L is a finite set of leaf vertices such that FNL =0,
3. ECF x (FUL) is a finite set of edges such that (FU L, E) is a tree,
4. T € F is the root vertex of the tree (FUL, E),
5. N E — ©"is alabeling function assigning an extended binary string of length
L to each edge such that
(a) [A(u, )] N [A(w,v")] =0 for all (u,v), (u,v’) € E where v #v', and
(b) Au,v) € B* for all (u,v) € E wherev € F,
6. 3: LUF — 28 is a bucket function such that
(a) 0 <|B(u)] <k foralluecL,
(b) |w| > ¢ for all w € B(u) where u € L,
(c) wii, € [Mu,v)] for all w € B(v) where (u,v) € E and v € L, and
(d) |w| < ¢ for allu € F and all w € B(u).

A PTrie example is given in Fig.la. We note particularly the difference
between forwarding and leaf vertices. The bucket at a forwarding vertex contains
the suffix of the string to be appended to the labels on the path from the root to
the vertex (for example vertex ¢ contains the bucket with the suffixes {1, 00} that
represent the strings 010 o 1 and 010 o 00). However, the bucket at a leaf vertex
must first specify the concrete binary string that matches the extended binary
string on its incoming edge, followed by the suffix of the string (for example the
vertex b represents the strings 111 and 111 00 as the first three bits of each string
in the bucket of b must match the extended binary string 11e).

Before we introduce the main algorithms of the data structure, let us formally
define the semantics of a PTrie as a set of strings that the PTrie represents.

Definition 2 (PTrie Semantics). Let P = (F,L,E,T,\,3) be a PTrie. The
semantics of P, denoted by [P] C B*, is defined inductively as follows in the
height of the tree so that [P] = [T] and

[ue L] = B(u)
[u€ F] = 5(u) U U {AMu,v)ow |w € [v]} U U [v] -

(u,v)€E, veEF (u,v)EE, veEL
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B(b) = {111,111 0 0}

(¢) = {1,00} B(g9) ={0,1,01,11}

e @B(d) = {000 001,110}

B(e) = {100,100 0 10}  B(f) = {101 0 101}

(a) A PTrie P = (F,L,E, T, A, 8) with byte size ¢ = 3 and maximal bucket size xk = 2
containing the binary strings [P] = {000 o 100,000 o 100 o 10,000 o 101 o 101,010 o
1,010000,0100000001,0100110,10000,10001,100001,100011,111,11100}. Squares
indicate forwarding vertices and circles indicate leaf-vertices. We let the labeling ()
be implicitly indicated by the labeling on the edges. The path and suffix of the binary

string 000 o 101 o 101 is highlighted.

b |8) = {0}

ple) = {1,003, = {0,1,01, 11}

(9)9) = (10} O

B(d) = {000001, 0000111} 0
B(h) = {011}

(b) The PTrie from Figure la after inserting {010 00000 111,111 0011} and removing
{000 o 100,000 o0 100 o 10}.

Fig. 1. Running example

3 Operations on PTrie

Let us assume a given PTrie P = (F,L, E, T,\,8) and a binary string w. We
shall now explain the algorithms for the basic set operations

— Member (P, w) for checking the existence of w in P,
— Insert(P,w) for adding w into P, and
— Delete(P, w) for removing w from P.
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The algorithms will use the following functions for manipulating PTries:
Find(P, u, w) for searching from the vertex u for the binary string w, Split(P,v)
for subdividing a vertex once its bucket size becomes larger than k, and its
inverse Merge (PP, v) for reducing the size of the PTrie by merging two vertices.
We also define the parent function (used by the Split and Merge algorithms)
as P: FUL — F such that P(v) = u where u € V is the unique vertex such
that (u,v) € E and by agreement P(T) = T.

3.1 Member Algorithm

The algorithm for checking whether a binary string is already stored in a PTrie
is presented in Algorithm 2 which is based on Algorithm 1 that searches for the
presence of a binary string in a PTrie. This algorithm is also used for the insertion
and deletion algorithms.

Algorithm 1 implements a search from a given vertex u following a given
binary string as long as possible, until either a leaf-vertex is reached or no further

Algorithm 1. Find(P, u, w)
Data: A PTrie P = (F,L,E, T, \,3), a vertex u € V and a binary string w
Result: (v,w’) where w' is a suffix of w that cannot be any further matched by
a (unique) path starting from u and labeled with the longest possible
prefix of w and v € V is the vertex where this mismatch happens

1 begin
2 if |w| < ¢ then

3 return (u,w)

4 E. ={(u,v) € E|wp, € [Mu,v)]};

5 if £, = 0 then

6 ‘ return (u,w)

7 else

8 Let {(u,v)} = E,  // note that |E,| <1 due to Definition 1, case 5a
9 if v € L then

10 | return (v,w)

11 else

12 ‘ return Find(P, v, wi,41,jw)])

Algorithm 2. Member (P, w)
Data: A PTrie P = (F,L, E, T, \,3) and a binary string w
Result: ¢t if w € [P], else ff
1 begin
(v,w") « Find(P, T, w);
if w’ € B(v) then
‘ return ¢t
else
‘ return ff

S U W N
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match is possible and the algorithm returns the reached vertex and the suffix of
the string w that could not be uniquely matched in the PTrie. This algorithm
closely mimics the inductive definition of the semantics of PTrie in Definition 2.

Theorem 1. Algorithm 2 run on an input PTrie P and a binary string w ter-
minates and returns tt if and only if w € [P].

3.2 Insert Algorithm

We shall now focus on inserting a binary string w into a PTrie P as described
in Algorithm 3. We start by matching the prefix of w from the root of the PTrie
(line 2) to the vertex v from which we cannot follow the prefix of w any further.
Either the vertex v is a forwarding vertex and if the unmatched suffix w’ of w
is shorter than ¢, we insert it into the bucket of v at line 8 and we are done. If
w’ is on the other hand longer than ¢, we need to create a new leaf vertex u and

Algorithm 3. Insert(P, w)

Data: A PTrie P = (F,L, E, T, \,3) and a binary string w
Result: P’ where [P'] = [P] U {w} and P’ satisfies all conditions of Definition 1.

1 begin

2 (v,w'") « Find(P, T, w);

3 if w’ € B(v) then

4 ‘ return P

5 else

6 if v € F then

7 if |w’| < ¢ then

: B(v) — B(v) U {w'};

9 return (F,L,E, T,\, ()
10 else
11 l—

{0 if Jue FUL s.t. ['] N [Av,u)] #0
argmax , )
veor where wl, (V'] [[¢T] otherwise

12 Make a fresh leaf vertex u;
13 L — LU {u};
14 E — EU{(v,u)};
15 Av,u) — ¢
16 Blu) — {w');

17 return (F, L, E, T, \, ()

18 else

10 B(v) — B(o) U{w'};
20 if |B(v)] < k then
21 ‘ return (F, L, E, T, )\, ()
22 else

23 ‘ return Split((F, L, E, T, A, 3),v)
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Algorithm 4. Split(P,v)
Data: A PTrie P = (F,L, E, T, \,3) and a vertex v € L such that 8(v) > .
Result: P’ such that [P] = [P’] and P’ satisfies all conditions of Definition 1
1 begin

2 if [[A(P(v),v)]| =1 then

3 F—FU{v} L —L\{v}

4 B(v) — {wg1,|w)) | w € B(v) and |w| < 2};

5 B — {wp41,jw) | w € B(v) and |w| > 2};

6 if B=0 then

7 ‘ return (F, L, E, T,\, ()

8 else

9 Make a fresh leaf vertex u;
10 L—LU{u}; E— FEU{(v,u)}; A(v,u) — *; B(u) — B;
11 if |B(u)| < k then
12 ‘ return (F,L,E, T,\, ()
13 else
14 ‘ return Split((F, L, E, T, \, 3),u)
15 else
16 Let w o ™ = A\(P(v),v) such that w € {0,1}" and m > 0.
17 lo — wOoe™ L ¢y — wloe™ 1

18 By = {w S ﬂ(U) | W1, € [[160]]}; B = {w € ﬁ(v) | W1, € [[51]]};
19 if Bo # 0 and By # () then
20 Make a fresh leaf vertex u;
21 L—LU{u},E—EU{(PW),u)};
22 A(P(v),v) « Lo; A(P(v),u) < £1;
23 B(v) < Bo; B(u) < Bu;
24 return (F,L,E, T,\,3)
25 else

26 if By # 0 then

27 | AP (v),v) « Lo;

28 else

29 | A(P(v),v) « £1;

30 return Split((F, L, E, T, A, 3),v)

store w’ in its bucket at line 16. The point is to label the edge (v, u) with the
most general and non-conflicting label ¢ selected at line 11. In the second case
where v is a leaf vertex, we add the suffix w’ of w into the bucket at line 19 and
should the size of the bucket exceed the maximum size x, we call the function
Split at line 23 to balance the PTrie.

An example of inserting two strings is given in Fig. 1b. The insertion of the
string 010 0 000 causes the creation of the sibling g for the vertex d and splitting
of the label eee into Jee and 1ee. The insertion of 1110011 implies that the leaf
vertex b turns into a forwarding vertex while we create a fresh leaf vertex h and
adjust the buckets accordingly.

Theorem 2. Algorithm 3 run on an input PTrie P and a binary string w ter-
minates and returns a PTrie P’ such that [P'] = [P] U {w}.
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3.3 Delete Algorithm

We here discuss the algorithm for removing a binary string w from a PTrie P as
described in Algorithm 5. As with the insertion algorithm, the Delete algorithm
may call the function Merge defined in Algorithm 6—a function that attempts
to revert divisions previously made by the Split algorithm.

Algorithm 5. Delete(P, w)

Data: A PTrie P = (F,L, E, T, \,3) and a binary string w
Result: P’ where [P'] = [P] \ {w} and P’ satisfies all conditions of Definition 1

1 begin

2 (v,w'") « Find(P, T, w);

3 if w' ¢ B(v) then

4 ‘ return P

5 else

o Bv) — Bv) \ {w'};

7 if v € F then

8 if v has no children then

9 if v = T then
10 ‘ return (F, L, E, T, )\, (3)
11 if |8(v)| > K then
12 ‘ return (F,L,E, T,\, ()
13 L— LU{v}; F— F\{v}
14 B) — {A(P(v),v) 0w | w € Bv)}:
15 return Merge((F, L, E, T, )\, 3),v)
16 else
17 if v has exactly one child u and u € L then
18 ‘ return Merge((F, L, E, T, \, 3),u)
19 else
20 | return (F,L,E, T,\,f)
21 else
22 ‘ return Merge((F, L, E, T, ), 3),v)

Initially we try to match the prefix of w to a unique path from the root of
the PTrie (line 2 of Delete) and we let v be the vertex reached at the end of this
prefix and w’ be the unmatched suffix of w. If w did not exist in the PTrie, we
return the unaltered PTrie at line 4. Otherwise we remove w’ from the bucket
of v. Either v € L, and we attempt to reduce the PTrie (line 22), or we are in
the more complex situation where v € F. If v € F and v has no children (as
illustrated by vertex g in Fig. 1a) then we can turn v into a leaf node (line 13)
and attempt to reduce the size of the PTrie (line 15). However, as T has to stay
in F, we return P if v = T (line 10). If | 3(v)| > & then turning v into a leaf-node
would violate condition 6a in Definition 1 and we therefore return the PTrie as
it is (line 12). If v € F' and v has only a single child such that this child is not
a forwarding vertex, and merging v with its child will not violate condition 6a
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Algorithm 6. Merge(P, v)

Data: A PTrie P= (F,L,E, T, \,3) and a vertex v € L
Result: P’ s.t. [P] = [P'] and P’ satisfies all conditions of Definition 1

begin

if A\(P(v),v) = o' then

if |B(v)| =0 and |B(P(v))| > k then
E— E\{(P(v),v)}; L — L\ {v};
return (F, L, E, T,\,3)
if P(v) =T then
‘ return P
else
u — P(v); £ — Au,v);
i 900+ 3(0)] < then
— (BEU{(P(w),)}) \{(P(u),u), (u,v)}; F— F\{u};
)\(P(u),v) — ¥
B(v) — {ow | w e B) U AW}
return Merge((F, L, E, T, )\, 3),v)
else
‘ return (F,L,E, T,\, ()

else

Let by ...bpe™ = A(P(v),v);
0 by.. by_jemL;
V — {(P(v),u) € E|u+# v and [A(P(v),w)] N[ # 0};
if V =0 then
A(P(v),v) « ¥
return Merge((F, L, E, T, A, 3),v)
else
if V = {u} for some u € L and |3(v)| + |B(u)| < k then
)\(P(v),v) — ¢
B(v) — Alv) U B(u) ;
B E\{(P(w),uw)}; L — L\ {u};
return Merge((F,L,E, T, )\, 3),v)
else
‘ return P

in Definition 1, then we also attempt to merge (line 18). Otherwise just return
PTrie without further modifications (line 20).
An example of removing two different strings from our running example is
presented in Fig. 1b. The removal causes the leaf vertex e to get an empty bucket
implying that it gets removed. This change in turn propagates to the vertex a
that is also removed and its bucket content is merged with that of f.

Theorem 3. Algorithm 5 given a PTrie P and a binary string w terminates and
returns a PTrie P’ such that [P'] = [P] \{w}.



258 P.G. Jensen et al.

4 Implementation

The PTrie interface is implemented as an open source C++ library and it is avail-
able at https://github.com/petergjoel/ptrie under the GPL version 3 license.
Apart from the implementation of all the basic set operations on PTries as
described in this paper (implemented in ptrie: :set), two other flavors of PTries
exist: one providing unique and non-changing identifiers for inserted elements
(ptrie::stable_set) and one providing the functionality of a map, combined
with non-changing identifiers (ptrie: :map)’. The source code provides further
documentation and information.

oM ﬂ ﬂ Iz'i'@ B(h) = {000,111}

Fig. 2. A worst-case scenario for PTries with « = 3 and kK = 2 containing 4 binary
strings {000 o 000 o 000 o 000 o 000 o 000 o 000, 000 o 000 o 000 © 000 0 000 0 000 111, 1000
100 0 100 0 100 o 100 o 100 o 000, 100 o 100 0 100 0 100 0 100 0 100 0 111}

Let us now settle some implementation details. We currently use the bucket
size k = 64 and the byte size ¢ = 8, following conventions for standard byte-sizes.
As modern architectures do not support addressing nor allocation of memory
areas of less than a single byte, our implementation of PTries allows only the
insertion of binary strings with bit-lengths that are a multiple of ¢«. Further-
more, to avoid frequent splits and re-merging of PTries, the Delete and Merge
algorithms initiate the balancing of PTrie only once the buckets become smaller
than %, as opposed to the constant x used in the pseudocode. The experimental
evaluations point towards a slightly worse memory utilization at the exchange
of less frequent re-balancing of the PTrie.

Regarding the memory for storing vertices of a PTrie, forwarding vertices are
implemented as directly indexed tables with 64-bit indexes and with some addi-
tional book-keeping information they occupy 2064 bytes. Leaf vertices are, on the
other hand, lightweight constructions taking up only 16 bytes. The current imple-
mentation of PTrie prefixes all inserted binary strings with their length (using
two additional bytes). In our experience, such an addition generally improves the
performance and reduces memory-consumption. Moreover, as we aim at making
the PTries fast, the speed optimization can occasionally imply an increased mem-
ory consumption for some very specific sets of binary strings, as demonstrated
in Fig. 2, where just a few strings create a long sequence of memory-demanding
forwarding vertices. This implies that long, almost similar, binary strings which
differ only at the beginning and at the end will make the PTrie perform badly
in terms of memory.

! Both these extension come with a smaller overhead in run-time and memory. Also,
currently neither of these extensions support Delete.
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Hence, depending on the specific application domain, the concrete encoding
of the states into binary strings can have an effect on the PTrie performance. As a
heuristic attempt to improve prefix-sharing of Petri net markings (an experiment
discussed in detail in the next section), we first statically order places in the
models by the number of incoming and outgoing arcs. Each such marking is
then encoded according to a number of schemes in order to minimize its length.
The schemes all fall in one of three categories: either only non-empty places
are stored (with the least amount of bits), or a bit-vector is used to represent
non-empty places in the fixed ordering of places, or we use a combination of
the two previous schemes. To determine which way a marking was encoded, we
prefix the encoding with a 8-bit header describing the exact encoding scheme
that is employed. Details of the encoding-scheme can be found at https://bit.
ly/AlignedEncodercpp.

5 Experimental Evaluation

We conducted two series of experiments comparing our PTrie implemen-
tation against google::sparse_hash_set and google::dense_ hash set by
Google?, generally regarded as the state-of-the-art [22,23] space-efficient and
time-efficient, respectively, implementations of sets based on hashing. We
employ jemalloc [10] for memory allocation and MurmurHash64A® as hash-
function for the hash-map implementations. In our evaluation we omit the
std: :unordered_set implementation from the standard library of C++14 as it
was consistently outperformed by the Google implementations (see [22,23] for
further benchmarks).

In the first round of experiments, we test the speed and memory requirements
of insertion, deletion and lookups, simulating a workload using pseudo-random
64-bit integers (with the same seed so that the same sequence of numbers is
inserted /deleted /checked in all test setups). In the second round of experiments,
we modify the verification-tool verifypn [14]* that is distributed as a part of
the Petri net verification tool TAPAAL [4,8], and we conduct an exhaustive
exploration of the full state-space of large Petri net models used at the MCC’16
competition [16]. All experiments were conducted on AMD Opteron 6376 Proces-
sors and limited to 120 GB of RAM and 4 days of computation.

5.1 Simulated Workload

We conduct three sets of experiments called Insert, Insert+50%Delete and
Insert+50%Member, all scaled by the number 2F of pseudorandomly generated
and inserted elements into the set implementation. In the Insert experiment,
we iteratively insert 2¥ binary numbers encoded as 64-bit unsigned integers.

2 Both available at https://github.com/sparsehash/sparsehash.
3 Available at https://github.com/aappleby/smhasher/wiki/MurmurHash2.
4 Available at https://code.launchpad.net /verifypn.
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In the Insert+50%Delete and Insert+50%Member experiments, after each inser-
tion, we choose with 50% probability whether to execute a Delete or Member
operation, respectively. In Insert+50%Delete, we randomly draw for deletion an
element that was previously inserted, but we do not check whether the element
was already removed or not. This implies that with 33% probability it tries to
remove a nonexisting element. In Insert+50%Member, we randomly select an
element for which we do an Member operation, such that about one half of the
existence checks are with a positive answer.

Table 1. Time in seconds for the simulated workload experiments

E ‘ ptrie ‘ dense ‘ sparse ‘ ptrie/dense ‘ ptrie/sparse
Insert

28 437.21 386.0| 569.1|113% 7%
29 869.0| 757.1| 1111.3|115% 78%
30 1749.2 | 1540.2 | 2326.7 | 114% 5%
31 3572.0| 3081.7| 4785.6|116% 75%
32 7184.6 | 6126.6 | 9963.6 | 117% 72%
Average | 2762.4| 2378.3| 3751.2|115% 75%
Insert+50%Delete

28 751.5|  T44.1| 742.7101% 101%
29 1516.8 | 1494.3 | 1461.9 | 102% 104%
30 3038.5| 3032.1| 2997.8 | 100% 101%
31 6392.3| 5837.4| 6150.1|110% 104%
32 13356.1 | 11701.0 | 13115.5 | 114% 102%
Average | 5011.1| 4561.8 | 4893.6 | 105% 102%
Insert+50%Member

28 709.6 | 591.2| 771.0|120% 92%
29 1468.4| 1219.3 | 1583.8 | 120% 93%
30 2829.1| 2363.0| 3195.4|120% 89%
31 5839.8| 4707.6| 6597.3 | 124% 89%
32 12244.2 | 9473.2 |13676.5 | 129% 90%
Average | 4618.2| 3670.8| 5164.8 | 123% 90%

The results measuring the speed of operations are presented in Table 1. For
pure insertions, PTries are on average about 15% slower than dense_hash but
25% faster than sparse_hash. When we add deletions, PTries are only about 5%
slower than dense_hash and essentially comparable with sparse_hash (on aver-
age just 2% slower). In the last experiment where we add frequent queries on the
presence of a string in the set, dense_hash becomes 23% faster but on the other
hand PTries are by 10% faster than sparse_hash. In summary, sparse_hash is
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in general slower or equal in speed with PTrie, while dense_hash is the fastest
of the three data structures.

However, we can see in Table2 a significant reduction of the memory-
footprint in all of the experiments (Insert+50%Member is not included as its
memory usage is identical with pure inserts). PTries deliver about 70% of the
memory reduction compared to dense_hash and between 42-57% reduction com-
pared to sparse_hash (depending on whether deletions are included or not).

In conclusion, PTrie is the most memory efficient data structure that is faster
or at worst equal in speed with sparse_hash. The fastest set implementation is
dense_hash, however, at the cost of a large memory overhead. We remark that
the drop in relative memory-reduction in the Insert experiment when E = 32 is
due to the creation of a large number of forwarding vertices—this occurs with
high probability for truly random strings when E is a multiple of 8.

Table 2. Memory in megabyte for the simulated workload experiments

E ‘ptrie ‘dense ‘sparse ‘ptrie/dense‘ptrie/sparse
Insert and Insert+50%Member

28 2033.6 | 6151.7| 4239.6|33% 48%
29 3197.6 | 12295.7 | 8455.9 | 26% 38%
30 6115.7 | 24583.7 | 16923.0 | 25% 36%
31 10827.6 | 49159.7 | 33908.2 | 22% 32%
32 37839.6 | 98311.7 | 67757.7 | 39% 56%
Average | 12002.8 | 38100.5 | 26256.9 | 29% 42%
Insert+50%Delete

28 1935.8| 6157.7| 3032.3 | 31% 64%
29 3383.8|12301.6 | 5966.5 | 28% 57%
30 6960.7 | 24589.6 | 12057.8 | 28% 58%
31 13488.9 | 49165.6 | 24914.0 | 27% 54%
32 37493.6 | 98317.6 | 68195.0 | 38% 55%
Average | 12652.6 | 38106.4 | 22833.1 | 31% 57%

5.2 Real Workload by Petri Net Model Checking

In order to test the PTrie performance on a realistic scenario, we integrate PTrie
as a part of a Petri net model checker. We replace the state-storage of the ver-
ification algorithm used by verifypn with the respective set implementations
(by using an encoding of Petri net markings to binary strings as discussed in the
implementation section). We then conduct an exhaustive state-space search on
the P/T nets from the MCC’16 competition. To reduce the impact of auxiliary
datastructures used by the algorithm, we conduct the search with two different
search-strategies (breadth first and depth first), and we report the minimum of



262 P.G. Jensen et al.

the memory and time-consumption from either of these searches. We consider
in total 94 Petri nets with a nontrival but feasible state-space size. More con-
cretely, we selected all nets with more than 10° and less than 10'° reachable
markings. Out of these 94 nets, PTrie-based variant completed 89 test-cases, ran
out of memory on 4 models and timed out on a single instance. The dense_hash-
based model checker completed only a subset of the test-cases solved by PTrie
and exceeded the memory-bound for additional 9 nets. A similar performance
was achieved by sparse_hash that also completed only a subset of problems
solved by PTrie but exceeded the memory for 7 additional nets. In the summary
tables we consider so only 80 state-space searches that were completed by all
three set-implementations.

In Table3 we can see that PTries are on average as fast as the fastest
hash-map implementation via dense_hash with only a 3% overhead on average,
while PTries provide significant 14% speedup compared to sparse_hash. There
seems to be no correlation between the number of states/markings (equivalent
to the number of insert operations) and the relative performance achieved. With
respect to memory usage, the experiments confirm the effectiveness of PTrie as

Table 3. Time in seconds for the 5 best, 5 median and 5 worst Petri net models,
ordered by the performance of ptrie relative to dense_hash. Legend for the models:
a = Angiogenesis-PT-05, b =PolyORBNT-PT-505J20, c= Diffusion2D-PT-D05N010,
d = SmallOperatingSystem-PT-MT0128DC0032, e = SmallOperatingSystem-PT-MT0
128DC0064, f= ARMCacheCoherence-PT-none, g=TCPcondis-PT-05, h= Auto
Flight-PT-01b, i= SimpleLoadBal-PT-10j = ResAllocation-PT-R020C002, k =Param
ProductionCell-PT-5, 1=ParamProductionCell-PT-0, m = SwimmingPool-PT-04,
n = SwimmingPool-PT-03 and o =IOTPpurchase-PT-C05M04P03D02.

Model | ptrie |dense |sparse |ptrie/dense |ptrie/sparse | 10 states | 10® operations
a 408.7 517.8 680.5 | 79% 60% 42.7 486.9
b 12882.8 | 15888.9 | 19163.1 | 81% 67% 693.8 2151.2
c 2337.9 | 2839.3 | 3693.7 | 82% 63% 131.1 5553.7
d 244.6 292.3 526.6 | 84% 46% 113.3 863.5
e 589.2 693.6 | 1141.2|85% 52% 261.2 2010.6
f 69451.0 | 68601.0 | 70879.3 | 101% 98% 320.6 22339.6
g 16.4 16.1 20.6 | 102% 79% 3.0 24.9
h 318.7 312.8 389.7 | 102% 82% 48.9 354.4
i 5011.5 | 4917.2| 5812.8 | 102% 86% 406.0 3051.2
j 69.5 67.9 78.3 | 102% 89% 11.5 66.8
k 25.7 20.4 21.3 | 126% 121% 1.7 6.7
1 41.4 32.8 33.81126% 123% 2.8 13.2
m 439.9 345.7 647.9 | 127% 68% 164.4 1047.5
n 78.3 60.9 112.4 | 129% 70% 32.2 199.3
o 263.9 163.6 185.2 | 161% 143% 17.4 108.4
Avg 4608.4 | 4482.2 | 5380.0 | 103% 86% 289.3 3195.2
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Table 4. Memory in megabytes for the 5 best, 5 median and 5 worst Petri net
models, ordered by the perforamce of PTrie relative to sparse_hash. Legend for the
models: a=DNAwalker-PT-06track28RL, b =DNAwalker-PT-04track28LL, ¢c=DNA
walker-PT-07track28RR, d = DN Awalker-PT-05track28LR, e = DNAwalker-PT-12ring
LLLarge, f=Kanban-PT-0010, g=BridgeAndVehicles-PT-V50P50N20, h = Bridge
AndVehicles-PT-V50P20N10, i=BridgeAndVehicles-PT-V50P50N10, j= AutoFlight-
PT-05a, k=ParamProductionCell-PT-0, 1=I0TPpurchase-PT-C05M04P03D02,
m = ParamProductionCell-PT-5, n=ParamProductionCell-PT-3 and o=Param
ProductionCell-PT-4.

Model | ptrie |dense |sparse |ptrie/dense ptrie/sparse | 10° states | 10° operations
a 2815.6 | 16481.6 | 15063.5 | 17% 19% 435.3 2983.9
b 2817.6 | 16481.5 | 15063.6 | 17% 19% 432.9 2961.9
c 2855.6 | 16481.6 | 15063.6 | 17% 19% 432.9 2961.9
d 2883.6 | 16481.6 | 15063.6 | 18% 19% 435.3 2983.9
e 14707.6 | 65901.4 | 60223.4 | 22% 24% 1885.4 15271.5
f 16579.6 | 35751.6 | 33971.6 | 46% 49% 1005.9 12032.2
g 21283.5 | 44344.2 | 43515.5 | 48% 49% 896.3 3363.7
h 7539.6 | 20667.6 | 15373.6 | 37% 49% 347.6 1271.7
i 7541.6 | 20667.5 | 15375.5 | 37% 49% 347.6 1271.7
j 1463.6 | 5203.6 |2965.6 | 28% 49% 68.2 1286.2
k 133.7 169.6 129.6 | 79% 103% 2.8 13.2

1 879.7 1303.6 |763.6 |68% 115% 17.4 108.4
m 105.7 | 91.6 81.6 115% 130% 1.7 6.7

n 93.6 87.5 71.6 107% 131% 1.5 5.9

o 147.7 169.6 111.6 | 87% 132% 2.4 9.8
Avg | 5150.6 |13339.3|11056.9  39% 47% 289.3 3195.2

seen in Table 4. In general we observe a significant memory footprint reduction
by up to 81% compared to sparse_hash and on average by 53%. The reduc-
tions in the case of dense_hash are as expected even higher. We can notice
that higher relative memory reduction occurs when we use PTries for models
with a larger number of reachable states/markings, confirming that PTries are
particularly beneficial for memory demanding applications like model checking.
We can observe that for some instances of prefix-sharing, PTries are particu-
larly effective as demonstrated by the “DNAwalker”-cases (using less than 7
bytes per stored marking versus 36 for sparse_hash), while ineffective for the
“ParamProductionCell”-cases (using more than 64 bytes per marking versus 49
for sparse_hash). Here we experience the situation described in Fig. 2 caused by
the ordering of places in the binary encoding of markings and by the fact that
there is large number of places where the number of tokens hardly ever changes
during the computation.
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6 Conclusion

We presented PTrie, a novel data structure for compressing sets of binary strings
while providing fast operations for element addition/removal and containment
checks. Compared to the state-of-the-art alternatives that either trade memory
savings for time (google: :sparse_hash set), or focus on optimizing the speed
of operations (google: :dense_hash _set), our data structure improves the per-
formance of sparse_hash both in terms of memory as well as time. Compared
to dense_hash, we are on average 5—23% slower on random strings, while only
3% slower when storing strings coming from a real application domain, and at
the same time we provide 60-70% of memory reduction.

In the future work, we plan to provide an efficient parallelization of the PTries
for the use in multi-core architectures, and extend the set of basic operators
with intersection, union and difference. Even though these additional operations
are not necessary for explicit model checking applications, they may find other
application domains and tree-based design of PTries seems to be suitable for this
purpose. Finally, a research of tree-walking algorithms for PTries, facilitating
complex searches through the elements of the set, are of high interest too.
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Abstract. A program has secure information flow if it does not leak any
secret information to publicly observable output. A large number of static
and dynamic analyses have been devised to check programs for secure
information flow. In this paper, we present an algorithm that can carry
out a systematic and efficient attack to automatically extract secrets
from an insecure program. The algorithm combines static analysis and
dynamic execution. The attacker strategy learns from past experiments
and chooses as its next attack one that promises maximal knowledge
gain about the secret. The idea is to provide the software developer with
concrete information about the severity of an information leakage.

Keywords: Information flow - Symbolic execution * Static analysis

1 Introduction

Information flow security is concerned with the development of methods that
ensure that programs do not leak secret information, i.e., that it is not possible
to learn secret information by looking at publicly accessible output.

To ensure that programs have secure information flow relative to a given
information flow policy, a large number of static analyses have been devised
(see [22] for a survey). Most of these approaches are qualitative, in the sense
that they try to establish that a program is secure and they reject programs
as insecure otherwise. In case of a leak (even if allowed by a given declassifica-
tion policy) they do not provide details about how much information is leaked.
Quantitative information flow analysis [1-3,14,20,23] complements qualitative
analyses by measuring the amount of leaked information. Developers can use
this feedback to decide whether the leakage is acceptable or not.

Our aim is to support detection and comprehension of information flow leaks
during software development. In previous work [8] we presented an approach to
generate demonstrator code for leakages in the form of failing tests. These tests
could be examined and debugged by a developer to fix the leak. The generated
tests merely demonstrated that a program does not respect a given information
flow policy, but it was not possible to extract actual secrets. Extracting a secret
or at least narrowing down the number of possible values of a secret information
helps in two ways: (i) the software developer obtains additional information
about the nature of the leak and (ii) it becomes easier to judge the severity of a
leak and to assign its fix an appropriate priority.

© Springer International Publishing AG 2017
D.V. Hung and D. Kapur (Eds.): ICTAC 2017, LNCS 10580, pp. 269-287, 2017.
DOI: 10.1007/978-3-319-67729-3_16
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The work presented in this paper applies techniques developed for quantified
information flow analysis to guide the systematic creation of an (as small as
possible) set of experiments/attacks to be conducted to gain maximal knowledge
about a secret. The set of experiments is built incrementally. New experiments
are added only if they are non-redundant and lead to a “maximal” knowledge
gain. This sets our approach apart from previous work [3,14,20] that uses a
random set of experiments (or simply states the existence of such a set), i.e. we
are able to obtain a tighter characterisation of secrets than before.

We introduce a novel approach for automatic generation of a “good” exper-
iment set to exploit information flow leaks. The main contributions are: (i) an
algorithm that combines static analysis and dynamic analysis. Symbolic exe-
cution is used to statically analyse a program’s behaviour, to compute path
conditions and symbolic states. Based on this information, knowledge about a
secret is incrementally increased by devising knowledge-maximizing experiments
that in turn refine the static analysis results. These experiments are obtained
by (ii) maximizing information leakage relative to metrics that depend on public
input. The result of our algorithm is a (iii) logical characterisation of a secret.
Hence, a model finder can be used to extract the remaining candidates for the
secret, and in the best case, the secret itself as the only remaining model.

The paper is structured as follows: In Sect.2 we give the necessary back-
ground to make the paper self-contained. Section 3 is about our approach and its
design. Section 4 describes the generation of the input values for the experiments
with a focus on efficiency. An experimental evaluation is presented in Sect. 5. We
finish with related work (Sect.6) and conclusions/future work (Sect. 7).

2 Background

The programming language used throughout the paper is a simple, deterministic
and imperative language with global variables of a 32-bit integer type (we denote
their domain with Zsz). We consider here only programs where termination is
guaranteed for all inputs. Our actual implementation supports a rich subset of
sequential Java, including method calls, objects with integer fields, and integer-
typed arrays (see Sect.5.1).

In the remaining paper we use p to denote a program and Var = {z1,...,z,}
to denote an ordered set of all program variables occurring in p.

2.1 Characterization of Insecurity Using Symbolic Execution

Symbolic execution (SE) is a versatile static analysis technique [13]. SE “runs”
a program with symbolic (input) values instead of concrete ones.

Ezample 1. The program in Listing 1.1 uses 1, h as program variables. For
values of 1 below 100, the computed value stored in 1 represents the result of
comparing the initial values of 1 and h, where 1 is assigned 3, 0, —3 for 1 being
equal, less than, and greater than h, respectively. For values of 1 of 100 and
above, the value 2 is assigned to 1.
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Starting SE at line 1 in an initial state where 1 and h have symbolic input
values Iy and hg, respectively (short: [ : Iy, h : hg) causes a split into two SE
paths. The first branch deals with the case where the branch condition ly < 100
holds and the second branch with the complementary case. We continue symbolic
execution on the first branch with the i £-statement in line 2. This causes another
split with branch conditions Iy = hg and [y # hg. Continuing again with the first
branch, we symbolically execute the assignment of value 3 to 1 in line 3. ad

Symbolic execution creates an SE tree representing all possible concrete exe-
cution paths. Each node corresponds to a code location and contains the symbolic
state at that point: a mapping from program variables to their symbolic value
and a path condition. The path condition is the conjunction of all branch con-
ditions up to the current point of execution. The initial state of any execution
path through a node with path condition pc must necessarily satisfy pc.

Path conditions and symbolic values are
always expressed relative to the initial sym-  Listing 1.1. Running example
bolic values present in the initial symbolic | 3¢ (1 < 100) ¢
state. In the following, instead of introducing ,  ig (1 == h)

a new constant symbol vy to refer to the initial 5 1 = 3;

value of a program variable v, we simply use 4 else
the program variable v itself. This means pro- s if (1 <h) 1 = 0;
gram variables occurring in path conditions ¢ else 1 -3;

and symbolic values refer always to their ini- 7 } else 1 =

tial value.

We use SET,, to refer to the SE tree of program p and N, to refer to the
number of symbolic execution paths of SET,,. For each leaf node of an SE path i
(I < i < N,) the corresponding path condition is denoted with pe; and the
symbolic value of variable v € Var in the final state of path i is denoted with the
expression f;’. Later we need to express symbolic values or path conditions over a
different variable signature: Let V = {z1,...,2,}, V' = {z],..., 2]} be ordered,
disjoint sets of program variables with the same cardinality; we write pc;[V'/V],
meaning that each x; in pc; has been replaced by z}. In case of two disjoint
variables sets Vi, Vo we write pe;[V{, V4 / Vi, V] instead of pe;[VY/V1][Vy /Va).
Similar for the symbolic values f}.

There are several approaches to deal with loops and recursive method calls
in SE to achieve a finite SE tree. We follow the approach presented in [11],
which uses specifications, namely, method contracts and loop invariants. In case
of sound and complete specifications this approach is fully precise. In case of
incomplete specifications, completeness (but not soundness) is sacrificed. In brief,
the effect of loops and method calls is encoded as part of the path condition and
the introduction of fresh symbolic values.

The approach presented in this paper extends our previous work [8] in which
SE is used to compute path conditions and the final symbolic values of program
variables to obtain a logic characterisation of insecurity. We recapture the most

2;
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important ideas: Let L, H be a partitioning of Var. The noninterference policy
H~AL forbids any information flow from the initial value of high (confidential/se-
cret) program variables H to low (public) variables L. In [7] self-composition is
used as a means to formalize, in terms of a logic formula, whether or not a pro-
gram is secure relative to a given noninterference policy. The negation of such
a security formula is true for insecure programs, i.e. any model of the negated
formula describes a pair of program runs that leak information. We use this idea
as follows: Given two SE paths ¢ and j with path conditions pc;, pc; and final
symbolic values f7, f7, v € Var. The insecurity formula

Leak(i,j) = (/\v =) Apci A (pej[ Var'/ Var)) /\\/ff =+ (f;’/[Var// Var]) (1)
veEL veL

has a model (an assignment of values to program variables satisfying (1)) if
there are two program runs, one taking path ¢ and the other one path j (i = j
possible), that end in final states differing in the value of at least one low variable,
even though their initial states coincided on the low input. Our target programs
are deterministic, hence, this can only be the case if the value of high variables
influenced the final value of the low variables. To check whether a program is
insecure, we compare all pairs of symbolic execution paths:

\/  Leak(i,j) (2)

1<i<G<N,

An SE path that contributes to an information leak is called a risky path.
The set of all risky paths is denoted by Risk. Details on how to support other
information flow policies than noninterference can be found in [8].

2.2 Quantitative Information Flow Analysis

We recall some measures for quantifying information leaks [3,15,23,25]. Given
a program p and a noninterference policy H~4L, let O C L (usually: O = L)
be a subset of low variables whose value can be observed by an attacker after
termination of p. We assume that before running p, the attacker knows about
the values of low variables (or can even manipulate them); and that the initial
values of variables in H and L are independent (i.e. from an attacker’s perspective
knowledge about L does not entail any knowledge about H).

Let L, H denote the finite sets of all possible values of L and H, e.g., for
two unrestricted integer program variables H = {hy,ho}, H is the Cartesian
product Zso X Zso of their domain. Similarly, let @ be the set of all possible
output values of O. Let the function O, : L. — 20 that computes the set of
all possible output values of O for a given low input be defined as follows:
O, : 1+~ {0 | o final values of O after executing p(1, h),for each h € H}.

Each low input value [ defines a random variable Oout(Z) corresponding to
the observed output values in the set Q,(I) after running program p with fixed
low level input I. We denote with O, (L) the function from L to the space of
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random variables as defined above. The random variables corresponding to the
initial values of H are denoted with Hj,.

Conventionally, the amount of information that is leaked from H to O can be
measured by quantifying the amount of unknown information about H’s value
(the secret) w.r.t. the attacker before running the program (the attacker’s initial
uncertainty about the secret) and after observing the output value of O (the
attacker’s remaining uncertainty about the secret). Then we have:

information leaked = initial uncertainty — remaining uncertainty

To measure uncertainty different notions of entropy are in use, for instance,
Shannon entropy [5,21], min entropy [23], and guessing entropy [3,15]. To quan-
tify information leakage, we adapt the definition given in [25].

Given random variables X, Y with sample spaces X and Y, respectively. The
Shannon entropy of X is defined as H(X) = — > .x P(X = 2)log(P(X = z)).
The conditional Shannon entropy of X given Y is defined as

H(X|Y) =) P(Y=y)> P(X =2z|Y =y)log(P(X =z|Y =y))
yeY rzeX

Intuitively, H(X) is the average number of bits required to encode the values
of X and H(X|Y = y) quantifies the average number of bits needed to describe
the outcome of X under the condition that the value of Y is known.

Shannon entropy and its conditional variant are used to quantify information
leakage as follows: the initial uncertainty of the attacker about the input value
of H is interpreted as Shannon entropy of H;,, while the remaining uncertainty
of the attacker about H;, when O,,:(L) is known is interpreted as conditional
entropy. Then information leakage can be computed as ShEL,(L) = H(H;n) —
H(H;p| Oout (L)) that is the mutual information of Hy, and Oy (L).

While Shannon entropy is a natural approach to quantify leakage, it fails to
reflect the vulnerability that high values might be guessed correctly in a single
try. Consider the two programs

p1 =1if (h%8==0)1=h else 1=1), p2 = 1=h&0777

taken from [23]. Using Shannon entropy, the mutual information leakage of pro-
gram p; is smaller than that of ps, i.e., p; is considered to be more secure than ps.
However, the risk of leaking the complete value of H in a single run is significantly
higher for p; than for ps. Smith [23] proposed min entropy as an alternative met-
ric to address this problem. Min entropy H, (X) of a random variable X equals
—logV(X) where V(X) = max,ex P(X = z). Intuitively, the min entropy of a
random variable X represents the highest probability that X can be guessed
in a single try. Using min entropy to measure information leakage is similar to
Shannon entropy: the initial uncertainty is interpreted as min entropy of H;,
and the remaining uncertainty is the conditional min entropy of H, given O,,;.

The final leakage metric considered in this paper is guessing entropy. Intu-
itively, the guessing entropy of a random variable X is the average number of
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questions of the kind: “Is the value of X equal to x7” that are needed to infer
the value of X. The derivation of the computation of the guessing entropy-based
leakage is similar to the previous ones. Details of min and guessing entropy-based
leakage can be found in the technical report [9].

3 Automatic Inference of a Program’s Secrets

This section describes our attacker model and presents the core logic of our
algorithm to automatically infer a program’s secrets.

3.1 Attacker Model and Overview

We assume that the attacker knows the source code and can run the program
multiple times to observe public outputs. The notation p, L, H, etc. is as above.
Figurel shows an

overview of our app- Leak detection
roa‘Ch.’ FlrStv the Sourc.e Program i execute //exg?:lzntgﬂitcree/L‘ Detect leaks
code is analysed stati- o

.
cally by symbolic exe- ¥

CUtlon tO ldentlfy exe- H(‘ggci:‘e%m i——> Perform experiment dﬁ Low input ; i nsf)/e::g{hs /

cution paths, called

risky paths, that might /J_\

cause information leak- ,,.""L};gf'ggéé{é[;';z_m__ Deduce
age (directly or indi- Maiition of secret e
rectly). Based on this
analysis a number of
experiments are per-
formed to infer the secret. An experiment is a program run with concrete input
together with the outcome. To perform an experiment the algorithm selects suit-
able low input based on knowledge about risky execution paths and knowledge
accumulated in previous runs. The algorithm terminates when one of the follow-
ing conditions holds: (i) all secrets have been inferred unambiguously; (ii) it can
be determined that no new knowledge can be inferred; (iii) a specified limit of
concrete program runs is reached.

We assume that high variables are not modified by or in between runs. We

use hy € H to refer to a secret, i.e.. concrete (to us unknown) values of H.

Fig. 1. Structure of the algorithm to infer secrets

3.2 Knowledge Representation of High Input

We fix a program p, a noninterference policy H~4L, and a set O C L of observ-
able low variables. The concrete value sets L, H, O,(-) are as before. To gain
knowledge about a secret, a series of experiments is performed.

Definition 1. A pair <Z75>Es with 1 € L, 0 € Qp(1) is called an experiment for
p and hy denoting the high input value used in the run. As long as il is clear
from the context, we omit the subscript hs.
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Let E = {(I;,0;) | 1 < j < m} be a set of experiments for a program p. Symbolic
execution of p yields a precise logical description of all reachable final states, see
Sect. 2. Recall that N, is the number of all feasible (i.e., with satisfiable path
condition) symbolic execution paths. For each symbolic execution path ¢, we
obtain its path condition pc; and the final symbolic values f of any program
variable v. Let O be an ordered set of fresh program variables such that for any
v € O there is a corresponding v/ € O" and the cardinality of O and O’ is equal,
i.e. |O| =|0’|. The formula

Info(L,H,0") = \/ InfoPath,(L, H,0) (3)
1<i< N,

where InfoPath,(L, H,0") = pc; N \,cov' = f{ “records” the information
about final values contained in a symbolic execution path. It is true whenever
the variables in L, H, O’ are assigned values [, h, 6 such that executing p in
an initial state (I, h) terminates in a final state where the variables in O have
values 0. For a concrete experiment (I,0) formula (3) is instantiated to

Infoda(H) = Info(l, H,0) = Info(L, H,0")[l,0/L,0’] (4)

This formula is true at the time of running the experiment, because (i) the
taken execution path must be contained in one of the symbolic execution paths,
and (ii) the observed output values must be equal to those obtained by evaluating
the symbolic values with the concrete initial values of the low and high variables.

We write Info 1,5) (H) to emphasize that the truth value of the formula only
depends on the assignment of concrete values to the program variables in H. The
formula Info <7’5>(H ) constrains the possible high values and can be seen as the

information about hs that can be learned from experiment (I, ). The knowledge
about hg gained from all experiments in a set F is then

KF(H)=K"H)A  \ Infoq 5 (H) (5)
(1,0)€E

where K (D(H ) is the initial knowledge about hg that is known before performing
any experiment, for example, domain restrictions. If nothing is known about A,
then the initial knowledge K%(H) is simply true. The set of all models of K Z(H)
contains by construction also the actual secret hy (a simple inductive argument
with base case that K?(H) is satisfied by h).

We want to design a set of experiments that reduces, as much as possible,
the number of possible concrete values for H that satisfy (5). The smaller this
number is, the more we succeeded to narrow down the possible values for the
secret. In particular, if only one possible value remains, we know the secret.

Some notation: the set of all values of a variable set X that satisfy a formula
©(X) is denoted by Sat(y). Hence, Sat(KE(H)) is the set of all values of H that
satisfy K¥(H). As usual we use |S| to denote the cardinality of a set S.
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Data: p: program to be attacked (with the high input already set); noninterference policy
H~4L; O C L: observable low variables; KQ(H): initial knowledge about H; mazE:
maximum number of experiments

Result: KE(H): the accumulated knowledge about H obtained by executing the

experiments E
E « 0
K — K"(H);
while |E| < mazE do
(I, leakage) «— findLowInput(E, K);
if leakage > 0 then
execute p with low input [;
0 <« values of O when p terminates;
E — EU({l,0);
K — KA Infoayﬁ)(H);
if |Saty(K)| =1 then
‘ exit while;

end

else

‘ exit while;
end

end
Algorithm 1. Secret inference

Example 2. Consider again the program from Listing 1.1 with 1 as low variable
and h as high variable. Assume the value of h is 10. Initially, the knowledge
about the value of h is its domain —23! < h < 231,

Given two experiment sets X = {(5,0),(3,0),(8,0)}, Y = {(5,0), (17,—-1)}.
The knowledge about the secret input value of h that can be gained from X and
Y is KX({h}) =8 < h < 2% and KY({h}) = 5 < h < 17, respectively. Even
though |X| > |Y], it is the case that |Sat(K Y ({h}))| < |Sat(K* ({h}))], hence
the knowledge about the secret value of h obtained from Y is higher than the
one obtained from X. O

We want to accumulate maximal knowledge about a secret with as few exper-
iments as possible. In particular, we do not want to perform experiments that
do not create any knowledge gain. Avoiding redundant experiments is essential
to achieve performance.

Definition 2. An ezperiment (1,0) is called redundant for KE(H) if the fol-
lowing holds: Vh.(KE(h) — Info 7 5,(h)).

A redundant experiment (/,0) gains no new information about a secret h

for knowledge K (H), because K¥(h) A Info g 5 (h) = KE(h).

3.3 Algorithm for Inferring High Input

Algorithm 1 implements the core of our approach. The result is a logical formula
that represents the accumulated knowledge about the high variables the algo-
rithm was able to infer. The result can be used as input to an SMT solver or
another model finder to compute concrete models representing possible secrets.

Algorithm 1 receives as input the program p, the symbolic execution result
for p, i.e. p’s SE tree together with all path conditions and symbolic values in the
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final symbolic execution state, the attacker’s initial knowledge, etc. In particular,
the formula Info ; 5 (H) can be computed.

First, the set of already performed experiments F is initialized with the empty
set and the accumulated knowledge K is initialized with the initial knowledge of
the attacker. At the beginning of each loop iteration K contains the accumulated
knowledge of all experiments executed up to now, i.e. K = K¥(H). In the first
loop statement the low input [ for a new experiment is determined by method
findLowInput(E, K) based on the set of experiments E and the knowledge K
accumulated so far. That method returns also a measure of the leakage expected
to be observed by executing p with the provided low input. The method returns
0 as leakage only if all low input values would result in redundant experiments.
In its most basic implementation the method returns simply random values and
a positive value for leakage. We discuss more refined implementations in Sect. 4.

If the expected leakage is positive (i.e. something new can be learned), pro-
gram p is executed with the computed low input  and the set of experiments
is extended by the pair (I,5) where 0 are the values of the observable variables
when p terminates. In the next step we update the accumulated knowledge by
adding the conjunct Info ; 5 (H). Afterwards, we check whether the accumulated
knowledge uniquely determines the values of the high variables. If this is the case
we know the exact secret and return. Otherwise, we enter another loop itera-
tion until the maximal number of experiments maxFE is reached. If the expected
leakage is zero, no useful low input can be found and the algorithm terminates.

4 Finding Optimal Low Input

We aim to provide a more useful implementation of method findLowInput(E)
than the trivial one sketched above. The main purpose of the method is to
determine optimal low input values that lead to a maximal gain of knowledge
about the values of the high variables. We use the security metrics discussed in
Sect. 2.2 to guide this process and show how these can be effectively computed
by employing symbolic execution and parametric model counting. We refer to
the technical report [9] for all proofs of theorems.

4.1 Risky Paths and Reachable Paths

We start with a set of experiments F (|E| = m) and the accumulated knowledge
about the high variables in form of the logic formula K¥(H). We assume the
initial knowledge about secret K?(H) is correct (h, satisfies K%(H)), hence hy
also satisfies K (H). Our aim is to find the low level input I,,1; for a new
experiment that is most promising for maximal knowledge gain. Next we show
how to avoid generation of low input that would lead to a redundant experiment.

A risky path is a symbolic execution path which might contribute to an
information leakage (see Sect.2.1).

Definition 3. Let p be a program and N, be the number of all symbolic paths
of p. A symbolic path i (1 <i < N,) is called a risky path for a noninterference
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policy H ~ O iff Fk.(1 < k < N, A Leak(i, k)) is satisfiable. The set of all risky
paths of p is denoted with Risk.

The set of risky paths gives rise to a condition for redundant experiments. If
a given low input never leads to the execution of a risky path, then it does not
contribute to an information leakage and thus the experiment is redundant. The
following theorem characterizes this intuition formally:

Theorem 1. InRisk(L) denotes the formula 3h.(K*¥ (k) A Nig rise —pcil / HY).
If for some 1 € L the formula InRisk(l) is false then the experiment (I,0) is
redundant for K2 (H).

Example 3. The SE tree of the program in Listing 1.1 has four paths with path
conditions pc; = 1 < 100A 1l = h, pcsc = 1 < 100A1 < h, pcs =1 <
100 A1 > h and pey = 1 > 100. The set of risky paths is Risk = {1,2,3}. The
fourth path is not a risky path as it does not contribute to any leak. We have
InRisk({1}) = 3h.—~(1 > 100) = 1 < 100 indicating that only low input values
less than 100 may lead to any information gain. a

Definition 4. An SE path i is called a reachable path for K¥(H) iff the fol-
lowing formula is satisfiable:

K" (H) A pe; (6)
RE denotes the set of all reachable paths for KZ(H).

Ezample 4. (Example 3 cont’d) Assume the initial knowledge about the value of
his —23! < h < 23! and the secret value of h is 1000. We execute the program in
Listing 1.1 with 1 = 98. The execution terminates in a state where 1 has been
set to 0. Using this experiment, we obtain as accumulated knowledge about h:
2 <h <22PA((98=hA3=0)V(98<hA0O=0)V (98 >hA-3=0))
= 98 < h < 23!, With this knowledge about h, the risky path 3 becomes
unreachable because the formula 98 < h < 231 A1 < 100A 1 > h is unsatisfiable.
O

Theorem 2. For all experiments (1,0), it holds that KZ(H) A Info ;5 (H)
KE(H) A\;cpe InfoPath,(1, H,0).

Theorem 2 shows that all unreachable paths can be ignored while construct-
ing the knowledge about hs. Moreover, it allows us to consider only reachable
paths when deducing optimal low input, which we explain in the next sections.

4.2 Quantifying Leakage by Symbolic Execution

We denote the number of assignments of values to the variables in H that satisfy
KP(H) by Sg = |Sat(KZ(H))|. We assume that the actual value of H satisfies
KE(H),ie. KP(H) is correct.
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Definition 5. For a formula g, let V' be the set of all program variables occur-
ring in g and let V.= XUY be a partitioning. Function Cx|[Y](g) is called
parametric counting function iff it returns the number of assignments to the
variables of X that satisfy g (i.e. the number of models) as a function of Y.

Ezample 5. Given V ={1,h} and g=0<h < 100Ah > 1 A0 < 1 < 100. Then
the number of models of h satisfying g depends on 1 and can be determined for
any value of 1 satisfying 0 <1 <100 by Cyp,[{1}](g) = 100 — 1. O

We want to extend the experiment set £ by adding a new experiment (I,0)
such that the observable leakage (knowledge gain on high variables) is as high as
possible. The following theorem provides an iterative method to compute the

different leakage measures from Sect.2.2 based on counting the models
of KE(H).

Theorem 3. Let E be an experiment set and KZ(H) the knowledge about the
high variables. If the probability distribution of the values for H is uniform,
the Shannon entropy-based ShELy(L), the min entropy-based MEL,(L), and the
guessing entropy-based GELy(L) leakages can be computed as follows:

ShELp<L):zOg<SE>—é S (CulLl(g(L, H,0))log(CuLl(g(L, H,0)))
0€0, (L)

GEL(L) = “E5 = o S (Cullo(L H.0)) CulL)(g(L H,)) + 1)
0€0, (L)
MEL, (L) = log(Cor[L](3h.g(L, h,O"))) (O as defined in Sect. 3.2)

where g(L, H,0) = K¥(H) A InRisk(L) A\/;c ge InfoPath;(L, H,O).

Intuitively, the theorem states that given the current stage of the experi-
ment with K¥(H) providing the initial uncertainty, the theorem expresses a
characterization of leakages by observing the low outputs.

When pc; and the symbolic observable output values ?ZO are linear expres-
sions over integers, the computation of Cx[L](...) and Co/[L](...) can be reduced
to counting the number of integer points in parametric and non-parametric poly-
topes for which efficient approaches (and tools) exist [24].

4.3 Method findLowlInput

Algorithm 2 shows detailed pseudo code of method findLowInput. It computes
the optimal low input values for a given leakage metric together with the com-
puted leakage. First, the set of reachable paths R¥ is determined by checking
the reachability of all paths using formula (6). If no reachable paths exist or all
reachable paths are not risky, the algorithm exits and returns 0 as leakage value
(in that case the low input values are irrelevant). Otherwise, the optimal low
input values for the leakage metric are computed.
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Data: Set of performed experiments E, current knowledge KE(H)
Result: (I, leakage): optimal low input value and corresponding leakage
RE — findAllReachablePaths(K ¥ (H));
if |[R?| > 0A R¥ N Risk # 0 then

QLeak(L) «— appropriatly instantiated entropy formula;

1 — findL2Mazimize(QLeak(L));

if | = null then

‘ 1 — random value that does not appear in E;

end

leakage «— QLeak(l);
else

‘ 1 — null;

leakage «— 0;

end

Algorithm 2. Implementation of method findLowInput

Here QLeak(L) is one of ShEL,(L), GELy(L), MEL, (L) according to the chosen
security metric. The low input values are determined by solving the optimization

problem: argmaz; ; QLeak(l). In case of ShEL,(L) and GEL, (L) this is equivalent
to minimizing the sum expression in the corresponding formula of Theorem 3.

4.4 Choosing a Suitable Security Metric

Choosing the right security metric for a given program plays an important role
for finding optimal low input values. The choice influences the computational
complexity of the optimization problem as well as the quality of the found low
input. It turns out that computing the Shannon and guessing entropy-based
metrics is significantly more expensive than the min entropy-based metric. The
reason is that min entropy-based leakage merely requires to estimate the cardi-
nality of the observable output values, while the two others require to enumerate
each possible output value (but can find better low level input).

Consequently, the Shannon and guessing entropy-based leakage metrics are
only feasible for programs whose observable output (i) either depends only on
the chosen SE path, but not on the actual values of the low or high variables (i.e.
each SE path assigns only constant values to the observable variables); (ii) or the
output values depend only on the low input (i.e. for a specific concrete low input,
their concrete value can be determined by evaluating the corresponding symbolic
value f). For all other programs, determining the possible concrete output values
is too expensive in practice. We illustrate (for space reasons only for case (i)
described above) how the Shannon and guessing entropy-based leakage metrics
can be used.

Let 7 be a reachable path with path condition pc; and symbolic output values
f2. By assumption (i), the symbolic values in f© are constants (i.e. independent
of any program variables), so they can be evaluated to concrete values 0;. We
may assume that the output values for all SE paths ¢ # j differ, hence 0; # 0;
(otherwise, paths 4, j are merged into one with path condition pc; V pc;). Fur-
ther, O, (L) = {0;|i € RF}, because we only consider reachable paths. Hence, we
can conclude that for all i,j € R” with i # j the formula InfoPath;(L, H,0;)
is equivalent to false and InfoPath;(L, H,0;) simplifies to pc;. We use this to
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simplify the definition of g in Theorem 3 to g(L, H,9;) = KZ(H) Apc;. The com-
putation of ShEL,(L) and GELy(L) becomes now significantly cheaper, because
the cardinality of the set of possible observable outputs is bound by the number
of reachable paths and only path conditions need to be considered.

Ezample 6. (Example 3 Cont’d) For our running example we already identified
the set of risky paths as Risk = {1,2,3} and obtained InRisk(1) = 1 < 100.
A closer inspection of the program reveals the following: as long as our only
knowledge about h is that its value is within an interval [a, b] then choosing the
arithmetic middle H?“ for the input value of 1 is the best choice.

The initial knowledge about h is that its value is between —23! and 23! — 1,
hence, the best choice is 0 or —1. We show that the solution computed automat-
ically by our algorithm reaches the same conclusion. To avoid redundant experi-
ments, we know already that 1 must be chosen such that 1 < 100 (= InRisk(1)).
Let ¢ denote —23! < h < 23 A1 < 100. From the symbolic output values, we
obtain 07, C {3,0, -3} and:

g(l,h,3)=pAh=1 g(lL,h,0)=pAh>1 g(l,h,-3)=pAh<1
g(1,h,1)=¢p A((1=hA1=3)V(1<hAl =0)V(1>hAl =-3))

where 1’ is a new program variable representing the final value of 1. Model
counting (we used the tool Barvinok [24]) yields the following functions:

1, if—23 <1 <100
0, otherwise

C{h}[l](g(l7 h,3)) = {

23t _1—1, if —231 <1 <100
Crny[1](g(1,h,0)) = {0, if 1 > 100

232, otherwise

23141, if —231 <1 <100

0, otherwise

C{h}[l}(g(l’hv _3)) = {

3, if —231 <1<100
C14[1)(3hg(l,h, 1) =42, if 1=—2%

1, otherwise

From the final function we see that the maximum leakage measured by
the min entropy-based metric is log 3 for all values of low input in the range
(—231,100). This restricts the choice of a suitable value for 1 only slightly. Com-
putation of the maximal leakage for the Shannon and guessing entropy-based
metrics requires more effort. Using the optimizers Bonmin and Couenne! with
the first three functions, we get as result 1 = 0 which meets our intuition.

! www.coin-or.org/Bonmin and projects.coin-or.org/Couenne.
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Listing 1.2. Listing 1.1 with specification annotations

public class RelaxPC {
public int 1; cprivate int h;
/*1'1 | h o s/
/+@ requires -2147483648 <= h && h < 2147483648; @x*/
public void check() {
if (1 < 100) { ... }
}
}

©w N e U oa W N e

Moreover, the maximum Shannon entropy leakage when choosing 1 = 0 is
approximately 1, i.e. 1 bit of h is revealed. For this program, the Shannon
and guessing entropy-based metrics perform significantly better than the min
entropy-based metric. The latters’ successive application generates a series of
experiments that performs binary search to uncover the secret. O

5 Implementation and Experiments

5.1 Implementation

We implemented the approach described above on top of the KEG tool [8].
KEG is used to create failing tests for insecure Java programs. The information
flow policy specification is provided in terms of source code annotations. KEG
supports noninterference and delimited information release policies. For loops
and (recursive) methods KEG supports loop invariants and method contracts.
Beside primitive types, object types are also supported.

Listing 1.2 shows the annotated Java code from Listing 1.1. Line 3 contains
a class level specification that forbids any information flow from the high vari-
able h to the low variable 1. The check method’s precondition in line 4 specifies
the initial knowledge about h. The program is given to our tool which performs
the analysis explained in the previous sections and illustrated in Fig.1. Our
implementation supports the computations described in Sect. 4 and outputs the
corresponding optimisation problems as AMPL [10] specifications. This makes
it possible to use any optimizer supporting the AMPL format. Currently, KEG
uses a combination of two open source optimizers, Bonmin and Couenne, as
well as the commercial optimizer Local Solver [4]. For model counting we use
Barvinok [24]. The latter only supports counting for parametric polytopes, which
restricts the use of the secret inference feature to programs with linear path con-
dition and symbolic output expressions. This restriction does not affect KEG’s
other features, including leak detection and leak demonstrator generation.

5.2 Experiments

For the running example, KEG detects an information flow leak for the specified
noninterference policy. In case the high variable has a value greater than 99, KEG
stops after one experiment and returns 99 < h < 2147483648 as the accumulated
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knowledge, which is all that can be learned. However, if h is less or equal than
99, KEG automatically extracts the exact value of h after only 31 experiments
when using the Shannon or guessing entropy-based metric.

In addition, we evaluated our approach on a sample of insecure programs
under the assumption that for any program the attacker knows nothing about
the secret except that it is a 32 bit integer. Loop specifications and method
contracts are supplied for programs containing unbounded loops and recursive
method invocations. The tool has been configured to terminate its attack when it
was either able to infer the values of the high variables, the maximum achievable
knowledge has been reached, or the number of experiments exceeded the limit
of 32. The evaluation was performed on an Intel Core 15-480M processor with
4GB RAM and Ubuntu 14.04 LTS. The results are shown in Table 1.

Table 1. Case study statistics

File name #SP/RP | High input | Shannon entropy | Min entropy | Guessing entropy
#RB/E | T(s) #RB/E | T(s) | #RB/E | T(s)
PassChecker | 2/2 2135451222 | 0/32 159 0/32 13.3 1 0/32 139.3
RelaxPC 4/3 -1208665253 | 32/31 | 31.7 1/32 6.9 |32/31 |294
MultiLows | 6/3 395444738 | 32/20 | 22.6 1/32 7.5 |32/22 |24.3
ODependL  |4/3 -13484756 1/1 0.9 1/1 0.2 |1/1 0.3
ODependL. | 4/3 95464630 32/31 |29.8 1/32 6.7 |32/31 |29.6
ODependLH | 6/5 -941087637 | n/a n/a 32/1 0.7 |n/a n/a
ODependLH | 6/5 23269332 n/a n/a 1/1 0.7 |n/a n/a
LoopPlus 3/2 -552256949 | n/a n/a 1/1 0.2 |n/a n/a
LoopPlus 3/2 1707132530 |n/a n/a 32/1 1.3 |n/a n/a
EWallet 3/2 692935244 | n/a n/a 21/32 |10.1 |n/a n/a
#(SP/RP): nur of Symbolic Paths/Risky Paths
#(RB/E): nr of Revealed Bits/necessary Experiments T(s): Time for experiments (seconds)

(available at www.se.tu-darmstadt.de/research/projects/albia/download/secret-inferring/)

Discussion. Table1 shows that using min entropy to guide experiment gener-
ation is in most cases the fastest option, but it lags often behind the other
entropies regarding the amount of inferred information, because it considers
merely the number of output val-
ues. The Shannon and guessing
entropy-based metrics can only
be used for analysing the pro- =
grams PassChecker, RelaxPC, 4~
MultiLows, and ODependL, bec-

ause only those fall into the

class of programs character- = Taenewe
ized in Sect.4.4. For these pro- . T enORY e orce
grams (exception PassChecker) .

the Shannon and guessing entropy- ¢ i:::5s7sinibbhstibbonzansnssnsan
based metrics turn out to be very Frpenmens

effective. Both reveal almost 1

bit per experiment.

Unknown bits

Fig. 2. Bits revealed per experiment
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Figure2 compares for program RelazPC' the number of bits revealed after
each experiment for each of the supported metrics and with a simple exhaustive
brute force attack (the latter could be lucky and hit the secret in one of the first
32 attempts). For this program we can see that in case of the min entropy-based
metric the first experiment (which chose 0 as low level input) manages to reveal
about one bit of information, namely that the secret’s value is below 0 and stalls
afterwards. The reason is that under the assumption of a uniform distribution
the min entropy-based metric considers any possible choice of | between —23!
and 99 to be equally good. Consequently, the min entropy-based metric does not
perform significantly better than a brute force attack. The Shannon and guessing
entropy-based metrics perform best, extracting almost one bit per experiment
and reveal the complete secret after 31 steps.

The program PassChecker is a simple password checker, leaking only whether
the given input is equal to the secret or not. The amount of leakage does not
depend on the low input and all entropy-based approaches perform equally bad
as random experiments or exhaustive brute-force attacks.

For programs whose observable output depends on high variables (ODe-
pendLH, LoopPlus and EWallet), Shannon and guessing entropy are practically
infeasible as the range of observable values is too large. However, min entropy is
still applicable and quite effective, as it leads to the generation of low input for
paths on which the observable output depends on the high input. Observe that
LoopPlus and EWallet contain unbounded loops and recursive method calls.

The programs ODependL, ODependLH and LoopPlus witness the fact that
successful secret inference may also depend on the values of high variables. The
reason is that in these programs the high variable influences the taken symbolic
execution path and the final output values, which renders the set of reachable
paths value-dependent on high variables. Hence, the quality of the generated
experiments depends as well on the high variables.

6 Related Work

An information-theoretic model for an adaptive side-channel attack is proposed
in [15]. The idea of the attacker strategy is to choose at each step the query that
minimizes the remaining entropy. This is achieved by enumerating all possible
queries to choose the best one, which is rather expensive. In contrast our app-
roach quantifies the potential leakage as a function of low input, and hence, we
can use efficient available optimizers to find the optimal input value.
Pasareanu et al. [19] propose a non-adaptive side-channel attack to find low
input that maximizes the amount of leaked information. In contrast to our app-
roach, only path conditions are considered, but not symbolic states. Hence, they
cannot measure leakage caused by explicit information flow. The authors of [12]
define a quantitative policy which specifies an upper bound for permitted infor-
mation leakage. The model checker CBMC is used to generate low input that
triggers a violation of the policy. Both of [12,19] use channel capacity, that is
measured via the number of possible observable output values, as their leakage
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metric. Thus their generated low input is often not the optimal one: for example,
in case of Listing 1.2, we are able to generate a sequence of low inputs for 1, each
of which extracts nearly 1 bit of information, allowing to find the exact secret
after 31 experiments. Their approach can only return a single, arbitrary input
for 1 € (—231,100), hence, using it for an attack would not perform better than
brute force. Both approaches require a bound on the number of loop iterations or
the recursion depth, whereas we can deal with unbounded loops and recursion.

Low input as a parameter of quantitative information flow (QIF) analysis is
also addressed in [18,25]. In [25], the authors only analyze the bounding problem
of QIF for low input, but do not provide a method to determine a bound for the
leakage and they do not discuss how to find the input maximizing the leakage.

In [14] a precise quantitative information flow analysis based on calculating
cardinalities of equivalence classes is presented. The author assumes an optimally
chosen set of experiments, but does not describe how to construct such a set.

The authors of [6] model attacker knowledge as a probability distribution of
the secret and show how to update such knowledge after each experiment. In [3],
the authors briefly discuss the correlation between the set of experiments and the
attacker’s knowledge. However, none of these papers describes how to construct
an optimal experiment set that maximizes the leakage. Other approaches in
quantitative information flow [16,17,20] do not address low input in their analy-
ses and consider only channel capacity with the same drawbacks as discussed
earlier.

7 Conclusion and Future Work

We presented an approach and a tool to automatically infer secrets leaked by an
information flow-insecure program. It features a novel, adaptive algorithm that
(i) combines static and dynamic analysis, (ii) uses leakage metrics that depend
on low input (which, to the best of our knowledge, sets it apart from any existing
work) to guide experiment generation and (iii) provides a logic characterisation
of the search space for the secret that can be put into a model finder to extract
the secrets. The approach can deal with programs containing unbounded loops
and recursive methods. The viability of the method has been demonstrated with
a number of representative benchmark programs that clearly illustrate its poten-
tial and its current limitations. The latter are mainly derived from restrictions
in current parametric model counting tools so that any progress in this area will
directly benefit our approach as well. We plan to integrate specification gener-
ation techniques to reduce the need for user-provided annotations such as loop
invariants. We will also look at non-uniform distributions of secret values.
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Abstract. Currently, most digital infrastructures for educational certificate
management cannot guarantee data security and system trust. Using blockchain
can solve this problem. However, there are still some defects with the existing
blockchains that cannot be applied. Most of them are dependent on tokens, and
limited by throughput and latency, moreover, no one can support certificate
query with precise and high efficiency. In order to solve these problems, this
paper presents educational certificate blockchain (ECBC) which can support low
latency and high throughput, and provide a method to speed up queries. To
reduce latency and increase throughput, consensus mechanism of ECBC uses
the cooperation of peers to create blocks in place of the competition. ECBC
builds a tree structure (MPT-Chain) which can not only provide an efficient
query for a transaction, but also support historical transactions query of an
account. MPT-Chain only needs short time to update and can speed up block
verification. In addition, ECBC is designed with transaction format to protect
user’s privacy. The experiment shows that ECBC has better performance of
throughput and latency, supporting quick query.

Keywords: Consensus mechanism - Blockchain scalability - Quick query

1 Introduction

The certificate is a manifestation of student’s learning ability, it helps students to find a
satisfactory job, of course, it can prevent us from getting a job if we provide a forged
certificate. However, the validation process for certificates is lengthy and complex,
which makes it possible to forge [1]. Therefore, it is imperative to establish a reliable
digital infrastructure for certificates. In China, the website XueXinWang [2], as a
certificate digital infrastructure, provides a lot of convenience. For example, it verifies
the authenticity of the certificate quickly. But it also has many shortcomings, using
central storage to save data cannot guarantee data security, under attack; the data may
be lost, altered or leaked. In addition, the centralized system cannot guarantee system
trust.

© Springer International Publishing AG 2017
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Blockchain can guarantee data security and solve the problem of system trust [3]
which is first raised in bitcoin [3, 4]. So using blockchain to achieve certificate system
for the management of certificates will be reliable, safe and trustworthy. However, the
existing blockchain for the management of certificates still show many shortcomings.

First of all, the existing blockchains are mostly dependent on tokens, but the
certificates management does not require tokens. Secondly, consensus mechanisms
(e.g. POW) waste a lot of computing resources, in addition, its throughput and latency
cannot meet the requirements of certificate system [5, 6]. Thirdly, storing data trans-
parently will lead to the disclosure of personal privacy [7]. Finally, only the ethereum
[8] provides an index structure called MPT can achieve a quick query for the latest
status of account, but cannot support the efficient query for history transactions of an
account [9]. Querying the history records of a certificate holder is very important,
because people always want to be able to query a person’s education experience.

Based on the discussion above, this paper proposes an educational certificate
blockchain (ECBC) to manage educational certificates. In order to improve perfor-
mance, consensus mechanism does not need peer to compete to calculate the block’s
link value. The link value of the block needs to be generated by the cooperation of
peers, and no one can know the link value of the block in advance. ECBC has the
following advantages that it avoids waste of computing resources, has no fork, does not
depend on tokens, and can meet the requirements of throughput and latency.

ECBC treats the issuance or revocation of a certificate as a transaction, which will
be written into the blockchain, and designs transaction format to prevent privacy leaks.
The privacy data of users is encrypted, which ensures that even if someone maliciously
obtains the blockchain data, it is not possible to obtain users’ information. Using
Patricia tree [10] can quickly locate query results. Merkle tree [11, 12] is used to ensure
that data accepted from others is not corrupt and not replaced, and even can check that
others do not spoof or publish false data. Based on these, ECBC combines the features
of Patricia tree and merkle tree, constructing a tree structure (MPT-Chain) to speed up
query and ensure the correctness of query results in a distributed network.

In order to support querying history records efficiently, MPT-Chain extends the leaf
nodes so that the leaf nodes can store the logical relationship of the account transaction
chain. In addition, the node of MPT-Chain stores intermediate value for merkle root
calculation, which can be used to speed up the MPT-Chain update and block
verification.

The main contributions of this paper are as follows:

1. A consensus mechanism is proposed for blockchain, without bifurcation, and
achieves high throughput and low latency.

2. This paper proposes a tree structure (MPT-CHAIN), which takes little time to
update, supports query account transaction chain and speeds up block verification.

The remainder of the paper is organized as follows: Sect. 2 introduces related work
which had done lots of work for certificate management and the performance of
blockchain. In Sect. 3, educational certificate blockchain architecture is introduced.
Section 4 describes consensus mechanism for creating blocks in detail. Section 5
introduces the MPT-Chain of ECBC. And Sect. 6 shows efficiency analysis and
experiments.
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2 Related Works

Prior to us, the Massachusetts Institute of Technology Media Laboratory (MIT Media
Lab) has been noted problems of the existing digital infrastructures for educational
certificate. They tried to use blockchain to solve the problem of system trust and data
security, and designed a set of tools to display and validate educational certificates [1].
The overall design of the certificate architecture is simple. When the issuer signs an
educational certificate, its hash value would be stored in the bitcoin’s blockchain.

It is undeniable that the MIT Media Lab’s solution can solve the problem of data
security and system trust, but the educational certificate stored in the bitcoin’s block-
chain, which makes certificates administration more complex and relies on tokens.
Bitcoin development has been severely constrained by its throughput and latency, the
low performance is fatal for certificates management [6, 13].

In Bitcoin, the way that a transaction actually works “under the hood” is that it
consumes a collection of objects called unspent transaction outputs (“UTXOs”) created
by one or more previous transactions, and then produces one or more new UTXOs,
which can then be consumed by future transactions. A user’s balance is thus not stored
as a number; rather, it can be computed as the total sum of the denominations of
UTXOs that they own [14].

UTXOs are stateless, and so are not well-suited to applications more complex than
asset issuance and transfer that are generally stateful, such as various kinds of smart
contracts. It would be very difficult to understand the logical relationship between
transactions, because the relationship between the user and transactions is confused in
UTXO model if we treat a transaction as the issuance or cancellation of a certificate.

The use of certificates is frequent in the certificate management process. But there is
no strategy can support efficient query in bitcoin. Traversing data is not feasible, which
will be more and more slowly while data increasing. The recent rise of the Ethereum to
do some of this work, but for the management of certificates is not enough. They put
forward an account model which can manage transactions better than UTXO model.
Besides, Ethereum sets up three index trees (MPT) to speed up query, one for getting
transaction, and one for getting account’s balance, the remaining one is for receipt. All
of them are for latest state of account, cannot support to find transaction chain of an
account. But querying the history records of a certificate holder is very important.

3 ECBC Architecture

In this section, Educational Certificate Blockchain Architecture is introduced. ECBC
uses blockchain to organize schools, regulators, students, and employers. It facilitates
the review of the certificate data by the regulatory authority and also protects the
security of certificate data and improves system trust.

The p2p-based educational certificate network consists of peers and entities:

Definition 1. Peer. Peer represents schools and regulators. It is versatile can be
involved in creating blocks in the network. Each peer has an identity authentication,
can use public key for encrypting messages and private key for signing blocks. It can
ensure the security of message and blocks cannot be forged.
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Definition 2. Quorum. Quorum refers to a peer who has the right to participate in the
consensus process. The consensus mechanism of ECBC will dynamically will
dynamically select some peers to become quorums which can generate blocks through
cooperative consensus algorithms.

Definition 3. Entity. Entity represents students, and employers. ECBC provides light
client for entities to verify and query the certificate, some entities are the holder of
educational certificates, can get public and private key to protect user privacy. Entity
can submit query request, and verify the correctness of the query results through block
header.

Peers use consensus mechanism presented in this paper to generate a block, its
basic structure is shown in Fig. 1. The block structure consists of a block header and a
number of transactions. The block header includes link value of previous block, the
link value of this block, the creator, the block height, the timestamp and the merkle root
of MPT-Chain. The link value of the block is created in the peers’ consensus process
by all the peers’ cooperation. Each block (except the genesis block) contains the link
value of the previous block, thus forming a blockchain. In addition, the merkle root of
MPT-Chain can guarantee the correctness of query results and the consistency of MPT-
Chain in the network.

IssuerID: " 0001 "

HolderID: "1adf7893c8 "
Receiver-added:

IssueData: GTM time
(

{

Personal Id: 123456789
Name: Jim

National :Han

Sex : Male OptionTypelD: " 1"
Birthday: 20000101
Learning Time: 20100101~

CertTypelD: "0"

20140101 MajorID: " 010"
Picture: DataURL
1 Receiver-added:

§

""Sho4v345in6is5td6oej6f5vi
698f793j2840ng93yh "

Use public key of
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[ 1
———

1 [ 1 [
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Fig. 1. ECBC architecture

The issuance or revocation of a certificate as a transaction will be written into
blockchain, which is initiated by an issuer (such as school). Transaction format is
designed in accordance with open badges specification [15], which includes IssuerID
that can represent the issuer, and holderID can anonymously identify the certificate
holder, the major, the type of certificate, the type of operation, the encrypted
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information concerning the privacy data, and the timestamp. The Operation Type is
used to indicate whether the certificate was issued or revoked, because the data for the
blockchain can only append. Blockchain as a distributed ledger, its data is open and
transparent, which requires us to protect personal privacy [16]. Asymmetric encryption
algorithm can guarantee data privacy, but also can cause the transaction cannot be
verified. Therefore, we will use the asymmetric encryption algorithm encrypts the part
of the transaction data which is related to user privacy, but does not affect the trans-
action verification, such as personal ID, name, date of birth, learning time, personal
photos and so on.

4 Consensus Mechanism of ECBC

In this section, we will describe consensus mechanism of ECBC in detail. ECBC is a
permission chain; the peer who wants to into the network must have permission. Each
peer represents a trustworthy organizations or units, of course, we cannot rule out these
peers which may become Byzantium peer. In bitcoin, the peers can join unlimited,
which may lead to high possibility of byzantine peers [5, 6]. Therefore, the fault
tolerance of POW is 51% of all the peers. The joining of peers must be permitted and
peers’ credibility is high, this characteristic for designing a consensus mechanism has
brought different view. We reduce the fault tolerance of the network to one-third, and
design a consensus mechanism which is scalable, high efficient, while ensures security
and credibility. Creating block is a process of rotary, so we only describe a round of
creation.

4.1 Dynamic Quorums

In order to ensure block creation secure and reliable, each block wants to take effect
should reach a consensus by all the peers in the network. However, the number of peers
in the network is increasing. All the peers are involved in consensus process, which is a
waste of computing resources. So we select some peers called quorums to reach a
consensus, but fixed quorums may cause security problems. For avoiding the occurrence
of this phenomenon, we dynamically pick out quorums. Use computing power (P), and
the number of times who had been as quorum (T) to calculate peer’s comprehensive
value (C_V). Calculation formula of C_V is as follows:

C_V=P/VT (1)

To ensure that quorum is changed dynamically, the number of times who had been
as quorum is used as a limiting factor. Suppose the number of peers in the network is
N(N = 3f + 1), where f represents the number of Byzantine nodes that may exist in the
network. Sort the peers from big to small according to C_V, select the first 2f + 1 of
this sequence to be quorum. The time complexity of this algorithm is O(N * log(N)),
time overhead is negligible for ECBC.
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Quorums selected will reach a consensus on a block. A round of consensus process
may create a block or may not. After a round of consensus process, the number of
consensus round increases affirmatively and the block height may not. Each consensus
round will correspond to a set of quorums that called view, when a round of consensus
process ends, due to changes in T, resulting in view change.

4.2 Cooperation Consensus Algorithm

Cooperation consensus algorithm does not depend on computing power of the peer, but
requires quorums to work together. It can be divided into three steps: The first step is
quorums reach a consensus for the block’s link value; the second step is to select
primary peer which can create block in this round; the third step is quorums vote for
block created by the primary peer.

In first step, each quorum generates a random number, and uses its private key to
sign the random number, then sends it to others. When a quorum receives all the
random numbers from other, using random numbers, the merkle root of transactions in
the block, the link value of previous block and time stamp calculate hash value as the
link value of this block. Link value is used to guarantee that block is not easily falsified.
If anyone wants to modify any transaction value in the block, all previous blocks’ link
value need to be changed accordingly.

If the random number sent to others by the quorum is inconsistent, the link value
will be different for different quorum. This phenomenon will lead to multiple primary
peers in a consensus process, will also be multiple blocks. So this consensus process is
no doubt a failure. Byzantine peers pay a small price can lead to a significant increase
in the failure rate of consensus. To prevent such attacks, it is necessary to check the
random number when the quorum receives a random number. The quorum packaged
all random numbers into a set, and then broadcast it to others. All the quorum check
random numbers by the set, if the one is not the same, the random number generator
will be removed from quorums.

And then, select a quorum as primary peer to create block through random num-
bers. The primary peer is selected by the average of all the random numbers, whose
random number is closest to the average and it broadcasted random number in the
earliest time will be selected as primary peer. The primary peer can construct block and
broadcast it to all the peers in the network. Constructing a complete block consists of
packing the transaction into the block and calculating the MPT-Chain’s merkle root in
the block header. The calculation of merkle root will be highlighted in the next section.

When a quorum receives the block by the primary peer, and then verifies the
correctness of the block, including the index root, transactions, block height, merkle
root of MPT-Chain and then vote for the block. If a block can get votes more than half
of the total number of quorum, which is f + 1. Then this block can be written in the
blockchain, the height of blockchain and consensus round increases. Otherwise, con-
sensus round increases.
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Algorithm 1

Cooperation Consensus Algorithm

Input:
Output:

1:
2
3:

quorums
block

Each quorum generates a random number

Send random number with signature to others

If (the number of random numbers had been received =
the number of quorums)

4:Check random numbers

5:Calculate block’s link value

6: Go to line 13

7: End if

8: Else if ( time out && don’t receive the random number
)

9: The quorum removed

10: the number of quorum = the number of quorum -1
11: Go to line 3

12: End if

13: Select primary peer to create block and then broad-
cast

14: If( time out && no block by primary peer)

15: Go to line 26

16:End if

17:Else if (verify block == true)

18: Vote

19:End if

20: If (the number of vote = f +1)

21: write block into blockchain

22 block height = block height +1

23: round = round +1

24:End if

25: Else

26: round = round +1

27:End else

Considering that information may be lost in the process of transmission or quorum
failure (such as earthquake and other natural disasters), which will cause messages
cannot be transferred. We set time threshold to prevent such situations. If the waiting
time is more than time threshold and others still does not receive the random number,
block or vote by the quorum, we can come to the conclusion that the quorum cannot
communicate. In order to prevent the infinite wait for random number in the consensus
process, the quorum cannot communicate should be removing from quorums. When
the block and enough votes cannot receive until waiting time is more than time
threshold, the consensus process will be failure.
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4.3 Basic Properties of Cooperation Consensus

Given that cooperation consensus is a new blockchain creation rule, it is imperative to
first show that all peers eventually adopt or accept a certain block uniformly. For any
block B, we define Cj is the creator of block B. The definition Y/ is the time of B when
it was first accepted or abandoned. In addition, H(y) is defined as the height of
blockchain when the time is /.

Proposition 1.1. (The Convergence of History). P.(yg<oo) = 1. In other words,
every block is eventually either fully abandoned or fully adopted.
To prove the proposition, we make use of the following claim.

Claim 1.2. V() <oo. For any block B, y/ is always less than infinity.

Proof. It can be seen from the algorithm of Cooperative consensus that the growth
speed of educational certificate block chain is mainly influences by network delay.
Let D be the delay diameter of the network. Assume that block B is either adopted or
abandoned by all peers when time is Wg. That is to say, at time Wg, block B has votes
which are not more than half of the quorums and a round of cooperation consensus has
not ended. All peers in consensus network will continue to wait until the block receives
votes more than half of the quorums, or the waiting time exceeds the time threshold.
The time threshold is set to eliminate that a round of consensus cannot reach the
termination of the state caused by the network delay.

Proof of Proposition 1.1. If Yz = oo then there are no new blocks added to block-
chain. The probability of this case must be zero. As by Claim 1.2 we know that V(i)
is finite.

Proposition 1.3. (Resilience from 50% attacks). The 50% attack here is for the con-
sensus network. If Cp is a byzantine peer and block B contains illegal transactions,
When this round of consensus for block B is completed, H({/5) is not incremented.
That is, all peers will abandon block B, the 50% attack initiated by the byzantine peer is
a failure.

Proof. In consensus network, the upper bound of the number of byzantine peers is f,
and the total number of peers is 2f + 1. If a byzantine peer becomes the primary peer
construct block B and join all the byzantine peers in the network together to cheat. The
maximum number of votes that block B can get is f, but the block that wants to join
into blockchain must obtain votes at least f + 1. However, for a block that cannot pass
validation, it is not possible to get votes that exceed f + 1. Therefore, we can conclude
that in consensus network, 50% attacks which initiated by the byzantine peer always
fail.

5 MPT-Chain of ECBC

ECBC not only solves the problem of data security and system trust, but also provides
users with efficient query services. With the block height increasing, the number of
transactions is also growing rapidly. The speed of linear query cannot meet user’s
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requirement. This paper proposes a tree structure called MPT-Chain to speed up query,
which combines the features of Patricia tree and merkle tree. MPT-Chain can ensure
the consistency of distributed index and the correctness of query results.

Using Patricia tree as index can quickly locate the user’s query results. And the
update of Patricia tree does not need to spend too much computing resources, just need
to modify the leaf node. Still, if primary peer broadcast index along with the block,
huge data transmission may block the network. If the peers using transactions build
index locally, this may cause the byzantine peer to return the wrong query result.
Traversing data set is an only way to verifying the result.

Merkle tree is used to ensure that the data accepted from others is not corrupt and
replaced, and can check that others do not spoof or publish false data. The merkle proof
it provides is the basis of SPV (simple pay verification) [18], which can support the
validation of the data in the light client. Based on these, this paper combines merkle
tree and Patricia tree, constructs MPT-Chain which makes ECBC can guarantee the
consistency of indexes in the distributed network and the correctness of query results.

5.1 Node Structure of MPT-Chain

MPT-Chain is a tree structure which contains four different types of nodes. The node
structure is shown in Fig. 2. The structure of the root node consists of two parts: branch
pointer and value. Branch pointer stores the pointer point to the branch node. Value
field stores merkle root of the MPT-Chain, which stored in the block header will be
changed when creates a block. The branch node is a list, its length is 17. HolderID in
hexadecimal encoding format is used as search key, so all the branch node has 16 keys
for storing the child pointer. The key in the branch node lists all possibilities of
character, which reduces the trouble of dynamic updates. When search path reaches this
branch node, the index number of the key represents the value of the search code. The
value field of branch node stores merkle root of the merkle tree when taking the branch
node as the root. Starting from the leaf node, calculated layer-by-layer until it reaches
the branch node, stored merkle hash calculated in the value field.

Root  [Branch pointer [ Value |
Branch node | Key0|Keyl [ Key2 | - [ Keyl3] Keyl4] Keyl5| Value |
Leaf node [ tx-pointer [ ... [ tx-pointer [ Value |
Extended node | tx-pointer [ ... [ Value [Branch pointer |

Fig. 2. Node structure of MPT-Chain

The leaf node is a list that can be dynamically changed in length. It consists of two
parts: tx-pointer and value. The tx-pointer stores the pointer point to the transaction that
can dynamically append when the holderID related transactions are increasing. The leaf
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node will add a new tx-pointer when a new transaction of the holderID is written into
blockchain. The value field stored in leaf node is a hash that can be calculated by
constructing the merkle tree of the transactions, which is pointed by tx-pointer in the
leaf node. An extended node is an extension of a leaf node. It is used to solve the
problems when a holderID encoding is a prefix for others, extend the leaf node of the
holderID to an extended node in order to extend the encoding. When a leaf node
extends to an extended node, the leaf node needs to be added a field to store the branch
pointer. The value field stored in leaf node is a hash that can be calculated by the hash
of the transaction pointed by tx-pointer and the value of the branch node pointed by
branch pointer.

The value field in the branch node, the leaf node and the extended node is inter-
mediate value of the merkle root. When primary node creates a new block, it needs to
update the MPT-Chain; the update process will require the recalculation of the value
field of the MPT-Chain’s nodes. So the node of MPT-Chain stores intermediate value
of the merkle root, which will be reused when the branch is not updated and can
prevent the waste of computing resources. In addition, it can also shorten the block
creation time.

5.2 The Example of MPT-Chain Structure

Users can query the certificates by holderID, and check the personal information by
decrypting the Receiver-added information to confirm whether the owner of the cer-
tificate is consistent with the person who provides holderID. It is inspired by a
zero-knowledge proof [17]. The requirement of users for the query is different, such as
some users may only need to query a certificate, and some users may query all the
holder’s certificates.

The MPT implemented by the Ethereum is only the latest state query. It cannot
support the history transactions of account. And with the application of blockchain in
many fields, the index structure that can only retrieve the latest state will not meet the
requirement of query and verification. Therefore, this paper proposes a MPT-Chain
based on node structure which is extended from MPT. The leaf node of MPT-Chain
contains multiple tx-points. These pointers will point to all transactions related to
holderID, which constitute the holderID’s transaction chain. Based on above, the tree
structure proposed by this paper calls MPT-Chain.

Table 1. Example of transactions

Transaction 0 1 2 3 4

IssuerID 0001 0231 0032 0671 0001
HolderID 0517 89ca7f 05173 4a22f 0517
IssueData 20130601 | 20160601 | 20160601 | 20160601 | 20160607
CertTypelD 1 2 1 1 2
OptionTypelD |0 0 0 0 0

MajorID 001 022 402 013 001
Receiver-added | Ciphertext | Ciphertext | Ciphertext | Ciphertext | Ciphertext
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In ECBC, holderID is an anonymous id that does not map the real world, and
uniquely identifies a certificate holder. This paper builds the MPT-Chain to speed up
query by using holderID as the search key. For ease of understanding, we have listed
five educational certificate transactions that are shown in Table 1 and given the
structure of MPT-Chain in Fig. 3. MPT-Chain stores the pointer of transaction in the
tx-pointer of the leaf nodes. When using holderID to query, MT-Chain reads the
holderID bit by bit and matches holderID starting from the root to the leaf node or the
extended node.

Figure 3 use gray to represent the search path by using holderID in Table 1, and
shows a tx-pointer that points to a transaction in the blockchain. It is assumed that the
transactions in Table 1 exist in the blockchain in a graphical way. According to the data
in Table 1, transaction O is a pre-transaction for transaction 4, the logical relationship
can be learned by the structure of the leaf nodes or extended nodes, which is the
difference between the MPT of ethereum. In addition, the latest Merkle root of
MPT-Chain is also stored in the block header of the latest block; this relationship is
expressed in Fig. 3 using dashed lines.

The update of MPT-Chain and the calculation of its Merkle root will affect the
verification time of the block, thus affecting the transaction throughput. So, this paper
chooses Patricia tree to speed up query, because as the data increases, the update of
Patricia tree takes less time. Moreover, the value field of the branch node, the leaf node,
and the extended node in MPT-Chain, which can be re-used in the calculation process,
in order to shorten the block validation time.

Branch Pointer Merkle 100t f= = = — = = — o —— — — — — — — — — —

[o [ [ a [~T 8] - [ keis] valwe |

[Keo[ =T 5] .. [ vatwe | [keyo -] a] ... [Value | [Keyo -~ 9] ... value |

\ Ku)Ol 1 ] \ Value \ \ Ku\Ol [ 2 ] - \ Value \ \ KuyOl [ s ] . \ Value \

(R0 =[] [ vewe | [hoo] ~T 2] o [vee ] [0 = [ a] - [ vamwe |

[(txpointer [ tx-pointer | Value | Branch pointer | ‘ Km()[ [ f ] Value ‘ [Keso T 7] .. ] value |
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Fig. 3. MPT-Chain structure

When the primary peer starts creating a block, it first determines which transactions
are stored in this block, and then updates the MPT-Chain based on these transactions to
compute merkle root. After that, the primary peer stores merkle root of MPT-Chain in



ECBC: A High Performance Educational Certificate Blockchain 299

the block header. The primary peer broadcasts the block created to the network, other
peers receive the block and check it. The other peers need to check the correctness of
the transactions contained in the block and the data in the block header, including the
calculation of merkle root for MPT-Chain. Using the transactions contained in the
block to update MPT-Chain stored locally, calculate merkle root, compared it to the
merkle root stored in block that is created by primary peer.

6 Efficiency Analysis and Experimental

This section discusses efficiency from the point of throughput, network delay and
information transmission, and the theoretical analysis is proved by the experimental
results.

The primary measure of ECBC’s scalability is the number of transactions per
second (TPS). The TPS is the rate of growth of the blockchain, multiplied by the size of
blocks, and divided by the average size of a transaction. Thus,

TPS(A,b) =A-b-K (2)

ECBC is a chain without fork, so block creation rate is the rate of growth of the
blockchain defined as A, b is the size of blocks and K is the average number of
transactions per KB.

6.1 Delay and the Size of Blocks

As we have already seen, the delay in the network is a highly significant factor that
impacts the rate of creation block. A measurement study which was recently presented
by Decker and Wattenhofer [19] addresses the issue. They have set up a node on the
Bitcoin network that connected to as many accessible nodes as possible. Since each
such node announces new blocks to its neighbours, it is possible to record these events
and estimate the time it takes blocks to propagate.

The experiment of Decker and Wattenhofer depicts this linear effect quite clearly.
The interesting point is that the linear dependence on the block size, which is char-
acteristic of a single link, also holds in aggregate for the entire network [19]. This paper
adopts a linear model of the delay:

DSO%(b) = DprOp +Dpw - b (3)

The time it takes to get to 50% of the network’s peers is quite accurately described
by the best fit of such a linear relation to the data. Notice that Dy, is a measure of
aggregate propagation delay, and Dy, is an aggregate measure in units of seconds per
KB. The fit parameters are: Dpyp is 1.8 s, and Dy, is 0.066 s per KB.

Through the above analysis, we can conclude that the growth rate of the chain is
mainly affected by the network delay and the block size. We get A = A(D, b), D is used
to represent the network delay. From the experimental results of Decker and
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Wattenhofer, we find that, in the ideal case, the network delay is proportional to the size
of the transmitted data, that is D = D(b), so we conclude that A = A(b).

In the ECBC, a round of consensus, the three types of information needs to be
transmitted between peers, which include random number, block and vote. The size of
random number and vote is small, the network delay caused by random number and
vote is smaller than block, so we can draw a conclusion that TPS most depends on the
block size.

6.2 Estimate of the Achievable TPS

In ECBC, JSON format is used to build transactions. By testing, the value of K is about
16. The next important thing is that we need to do a measure with network delay and
block size. In ECBC, after a round of consensus, it does not always create block which
can be added to the blockchain. Maybe, this round of the consensus is futile. If a round
of consensus time is too long, but the result is futile. There is no gain for increasing the
throughput, on the other hand, this phenomenon reduces throughput. Therefore, we
make a trade-off between transaction latency and block size. The block size we select is
200 KB, and set the time threshold for the consensus process. Time threshold for the
random number and the vote is 2 s, the block’s time threshold is 20 s.

In theory, the growth rate of the block is about 1/16 block per second when the
network is in good condition, so TPS ~ 200 if K = 16 and b = 200. This value is the
theoretical estimate by using Decker and Wattenhofer’s experimental data. Moreover,
the experiment in this paper verifies the theoretical data by constructing an actual
network environment. The peers in ECBC need permission to enter and the number of
peers relative to the bitcoin is less than bitcoin which peers from the world and can be
arbitrarily joined.

6.3 Experimental Results

At present, relatively mature blockchain technology has been open source which is
convenience for our work, and we would like to appreciate these generous researchers
and developers. Refer to some of the mature open source code, such as ethereum and
hyperledger [20], some of the blockchain common technology which has been
implemented is also applicable in ECBC. Such as network communication, signature,
encryption and so on. Their contributions help us reduce our workload and speed up
validation of theory this paper proposed.

ECBC learns membership management service module from hyperledger and
achieves a peer who want to join needs to be allowed by network. Block data and
MPT-Chain use levelDB to store, which is an efficient key-value database. This paper
tested with 5, 50, 100, and 200 peers when we examined transaction latency and
throughput of ECBC. In the case of good network conditions, we confirmed our
theoretical analysis through experimental data. Hardware configuration of the peer is
the same. The server is E5620 @ 2.40 GHz, 24 GB of memory, CentOS operating
system, and Gigabit Ethernet directly between the peers.
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The experimental data used in this paper is more than 1.6 million transactions from
more than 500 blocks in ECBC. We compare creation time of block and transactions
throughput with Bitcoin, which is significantly better than Bitcoin. Figure 4 shows
transactions throughput, it can reach three hundred per second. Statistics show that the
number of graduates is about 7 million in 2016 China, the throughput of ECBC is able
to meet the requirements of certificates management. Figure 5 indicates creation time
of block. According to the experimental data, we can see that transaction latency is
about 10 s that entities can bear.
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It is no doubt that MPT-Chain can speed up the query. But like other indexes,
MPT-Chain also needs extra storage space. But it makes the query more efficient,
which allows us to ignore the storage space occupied. Moreover, the storage resource is
much cheaper than the computing resources. In Sect. 5.2, the MPT-Chain structure can
support the holderID-based transaction query. However, its structure is not only
available for accurate query, but also for range query. For example, select bachelor’s
degree certificates issued by a school. The above example can construct a composite

search code (<IssuerID, CertTypelD>) and establish MPT-Chain based on the com-
posite search code.
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Fig. 6. Query time of MPT-Chain (10 transactions)
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Fig. 7. Query time of MPT-Chain (100 transactions)
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The experiment uses more than 1.6 million transactions to prove the efficiency of
MPT-Chain, not only tests the accurate query efficiency based on holderID, but also
builds multiple composite search keys (e.g. <IssuerID, CertTypelD>) to test the range
query efficiency. Range query can be used for regulatory and statistical data. This paper
uses multiple query statements to count the query time and calculate the average of
query time. Figures 6 and 7 show the accurate query (e.g. select the historical trans-
actions by holderID) and range query time respectively, when the query returns 10
transactions and 100 transactions. According to the experimental data, when using
MPT-Chain as the query index, the query time is a millisecond-level user can tolerate.

MPT-Chain can speed up block validation because it stores intermediate values for
calculating merkle root. The validation process of block needs to verify the correctness
of the merkle root; the intermediate values can be reused. This paper also proves that
MPT-Chain can speed up block validation by experiment; the update speed of
MPT-Chain is faster than MPT. Moreover, when using account model, verification of
the transaction may need to rely on the historical transaction of the account. Mean-
while, the contribution of MPT-Chain to the transaction throughput will become even
greater, because of the high efficiency query of history record.

Through the above experimental results, we believe that the ECBC proposed in this
paper can be applied to educational certificate management as a digital infrastructure. It
not only can meet the requirements of delay and throughput, and supports millisecond
query time for providing more convenient and efficient service. Therefore, we believe
that, ECBC is a quiet useful educational certificate infrastructure, its application for real
life can bring convenience to people’s lives.

7 Conclusions

This paper had proposed an educational certificate blockchain, called ECBC, which can
be used as an educational certificate infrastructure. It is permission chain that realized
data security, system trust and provides management and query service for educational
certificate. ECBC has a high throughput and low latency that can meet the needs of
educational certificate management in real-world and has designed transaction format
to protect personal privacy. The query index is called MPT-CHAIN, which can support
high efficiency query, speed up block verification, and takes short time to update. We
had proved our theoretical analysis and the feasibility of ECBC by using experimental
data. In conclusion, it is believed ECBC proposed in this paper is a practical blockchain
application which can be used as digital infrastructure to manage educational certifi-
cates and provide better service for user. Of course, our theory can not only be applied
to the educational certificate. It can be applied to more fields, for example, proof of
identity, proof of professional qualifications. The more areas to provide services are
also what we are expanding.
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