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Chapter 1
Introduction

The purpose of this volume is to present some recent developments concerning
the mathematical aspects of discontinuous Galerkin finite element methods on
general computational meshes consisting of polygonal/polyhedral (henceforth,
jointly referred to as polytopic) element domains. We begin by providing some
historical background and motivation for this work, as well as introducing some
standard notation.

1.1 Background

Finite element methods (FEMs) represent an indispensable computational tool for
the accurate, efficient, and rigorous numerical approximation of continuum models
arising in engineering, physics, biology, and many other disciplines. Key reasons for
the astounding success of FEMs is their applicability to general classes of partial
differential equations (PDEs), simple treatment of complicated computational
geometries and enforcement of boundary conditions, and ease of adaptivity includ-
ing both local mesh subdivision (h-refinement) and local polynomial enrichment
(p-refinement). Furthermore, from a mathematical point of view, tools are available
for their rigorous error analysis, both in the a priori and a posteriori settings;
this latter topic is of particular practical interest for both error quantification and
automatic adaptive mesh design.

However, the exploitation of classical (conforming) FEMs for the numerical
approximation of hyperbolic, or ‘nearly’ hyperbolic problems, and other strongly
non-self-adjoint PDE problems is, generally speaking, unsatisfactory in the sense
that the underlying numerical scheme lacks sufficient stability. This typically man-
ifests itself through the production of spurious or unphysical oscillatory behaviour
in the computed approximation in the vicinity of strong gradients in the analytical
solution, for example, near boundary and internal layers. As a remedy, over the last
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2 1 Introduction

40 years or so, Petrov-Galerkin, or more generally, stabilized variants of the standard
FEM, have been devised; perhaps the most popular approach is the streamline
upwind Petrov-Galerkin (SUPG) scheme, cf. [46, 110], for example. However,
stabilized schemes often involve the determination of hard-to-evaluate user-defined
parameters. While this topic is beyond the scope of the current volume, we refer to
[43, 44, 51, 97], and the references cited therein.

At the other end of the spectrum, finite volume methods (FVMs) have been
predominantly used in industrial software packages, especially in computational
fluid dynamics (CFD), due to their efficiency of implementation, particularly on
parallel computer architectures, as well as their robustness. While, in principle, these
methods are typically second-order accurate, in practice, their convergence order
may deteriorate on irregular and/or highly stretched meshes. Thereby, for reliable
numerical predictions to be made by such methods, extremely fine meshes with a
large number of degrees of freedom are required; this, in turn, leads to excessively
long computing times. As an alternative approach, in recent years there has been
significant interest in the development of high-order discretization methods. On
a given computational mesh they allow for improved predictions of critical flow
phenomena, as well as force coefficients, such as, for example, the lift, drag, or
moment of a body immersed in a fluid. In particular, high-order methods are capable
of achieving the same level of accuracy while exploiting significantly fewer degrees
of freedom compared to classical FVMs.

In this volume, we focus on an extremely powerful class of arbitrary-order
numerical schemes referred to as discontinuous Galerkin finite element methods
(DGFEMs). Loosely speaking, DGFEMs can be considered as a hybrid between
classical FEMs and FVMs. Indeed, in common with FEMs, DGFEMs approxi-
mate the underlying PDE solution by employing polynomials of arbitrary degree,
defined over local element domains, but without the enforcement of any continuity
constraints between neighbouring elements. Instead, elements are coupled via
numerical flux functions in a similar manner to the design of FVMs. In the lowest-
order case, i.e., when piecewise constant functions are employed, the corresponding
DGFEM is equivalent to a cell-centred FVM, without a local recovery operator.
Thereby, given the construction of DGFEMs as Galerkin procedures, rigorous error
analysis is available for a variety of PDE problems.

The first DGFEM was introduced by Reed and Hill [148] for the numerical
solution of the neutron-transport equation. This method was later analysed by
Lesaint and Raviart [135] and by Johnson and Pitkäranta [127]; see, for example,
[41, 66, 68, 69, 71, 72, 93], and the volume [73]. In the context of elliptic PDEs,
Nitsche [143] introduced the idea of weakly imposing inhomogeneous essential
boundary conditions for (classical) FEMs. This was subsequently studied by Baker
[27] who proposed the first modern DGFEM for elliptic problems, later followed
by Wheeler [173], Arnold [16], Baker et al. [28], and others; cf., also, the related
penalty FEM studied in [23].

Over the last 20 years tremendous progress has been made on the development
of both the analytical and computational aspects of DGFEMs for the numerical
approximation of a wide variety of PDEs; see, for example, the recent mono-
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graphs [73, 79, 117, 151] and the review articles [18, 65]. This progress has been
stimulated by a number of important factors: firstly, the combination of FVM-type
stability with the exploitation of high-order polynomials within the FEM setting
means that DGFEMs can treat advection-dominated diffusion problems, without
excessive numerical stabilization, in an accurate and efficient manner. Furthermore,
the lack of continuity between neighbouring elements, allows for extremely general
meshes to be employed; in particular, DGFEMs offer higher-order discretizations
with a minimal computational stencil, irrespective of the element shape. On a more
technical level, the simple communication via numerical fluxes at element interfaces
afforded by DGFEMs allows for the natural incorporation of so-called hanging
nodes, thereby simplifying local mesh refinement (h-refinement). Additionally,
the mode of communication at elemental interfaces is independent of the order
of the method which simplifies the use of schemes with different polynomial
orders p in adjacent elements. This allows for the variation of the order of
polynomials over the computational domain (p-refinement), which in combination
with h-refinement leads to so-called hp-version approximations. Recent advances
in domain decomposition techniques have highlighted that DGFEMs naturally
admit Schwarz-type preconditioners, cf. [3–7, 11, 94]; see, also, [10, 13, 15] for
the design of multigrid algorithms for DGFEMs. As a final remark, the level
of generality offered by DGFEMs, in terms of both the method definition via
numerical fluxes and the flexibility in the mesh design, has contributed to their
use in practically relevant simulations for a wide variety of applications, ranging
from CFD and electromagnetics to structural mechanics and mathematical biology;
indeed, DGFEMs naturally treat multi-physics problems within a unified manner,
cf. [120, 159].

On the other hand, many practitioners often conclude that DGFEMs are com-
putationally expensive, since for a given mesh and polynomial order, DGFEMs
lead to an increase in the number of degrees of freedom compared to classical
FEMs with comparable accuracy, though it is important to note that such statements
are typically made in the context of discretizing second-order self-adjoint elliptic
PDEs. This is a rather simplistic argument, since it overlooks all of the key
aforementioned and other potential advantages of DGFEMs in terms of their
applicability, versatility, and mesh-flexibility. Indeed, as we shall see below, within
the DGFEM framework, it is possible to employ the same underlying approximating
space of discontinuous piecewise polynomials, irrespective of the structure of the
PDE of interest and the type of computational mesh exploited. Moreover, the
flexibility offered by different choices of numerical fluxes allows for the design
of DGFEMs with desirable conservation properties of important quantities, such
as, for example, mass, momentum, and energy. Furthermore, in the context of
implicit discretizations, the size of the resulting linear systems can be reduced in
such a manner that DGFEMs may be either competitive or, in some cases, cheaper
to compute than the corresponding standard (conforming) FEM. Indeed, we first
mention the pioneering work of Cockburn and his collaborators on the so-called
hybridizable DGFEM (HDG), see, for example, [67, 74]. In this setting, additional
unknowns are introduced on the boundary of each element within the underlying
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computational mesh. Thereby, through a process of static condensation, a global
matrix problem involving only the additional unknowns needs to be solved; the
remaining unknowns are then recovered by solving local elementwise problems.

Secondly, we highlight the fact that, within the DGFEM framework, elemental
polynomial bases can be constructed which contain less degrees of freedom than
their FEM counterparts on quadrilateral/hexahedral elements. The essential idea
is to construct a basis in the physical frame, without resorting to the use of local
element mappings to a given reference element. In this way, spaces of polynomials
of total degree p, denoted by Pp, may be employed, irrespective of the shape
of the element; see, for example, [32–34, 54]. We also refer to [35] where this
technique was first used to exactly resolve curved boundaries. Thereby, the order
of convergence of the underlying method is independent of the element shape; we
refer to [17, 19] for a detailed discussion of this issue when element mappings
are employed. Indeed, as noted in our recent work [54], when the underlying
mesh consists of tensor-product elements, for example, quadrilaterals in 2D and
hexahedra in 3D, the use of Pp polynomial spaces not only renders the underlying
DGFEM more efficient than the standard DGFEM using tensor-product polynomials
of degree p in each coordinate direction (Qp), but also more efficient than the
corresponding standard FEM, as the polynomial degree p increases. Going one
step further, the exploitation of DGFEMs using polynomial spaces defined in the
physical frame, means that DGFEMs naturally allow for the use of computational
meshes consisting of general polytopic elements; indeed, this is the principle topic
of this volume.

Numerical methods defined on computational meshes consisting of polytopic
elements, with, potentially, many faces, have gained substantial traction in recent
years for a number of important reasons. Clearly, a key underlying issue for
all classes of FEMs/FVMs is the design of a suitable computational mesh upon
which the underlying PDE problem will be discretized. The task of generating
the mesh must address two competing issues: on the one hand, the mesh should
provide a good representation of the given computational geometry with suffi-
cient resolution for the computation of accurate numerical approximations. On
the other hand, the mesh should not be so fine that computational turn-around
times are too high, or in some cases even intractable, due to the high number
of degrees of freedom in the resulting FEM/FVM. Traditionally, standard mesh
generators generate grids consisting of triangular/quadrilateral elements in 2D and
tetrahedral/hexahedral/prismatic/pyramidal elements in 3D; these will, henceforth,
be collectively referred to as standard element shapes. In the presence of essen-
tially lower-dimensional solution features, for example, boundary/internal layers,
anisotropic meshing may be exploited. However, in regions of high curvature, the
use of such highly-stretched elements may lead to element self-intersection, unless
the curvature of the geometry is carefully ‘propagated’ into the interior of the mesh
through the use of (computationally expensive) isoparametric element mappings.
These issues are particularly pertinent in the context of high-order methods, since in
this setting, accuracy is often achieved by exploiting coarse meshes in combination
with local high-order polynomial basis functions. Thereby, flexibility, in terms of
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Fig. 1.1 Example of a porous scaffold used for in vitro bone tissue growth, cf. [12, 21, 22]

the shape of the elements admitted within a given coarse mesh, is crucial in this
context for the efficient approximation of localized geometrical features present
in the underlying geometry. Indeed, we highlight that the use of standard element
shapes necessitates the exploitation of very fine computational meshes when the
geometry possesses small details or microstructures. In such situations, an extremely
large number of elements may be required for a given mesh generator to produce
even a ‘coarse’ mesh which adequately describes the underlying geometry. As an
example arising in biomedical applications, in Fig. 1.1 we show a finite element
mesh, consisting of 3.2 million hexahedral elements, for a porous scaffold employed
for in vitro bone tissue growth, cf. [12, 21, 22]. This computationally taxing mesh
granularity is necessitated by the domain representation only. By dramatically
increasing the flexibility in terms of the set of admissible element shapes present in
the computational mesh, the resulting FEM/FVM can potentially deliver dramatic
savings in computational costs. Indeed, allowing for polytopic element shapes, the
number of elements can be substantially reduced without enforcing any domain
approximation.

In the context of designing FEMs posed on meshes consisting of polytopic
elements, a number of prominent techniques have been developed within the
literature. For the discretization of PDEs in complicated geometries, Composite
Finite Elements (CFEs) were originally proposed in the conforming setting by
Hackbusch and Sauter [106, 107]; these techniques have been generalized to
include DGFEMs in the series of articles [8, 12, 103]. We point out that CFEs
are defined on general meshes consisting of polytopic elements generated as
agglomerates of standard shaped elements. A closely related technique is the so-
called agglomerated DGFEM [32–34]; this is very similar in spirit to the DGFEM
CFE developed in [8], though the CFE methodology admits more general classes
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of elemental shape functions. Another approach supporting general meshes is the
recently introduced Hybrid High-Order method [80, 81, 83] which is related to
the aforementioned HDG [75]. In the conforming setting, we also mention the
Polygonal FEM [164] and the Extended FEM [98]; these two approaches achieve
conformity by enriching/modifying the standard polynomial finite element spaces,
in the spirit of the Generalized Finite Element framework of Babuška and Osborn
[24]. Typically, the handling of non-standard shape functions carries an increase in
computational effort. The recently proposed Virtual Element Method [2, 37, 39, 59],
overcomes this difficulty, achieving the extension of conforming FEMs to polytopic
elements, while maintaining the ease of implementation of these schemes; see, also,
the closely related Mimetic Finite Difference method, cf. the monograph [38] and
the references cited therein. We further refer to the volume [30] for a collection of
review articles on the aforementioned techniques.

The ability to incorporate polytopic meshes offers a number of advantages also in
the context of multilevel linear solvers, such as Schwarz-based domain decomposi-
tion preconditioners and multigrid. Indeed, a key difficulty in the implementation of
the latter is the construction of a hierarchy of coarser meshes starting from a given
fine one. The use of simple coarsening strategies may lead to the generation of
‘holes’ in the coarse meshes, and the poor approximation of fine scale geometric
features; consequently, this can lead to a degradation in the performance of the
resulting solver. This issue is trivially resolved when polytopic meshes are admitted,
since hierarchies of coarser meshes can be constructed via agglomeration of fine-
scale elements into coarser polytopes; see, for example, [9, 15, 102], and the
references cited therein. Moreover, unstructured and/or hybrid meshes, consisting of
mixed element shapes and nonconforming meshes containing hanging nodes, may
be easily treated. DGFEMs are particularly pertinent in this context, as coarsening
and refinement via element agglomeration and subdivision produce hierarchically-
related approximation spaces. This is of crucial importance when projecting from
one mesh to another, for example, in adaptive methods for evolution PDEs.

In conclusion, from a meshing point of view, the exploitation of general polytopic
elements provides enormous flexibility. In addition to meshing complicated geome-
tries using a minimal number of elements, polytopic elements are naturally suited
to applications in complicated/moving domains, for example, in solid mechanics,
fluid-structure interaction, geophysical problems including earthquake engineering
and flows in fractured porous media, and mathematical biology. Indeed, general
element shapes are often exploited as transitional elements in finite element meshes,
for example, when fictitious domain methods, unfitted methods, or overlapping
meshes are employed, cf., for example, [48–50, 125, 137]. The use of similar
techniques in the context of characteristic-based/Lagrange–Galerkin methods is also
relevant.

The principal aim of this volume is to provide a comprehensive mathematical
introduction to the construction and analysis of DGFEMs on extremely general
classes of meshes consisting of polytopic elements. Particular importance will be
given to the key issue that, under mesh enrichment, shape-regular polytopes in
R

d, d > 1, may permit degenerate .d � k/-dimensional facets, k D 1; : : : ; d � 1.
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This issue does not typically arise when studying FEMs on standard shape-regular
meshes consisting of simplicial/tensor-product elements. Indeed, shape-regular (cf.
Definition 2 below for the precise meaning) d-dimensional polytopes with more than
dC1 faces may admit arbitrarily small .d�k/-dimensional facets, k D 1; : : : ; d�1,
relative to their diameter. This issue is intimately related to the correct choice
of the (user-defined) discontinuity-penalization function present in the DGFEM
discretization of second-order elliptic PDE problems. In the analysis presented
below, stability and hp-version a priori error bounds will be established, which
are sharp with respect to this type of degeneration. Additionally, under mesh
refinement, the number of faces that each polytopic element possesses may not
remain uniformly bounded; conditions under which this type of degeneration can be
admitted will also be studied. While the following exposition is, naturally, focused
on areas of interest of the authors, the concepts presented here are far-reaching;
where applicable, we shall highlight potential extensions throughout this volume.

1.2 Overview and Scope

We assume that the reader is familiar with the derivation and construction of
classical FEMs based on employing continuous piecewise polynomials defined
over a given fixed computational mesh Th; for background, we refer, for example,
to [42, 90, 126, 133]. The outline of this volume is as follows. The construction
of DGFEMs starting from a local elementwise formulation with weakly imposed
boundary conditions, together with the corresponding flux formulation for first-
order hyperbolic problems, is covered in the first part of Chap. 2. On the basis of
this flux formulation, the treatment of second-order PDEs is then also considered.
The key theoretical tools needed to analyze DGFEMs on general polytopic meshes
are outlined in Chap. 3; here, both hp-version inverse inequalities and approximation
results are established. On the basis of these bounds, in Chap. 4 we consider the a
priori error analysis of the so-called symmetric interior penalty DGFEM for the
numerical approximation of pure diffusion problems, though we stress that the
analysis naturally extends to include other DGFEM formulations. The analysis is
extended to general second-order PDEs with nonnegative characteristic form in
Chap. 5; here, we also consider the treatment of space-time DGFEMs for the numer-
ical approximation of parabolic PDEs. The implementation aspects of DGFEMs on
general polytopes are discussed in Chap. 6. Here the three main practical challenges,
namely, mesh generation, construction of the elemental polynomial basis, and
numerical integration, are discussed. To demonstrate the flexibility of this approach,
in Chap. 7 we discuss automatic mesh refinement for DGFEMs posed on general
agglomerated elements, based on exploiting dual-weighted-residual a posteriori
error indicators. Finally, in Chap. 8 we summarize the work presented in this volume
and outline potential future areas of research.



8 1 Introduction

1.3 Preliminaries

In this section, we recall some standard notation used throughout this volume.
Firstly, given two sets X and Y in R

d, d � 1, we write dist.X;Y/ to denote the
Hausdorff distance between X and Y, defined by

dist.X;Y/ WD sup
x2X

inf
y2Y jx � yj: (1.1)

Throughout this work, we let ˝ be a bounded open subset of Rd, d � 1, with
boundary @˝; moreover, we write j˝j to denote the measure of the domain ˝ . For
1 � p � 1, we let Lp.˝/ denote the usual Lebesgue space of real-valued functions
with norm k � kLp.˝/, defined by

kvkLp.˝/ WD
�Z

˝

jv.x/jp dx
�1=p

;

in the case 1 � p < 1, and

kvkL1.˝/ WD ess sup
x2˝

jv.x/j;

in the case p D 1.
Given a multi-index ˛ D .˛1; : : : ; ˛d/, ˛i 2 N0 WD N [ f0g, i D 1; : : : ; d, of

length j˛j WD Pd
iD1 ˛i, we define the differential operator D˛ WD D˛1

1 : : :D˛d
d with

Dj WD @=@xj, for j D 1; : : : ; d. For m 2 N0 [ f1g, we denote by Cm.˝/ the set
of all continuous real-valued functions defined on ˝ such that D˛v is continuous
on ˝ for all j˛j � m. In particular, when m D 0 we simply write C.˝/ instead of
C0.˝/. Furthermore, we write Cm

0 .˝/ to denote the subspace of Cm.˝/ consisting
of functions with compact support on ˝ . Next, we recall the definition of a Sobolev
space, cf., for example, [1]; in this context, with a slight abuse of notation, we also
write D˛v to denote the weak derivative of a sufficiently smooth function v.

Definition 1 For m 2 N0, we define the Sobolev space Wm;p.˝/ over an open
domain ˝ � R

d, by

Wm;p.˝/ WD fu 2 Lp.˝/ W D˛u 2 Lp.˝/ for j˛j � mg; (1.2)

with associated norm k � kWm;p.˝/ and seminorm j � jWm;p.˝/ given by

kukWm;p.˝/ WD
� X

j˛j�m

kD˛ukpLp.˝/

�1=p

; jujWm;p.˝/ WD
� X

j˛jDm

kD˛ukpLp.˝/

�1=p

;
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for p 2 Œ1; 1/, and

kukWm;1.˝/ WD max
j˛j�m

kD˛ukL1.˝/; jujWm;1.˝/ WD max
j˛jDm

kD˛ukL1.˝/;

for p D 1, respectively.
Further, Wm;p

0 .˝/ denotes the closure of C1
0 .˝/ in the norm of Wm;p.˝/. For

p D 2, we write Hm.˝/ and Hm
0 .˝/ for Wm;2.˝/ and Wm;2

0 .˝/, respectively.
Negative and fractional order Sobolev spaces, i.e., where the Sobolev index m 2 R,
are also defined by (standard) duality and function-space interpolation procedures,
respectively; for more details concerning these techniques, we refer to [1], for
example. We also make use of Sobolev spaces on manifolds, as we are interested in
the regularity properties of functions on boundaries of domains. These are defined
in a standard fashion via diffeomorphisms and partition of unity arguments; for a
nice exposition of this topic, we refer to [150].

Throughout this volume, we denote by Th a subdivision of the domain ˝ into
disjoint open elements � such that N̋ D [�2Th N�. Moreover, for � 2 Th, we define
h� WD diam.�/ to be the diameter of the element �. Following [64] we introduce the
concept of shape-regularity of the subdivision Th.

Definition 2 The subdivision Th is said to be shape-regular if there exists a positive
constant Cr such that:

8� 2 Th;
h�

��

� Cr;

independently of the mesh parameters, where �� denotes the diameter of the largest
ball contained in �.
We stress that when � 2 Th is a general polytope, it is possible for � to be shape-
regular and, simultaneously, have faces with arbitrarily small diameters compared
to h� ; such an example is given in Fig. 3.2 in Chap. 3.

On the basis of the subdivision Th we define the broken Sobolev space
Hs.˝;Th/, up to composite order s, in the following manner:

Hs.˝;Th/ WD fu 2 L2.˝/ W uj� 2 Hs� .�/ 8� 2 Thg:

Moreover, for v 2 H1.˝;Th/, we define the broken gradient rhv by .rhv/j� D
r.vj�/; � 2 Th.



Chapter 2
Introduction to Discontinuous Galerkin Methods

We begin by providing an overview concerning the construction of DGFEMs for
both first-order hyperbolic and second-order elliptic PDEs. For further details,
we refer to [18, 79, 117, 151] and the references cited therein. To this end, we
first introduce a general class of PDEs referred to as second-order equations with
nonnegative characteristic form, cf. [121, 144]. We then develop the DGFEM
discretization for both the first-order transport equation, as well as a uniformly
elliptic second-order PDE problem; on the basis of these schemes, we then state
the DGFEM for the general second-order PDE of mixed type.

2.1 PDEs with Nonnegative Characteristic Form

To highlight the versatility of DGFEMs, throughout this volume we primarily focus
our attention on the discretization of linear second-order PDEs with nonnegative
characteristic form. To this end, given an open bounded Lipschitz domain ˝ in R

d,
d � 1, with boundary @˝ , consider the following PDE: find u such that

� r � .aru/ C r � .bu/ C cu D f in ˝: (2.1)

Here, a D ˚
aij
�d
i;jD1

, with aij 2 L1.˝/ and aij D aji, for i; j D 1; : : : ; d, b D
.b1; : : : ; bd/> 2 �

W1;1.˝/
�d

, c 2 L1.˝/, and f 2 L2.˝/. The PDE (2.1) is

© Springer International Publishing AG 2017
A. Cangiani et al., hp-Version Discontinuous Galerkin Methods
on Polygonal and Polyhedral Meshes, SpringerBriefs in Mathematics,
DOI 10.1007/978-3-319-67673-9_2
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referred to as an equation with nonnegative characteristic form on the set ˝ � R
d

if, at each x in N̋ ,

dX
i;jD1

aij.x/�i�j � 0 (2.2)

for any vector � D .�1; : : : ; �d/ in R
d.

This class of equations includes second-order elliptic and parabolic PDEs,
ultra-parabolic equations, first-order hyperbolic problems, the Kolmogorov-Fokker-
Planck equations of Brownian motion, cf. [31], the equations of boundary layer the-
ory in hydrodynamics, and various other degenerate equations. Moreover, according
to a well-known result of Hörmander [118], second-order hypoelliptic operators
have nonnegative characteristic form at each point of the domain ˝ , after possible
multiplication by �1.

To supplement (2.1) with suitable boundary conditions, following [121, 144], we
first subdivide the boundary @˝ of the computational domain ˝ into appropriate
subsets. To this end, let

@0˝ WD
n
x 2 @˝ W

dX
i;jD1

aij.x/ninj > 0
o
;

where n D .n1; : : : ; nd/> denotes the unit outward normal vector to @˝ . Loosely
speaking, we may think of @0˝ as being the ‘elliptic’ portion of the boundary @˝ .
On the ‘hyperbolic’ portion of the boundary @˝n@0˝ , we define the inflow and
outflow boundaries @�˝ and @C˝ , respectively, by

@�˝ WD fx 2 @˝n@0˝ W b.x/ � n.x/ < 0g ;

@C˝ WD fx 2 @˝n@0˝ W b.x/ � n.x/ � 0g :

If @0˝ is nonempty, we shall further divide it into two disjoint subsets @˝D and
@˝N, with @˝D nonempty and relatively open in @˝ . It is evident from these
definitions that @˝ D @˝D [ @˝N [ @�˝ [ @C˝ . For an illustrative example
of this decomposition of the boundary, we refer to Fig. 2.1.

Assuming the (physically reasonable) hypothesis that b�n � 0 on @˝N, whenever
@˝N is nonempty, we impose the following boundary conditions:

u D gD on @˝D [ @�˝; n � .aru/ D gN on @˝N: (2.3)

For an extension of this setting, allowing also for b � n < 0 on @˝N, we refer
to [52]. The well-posedness of the boundary value problem (2.1), (2.3), in the case of
homogeneous boundary conditions, has been studied in [121]; see also [95, 96, 144]
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Fig. 2.1 Boundary
decomposition

and the references cited therein for well-posedness results for the respective PDE in
strong form.

Example 3 We provide a number of practically relevant examples which are
included in the above PDE problem:

1. Select a D Id, b D 0, and c D 0, where Id denotes the d�d identity matrix and 0
denotes the zero vector/matrix whose dimension will always be clear in the given
context. With this choice we recover the Poisson equation ��u D f in ˝ .

2. Define a D 0, b 2 ŒW1;1.˝/�d, and c 2 L1.˝/; this choice gives rise to
the first-order transport equation r � .bu/ C cu D f , with one variable possibly
signifying the time direction.

3. Let a 2 R
d�d and b 2 R

d, be given by

a D
�

0 0
0 Id�1

�
; b D

�
1

0

�
;

and c D 0; this selection gives rise to the heat equation with the first coordinate
direction signifying the time direction.

4. For d D 2, let

a D
�

1 0

0 yr

�
;

b D 0, and c D 0, for r > 0. Assuming that the computational domain ˝

contains the line y D 0, (2.1) is the degenerate equation of Keldyš [131, 144].
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5. Let .t; x; y/> 2 ˝ � R
3. For i; j D 1; 2; 3, setting aij.t; x; y/ D 1 for i D 2 D j

and aij.t; x; y/ D 0 otherwise, b.t; x; y/ D .1; 0; �x/>, and c D 0, (2.1) yields the
celebrated hypoelliptic equation of Kolmogorov ut � uxx � xuy D 0.

In the following sections, we consider the development of DGFEMs for the
discretization of different PDE operators encapsulated within (2.1).

2.2 Discretization of First-Order Hyperbolic PDEs

To highlight the key aspects concerning the construction of DGFEMs, while keeping
notation to a minimum, we first consider the discretization of the first-order transport
equation, i.e., a � 0 and hence @0˝ D ;: find u 2 G .L ; ˝/ such that

L u WD r � .bu/ C cu D f in ˝; (2.4)

u D gD on @�˝; (2.5)

where G .L ; ˝/ denotes the graph space given by

G .L ; ˝/ WD fv 2 L2.˝/ W L v 2 L2.˝/g:

Before introducing the DGFEM approximation of (2.4), (2.5), we first consider
a standard continuous FEM discretization based on employing weakly imposed
boundary conditions, cf. [126], for example. To this end, we write Th to denote a
shape-regular partition of the computational domain ˝ , consisting of, for simplicity,
non-overlapping d-dimensional open simplicial elements � 2 Th, such that N̋ D
[�2Th N�. Writing p 2 N to denote the polynomial degree, we introduce the finite
element space

Vp
C.Th/ WD fu 2 C.˝/ W uj� 2 Pp.�/; � 2 Thg;

where Pp.�/ denotes the space of polynomials of total degree p on �.
The standard continuous FEM reads: find uh 2 Vp

C.Th/, such that

Z
˝

.r � .buh/ C cuh/ vh dx �
Z

@�˝

b � n uhvh ds D
Z

˝

fvh dx �
Z

@�˝

b � n gDvh ds

(2.6)

for all vh 2 Vp
C.Th/.

It is well-known that the FEM defined by (2.6) may exhibit numerical instabilities
in the form of spurious oscillations in the vicinity of sharp features present
in the analytical solution, such as fronts or discontinuities. Moreover, the FEM
solution, even when free of spurious oscillations, typically converges at a suboptimal
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rate when compared with the approximation power of Vp
C.Th/. To address these

concerns, (2.6) should be supplemented by appropriate numerical diffusion in order
to render the underlying scheme stable; for example, by employing the so-called
streamline-diffusion FEM, whereby the test function present in the volume integrals
is replaced by vh C ıb � rvh, where ı is a positive, discretization dependent,
parameter. In the h-version setting, i.e., when the polynomial degree p is kept fixed,
the analysis in [128] indicates that ı D O.h/; the generalisation to the hp-setting
outlined in [123] suggests that ı D O.h=p/.

The essential idea behind the DGFEM discretization of (2.4), (2.5) is to employ
the scheme (2.6) elementwise, subject to a prescribed boundary condition on the
inflow boundary of each element. This way we enhance the numerical stability of
the approximation at the expense of introducing more degrees of freedom (for this
d-simplicial mesh). To make this precise, we first need to introduce some notation.
For p � 0 we define the DGFEM space

Vp.Th/ WD fu 2 L2.˝/ W uj� 2 Pp.�/; � 2 Thg:

For simplicity of the exposition, here, we only consider a uniform polynomial degree
distribution over the mesh Th; the general hp-version case will be treated below. For
an element � 2 Th, we write @� to denote its boundary; then, the inflow and outflow
parts of @� are defined, respectively, by

@�� WD fx 2 @�; b.x/ � n�.x/ < 0g; @C� WD fx 2 @�; b.x/ � n�.x/ � 0g;

where n�.x/ denotes the unit outward normal vector to @� at x 2 @�.
Given � 2 Th, we denote by vC

� , the trace of a function v 2 H1.˝;Th/ on
@�, relative to �. Then, for almost every x 2 @�n@˝ , there exists a unique element
�0 2 Th, such that x 2 @�0; thereby, the outer or exterior trace v�

� of v on @�n@˝ ,
relative to �, is defined as the inner trace vC

�0 relative to the element(s) �0, such
that the intersection of @�0 with @�n@˝ has positive .d � 1/-dimensional measure.
Below, when it is clear from the context to which element � in the subdivision Th

the quantities v�̇ correspond to, we shall suppress the letter � in the subscript and
write, respectively, v˙ instead.

With this notation, motivated by (2.6), we introduce the following local FEM
formulation: for each � 2 Th, find uh 2 Vp.Th/ such that

Z
�

.r � .buh/ C cuh/ vh dx �
Z

@��

b � n� u
C
h vC

h ds D
Z

�

fvh dx �
Z

@��

b � n� OgvC
h ds (2.7)

for all vh 2 Vp.Th/, where

Og.x/ WD
�
u�
h .x/; x 2 @��n@˝;

gD.x/; x 2 @�� \ @˝:
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Summing (2.7) over � 2 Th and employing the definition of Og, the DGFEM
approximation to (2.4), (2.5) is given by: find uh 2 Vp.Th/, such that

X
�2Th

�Z
�

.r � .buh/ C cuh/ vh dx �
Z

@��n@˝

b � n� .uC
h � u�

h /vC
h ds

�
Z

@��\@˝

b � n� u
C
h vC

h ds

�
D
X
�2Th

�Z
�

f vh dx �
Z

@��\@˝

b � n� gDvC
h ds

�
(2.8)

for all vh 2 Vp.Th/. Integrating the first term in (2.8) by parts gives rise to the
following equivalent formulation: find uh 2 Vp.Th/, such that

X
�2Th

�Z
�

.�uhb � rvh C cuhvh/ dx C
Z

@��n@˝

b � n� u
�
h vC

h ds

C
Z

@C�

b � n� u
C
h vC

h ds

�
D
X
�2Th

�Z
�

f vh dx �
Z

@��\@˝

b � n� gDvC
h ds

�
(2.9)

for all vh 2 Vp.Th/.
To motivate the potential benefits in terms of the improved stability of the

DGFEM (2.9), when compared to the FEM defined by (2.6), let us consider a
componentwise constant velocity field b. In this setting, we observe that vh C ıb �
rvh 2 Vp.Th/ for all ı > 0, when vh 2 Vp.Th/. Thereby, the additional degrees
of freedom included in the DGFEM space Vp.Th/ ensure that the streamwise
derivative of the basis functions also lie in Vp.Th/, which, in conjunction with the
weak imposition of the elemental boundary conditions, leads to enhanced stability.

An alternative approach to derive the DGFEM (2.9), which is more generally
applicable for the discretization of first-order nonlinear hyperbolic conservation
laws, is to employ the concept of numerical fluxes, exploited widely within FVMs,
see, for example, [115]. The idea now is to consider again a local weak formulation
of (2.4), (2.5), whereby we integrate the leading order term by parts. With this in
mind, multiplying (2.4) by a smooth test function v and integrating over a single
element � 2 Th gives: find uj� , such that uj@�˝ D gD and

Z
�

.�ub � rv C cuv/ dx C
Z

@�

b � n� u
CvC ds D

Z
�

fv dx: (2.10)

The DGFEM discretization of (2.10) is then based on replacing the analytical
solution u by the DGFEM approximation uh and the test function v by vh, where
both uh and vh belong to Vp.Th/. Additionally, since uh is discontinuous between
neighbouring elements, we must replace the flux b � n� uC by a numerical flux
function H .uC

h ; u�
h ;n�/, which depends on both the inner- and outer-trace of uh



2.3 Discretization of Second-Order Elliptic PDEs 17

on @�, � 2 Th, and the unit outward normal vector n� to @�. Summing over the
elements � in the mesh Th yields the DGFEM: find uh 2 Vp.Th/, such that

X
�2Th

�Z
�

.�uhb � rvh C cuhvh/ dx C
Z

@�

H .uC

h ; u�

h ;n�/vC

h ds
�

D
X

�2Th

Z
�

f vh dx (2.11)

for all vh 2 Vp.Th/.
We emphasize that the choice of the numerical flux function is independent of

the finite element space employed. Indeed, the two key properties that the numerical
flux function H .�; �; �/ should satisfy are:

1. Consistency: for each � 2 Th we require that H .v; v;n� /j@� D .bv/ � n� .
2. Conservation: given any two neighbouring elements � and �0 from the finite

element mesh Th, at each point x 2 @� \ @�0 ¤ ;, noting that n�0 D �n� , we
have that H .v;w;n� / D �H .w; v; �n� /.

In the current setting, the most natural choice is the classical upwind numerical flux,
given by

H .uC
h ; u�

h ;n�/j@� WD
�
b � n� lims!0C uh.x � sb/ x 2 @�n@�˝;

b � n� gD.x/ x 2 @� \ @�˝;
(2.12)

for � 2 Th; indeed, upon substituting (2.12) into (2.11), we immediately recover the
DGFEM scheme given in (2.9). For further details on the construction of appropriate
numerical flux functions for nonlinear first-order hyperbolic conservation laws,
we refer to, for example, [132, 167] and in the context of DGFEMs to [65].

Remark 4 Assuming that b does not vanish within ˝ , it is possible to number the
elements in the computational mesh Th in an appropriate ‘upwind’ fashion. In this
way, the resulting DGFEM matrix stemming from (2.11), cf. also (2.8), is block
upper triangular and, thereby, may be efficiently solved by blockwise backward
substitution. Moreover, this technique can easily be implemented without the need
to construct the global DGFEM matrix, cf. [135]. We note that this idea has recently
been exploited in [108] to design efficient hp-version DGFEMs for the numerical
approximation of the neutron transport equation, cf., also, the seminal work by Reed
and Hill [148].

2.3 Discretization of Second-Order Elliptic PDEs

We now consider the DGFEM discretization of a simple self-adjoint second-order
elliptic PDE; its construction is based on the following key steps.

1. Rewrite the underlying PDE as a first-order system of equations and derive an
elemental weak formulation.



18 2 Introduction to Discontinuous Galerkin Methods

2. Introduce appropriate numerical flux functions in a similar fashion to that under-
taken in the previous section; this gives rise to the so-called flux formulation.

3. Eliminate the auxiliary variables introduced in step 1. to yield the underlying
primal formulation.

To demonstrate each of these steps in a clear fashion, here we consider, as model
elliptic problem, the Poisson equation (a D Id, b D 0, and c D 0), subject to a
Dirichlet boundary condition (@˝D D @˝ and @˝N D ;), given by: find u 2 H1.˝/

such that

� �u D f in ˝; (2.13)

u D gD on @˝: (2.14)

Step 1. We rewrite (2.13) as the first-order system: find u and s such that

s � ru D 0; �r � s D f ; (2.15)

subject to the boundary condition (2.14). Upon multiplication by test functions �

and v, respectively, integration by parts gives the following elementwise formula-
tion: for each � 2 Th, find u and s such that uj@˝ D gD and

Z
�

s � � dx C
Z

�

ur � � dx �
Z

@�

u� � n� ds D 0;

Z
�

s � rv dx �
Z

@�

s � n�v ds D
Z

�

fv dx:

Step 2. To derive the flux formulation of the DGFEM approximation to
(2.13), (2.14), we introduce the numerical flux functions Ou D Ou.uh/ and
Os D Os.uh; rhuh/ which represent approximations to u and s, respectively, on the
boundary of each element � in the computational mesh Th. Thereby, replacing
.u; s/ by .uh; sh/ 2 Vp.Th/ � ˙ p.Th/, ˙ p.Th/ D ŒVp.Th/�

d, and .v; �/ by
.vh; �h/ 2 Vp.Th/ � ˙ p.Th/, and summing over � 2 Th gives rise to the DGFEM:
find .uh; sh/ 2 Vp.Th/ � ˙ p.Th/ such that

X
�2Th

Z
�
sh � �h dx C

X
�2Th

Z
�
uhr � �h dx �

X
�2Th

Z
@�

Ou�C
h � n� ds D 0; (2.16)

X
�2Th

Z
�
sh � rvh dx �

X
�2Th

Z
@�

Os � n�vC
h ds D

X
�2Th

Z
�
fvh dx (2.17)

for all .vh; �h/ 2 Vp.Th/ � ˙ p.Th/.
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Step 3. The flux formulation given in (2.16), (2.17) involves the additional
(auxiliary) unknowns sh; these may be eliminated in the following manner. Setting
�hj� D r.vhj�/, � 2 Th, in (2.16) and integrating by parts gives

X
�2Th

Z
�
sh � rvh dx �

X
�2Th

Z
�

ruh � rvh dx C
X

�2Th

Z
@�

.uC
h � Ou/rvC

h � n� ds D 0: (2.18)

Inserting (2.18) into (2.17) gives rise to the primal DGFEM formulation: find uh 2
Vp.Th/ such that

X
�2Th

Z
�

ruh � rvh dx �
X
�2Th

Z
@�

.uC
h � Ou/rvC

h � n� ds

�
X
�2Th

Z
@�

Os � n�vC
h ds D

X
�2Th

Z
�

fvh dx (2.19)

for all vh 2 Vp.Th/.
Before we consider the choice of the numerical flux functions Ou and Os, we first

rewrite (2.19) in terms of integrals arising on each face in the underlying mesh Th.
To this end, we denote by Fh the set of open .d � 1/-dimensional element faces
associated with Th. Further, we write Fh D FI

h [ FB
h , where FI

h denotes the
set of interior element faces, i.e., F � ˝ for F 2 FI

h , and FB
h is the set of

boundary element faces, i.e., F � @˝ for F 2 FB
h . The boundary @� of an element

� and the sets @� n @˝ and @� \ @˝ will be identified in a natural way with the
corresponding subsets of Fh.

Next, we introduce some trace operators. Let �i and �j be two adjacent elements
of Th and let x be an arbitrary point on the interior face F 2 FI

h given by F D
@�i \ @�j. We write n�i and n�j to denote the outward unit normal vectors on F,
relative to @�i and @�j, respectively. Furthermore, let v and q be scalar- and vector-
valued functions, which are smooth inside both elements �i and �j. Using the above
notation, we write .vC

�i
;qC

�i
/ and .vC

�j
;qC

�j
/ to denote the traces of .v;q/ on F taken

from within the interior of �i and �j, respectively. The averages of v and q at x 2
F 2 FI

h are given by

ffvgg WD 1

2
.vC

�i
C vC

�j
/; ffqgg WD 1

2
.qC

�i
C qC

�j
/;

respectively. Similarly, the jumps of v and q at x 2 F 2 FI
h are defined by

ŒŒv�� WD vC
�i
n�i C vC

�j
n�j ; ŒŒq�� WD qC

�i
� n�i C qC

�j
� n�j ;

respectively. On a boundary face F 2 FB
h , such that F � @�i, �i 2 Th, we set

ffvgg WD vC
�i

; ffqgg WD qC
�i

; ŒŒv�� WD vC
�i
n�i ŒŒq�� WD qC

�i
� n�i ;
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with n�i � n denoting the unit outward normal vector on the boundary @˝ . As in
the previous section, given that it will always be clear from the context to which
element � in the subdivision Th the quantities v�̇ , and so on, correspond to, for the
sake of notational simplicity we shall suppress the letter � in the subscript and write,
respectively, v˙ instead. Throughout this volume, we use the shorthand notation for
integrals over any set of faces F s

h 	 Fh:
Z
F s

h

ds WD
X
F2F s

h

Z
F

ds:

With this notation, we note the following elementary identity holds:

X
�2Th

Z
@�

qC � n� vC ds D
Z
Fh

ffqgg � ŒŒv�� ds C
Z
FI

h

ŒŒq��ffvgg ds; (2.20)

cf. [18, 114]. Exploiting (2.20), the primal formulation of the DGFEM (2.19) may
be rewritten in the following equivalent manner: find uh 2 Vp.Th/ such that

Z
˝

rhuh � rhvh dx C
Z
Fh

.ŒŒOu � uh�� � ffrhvhgg � ffOsgg � ŒŒvh��/ ds

C
Z
FI

h

.ffOu � uhggŒŒrhvh�� � ŒŒOs��ffvhgg/ ds D
Z

˝

fvh dx (2.21)

for all vh 2 Vp.Th/, where rhvh denotes the broken gradient, cf. Sect. 1.3.
The choice of the numerical flux functions Ou and Os arising in the DGFEM (2.21)

has been studied extensively within the literature: different choices of numerical
flux functions lead to DGFEMs with quite different consistency, stability, and
convergence properties; for a review, we refer to [18]. In the interest of simplicity
of presentation, here we consider one popular family of schemes, referred to as
interior penalty (IP) methods. We stress, however, that the theoretical developments
presented below are applicable to many other DGFEMs. For IP methods, we select

Ou D Ou.uh/ D
� ffuhgg C 1C�

2
nF � ŒŒuh�� on F 2 FI

h ;

.1 C �/uh � �gD on F 2 FB
h ;

Os D Os.uh; rhuh/ D
� ffrhuhgg � �ŒŒuh�� on F 2 FI

h ;

ruh � �.uh � gD/n on F 2 FB
h ;

where � 2 Œ�1; 1� and for F 2 FI
h , F � @�i \ @�j, nF D n�i . Moreover,

� W Fh 7! R is referred to as the discontinuity-penalization function; the precise
definition of � depends on the local mesh size and local polynomial degree. In the
current setting, i.e., assuming that the underlying simplicial mesh Th is shape-
regular and that the polynomial degree p is constant overTh, the analysis undertaken
in [124], for example, indicates that � D O.p2=h/. The precise definition for general
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polytopic meshes and variable elemental polynomial degrees is a key question in this
work and will be discussed in detail in Chap. 4, cf. Definition 26 and Lemma 35, and
Chap. 5, cf. Lemma 37.

Given the above definition of Ou and Os, we deduce the following family of
DGFEMs: find uh 2 Vp.Th/, such that

Z
˝

rhuh � rhvh dx C
Z
Fh

.�ffrhuhgg � ŒŒvh�� C �ffrhvhgg � ŒŒuh��/ ds

C
Z
Fh

�ŒŒuh�� � ŒŒvh�� ds D
Z

˝

fvh dx C
Z
FB

h

gD.�rhvh � n C �vh/ ds (2.22)

for all vh 2 Vp.Th/. Selecting the parameter � D 1 gives rise to the so-called
Nonsymmetric Interior Penalty (NIP) DGFEM, cf. [152], � D 0 is the Incomplete
Interior Penalty (IIP) DGFEM, cf. [77], while setting � D �1 yields the Symmetric
Interior Penalty (SIP) scheme, cf. [85].

2.4 DGFEMs for PDEs with Nonnegative
Characteristic Form

Finally, on the basis of the schemes (2.8), cf., also, (2.11), and (2.22), in this section
we state the DGFEM discretization of general second-order PDEs with nonnegative
characteristic form (2.1), (2.3). To this end, we begin by assuming, for simplicity,
that a 2 Vq.Th/, q � 0; this assumption will be removed in Chap. 5. Furthermore,
we assume that the computational mesh Th respects the decomposition of @˝ in
the sense that the set of boundary faces FB

h of Th can be subdivided as FB
h D

Fh
D [ Fh

N [ Fh
� [ Fh

C, such that each F 2 Fh
s, s 2 fD; N; �; Cg, belongs to

the interior of @˝D, @˝N, @�˝ , and @C˝ , respectively.
Thereby, the DGFEM discretization of (2.1), (2.3) is given by: find uh 2 Vp.Th/

such that
Z

˝

	
arhuh � rhvh C rh � .buh/vh C cuh vh



dx

C
Z
FI

h [Fh
D

	 � ffarhuhgg � ŒŒvh�� C �ffarhvhgg � ŒŒuh�� C �ŒŒuh�� � ŒŒvh��



ds

�
X
�2Th

Z
@��n@˝

b � n� .uC
h � u�

h /vC
h ds �

X
�2Th

Z
@��\.@˝D[@�˝/

b � n uC
h vC

h ds

D
Z

˝

f vh dx C
Z

@˝D

gD.�rhvh � n C �vh/ ds C
Z

@˝N

gNvh ds

�
X
�2Th

Z
@��\.@˝D[@�˝/

b � n gDvC
h ds (2.23)
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for all vh 2 Vp.Th/. This method was originally proposed and analysed in [124],
assuming that a 2 Vq.Th/; this condition is satisfied for all cases but the fourth
in Example 3. To remove this assumption, in Chap. 5, we exploit the variant of the
above DGFEM, first presented in [100].

Remark 5 We remark that when the diffusion tensor a has high contrast over
the computational domain ˝ , then diffusivity-dependent weighted averages may
be employed within the definition of the DGFEM scheme (2.23); cf. [82, 91] for the
treatment of standard element shapes in this setting. For simplicity of presentation,
we do not consider this case within this work.



Chapter 3
Inverse Estimates and Polynomial
Approximation on Polytopic Meshes

In this chapter we develop the key mathematical tools needed to study the stability
and convergence properties of hp-version DGFEMs on polytopic meshes. These
results will be exploited below with the ultimate goal of tackling general second-
order PDEs with nonnegative characteristic form. While results of this type are
readily available within the literature for standard element types, such as simplicial
and tensor-product elements, cf. [25, 26, 62, 142, 156], we shall concentrate on the
extension of these bounds to general meshes consisting of polytopic elements. A key
issue in this setting is that general shape-regular polytopic meshes may, under mesh
refinement, possess elements with .d � k/-dimensional facets, k D 1; 2; : : : ; d � 1,
which degenerate as the mesh size tends to zero. Thereby, care must be taken to
ensure that the resulting inverse estimates and polynomial approximation results are
sensitive to this type of degeneracy. The key approach adopted here is to exploit
known results for standard elements, both within an L2- and L1-setting, and to take
the minimum of the resulting bounds, cf. [54, 55]. In this way, bounds which are
optimal in both the h-version and p-version setting may be deduced, which directly
account for .d � k/-dimensional facet degeneration, k D 1; 2; : : : ; d � 1.

In Sect. 3.1, we begin by introducing the classes of meshes which may be
admitted within the analysis presented below. Under these assumptions, in Sects. 3.2
and 3.3 we derive hp-version inverse and approximation results, respectively.

3.1 Polytopic Meshes

We define a very general class of computational meshes consisting of polytopic
elements, together with some underlying technical assumptions. The notation
introduced here will be employed throughout this volume.

Let Th be a subdivision of the computational domain ˝ � R
d, d 2 N, into

disjoint open polytopic elements � constructed in such a manner that the union of

© Springer International Publishing AG 2017
A. Cangiani et al., hp-Version Discontinuous Galerkin Methods
on Polygonal and Polyhedral Meshes, SpringerBriefs in Mathematics,
DOI 10.1007/978-3-319-67673-9_3
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Fig. 3.1 Polygonal element
�, � 2 Th, and its face-wise
neighbours; hanging nodes
are highlighted with a filled
circle

the closures of the elements � 2 Th forms a covering of the closure of ˝ , i.e.,
N̋ D [�2Th N�. Furthermore, we denote by h� , the diameter of � 2 Th, i.e., h� WD

diam.�/. From a mesh adaptation point of view DGFEMs are advantageous in the
sense that they can naturally handle meshes which contain irregular/hanging nodes.
With this in mind, we allow Th to consist of general elements which may possess
several hanging nodes on their .d � k/-dimensional facets, k D 1; 2; : : : ; d � 1, cf.
Fig. 3.1.

The stability and approximation theorems developed in this chapter rely on
respective results for standard element shapes; in fact, here we shall rely on
hp-version bounds for simplices. For this reason, we introduce the notion of
both element interfaces and element faces; the latter being assumed to be sim-
plices in R

d�1. To this end, and to facilitate the presence of hanging nodes, we
define the interfaces of the computational mesh Th to be the intersection of the
.d�1/-dimensional facets of neighbouring elements. In the two-dimensional setting
(i.e., d D 2), the interfaces of Th are simply piecewise linear line segments, i.e., they
consist of a set of .d � 1/-dimensional simplices. However, in general for d D 3,
(or indeed d � 3) the interfaces of Th consist of general polygonal surfaces in R

3

(or polyhedral surfaces in R
d, d > 3, respectively). Thereby, we assume that each

planar section of each interface of an element � 2 Th may be subdivided into a
set of co-planar triangles (.d � 1/-dimensional simplices, respectively). We refer to
these .d � 1/-dimensional simplices, whose union form the interfaces of Th, as the
faces of the computational mesh Th, and denote by Fh the set of all such faces. We
remark that, throughout the remainder of this volume, these will play the role of the
element faces appearing in the definition of the DGFEM.

With this notation, we assume that the sub-tessellation of element interfaces into
.d � 1/-dimensional simplices is given. We point out that this assumption is not
very restrictive; indeed, if the underlying mesh Th stems from an agglomeration of
a given fine simplicial mesh T fine

h , cf. Sect. 6.1, then the set of faces may be directly
determined from the faces present in T fine

h which form part of the interface of an
agglomerated element � 2 Th. For general polytopic meshes, the faces must be
computed by a local simplicial mesh subdivision algorithm on each interface, cf.
[137], for example.
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In the following sections, we outline the key assumptions required to be satisfied
by the computational mesh Th in order to derive suitable inverse inequalities and
approximation results for general polytopic elements.

3.2 Inverse Estimates

Inverse estimates are widely used in the error analysis of numerical methods
employed for the discretization of both PDEs and integral equations. For a simplicial
or tensor-product element T, let .X.T/; k�kX.T// and .Y.T/; k�kY.T// be two function
spaces such that Pp.T/ � X.T/ � Y.T/. Classical inverse estimates are bounds of
the form

kvkX.T/ � C.Cr; p/h�s
T kvkY.T/

for all v 2 Pp.T/, for some s � 0, with the constant C.Cr; p/ depending at most
on the shape-regularity constant Cr (cf. Definition 2) and the polynomial degree p.
Evidently, as p ! 1, we expect C.Cr; p/ ! 1 also. Indeed, explicit knowledge of
the dependence of the constant C.Cr; p/ on the polynomial degree p is available for
many pairs of spaces X.T/ and Y.T/ within the literature; we refer, for example, to
[40, 60, 156, 172] and the references cited therein. In the following lemma we recall
the key inverse inequalities which will be exploited throughout this section.

Lemma 6 Given a simplex T in Rd, d D 2; 3, we write F � @T to denote one of its
faces. Then, for v 2 Pp.T/, the following inverse inequalities hold

kvk2
L2.F/

� Cinv;1p
2 jFj
jTj kvk2

L2.T/
; (3.1)

kvk2
L1.T/ � Cinv;2

p2d

jTj kvk2
L2.T/

; (3.2)

krvk2
L2.T/

� Cinv;3

p4

h2
T

kvk2
L2.T/

; (3.3)

with Cinv;i, i D 1; 2; 3, positive constants, which are independent of v, p, and hT. In
particular, Cinv;3 depends on the shape-regularity of T, cf. Definition 2.

Proof The detailed proof of (3.1) can be found in [172], and is based on solving the
eigenvalue problem for polynomial functions. We point out that the precise bound
is given by:

kvk2
L2.F/

� . p C 1/. p C d/

d

jFj
jTj kvk2

L2.T/
: (3.4)

The proofs of (3.2) and (3.3) are given in [156].
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We shall now consider the generalization of (3.1) and (3.3) to general meshes
consisting of polytopic elements. We remark that (3.1) is required to establish
the stability of the DGFEM approximation of second-order elliptic PDEs, cf.
Lemmas 27, 35, and 37 below, while (3.3) will be utilized to determine an inf-sup
condition in the presence of first-order transport terms, cf. Theorem 42 below. In
order to extend (3.1) to general polytopic elements �, � 2 Th, we first introduce
the following family of (overlapping) simplices associated with each face F � @�.
Note that this is precisely the reason why we require that each face F is a .d � 1/-
dimensional simplex.

Definition 7 For each element � in the computational mesh Th, we define the
family F �

[ of all possible d-dimensional simplices contained in � and having at least
one face in common with �. Moreover, we write �F

[ to denote a simplex belonging
to F �

[ which shares with � 2 Th the specific face F � @�.
With the above definition, we may now employ (3.1) directly to deduce the

corresponding inverse estimate on a general polytopic element. To this end, given
� 2 Th, and the face F 2 Fh, such that F � @�, consider �F

[ 2 F �
[ given in

Definition 7. Then, for v 2 Pp.�/, applying (3.1) on �F
[ , we immediately deduce

that

kvk2
L2.F/

� Cinv;1p
2 jFj
j�F

[ jkvk2

L2.�F[ /
� Cinv;1p

2 jFj
j�F

[ jkvk2
L2.�/

; (3.5)

where Cinv;1 is a positive constant, independent of v, jFj, j�F
[ j, and p. Clearly, the

choice of �F
[ is not unique; thereby, we may select �F

[ to have the largest possible
measure j�F

[ j. Hence, on the basis of (3.5), the following inverse inequality holds:

kvk2
L2.F/

� Cinv;1p
2 jFj

sup�F[ �� j�F
[ j kvk2

L2.�/
: (3.6)

For a fixed element size h� , the inverse inequality (3.6) is sharp with respect to the
polynomial degree p, cf. [172]. However, for fixed polynomial order p, (3.6) lacks
sharpness with respect to .d � k/-dimensional facet degeneration, k D 1; : : : ; d � 1;
or more precisely, it is not sensitive to the magnitude of the face measure relative
to the measure of the polytopic element �. To illustrate this in a clear manner, we
consider the two-dimensional example presented in [54].

Example 8 In order to demonstrate the lack of sharpness of the inverse inequality
(3.6) with respect to one of its lower-dimensional facets degenerating, we consider
the quadrilateral domain � given by

� WD f.x; y/ 2 R
2 W x > 0; y > 0; xCy < 1g[f.x; y/ 2 R

2 W x > 0; y � 0; x�y < 	g;
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Fig. 3.2 Illustration of the
quadrilateral in Example 8

F

F

for some 	 > 0, cf. Fig. 3.2. Given v 2 Pp.�/, let F WD f.x; y/ 2 R
2 W x � y D 	g,

then exploiting (3.6) gives

kvk2
L2.F/

� Cinv;1

p
2p2	

j�F
[ j kvk2

L2.�/
; (3.7)

where

��
[ WD f.x; y/ 2 R

2 W x > 0; x C 	y < 	; x � y < 	g:
Noting that j�F

[ j D 	.1 C 	/=2, inequality (3.7) becomes

kvk2
L2.F/

� Cinv;1

2
p

2p2

1 C 	
kvk2

L2.�/
:

Hence, if we let 	 ! 0, the left-hand side kvk2
L2.F/

! 0, whereas the right-hand

side 2
p

2p2

1C	
kvk2

L2.�/
! 2

p
2p2kvk2

L2.�/
¤ 0 in general.

The above example clearly indicates that the inverse inequality (3.6) may not
be sharp with respect to element facets of degenerating measure. In the context
of employing such a bound to deduce the stability of the DGFEM approximation
of a given second-order elliptic PDE, cf. Sects. 4.2.1, 4.3.1, and 5.2 below, this
will typically lead to an excessively large penalization term within the underlying
scheme; this in turn may result in ill conditioning of the resulting system of
equations.

To address this issue, we proceed by deriving an alternative inverse inequality
under suitable mesh assumptions. We begin by observing that, since F � @�F

[ , we
have

kvk2
L2.F/

� jFjkvk2

L1.�F[ /
: (3.8)

In order to bound the right-hand side of (3.8), we need to introduce some
additional requirements on the elements � 2 Th. These are based on the following
result which represents the generalization of Lemma 3.7 in [99].
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Lemma 9 Let K be a shape-regular simplex in R
d, d D 2; 3. Then, for each v 2

Pp.K/, there exists a simplex O� � K, having the same shape as K and faces parallel
to the faces of K, with dist.@ O�; @K/ > Cas diam.K/=p2, where Cas is a positive
constant, independent of v, K, and p, such that

kvkL2.O�/ � 1

2
kvkL2.K/:

Here, we recall that dist.@ O�; @K/ denotes the Haussdorff distance between @ O� and
@K, cf. (1.1).

Proof For simplicity, here we present the proof for the case when K is a triangle,
i.e., d D 2; the generalisation to tetrahedral elements in R

3 follows in an analogous
fashion, cf. the proof of Lemma 3.7 in [99] for further details.

We first consider the case when K is the reference triangle with vertices
.0; 0/; .1; 0/, and .0; 1/. Thereby, we may introduce the splitting of K into four
disjoint subdomains as follows, cf. Fig. 3.3: we first let O� be the triangle having
the same shape as K, with faces parallel to K, such that dist.@ O�; @K/ D ı. Then, we
split KnO� into the three disjoint parts f O�ig3

iD1 depicted in Fig. 3.3. For O�1, we have

kvk2
L2.O�1/

D
Z ı

0

Z 1=2

0

v2.x; y/ dx dy C
Z 1=2

ı

Z ı

0

v2.x; y/ dx dy

�
Z 1=2

0

ıkv.x; �/k2
L1.0;ı/ dx C

Z 1=2

ı

ıkv.�; y/k2
L1.0;ı/ dy

�
Z 1=2

0

ıkv.x; �/k2
L1.0;1=2/ dx C

Z 1=2

0

ıkv.�; y/k2
L1.0;1=2/ dy

� 4ıCinv;2p
2kvk2

L2.A1/
; (3.9)

Fig. 3.3 Splitting triangle K
into O� and fO�ig3

iD1
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where A1 D .0; 1=2/2; in the last inequality we have used the one-dimensional
analogue of the inverse inequality (3.2).

For O�2, we make the linear change of variables .x; y/ ! .Qx; Qy/, where Qx D x C y
and Qy D y. Then, we have

kvk2
L2.O�2/

D
Z ı

0

Z 1

1=2

v2.Qx � Qy; Qy/ dQx dQy C
Z 1=2

ı

Z 1

1�ı

v2.Qx � Qy; Qy/ dQx dQy

�
Z 1

1=2

ıkv.Qx � �; �/k2
L1.0;ı/ dQx C

Z 1=2

ı

ıkv.� � Qy; Qy/k2
L1.1�ı;1/ dQy

�
Z 1

1=2

ıkv.Qx � �; �/k2
L1.0;1=2/ dQx C

Z 1=2

0

ıkv.� � Qy; Qy/k2
L1.1=2;1/ dQy

� 4ıCinv;2p
2kvk2

L2.A2/
; (3.10)

where A2 denotes the parallelogram with vertices .1=2; 0/; .1; 0/; .1=2; 1=2/; .0; 1=2/.
For O�3, we make the change of variables .x; y/ ! .Qx; Qy/, where Qx D x and Qy D

x C y. Then, in an analogous fashion to the case of O�2, we obtain

kvk2
L2.O�3/

� 4ıCinv;2p
2kvk2

L2.A3/
; (3.11)

where A3 denotes the parallelogram with vertices .1=2; 0/; .1=2; 1=2/; .0; 1/; .0; 1=2/.
Combining (3.9)–(3.11), we note that

kvk2
L2.KnO�/

� 12ıCinv;2p
2kvk2

L2.K/
:

Selecting ı D .16Cinv;2p2/�1, gives kvk2
L2.KnO�/

� 3=4kvk2
L2.K/

; thereby, we deduce
that

kvk2
L2.O�/

D kvk2
L2.K/

� kvk2
L2.KnO�/

� kvk2
L2.K/

� 3

4
kvk2

L2.K/
D 1

4
kvk2

L2.K/
:

For general triangles K in R
2, by employing standard scaling arguments, it is easy

to observe that the above inequality holds for all O� � K such that dist.@ O�; @K/ �
C diam.K/=p2, where C is a positive constant which only depends on the shape-
regularity of K. Thereby, it follows that there exists another constant Cas > 0

such that, for any K, we can find a simplex O� contained in K, with dist.@ O�; @K/ >

Cas diam.K/=p2, such that kvkL2.O�/ � 1=2kvkL2.K/, as required.
Motivated by the result of Lemma 9, we introduce the following definition.
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Fig. 3.4 Illustration of a
covering of a polygon, cf.
Definition 10: this polygon is
p-coverable for p sufficiently
small, but not for all p

K1

K2

Definition 10 An element � 2 Th is said to be p-coverable with respect to p 2 N,
if there exists a set of m� overlapping shape-regular simplices Ki, i D 1; : : : ;m� ,
m� 2 N, such that

dist.�; @Ki/ < Cas
diam.Ki/

p2
; and jKij � casj�j (3.12)

for all i D 1; : : : ;m� , where Cas and cas are positive constants, independent of � and
Th.

Following [54], in Fig. 3.4 we present a polygonal element � in R
2 which may be

covered by two triangles K1 and K2, i.e., m� D 2. We observe that Definition 10
admits very general polytopic elements � 2 Th which may contain .d � k/-
dimensional facets, k D 1; : : : ; d � 1, whose measure is arbitrarily small, relative
to the measure of � itself. Returning to Example 8, we note that the quadrilateral
element � depicted in Fig. 3.2 is p-coverable when 	 < Cas=p2 for some constant
Cas > 0.

Equipped with (3.6), (3.8), Lemma 9, and Definition 10, we are now in a position
to present the following hp-version inverse inequality for general polytopic elements
which directly accounts for elemental facet degeneration.

Lemma 11 Let � 2 Th, F � @� denote one of its faces. Then, for each v 2 Pp.�/,
the following inverse inequality holds

kvk2
L2.F/

� CINV. p; �;F/p2 jFj
j�j kvk2

L2.�/
; (3.13)

where

CINV. p; �;F/ WD

8̂̂
<̂
ˆ̂̂:

Cinv;4 min
n j�j

sup�F[ �� j�F
[ j ; p

2.d�1/
o
; if � is p-coverable;

Cinv;1

j�j
sup�F[ �� j�F

[ j ; otherwise,
(3.14)

and with �F
[ 2 F �

[ as in Definition 7. Furthermore, Cinv;1 and Cinv;4 are positive
constants which are independent of j�j= sup�F[ �� j�F

[ j, jFj, p, and v.
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Proof If � is not p-coverable, then the above inverse inequality follows immediately
from the bound (3.6). Thereby, we now consider the case when � is p-coverable.
In this case, we proceed by further bounding (3.8); hence we require a bound for
kvkL1.�F[ / for all �F

[ 2 F �
[ . Recalling Definition 10, the element � may be covered

by shape-regular simplices Ki, i D 1; : : : ;m� . Hence, given �F
[ 2 F �

[ , F � @�, cf.
Definition 7, we note that

�F
[ � � � [m�

iD1Ki;

with jKij � casj�j, i D 1; : : : ;m� .
Employing the inverse estimate (3.2) on each Ki, i D 1; : : : ;m� , together with

Definition 10, we deduce that

kvk2

L1.�F[ /
� max

iD1;:::;m�

kvk2
L1.Ki/

� Cinv;2p
2d max

iD1;:::;m�

kvk2
L2.Ki/

jKij

� Cinv;2

cas

p2d

j�j max
iD1;:::;m�

kvk2
L2.Ki/

: (3.15)

We now define O�i � Ki to denote the simplex relative to Ki defined in Lemma 9;
hence, exploiting Lemma 9 and Definition 10, and noting that, by construction, O�i �
� \ Ki � Ki and, trivially, Ki \ � � �, for each i D 1; : : : ;m� , we deduce that

1

4
kvk2

L2.Ki/
� kvk2

L2.O�i/ � kvk2
L2.Ki\�/

� kvk2
L2.�/

: (3.16)

Combining (3.15) and (3.16), we arrive at the inequality

kvk2

L1.�F[ /
� 4Cinv;2

cas

p2d

j�j kvk2
L2.�/

: (3.17)

Inserting (3.17) into (3.8) gives

kvk2
L2.F/

� 4Cinv;2

cas

jFj
j�j p

2dkvk2
L2.�/

: (3.18)

Taking the minimum between (3.6) and (3.18), we deduce the desired result, with
a positive constant Cinv;4 D maxfCinv;1; 4Cinv;2=casg. ut
Remark 12 For a fixed mesh size, the inverse inequality stated in (3.13) is sharp
with respect to the polynomial degree p; indeed, for a p-coverable element �,
� 2 Th, as p ! 1 the minimum in (3.14) will be equal to j�j= sup�F[ �� j�F

[ j.
Moreover, (3.13) is sensitive with respect to .d�k/-dimensional facet degeneration,
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k D 1; : : : ; d � 1. Indeed, recalling Example 8, we observe that the left- and right-
hand sides of (3.13) degenerate at the same rate as 	 ! 0, for fixed p.

We conclude this section by presenting a further inverse inequality which
provides a bound on the H1.�/-norm of a polynomial function v, � 2 Th, with
respect to the L2.�/-norm of v, thereby, extending the estimate (3.3) stated for
simplices to general polytopes; this result will be required to deduce the inf-sup
estimate derived in Theorem 42. As expected, it is now necessary to assume shape-
regularity of the polytopic mesh Th.

Assumption 13 The subdivision Th is shape-regular, cf. Definition 2, i.e., there
exists a positive constant Cr, independent of the mesh parameters, such that

8� 2 Th;
h�

��

� Cr:

Lemma 14 Given that Assumption 13 is satisfied, then, for any � 2 Th which is
p-coverable and v 2 Pp.�/, the following inverse inequality holds

krvk2
L2.�/

� Cinv;5

p4

h2
�

kvk2
L2.�/

; (3.19)

where Cinv;5 is a positive constant, which is independent of v, h� , and p, but depends
on the shape-regularity constant of the covering of �.

Proof From Definition 10 there exists a covering of � by shape-regular simplices
Ki, i D 1; : : : ;m� , such that jKij � casj�j, i D 1; : : : ;m� . Thereby, we note that the
following inequalities hold for i D 1; : : : ;m� :

hdKi
� jKij � casj�j � cas�

d
� � cas

Cd
r

hd�;

from which we deduce

hKi � c
1=d
as

Cr
h�;

for i D 1; : : : ;m� . Employing (3.3) and Definition 10 gives

krvk2
L2.�/

�
m�X
iD1

krvk2
L2.Ki/

� Cinv;3

m�X
iD1

p4

h2
Ki

kvk2
L2.Ki/

� Cinv;3C2
r

c2=d
as

p4

h2
�

m�X
iD1

kvk2
L2.Ki/

: (3.20)
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Recalling (3.16) in the proof of Lemma 11, inequality (3.20) yields

krvk2
L2.�/

� 4Cinv;3C2
r m�

c2=d
as

p4

h2
�

kvk2
L2.�/

;

as required. Thereby, the statement of the lemma holds with

Cinv;5 D 4Cinv;3C
2
r m�=c2=d

as :

Remark 15 We note that polytopic elements which admit a uniformly-bounded
shape-regular simplicial sub-partition, i.e., regular polytopes which do not contain
degenerating .d�k/-dimensional facets, k D 1; 2; : : : ; d�1, are trivially p-coverable
for any p. In this special case, the inverse estimate given in Lemma 14 can be directly
derived, without the need to employ Lemma 9, cf. [57, 80]. More precisely, consider
the subset of polytopic elements � 2 Th admitting a sub-partition into at most
n� , n� 2 N, shape-regular simplices si, i D 1; 2; : : : ; n� , such that jsij � csj�j,
i D 1; : : : ; n�; where cs is a positive constant, independent of � and Th. For any
such �, following the steps in the proof of Lemma 14 but exploiting, this time, the
sub-partition, yields

krvk2
L2.�/

D
n�X
iD1

krvk2
L2.si/

� Cinv;3C2
r

c
2=d
s

p4

h2
�

kvk2
L2.�/

I (3.21)

here, we have used the inequality hsi � .c
1=d
s =Cr/ h�; for i D 1; : : : ; n� , where hsi WD

diam.si/, i D 1; : : : ; n� . Hence, (3.19) holds with Cinv;5 D Cinv;3C2
r =c

2=d
s .

Remark 16 Assumption 13, which imposes a shape-regularity condition on the
mesh Th, is only needed for the proof of Lemma 14. This result extends the classical
inverse estimate, bounding the H1-seminorm of a polynomial function with its L2-
norm on a simplex (3.3), to polytopic elements. Such inverse estimates depend on
the shape-regularity of the elements, even in the case of simplicial elements, cf.
[169]. Assumption 13 and Lemma 14 are only used for proving the inf-sup stability
result derived in Chap. 5, cf. Theorem 42.

3.3 hp-Approximation Bounds

For the approximation theory on polytopic domains presented below, we require the
existence of a suitable covering of the mesh by an overlapping set of simplices in
R

d.

Definition 17 We define the covering T
]
h D fK g related to the computational

mesh Th as a set of open shape-regular d-simplices K , such that, for each � 2 Th,
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Fig. 3.5 Polygonal element
�, � 2 Th, in R

2 and the
corresponding simplex
K 2 T

]
h , � � K

there exists a K 2 T
]
h , such that � � K . Given T

]
h , we denote by ˝] the covering

domain given by N̋
] WD [

K 2T ]
h

NK .

In Fig. 3.5 we show a single polygonal element �, � 2 Th, in R
2 and the

corresponding simplex K 2 T
]
h , such that � � K . With the definition of

the simplicial covering T
]
h associated with the computational mesh Th given in

Definition 17, we make the following key assumption regarding the amount of
allowable overlap between elements in Th and the simplices present in T

]
h .

Assumption 18 We assume that there exists a covering T
]
h of Th and a positive

constant O˝ , independent of the mesh parameters, such that

max
�2Th

card
n
�0 2 Th W �0 \ K ¤ ;; K 2 T

]
h such that � � K

o
� O˝;

and

hK WD diam.K / � Cdiamh�;

for each pair � 2 Th, K 2 T
]
h , with � � K , for a constant Cdiam > 0, uniformly

with respect to the mesh size.

Remark 19 Assumption 18 requires shape-regularity of the mesh covering T
]
h , but

not shape-regularity of the computational mesh Th itself. We refer to Fig. 3.6 for an
example of how the two shape-regularity concepts may differ substantially.

To derive appropriate hp-version approximation estimates on general polytopic
elements �, � 2 Th, we observe that standard results, for example, from [25, 26, 156]
are applicable by noting that each � is a subset of a d-simplex belonging to the
covering T ]

h and that the local finite element spaces will consist of polynomials
without the use of element mappings to a reference/canonical element. With this in
mind, we recall the following standard hp-approximation results on d-simplices.

Lemma 20 ([25, 26]) Let T be a simplex in R
d, d D 2; 3, with diameter hT .

Suppose further that vjT 2 Hl.T/, for some l � 0. Then, for p 2 N, there exists
˘pv 2 Pp.T/, such that

kv � ˘pvkHq.T/ � CI;1
hs�q
T

pl�q
kvkHl.T/; l � 0; (3.22)
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Fig. 3.6 Polygonal element �, � 2 Th, in R
2 and the corresponding simplex K 2 T

]
h , � � K ;

the covering simplex K has fixed shape-regularity constant, while �’s shape-regularity constant
can become arbitrarily large by moving the two upper vertices closer together

for 0 � q � l, and

kv � ˘pvkL1.T/ � CI;2
hs�d=2
T

pl�d=2
kvkHl.T/; l > d=2: (3.23)

Here, s D minfp C 1; lg and CI;1 and CI;2 are positive constants which depend on
the shape-regularity of T, but are independent of v, hT, and p.

In order to extend Lemma 20 to the case of general polytopic elements, we first
note that functions defined on ˝ can be extended to the covering domain ˝] using
the following classical extension operator.

Theorem 21 ([162]) Let ˝ be a domain with a Lipschitz boundary. Then there
exists a linear extension operator E W Hs.˝/ 7! Hs.Rd/, s 2 N0, such that Evj˝ D
v and

kEvkHs.Rd/ � CEkvkHs.˝/;

where CE is a positive constant depending only on s and ˝ .
The assumptions stated in Theorem 21 on the domain ˝ may be weakened. Indeed,
[162] only requires that ˝ is a domain with a minimally smooth boundary; the
extension to domains which are simply connected, but may contain microscales, is
treated in [154].

We also recall the following multiplicative trace inequality.

Lemma 22 Given a simplex T in R
d, d D 2; 3, we write F � @T to denote one of

its faces. Then, given v 2 H1.T/, the following inequality holds:

kvk2
L2.F/

� Ct
jFj
jTj

�
kvk2

L2.T/
C hTkvkL2.T/krvkL2.T/

�
; (3.24)

where Ct is a positive constant which depends on d, but is independent of v, hT, jTj,
jFj, and the shape-regularity of T.
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Proof See, for example, Lemma 1.49 in [79], or [61, 139], yielding (3.24) with
Ct WD max.1; 2=d/; clearly, for d D 2; 3, we have that Ct D 1.

Given the projection operator ˘p defined in Lemma 20 and the extension
operator E given in Theorem 21, we now proceed to define a suitable projection
operator on a general polytopic element �, � 2 Th. To this end, for v 2 L2.˝/,
we define Q̆ pv 2 Pp.�/ as follows: for each � 2 Th, given the associated element

K 2 T
]
h , such that � � K , cf. Definition 17, we write

Q̆ pv WD ˘p.EvjK /j�; (3.25)

where ˘p W L2.K / ! Pp.K / is defined in Lemma 20. With this definition, we
now state the following hp-version approximation bounds.

Lemma 23 Let � 2 Th, F � @� denote one of its faces, and K 2 T
]
h be the

corresponding simplex, such that � � K , cf. Definition 17. Suppose that v 2 L2.˝/

is such that EvjK 2 Hl� .K /, for some l� � 0. Then, given Assumption 18 is
satisfied, the following bounds hold

kv � Q̆ pvkHq.�/ � CI;3
hs��q

�

pl��q
kEvkHl� .K /; l� � 0; (3.26)

for 0 � q � l� , and

kv � Q̆ pvkL2.F/ � CI;4jFj1=2 h
s��d=2
�

pl��1=2
Cm. p; �;F/1=2kEvkHl� .K /; l� > d=2; (3.27)

where

Cm. p; �;F/ D min
n hd�

sup�F[ �� j�F
[ j ; p

d�1
o
;

s� D minf p C 1; l�g and CI;3 and CI;4 are positive constants, which depend on the
shape-regularity ofK , but are independent of v, h� , and p.

Proof To prove (3.26), we note that

kv � Q̆ pvkHq.�/ D kEv � ˘p.Ev/kHq.�/ � kEv � ˘p.Ev/kHq.K /:

Thereby, upon application of (3.22) and noting that Assumption 18 holds, the
desired bound follows immediately with CI;3 D CI;1C

s��q
diam .
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To prove (3.27), we let �F
[ 2 F �

[ , cf. Definition 7; then, applying the
multiplicative trace inequality (3.24), together with (3.26), and noting that �F

[ � �,
we obtain

kv � Q̆ pvk2
L2.F/

� Ct
jFj
j�F

[ j
�
kv � Q̆ pvk2

L2.�F[ /

Ch�F[
kv � Q̆ pvkL2.�F[ /kr.v � Q̆ pv/kL2.�F[ /

�

� Ct C
2
I;1 C

2s��1
diam

jFj
j�F

[ j
�
Cdiam

h�

p
C h�F[

�
h2s��1

�

p2l� �1
kEvk2

Hl� .K /
: (3.28)

Given that h�F[
� h� and �F

[ is arbitrary, from (3.28) we conclude that

kv � Q̆ vk2
L2.F/

� Ct C
2
I;1 C

2s��1
diam .Cdiam C 1/

jFj
sup�F[ �� j�F

[ j
h2s�

�

p2l� �1
kEvk2

Hl� .K /
:

(3.29)

On the other hand, proceeding as in the proof of Lemma 11, we observe that

kv � Q̆ pvk2
L2.F/

� jFjkv � Q̆ pvk2
L1.F/:

Hence, employing the definition of the projection operator Q̆ p, together with (3.23)
and Assumption 18, we deduce that

kv � Q̆ pvk2
L2.F/

� C2
I;2 C

2s��d
diam jFjh

2s��d
�

p2l� �d
kEvk2

Hl� .K /
; (3.30)

for l� > d=2. Thereby, taking the minimum of the two bounds (3.29) and (3.30), the
approximation result stated in (3.27) holds with

CI;4 D max.CI;1 C
s� �1=2
diam

p
Ct.Cdiam C 1/;CI;2C

s��d=2
diam /:

Remark 24 We note that (3.29) is valid for l� � 1; for simplicity of presentation,
we have omitted this level of generality in the statement of Lemma 23, since it is of
no consequence to the proceeding work.

On the basis of the technical results developed above, in the following chapters
we study the DGFEM discretization for a range of linear PDEs.



Chapter 4
DGFEMs for Pure Diffusion Problems

In this chapter we study the stability and hp-version a priori error analysis of the
DGFEM discretization of a pure diffusion problem; referring back to (2.1), (2.3),
this corresponds to the case when a is positive definite, b � 0, and c � 0. In
particular, we develop the underlying theory for two different sets of shape assump-
tions, which the polytopic elements forming the computational mesh Th must
satisfy. In the first instance, we assume that the number of faces each element �,
� 2 Th, possesses remains uniformly bounded under mesh refinement, but without
the restriction of shape-regularity in the classical sense, cf. Assumption 25 below;
see, also, [54]. We will then pursue the analysis in the case when this assumption is
violated, i.e., when polytopic elements are permitted to have an arbitrary number of
faces under mesh refinement; however, in this setting, a generalized shape-regularity
assumption must be satisfied, cf. Assumption 30 below. This latter condition was
first considered in [56]. The outline of this chapter is as follows. Upon recalling
the diffusion model problem, we introduce the corresponding DGFEM in Sect. 4.1;
the latter is based on the general scheme outlined in Sect. 2.4. For simplicity
of presentation, here we focus on the symmetric version of the interior penalty
DGFEM, though we stress that the analysis presented here naturally generalizes
to both the IIP- and NIP-DGFEMs, as well as other DGFEMs proposed within
the literature. Then, in Sects. 4.2 and 4.3 we pursue the error analysis under the
two different mesh assumptions, respectively. Moreover, for the analysis of the
second case, when elements with an arbitrary number of faces are permitted, we also
prove the necessary trace inverse estimate, along with a polynomial approximation
result. Finally, in Sect. 4.4 we discuss the relationship between these different mesh
assumptions and conclude on the generality of polytopic meshes covered by our
analysis.

© Springer International Publishing AG 2017
A. Cangiani et al., hp-Version Discontinuous Galerkin Methods
on Polygonal and Polyhedral Meshes, SpringerBriefs in Mathematics,
DOI 10.1007/978-3-319-67673-9_4
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4.1 Model Problem and Discretization

Given an open bounded Lipschitz domain ˝ in R
d, d 2 N, with boundary @˝ , we

consider the following PDE boundary-value problem: find u such that

� r � .aru/ D f in ˝; (4.1)

u D gD on @˝D; (4.2)

n � .aru/ D gN on @˝N: (4.3)

Here, f 2 L2.˝/, a D ˚
aij
�d
i;jD1

, with aij 2 L1.˝/ and aij D aji, for i; j D 1; : : : ; d,

and, at each x in N̋ ,

dX
i;jD1

aij.x/�i�j � � j�j2 > 0; (4.4)

where � is a positive constant, for any vector � D .�1; : : : ; �d/ in R
d. Here, the

boundary of the computational domain ˝ is subdivided into the two disjoint subsets
@˝D and @˝N whose union is @˝ , with @˝D nonempty and relatively open in @˝ .
The well-posedness of the boundary value problem (4.1)–(4.3), under the uniform
ellipticity condition (4.4) can be deduced, based on employing the Lax-Milgram
Theorem; see, for example, [42, 64].

As in Chap. 3, we write Th to denote a subdivision of the computational domain
˝ � R

d, d > 1, into disjoint open polytopic elements � constructed such that N̋ D
[�2Th N�. Recalling that Fh denotes the set of open .d � 1/-dimensional simplicial
element faces associated with the computational mesh Th, employing the notation
introduced in Chap. 2, we write Fh D FI

h [ FB
h , where FI

h denotes the set of
interior element faces, and FB

h is the set of boundary element faces. For simplicity,
we assume that Th respects the decomposition of @˝ in the sense that each F 2 FB

h
belongs to the interior of exactly one of @˝D or @˝N. Hence, we write FD

h ;FN
h �

FB
h to denote the subsets of boundary faces belonging to @˝D; @˝N, respectively.
To facilitate hp-adaptivity, to each element � 2 Th, we associate a local

polynomial degree p� � 1, and collect the p� , � 2 Th, in the vector p WD . p� W
� 2 Th/. With this notation, we define the finite element space Vp.Th/ with respect
to Th and p by

Vp.Th/ WD fu 2 L2.˝/ W uj� 2 Pp� .�/; � 2 Thg;

where, we recall that Pp.�/ denotes the space of polynomials of total degree p
on �. By construction, the local elemental polynomial spaces employed within the
definition of Vp.Th/ are defined in the physical space, without the need to map from
a given reference or canonical frame, as is typically the case for classical FEMs; we
refer to Chap. 6 concerning implementation aspects of the elementwise polynomial
basis.
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Following the derivation presented in Sect. 2.3, we recall the (SIP) DGFEM
bilinear form

Bd.wh; vh/ WD
X
�2Th

Z
�

arwh � rvh dx

�
Z
FI

h [FD
h

.ffarwhgg � ŒŒvh�� C ffarvhgg � ŒŒwh�� � �ŒŒwh�� � ŒŒvh��/ ds;

and linear functional

`.vh/ WD
X
�2Th

Z
�

fvh dx �
Z
FD

h

gD.arvh � n � �vh/ ds C
Z
FN

h

gNvh ds;

for wh; vh 2 Vp.Th/. Thereby, the corresponding DGFEM is given by: find uh 2
Vp.Th/ such that

Bd.uh; vh/ D `.vh/ (4.5)

for all vh 2 Vp.Th/.
The well-posedness and stability properties of the above method depend on the

choice of the discontinuity-penalization function � . These are analyzed in the next
two sections based on employing different assumptions on the elements present in
the computational mesh Th. Clearly, we expect that the choice of � will be sensitive
to the size of each face F, F 2 Fh, relative to the size of the element(s) which form
F. In order to focus on the treatment of general polytopic subdivisions, throughout
this chapter, we make the simplifying assumption that the entries of a are constant
on each element �, � 2 Th, i.e.,

a 2 ŒV0.Th/�
d�d
sym : (4.6)

We note that the proceeding results follow immediately, with only very minor
changes, in the case when a 2 ŒVq.Th/�

d�d
sym , where q WD .q� W � 2 Th/,

such that q� 2 N0 for all � 2 Th. The extension of the analysis to general
positive (semi-)definite diffusion tensors will be treated later on in Chap. 5 when we
consider the DGFEM discretization of general second-order PDEs with nonnegative
characteristic form.

4.2 Error Analysis I: Bounded Number of Element Faces

We study the stability and a priori error analysis of the DGFEM (4.5) under the
following assumption, which guarantees that the number of faces each element
possesses remains bounded under mesh refinement.
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Assumption 25 (Limited Number of Faces) For each element � 2 Th, we define

C� WD card
n
F 2 Fh W F � @�

o
:

We assume there exists a positive constant CF, independent of the mesh parameters,
such that

max
�2Th

C� � CF:

We stress that no shape-regularity condition is required to be satisfied by Th for the
analysis in this section to hold.

4.2.1 Well-Posedness of the DGFEM

Firstly, we write
p
a 2 ŒV0.Th/�

d�d
sym to denote the unique (positive definite) square-

root of the symmetric matrix a and Na� WD jpaj22j� , � 2 Th, where j � j2 denotes the
matrix norm subordinate to the l2-vector norm on R

d, cf. [124]. With this notation,
we define the discontinuity-penalization function � W Fh ! R in the following
manner.

Definition 26 Assuming that (4.6) holds, the discontinuity-penalization function
� W Fh ! R arising in (4.5) is given by

�.x/ WD

8̂
<̂
ˆ̂:
C� max

�2f�C ;��
g

n
CINV. p� ; �;F/

Na�p2
� jFj

j�j
o
; x 2 F 2 FI

h ; F � @�C \ @��;

C�CINV. p� ; �;F/
Na�p2

� jFj
j�j ; x 2 F 2 FD

h ; F � @�:

(4.7)

Here, CINV is the constant arising in the inverse inequality derived in Lemma 11,
cf. (3.14), and C� is a positive constant independent of p� , jFj, and j�j.

In accordance with the mesh terminology introduced in Sect. 3.1, we note that
the value of the discontinuity-penalization function � on a given elemental interface
is independently determined on each constituent .d � 1/-dimensional simplicial
mesh face which forms the given interface. In this way, � is independent of any
local mesh size or polynomial degree quasi-uniformity assumption, as well as any
local regularity condition on the location of hanging nodes on the boundary of each
element �, � 2 Th. In particular, for standard simplicial and tensor product meshes,
which contain hanging nodes, the independent piecewise constant definition of the
discontinuity-penalization function allows for the treatment of irregular hanging
nodes, i.e., nodes which are arbitrarily positioned on the element interface, in a
simple manner. This is in contrast to the usual error analysis of DGFEMs on meshes
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consisting of standard element shapes, whereby irregular hanging nodes are not
permitted, since the discontinuity-penalization function definition typically relies on
the face, and the corresponding interface which it belongs to, to be of comparable
size to that of the element, cf. [124].

The first issue encountered when analyzing the DGFEM (4.5) is that this
formulation is not well-defined for functions in H1.˝/. Indeed, square-integrable
functions, i.e., those that belong to L2.˝/, do not have a well-defined trace on Fh

and hence the terms ffrvgg are not well-defined for v 2 H1.˝/. Hence, unless
we assume that the analytical solution of (4.1) possesses additional regularity,
we cannot directly exploit Galerkin orthogonality. At first sight, this may not
appear to be a pertinent issue in the context of a priori error bounds, whereby
local solution regularity is routinely assumed to be sufficiently high. However, the
presence of ffrvggjF, for a face F, in the bilinear form, results in terms of the form
ffr.u�˘u/ggjF, where ˘u 2 Vp.Th/ is some approximation of u; this must then be
estimated optimally to establish an (optimal) a priori error bound. Unfortunately, as
the proof of Lemma 23 shows, to derive hp-approximation estimates for the H1.F/-
seminorm on polytopic meshes in the spirit of (3.30), we would additionally need
an hp-approximation estimate on simplicial elements in the W1;1-norm, (cf. (3.23))
which is neither available nor practical for it would increase further the solution
regularity requirements artificially.

To overcome this issue, we introduce suitable extensions of the bilinear form
Bd.�; �/ and linear functional `.�/. To this end, we write ˘ L2 W ŒL2.˝/�d ! ŒVp.Th/�

d

to denote the orthogonal L2-projection onto the finite element space ŒVp.Th/�
d.

Thereby, following [100, 147], we define the bilinear form

QBd.w; v/ WD
X

�2Th

Z
�

arw � rv dx (4.8)

�
Z
FI

h [FD
h

.ffa˘ L2 .rw/gg � ŒŒv�� C ffa˘ L2 .rv/gg � ŒŒw�� � �ŒŒw�� � ŒŒv�� ds/;

(4.9)

and linear functional

Q̀.v/ WD
X
�2Th

Z
�

fv dx �
Z
FD

h

gD.a˘ L2 .rv/ � n � �v/ ds C
Z
FN

h

gNv ds

for all v;w 2 V WD H1.˝/ C Vp.Th/. Then the DGFEM formulation (4.5) may be
rewritten in the following equivalent manner: find uh 2 Vp.Th/ such that

QBd.uh; vh/ D Q̀.vh/ (4.10)

for all vh 2 Vp.Th/.
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Of course, for all w; v 2 Vp.Th/, we have QBd.w; v/ D Bd.w; v/ and Q̀.v/ D `.v/,
i.e., (4.10) and (4.5) give rise to the same DGFEM. However, the bilinear form
QBd.�; �/ is inconsistent due to the discrete nature of the projection operator ˘ L2 ;
thereby, Galerkin orthogonality no longer holds. Nevertheless, this formulation
enables us to pursue the analysis without requiring W1;1-norm approximation
estimates, as we shall see below. Moreover, we are able to deduce both the coercivity
and continuity of the (extended) bilinear form QBd.�; �/ on V � V .

We introduce the associated DGFEM energy norm given by

jkvjk2
DG WD

X
�2Th

kp
arvk2

L2.�/
C
Z
FI

h [FD
h

� jŒŒv��j2 ds: (4.11)

Here, and in the following, we shall often make use of the arithmetic-geometric
mean inequality, written in the following form:

ab � a2	 C b2

4	
; (4.12)

which holds for any a; b 2 R and 	 > 0.

Lemma 27 Given that Assumption 25 holds, with � defined as in Definition 26,
where C� is a sufficiently large positive constant, the bilinear form QBd.�; �/ is
coercive and continuous over V � V , i.e.,

QBd.v; v/ � Ccoerjkvjk2
DG for all v 2 V ; (4.13)

and

QBd.w; v/ � CcontjkwjkDG jkvjkDG for all w; v 2 V ; (4.14)

respectively, where Ccoer and Ccont are positive constants, independent of the local
mesh sizes h� and local polynomial degree orders p� , � 2 Th.

Proof The proof is based on employing standard arguments, cf. [79], for example;
in particular, the analysis exploits the inverse inequality stated in Lemma 11 for
general polytopic elements. Firstly, to prove (4.13), we note that, for any v 2 V , we
have the following identity

QBd.v; v/ D jkvjk2
DG � 2

Z
FI

h [FD
h

ffa˘ L2 .rv/gg � ŒŒv�� ds: (4.15)

We now proceed by bounding the second term on the right-hand side of (4.15). To
this end, given F 2 FI

h , such that F � @�C \ @��, �˙ 2 Th, upon application of
the Cauchy–Schwarz inequality and the arithmetic-geometric mean inequality, we
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deduce that
Z
F
ffa˘ L2 .rv/gg � ŒŒv�� ds � 1

2

�
k 1p

�
a˘ L2 .rvC/kL2.F/Ck 1p

�
a˘ L2 .rv�/kL2.F/

�

�kp
�ŒŒv��kL2.F/

� 	

�
k 1p

�
a˘ L2 .rvC/k2

L2.F/
C k 1p

�
a˘ L2 .rv�/k2

L2.F/

�

C 1

8	
kp

�ŒŒv��k2
L2.F/

:

Employing the inverse inequality stated in Lemma 11, the definition of the
discontinuity-penalization function � , the assumption on the diffusion tensor,
cf. (4.6), and the stability of the L2-projector ˘ L2 in the L2-norm, namely that
k˘ L2vkL2.�/ � kvkL2.�/, for v 2 ŒV �d , � 2 Th, gives

Z
F
ffa˘ L2 .rv/gg � ŒŒv�� ds

� 	

 
CINV. p�C; �C;F/

Na�Cp2
�C

jFj
j�Cj k 1p

�

p
a˘ L2 .rv/k2

L2.�C/

CCINV. p�� ; ��;F/
Na��p2

�� jFj
j��j k 1p

�

p
a˘ L2 .rv/k2

L2.��/

�
C 1

8	
kp

�ŒŒv��k2
L2.F/

� 	

C�

�
kp

arvk2
L2.�C/

C kp
arvk2

L2.��/

�
C 1

8	
kp

�ŒŒv��k2
L2.F/

: (4.16)

Similarly, for F 2 FD
h , where F � @�, � 2 Th, we get

Z
F
ffa˘ L2 .rv/gg � ŒŒv�� ds � 	

C�

kp
arvk2

L2.�/
C 1

4	
kp

�ŒŒv��k2
L2.F/

: (4.17)

Inserting (4.16) and (4.17) into (4.15), we deduce that

QBd.v; v/ �
�

1 � 2CF

C�

	

�X
�2Th

kp
arvk2

L2.�/
C
�

1 � 1

2	

� X
F2FI

h [FD
h

kp
�ŒŒv��k2

L2.F/
;

since the number of elemental faces is uniformly bounded by Assumption 25. Hence
the bilinear form QBd.�; �/ is coercive over V � V if C� > 2CF	 for some 	 > 1=2.

The proof of continuity of QBd.�; �/ follows immediately, based on employing the
Cauchy-Schwarz inequality, together with analogous arguments to establish upper
bounds on the face terms, cf. (4.16) and (4.17) above.

The above analysis extends well-known results derived for meshes consisting
of standard element shapes to the case when general polytopes are admitted. We
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stress that the proof is based on exploiting the new inverse inequality derived in
Lemma 11, in order to provide a suitable upper bound on the face terms arising
in the DGFEM (4.5), cf., also, (4.10), assuming that Assumption 25 holds. This
approach has the crucial advantage of permitting very general polytopic meshes in
the sense that shape-regularity of the underlying mesh Th is not directly required.

4.2.2 A Priori Error Analysis

We now embark on the error analysis of the hp-version DGFEM (4.5), cf.,
also, (4.10). To this end, we quote the following abstract error bound, which is an
instance of Strang’s Second Lemma [64, 163], whereby the error is controlled by
the sum of a quasi-optimal approximation term and a residual term.

Lemma 28 Let u 2 H1.˝/ be the weak solution of (4.3) and uh 2 Vp.Th/ the
DGFEM solution defined by (4.5). Under the hypotheses of Lemma 27, the following
abstract error bound holds

jku � uhjkDG �
�

1 C Ccont

Ccoer

�
inf

vh2Vp.Th/
jku � vhjkDG

C 1

Ccoer
sup

wh2Vp.Th/nf0g
j QBd.u;wh/ � Q̀.wh/j

jkwhjkDG
: (4.18)

Proof Employing the triangle inequality gives

jku � uhjkDG � jku � vhjkDG C jkvh � uhjkDG (4.19)

for all vh 2 Vp.Th/. Thereby, we simply need to bound jkvh � uhjkDG; to this end,
we exploit the coercivity and continuity of QBd.�; �/ on V � V , cf. Lemma 27, to
obtain

jkvh � uhjk2
DG � 1

Ccoer

QBd.vh � uh; vh � uh/

D 1

Ccoer
. QBd.vh � u; vh � uh/ C QBd.u � uh; vh � uh//

� Ccont

Ccoer
jku � vhjkDGjkvh � uhjkDG

C 1

Ccoer
. QBd.u; vh � uh/ � Q̀.vh � uh//:

Thereby, dividing both sides by jkvh � uhjkDG, and noting that vh 2 Vp.Th/ is
arbitrary, upon substitution into (4.19), we deduce the statement of the lemma.



4.2 Error Analysis I: Bounded Number of Element Faces 47

The abstract error bound of Lemma 28 may now be employed to establish an
hp-version a priori error bound for the DGFEM (4.5), based on exploiting the
approximation results stated in Lemma 23. To this end, we assume that, given
the polytopic mesh Th, there exists a shape-regular covering T

]
h D fK g, cf.

Definition 17, which satisfies Assumption 18. Furthermore, we assume that uj� 2
Hl� .�/, for some l� > 1 C d=2, for each � 2 Th, so that, by Theorem 21, EujK 2
Hl� .K /, where K 2 T ]

h , with � � K . Thereby, defining Q̆p by Q̆pj� WD Q̆ p� ,
for � 2 Th, upon application of Lemma 23, together with Assumption 25, we
deduce that

inf
vh2Vp.Th/

jku � vhjk2
DG � jku � Q̆ pujk2

DG

�
X
�2Th

0
@kp

ar.u � Q̆ p�u/k2
L2.�/

C 2
X

F�@�n@˝N

�k.u � Q̆ p�u/j�k2
L2.F/

1
A

� C
X
�2Th

h2.s��1/
�

p2.l��1/
�

0
@Na� C h�dC2

�

p�

X
F�@�n@˝N

Cm. p�; �;F/� jFj
1
A kEuk2

Hl� .K /
;

(4.20)

with s� D minfp� C 1; l�g and C a positive constant, which depends on the shape-
regularity of the covering T

]
h , but is independent of the discretization parameters;

also, from Lemma 23, we recall that

Cm. p; �;F/ D min
n hd�

sup�F[ �� j�F
[ j ;

1

p1�d

o
:

We now proceed to bound the residual term arising in (4.18). To this end,
we first note that applying integration by parts elementwise, together with the
identity (2.20), and noting that u is the analytical solution of (4.1), we get

ˇ̌
ˇ QBd.u;wh/ � Q̀.u;wh/

ˇ̌
ˇ D

ˇ̌
ˇ
Z
FI

h [FD
h

ffa.ru � ˘ L2 .ru//gg � ŒŒwh�� ds
ˇ̌
ˇ

�
� Z

FI
h [FD

h

��1jffa.ru � ˘ L2 .ru//ggj2 ds
�1=2jkwhjkDG:

We write Q̆ p to denote the vector-valued hp-projection operator obtained by apply-
ing the operator Q̆ p componentwise. Thereby, adding and subtracting Q̆ p.ru/,
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gives

Z
FI

h [FD
h

��1jffa.ru � ˘ L2 .ru//ggj2 ds

�
Z
FI

h [FD
h

2��1.jffa.ru � Q̆ p.ru//ggj2 C jffa.˘ L2 . Q̆ p.ru/ � ru//ggj2/ ds

� I C II:

Using, as above, the approximation estimate (3.27) yields

I � C
X
�2Th

Na2
�

h2.s��1/
�

p2.l��1/
�

h�d
�

p�1
�

0
@ X

F�@�n@˝N

Cm. p�; �;F/��1jFj
1
AkEuk2

Hl� .K /
:

Similarly, employing the inverse inequality (3.13), the L2-stability of the projector
˘ L2 , and the approximation estimate (3.26), gives

II � C
X
�2Th

Na2
�

h2.s��1/
�

p2.l��1/
�

j�j�1

p�2
�

0
@ X

F�@�n@˝N

CINV. p�; �;F/��1jFj
1
A kEuk2

Hl� .K /
:

Combining the above bounds, we deduce:

sup
wh2Vp.Th/nf0g

j QBd.u;wh/ � Q̀.u;wh/j
jkwhjkDG

� 	
I C II


1=2

� C

 X
�2Th

Na2
�

h2.s��1/
�

p2.l��1/
�

�
0
@ X

F�@�n@˝N

�
Cm. p�; �;F/

h�d
�

p�1
�

C CINV. p�; �;F/
j�j�1

p�2
�

�
��1jFj

1
A

� kEuk2
Hl� .K /

!1=2

: (4.21)

On the basis of the bounds (4.20) and (4.21), we state the following hp-version a
priori error bound for the DGFEM (4.5).

Theorem 29 Let Th D f�g be a subdivision of ˝ � R
d, d D 2; 3, consisting of

general polytopic elements satisfying Assumptions 18 and 25, with T ]
h D fK g an



4.2 Error Analysis I: Bounded Number of Element Faces 49

associated covering ofTh consisting of shape-regular d-simplices, cf. Definition 17.
Let uh 2 Vp.Th/, with p� � 1 for all � 2 Th, be the correspondingDGFEM solution
defined by (4.5), where the discontinuity-penalization function � is given by (4.7). If
the analytical solution u 2 H1.˝/ to (4.1)–(4.3) satisfies uj� 2 Hl� .�/, l� > 1Cd=2,
for each � 2 Th, such that EujK 2 Hl� .K /, whereK 2 T

]
h with � � K , then

jku � uhjk2
DG � C

X
�2Th

h2.s��1/
�

p2.l� �1/
�

.Na� C G�.F;CINV;Cm; p�// kEuk2
Hl� .K /

;

with s� D minfp� C 1; l�g,

G�.F;CINV;Cm; p�/ WD Na2
�p�h

�d
�

X
F�@�n@˝N

Cm. p�; �;F/��1jFj

CNa2
�p

2
� j�j�1

X
F�@�n@˝N

CINV. p�; �;F/��1jFj

Ch�dC2
� p�1

�

X
F�@�n@˝N

Cm. p�; �;F/� jFj;

where C is a positive constant, which depends on the shape-regularity of T ]
h , but is

independent of the discretization parameters.
The above result generalizes well-known a priori bounds for DGFEMs defined on

standard element shapes, cf. [124, 152], in two key ways. Firstly, meshes comprising
of polytopic elements are admitted; secondly, elemental faces are allowed to
degenerate. For d D 3, this also implies that positive measure interfaces may have
degenerating (one-dimensional) edges. Thereby, this freedom is relevant to standard
(simplicial/hexahedral) meshes with hanging nodes in the sense that no condition
is required on the location of hanging nodes on the element boundaries. If, on the
other hand, the diameter of the faces of each element � 2 Th is of comparable
size to the diameter of the corresponding element, for uniform orders p� D p � 1,
h D max�2Th h� , s� D s, s D minfp C 1; lg, l > 1 C d=2, then the bound of
Theorem 29 reduces to

jku � uhjkDG � C
hs�1

pl�3=2
kukHl.˝/;

cf. [54]. This coincides with the analogous result derived in [124] for standard
meshes consisting of simplices or tensor-product elements. It is easy to check that
the above a priori error bound is optimal in h and suboptimal in p by half an order,
as expected, cf. [101].
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4.3 Error Analysis II: Shape-Regular Polytopic Meshes

In this section, we pursue the error analysis on meshes which may potentially violate
Assumption 25 in the sense that the number of faces that the elements possess may
not be uniformly bounded under mesh refinement. We note that this may arise when
sequences of coarser meshes are generated via element agglomeration of a given fine
mesh T fine

h , cf. Sect. 6.1 and [15]. To this end, recalling Definition 7, we introduce
the following assumption on the mesh Th.

Assumption 30 (Arbitrary Number of Faces) For any � 2 Th, there exists a set
of non-overlapping d-dimensional simplices f�F

[ gF�@� � F �
[ contained in �, such

that for all F � @�, the following condition holds

h� � Cs
dj�F

[ j
jFj ; (4.22)

where Cs is a positive constant, which is independent of the discretization parame-
ters, the number of faces that the element possesses, and the measure of F.

In Fig. 4.1 we present two potential polygons in R
2 which satisfy the above

mesh regularity assumption. We note that Assumption 30 does not place any
restriction on either the number of faces that an element �, � 2 Th, may possess,
or the relative measure of its faces compared to the measure of the element itself.
Indeed, shape-irregular simplices �F

[ , with base jFj of small size compared to the
corresponding height, defined by dj�F

[ j=jFj, are admitted. However, the height must
be of comparable size to h� , cf. the polygon depicted in Fig. 4.1a. Furthermore, we
note that the union of the simplices �F

[ does not need to cover the whole element �,
as in general it is sufficient to assume that

[
F�@�

N�F
[ 	 N�I (4.23)

cf. the polygon given in Fig. 4.1b.

(b)(a)

Fig. 4.1 (a) Polygon with many tiny faces; (b) Star-shaped polygon



4.3 Error Analysis II: Shape-Regular Polytopic Meshes 51

Remark 31 We note that meshes consisting of elements which are (unions of)
uniformly star-shaped polytopes satisfy Assumption 30. Moreover, it is clear
that Assumption 30 is the natural generalization of the classical shape-regularity
assumption, usually stated for simplicial and tensor product meshes, cf. [64] and
Definition 2, to polytopic elements; in this setting, �� WD minF�@� dj�F

[ j=jFj denotes
the radius of the largest inscribed ball.

Given Assumption 30 holds, we now develop an inverse estimate and polynomial
approximation result on the boundary of each element � in the computational mesh
Th. To this end, we have the following two results, respectively.

Lemma 32 Let � 2 Th; then assuming Assumption 30 is satisfied, for each v 2
Pp.�/, the following inverse inequality holds

kvk2
L2.@�/

� CsCinv;1d
p2

h�

kvk2
L2.�/

: (4.24)

Here, Cs is defined in (4.22), and is independent of v, j�j= sup�F[ �� j�F
[ j, jFj, and p,

cf. Assumption 30; moreover, Cinv;1 is given in Lemma 6, and is independent of v, p,
and h� .

Proof The proof is based on applying Lemma 6 over each simplex �F
[ contained

within �, together with (4.22) and (4.23); thereby, we get

kvk2
L2.@�/

�
X
F�@�

Cinv;1p
2 jFj
j�F

[ j kvk2

L2.�F[ /

�
X
F�@�

CsCinv;1d
p2

h�

kvk2

L2.�F[ /

� CsCinv;1d
p2

h�

kvk2
L2.�/

;

with �F
[ 2 F �

[ as in Definition 7.

Lemma 33 Let � 2 Th andK 2 T
]
h the corresponding simplex such that � � K ,

cf. Definition 17. Suppose that v 2 H1.˝/ is such that EvjK 2 Hl� .K /, for some
l� > 1=2. Then, given that Assumption 30 is satisfied, the following bound holds

kv � Q̆ pvkL2.@�/ � CI;5
hs��1=2

�

pl��1=2
kE vkHl� .K /; (4.25)

where s� D minfp C 1; l�g and CI;5 is a positive constant which depends on Cs

from (4.22) and the shape-regularity of K , but is independent of v, h� , p, and the
number of faces per element.
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Proof Exploiting Assumption 30, and in particular (4.22) and (4.23), together with
the multiplicative trace inequality stated in Lemma 22, the arithmetic-geometric
mean inequality, cf. (4.12) with 	 D p=h� , and the approximation result (3.26) given
in Lemma 23, we deduce that

kv � Q̆ pvk2
L2.@�/

�
X
F�@�

CtjFj
�

1

j�F
[
j kv � Q̆ pvk2

L2.�F[ /

C
h�F[

j�F
[ j kv � Q̆ pvkL2.�F[ /kr.v � Q̆ pv/kL2.�F[ /

!

� Ct Cs d
X
F�@�

�
1

h�

kv � Q̆ pvk2

L2.�F[ /

C kv � Q̆ pvkL2.�F[ /kr.v � Q̆ pv/kL2.�F[ /

�

� Ct Cs d
X
F�@�

�
p C 1

h�

kv � Q̆ pvk2

L2.�F[ /
C hk

4p
kr.v � Q̆ pv/k2

L2.�F[ /

�

� Ct Cs d

�
p C 1

h�

kv � Q̆ pvk2
L2.�/

C hk
4p

kr.v � Q̆ pv/k2
L2.�/

�

� 9

4
Ct Cs d C

2
I;3
h2s��1

�

p2l��1
kE vk2

Hl� .K /
:

The statement of the lemma now follows immediately with CI;5 D 3CI;3
p
Ct Cs d=2:

Remark 34 Crucially, the constants arising in the inverse inequality and approxi-
mation result derived in Lemmas 32 and 33, respectively, are independent of the
number of faces that a given element possesses. Here, the proofs are based on
applying inverse inequalities and approximation estimates, respectively, on each
individual face F in such a manner to get a bound relative to each (anisotropic)
simplex �F

[ related to the corresponding face F, F � @�, rather than with respect to
the element � itself. Thereby, the resulting individual contributions may be summed
to deduce the required inequality on �. This process can be taken to the limit, in the
sense of allowing jFj to tend to zero; in this manner, elements with curved faces can
be treated. We refer to [58, 153] for some recent results on the respective inverse
and approximation estimates for general curved elements constructed in this spirit.

4.3.1 Stability and A Priori Error Analysis

In this section we develop the stability and a priori error analysis of the
DGFEM (4.5) assuming now that Assumption 30 holds. To this end, we first
deduce the following coercivity and continuity bounds for the bilinear form QBd.�; �/
over V � V .
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Lemma 35 Given that Assumption 30 holds, we define the discontinuity-
penalization function � W Fh ! R by

�.x/ WD

8̂
ˆ̂̂<
ˆ̂̂̂
:

C� max
�2f�C;��g

n
Cinv;1

Na�p2
�

h�

o
; x 2 F 2 FI

h ; F D @�C \ @��;

C�Cinv;1

Na�p2
�

h�

; x 2 F 2 FD
h ; F � @�;

(4.26)

where C� is a sufficiently large positive constant, which is independent of the
number of faces per element. Then, the bilinear form QBd.�; �/ is coercive and
continuous over V � V , i.e.,

QBd.v; v/ � Ccoerjkvjk2
DG for all v 2 V ; (4.27)

and

QBd.w; v/ � CcontjkwjkDG jkvjkDG for all w; v 2 V ; (4.28)

respectively, where Ccoer and Ccont are positive constants independent of the
discretization parameters and the number of faces per element.

Proof Recalling the second term on the right-hand side of (4.15) in the proof of
Lemma 27, upon application of the arithmetic-geometric mean inequality (4.12),
the proof of Lemma 32, and the L2-stability of ˘ L2 , we deduce that

Z
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h [FD
h
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�ŒŒv��k2

L2.F/

� 	
X

�2Th

X
F�@�

��1 Na�Cinv;1p
2
�

jFj
j�F

[
j k

p
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C 1
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F2FI
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kp
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C 1
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X
F2FI

h [FD
h

kp
�ŒŒv��k2

L2.F/
: (4.29)

Inserting (4.29) into (4.15) we get

QBd.v; v/ �
�

1 � 2	Csd

C�

� X
�2Th

kp
arvk2

L2.�/
C
�

1 � 1

2	

� X
F2FI

h [FD
h

kp
�ŒŒv��k2

L2.F/
:
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Hence, the bilinear form QBd.�; �/ is coercive over V � V if C� > 2Cs	d for some
	 > 1=2. Note that C� depends on Cs, but is independent of the number of faces per
element. The continuity of QBd.�; �/ follows analogously.

Finally, we derive an hp-version a priori error bound for the DGFEM (4.5),
assuming that Assumption 30 holds. For brevity, we focus on the terms defined on
the faces of the elements in the computational mesh, since they must be treated in
a different manner to the analysis presented in Sect. 4.2. Thereby, employing (4.25)
in Lemma 33, we deduce that

Z
FI

h [FD
h

�ŒŒv � Q̆ pv��2 ds � 2
X
�2Th

X
F�@�n@˝N

� jFkv � Q̆ pvk2
L2.F/

� 2
X
�2Th

�
max

F�@�n@˝N

� jF
�
kv � Q̆ pvk2

L2.@�/

� C
X
�2Th

�
max

F�@�n@˝N

� jF
�h2s��1

�

p2l��1
kE vk2

Hl� .K /
; (4.30)

where C is a positive constant, which is independent of the number of faces per
element. Bounds on the remaining terms defined on FI

h [ FD
h can be derived in a

completely analogous fashion; for brevity the details are omitted. Hence, we arrive
at the following a priori estimate.

Theorem 36 Let Th D f�g be a subdivision of ˝ � R
d, d D 2; 3, consisting of

general polytopic elements satisfying Assumptions 18 and 30, with T
]
h D fK g an

associated covering ofTh consisting of shape-regular d-simplices, cf. Definition 17.
Let uh 2 Vp.Th/, with p� � 1 for all � 2 Th, be the correspondingDGFEM solution
defined by (4.5), where the discontinuity-penalization function is given by (4.26). If
the analytical solution u 2 H1.˝/ to (4.1)–(4.3) satisfies uj� 2 Hl� .�/, l� > 3=2,
for each � 2 Th, such that EujK 2 Hl� .K /, whereK 2 T

]
h with � � K , then

jku � uhjk2
DG � C

X
�2Th

h2.s��1/
�

p2.l� �1/
�

.Na� C G�.h�; p�// kEuk2
Hl� .K /

;

where, s� D minfp� C 1; l�g,

G�.h�; p�/ WD Na2
�p�h

�1
� max

F�@�n@˝N

� j�1
F C Na2

�p
2
�h

�1
� max

F�@�n@˝N

� j�1
F

Cp�1
� h� max

F�@�n@˝N

� jF;

and C is a positive constant, independent of the discretization parameters and the
number of faces per element.



4.4 Mesh Assumptions for General Polytopic Elements 55

Fig. 4.2 As the small faces
degenerate further, this
element will not satisfy
Assumption 30 but it is
p-coverable and, of course,
has a fixed number of faces

4.4 Mesh Assumptions for General Polytopic Elements

We conclude this chapter by discussing the relationship (or lack thereof) between the
different mesh assumptions presented so far, each allowing for a proof of stability
and convergence of the underlying DGFEM (4.5). On the one hand, Assumption 25
restricts the number of faces that each element in the mesh may possess; this
assumption is necessary when applying the inverse estimate presented in Lemma 11
in a facewise fashion to establish stability of the DGFEM, cf. Lemma 27. On the
other hand, Assumption 30, which removes this restriction on the number of element
faces, is sufficient to deduce the inverse estimate stated in Lemma 32. Although one
may be tempted at first sight to conclude that the latter setting includes the former,
this is not necessarily the case. To substantiate this, consider the polygonal element
depicted in Fig. 4.2; this cannot satisfy Assumption 30, with increasing degeneration
of the small faces, yet it is p-coverable as these small faces degenerate for increasing
p. Also the quadrilateral of Fig. 3.6 does not satisfy Assumption 30 as it fails the
shape-regularity condition.

The above example shows that the two settings are applicable to different element
shapes and, together, can allow for an extremely general class of admissible element
shapes for which the above theory is valid. Furthermore, the two approaches may
easily be combined within the same mesh allowing for mesh configurations and
elements of unprecedented generality to be used to define provably convergent
DGFEMs.



Chapter 5
DGFEMs for Second-Order PDEs
of Mixed-Type

We now return to the discretization of the general PDE problem stated in (2.1), (2.3).
In particular, we study the stability and convergence properties of a variant of
the DGFEM defined in Sect. 2.4 by exploiting the scheme introduced in [100]
which allows for the treatment of general diffusivity tensors, i.e., condition (4.6)
is no longer required to be satisfied. While this class of second-order PDEs
with nonnegative characteristic form naturally includes parabolic equations, we
also pursue the analysis for this class of PDEs in a separate manner following
the article [56]. The general analysis of DGFEMs for PDEs with nonnegative
characteristic form is pursued under Assumption 25, i.e., assuming that the number
of faces each element possesses remains bounded under mesh refinement. For
the special subclass of parabolic problems discussed in Sect. 5.3 below, we adopt
Assumption 30, which permits an arbitrary number of faces per element, thereby
highlighting that both assumptions lead to rigorous a priori error estimates for
DGFEMs applied to parabolic problems.

The outline of this chapter is as follows. In Sect. 5.1 we recall the PDE problem to
be studied and introduce the corresponding DGFEM. The stability and a priori error
analysis of this scheme is undertaken in Sect. 5.2. Finally, in Sect. 5.3 we develop the
error analysis of the DGFEM discretization of a second-order parabolic problem.

5.1 Model Problem and Discretization

We begin by briefly recalling the general second-order PDE with nonnegative
characteristic introduced in Sect. 2.1. To this end, given an open bounded Lipschitz
domain ˝ in R

d, d � 1, with boundary @˝ , we consider the PDE: find u such that

� r � .aru/ C r � .bu/ C cu D f in ˝; (5.1)

© Springer International Publishing AG 2017
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u D gD on @˝D [ @�˝; (5.2)

n � .aru/ D gN on @˝NI (5.3)

here, f 2 L2.˝/, a D ˚
aij
�d
i;jD1

, with aij 2 L1.˝/, aij D aji, for i; j D 1; : : : ; d,

such that, at each x in N̋ , we have

dX
i;jD1

aij.x/�i�j � 0 (5.4)

for any vector � D .�1; : : : ; �d/
> 2 R

d, b D .b1; : : : ; bd/> 2 �W1;1.˝/
�d

, and c 2
L1.˝/. Let n denote the unit outward normal vector to @˝ . We recall that @0˝ D
@˝D [ @˝N and @˝n@0˝ D @�˝ [ @C˝ denote the ‘elliptic’ and ‘hyperbolic’
portions of the boundary @˝ of the computational domain ˝ , cf. Sect. 2.1 for further
details.

For the proceeding analysis, we adopt the standard hypothesis: there exists a
constant vector � 2 R

d such that

c.x/ C 1

2
r � b.x/ C b.x/ � � � 
0 a.e. x 2 ˝; (5.5)

where 
0 is a positive constant. For simplicity of presentation, following [124] we
assume throughout that (5.5) may be satisfied with � � 0; we then define the
positive function c0 by

c0.x/ WD
�
c.x/ C 1

2
r � b.x/

�1=2

a.e. x 2 ˝: (5.6)

Proceeding as in Chap. 3, we write Th to denote the computational mesh
associated with the domain ˝ � R

d, d > 1, consisting of disjoint open polytopic
elements � constructed such that N̋ D [�2Th N�. As before, Fh denotes the set
of open .d � 1/-dimensional element faces associated with Th, and we write
Fh D FI

h [ FB
h , where FI

h denotes the set of element faces F 2 Fh that are
contained in ˝ , and FB

h is the set of boundary element faces. We decompose
FB

h D F�
h [ FC

h [ FD
h [ FN

h , where F�
h ;FC

h ;FD
h ;FN

h � FB
h denote the

subsets of boundary faces belonging to @�˝ , @C˝ , @˝D, and @˝N, respectively.
Implicit in this definition is the assumption that Th respects the decomposition of
@˝ , in the sense that each F 2 FB

h belongs to the interior of exactly one of @�˝ ,
@C˝ , @˝D, and @˝N. The underlying finite element space is again defined by

Vp.Th/ WD fu 2 L2.˝/ W uj� 2 Pp� .�/; � 2 Thg;
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where the local polynomial spaces are defined in the physical frame, without the
need to map from a given reference element. In addition to the jump operator ŒŒ���
defined in Sect. 2.3, for � 2 Th, we introduce the upwind jump of the scalar-valued
function v across a face F � @��n@˝ defined by

bvc WD vC
� � v�

� :

As before, since it will always be clear to which element �, � 2 Th, the quantities
v�̇ correspond to, we suppress the subscript �.

Throughout this chapter, we treat the case of a general diffusion tensor a, i.e., we
no longer require that the condition (4.6) holds, or indeed that a 2 ŒVq.Th/�

d�d
sym , for

some composite polynomial degree vector q, cf. Sect. 4.1. To this end, we exploit
a variant of the DGFEM introduced in Sect. 2.4, based on the work undertaken
in [100] for purely elliptic problems. Thereby, following [100], we introduce the
bilinear form

B.w; v/ WD Bar.w; v/ C OBd.w; v/; (5.7)

where Bar.�; �/ represents the DGFEM discretization of the advection and reaction
terms defined by

Bar.w; v/ WD
X
�2Th

Z
�

�
r � .bw/ C cw

�
v dx �

X
�2Th

Z
@��n@˝

.b � n/bwcvC ds

�
X
�2Th

Z
@��\.@˝D[@�˝/

.b � n/wCvC ds;

and OBd.�; �/ is the (modified) DGFEM discretization of the diffusion operator given
by

OBd.w; v/ WD
X
�2Th

Z
�

arw � rv dx C
Z
FI

h [FD
h

�ŒŒw�� � ŒŒv�� ds

�
Z
FI

h [FD
h

	ffpa˘ L2 .
p
arw/gg � ŒŒv�� C ffpa˘ L2 .

p
arv/gg � ŒŒw��



dsI

here, ˘ L2 W ŒL2.˝/�d ! ŒVp.Th/�
d denotes the orthogonal L2-projection onto the

finite element space ŒVp.Th/�
d, cf. Chap. 4.

Thereby, the DGFEM approximation of problem (5.1)–(5.3) is given by: find
uh 2 Vp.Th/ such that

B.uh; vh/ D Ò.vh/ 8vh 2 Vp.Th/; (5.8)
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where

Ò.v/ WD
X
�2Th

Z
�

fv dx �
X
�2Th

Z
@��\.@˝D[@�˝/

.b � n/gDvC ds

�
Z

@˝D

gD

�p
a˘ L2 .

p
arv/ � n � �v

�
ds C

Z
@˝N

gNv ds:

Referring to the definition of Bd.�; �/ given in Sect. 4.1, we observe that, in
general, OBd.w; v/ ¤ Bd.w; v/, for w; v 2 Vp.Th/; clearly, we only have equality
when the diffusion tensor satisfies

p
arv 2 ŒVp.Th/�

d for v 2 Vp.Th/. Indeed, the
key advantage of the above DGFEM is that it allows for the proceeding stability
and a priori error analysis to be undertaken in the most general setting. Finally,
� W FI

h [ FD
h ! R denotes the discontinuity-penalization function, which will be

precisely defined below, based on a variant of Definition 26.

5.2 Stability and A Priori Error Analysis

We now consider the stability and hp-version convergence analysis of the
DGFEM (5.8); as already noted above, the results presented in this section
assume Assumption 25 holds. To this end, we introduce the DGFEM energy norm
defined by

jkvjk2
DG WD jkvjk2

ar C jkvjk2
d; (5.9)

where

jkvjk2
ar WD

X
�2Th

�
kc0vk2

L2.�/
C 1

2
kvCk2

@��\.@˝D[@�˝/

C 1

2
kvC � v�k2

@��n@˝ C 1

2
kvCk2

@C�\@˝

�
; (5.10)

with c0 defined as in (5.6), and

jkvjk2
d WD

X
�2Th

kp
arvk2

L2.�/
C
Z
FI

h [FD
h

� jŒŒv��j2 dsI (5.11)

here, we use the notation k � k� , � � @�, to denote the (semi)norm associated with
the (semi)inner product .v;w/� WD R

� jb �njvw ds. Note that when b � 0 and c � 0,
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upon formally setting c0 D 0, the DGFEM norm defined in (5.9) is equivalent to
the corresponding norm employed in Chap. 4 for the study of the pure diffusion
problem, cf. (4.11).

We define V WD V C Vp.Th/, where V � L2.˝/ is a suitable solution space
for the PDE problem (5.1)–(5.3); for instance, when a � 0, a natural choice is
the graph space V WD G .L ; ˝/, whereas when a is strictly positive definite, we
can take V WD H1.˝/. After a lengthy yet elementary calculation, we deduce the
identity

Bar.v; v/ D jkvjk2
ar (5.12)

for all v 2 V ; we refer to [124] for details. The coercivity and continuity of OBd.�; �/
on V � V , with respect to the norm jk�jkd, is presented in the next lemma.

Lemma 37 Given that Assumption 25 holds, we define the discontinuity-
penalization function � W FI

h [ FD
h ! R by

�.x/ WD

8̂̂
<
ˆ̂:
C� max

�2f�C;��
g

n
CINV. p�; �;F/

AFj�p2
� jFj

j�j
o
; x 2 F 2 FI

h ; F � @�C \ @��;

C� AF CINV. p�; �;F/
p2

�jFj
j�j ; x 2 F 2 FD

h ; F � @�;

(5.13)

where AF WD kp
ank2

L1.F/, for every face F � @�, F 2 FI
h [ FD

h , and C� is a

sufficiently large positive constant. Then, the bilinear form OBd.�; �/ is coercive and
continuous over V � V , that is

OBd.v; v/ � Ccoerjkvjk2
d for all v 2 V ; (5.14)

and

OBd.w; v/ � Ccontjkwjkd jkvjkd for all w; v 2 V ; (5.15)

respectively, where Ccoer and Ccont are positive constants, independent of the
discretization parameters.

Proof The proof follows in an analogous fashion to the proof of Lemma 27, cf.,
also, the proof of Lemma 35. For v 2 V , we note that

QBd.v; v/ D jkvjk2
d � 2

Z
FI

h [FD
h

ffpa˘ L2 .
p
arv/gg � ŒŒv�� ds: (5.16)
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Given F 2 FI
h such that F � @�C \ @��, �˙ 2 Th, and noting that

p
a is

symmetric, we deduce that

2

Z
F
ffpa˘ L2 .

p
arv/gg � ŒŒv�� ds

D
Z
F

	
˘ L2 .

p
arv/j�C � p

aj�C ŒŒv�� C ˘ L2 .
p
arv/j�� � p

aj�� ŒŒv��



ds

� 	
X

�2f�C;��g
kpAF=� ˘ L2 .

p
arv/k2

L2.F�@�/
C 1

4	
kp

�ŒŒv��k2
L2.F/

: (5.17)

For simplicity of presentation, both here and throughout the rest of this section, we
note that when � � 0 on a given face, then the corresponding term arising in the
summation over element faces Fh does not arise; thereby, ensuring that 1=� is always
well-defined.

Employing the inverse inequality stated in Lemma 11, the definition of � given
in (5.13), and the stability of the L2-projection ˘ L2 , gives

kpAF=� ˘ L2 .
p
arv/k2

L2.F�@�/
� CINV. p�; �;F/

AFp2
� jFj

� jFj�j k˘ L2 .
p
arv/k2

L2.�/

� C�1
� kp

arvk2
L2.�/

;

for � 2 f�C; ��g. An analogous bound also holds for F 2 FD
h ; thereby, we deduce

that

QBd.v; v/ �
�

1 � 2CF

C�

	

� X
�2Th

kp
arvk2

L2.�/
C
�

1 � 1

2	

� X
F2FI

h [FD
h

kp
�ŒŒv��k2

L2.F/
:

Given that CF is uniformly bounded, cf. Assumption 25, coercivity follows by
selecting C� > 2CF	 for some 	 > 1=2, cf. Lemma 27. Additionally, continuity
may be deduced in a similar fashion.

Remark 38 The above proof highlights the benefit of defining the flux face terms
arising in OBd.�; �/ in this non-standard manner. In particular, the discontinuity-
penalization function � depends only on the normal component n>an of the
diffusion tensor a on the face F; in contrast, we note that when � is given
according to Definition 26, cf., also, Lemma 35, it depends on a within a larger
subdomain of ˝ , namely, over the element(s) which share the common face F.
Indeed, upon observing the identity jpanj2 D .

p
an/>.

p
an/ D n>an, we have

AF D kn>ankL1.F/, which allows for sharp face-wise control of the magnitude of
the discontinuity-penalization function in regions of degeneracy of a. This choice
is particularly useful for the discretization of PDEs such as the fourth equation in
Example 3, where a does not satisfy condition (4.6), and moreover a is degenerate
across y D 0. We refer to [100] for further discussion regarding this subtle issue.
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5.2.1 Inf-Sup Stability

In order to bound the terms arising from the discretization of the underlying first-
order PDE operator, cf. the definition of Bar.�; �/ above, the error analysis presented
in [124] relies on exploiting optimal hp-approximation results for the trace of the
local L2-projection operator on a given face of an element � in the finite element
mesh Th, where Th was assumed to consist of shape-regular, affine tensor-product
elements; for analogous results on simplices, we refer to [62, 138]. However, due
to the lack of corresponding hp-approximation results for the local L2-projection
operator on polytopic elements, it is not possible to directly generalize the analysis
from [124] to the present polytopic context. To address this issue, we pursue an
alternative approach based on establishing an inf-sup condition for the bilinear form
B.�; �/ defined in (5.7), with respect to the following streamline-diffusion DGFEM
norm:

jkvjks WD
�
jkvjk2

DG C
X
�2Th

��kb � rvk2
L2.�/

�1=2

; (5.18)

where

�� WD min

�
1

kbkL1.�/

;
1

Q��

�
h?

�

p2
�

8� 2 Th; (5.19)

for p� � 1, and Q�� is given by

Q�� WD C� max
F�@�

n
max

Q�2f�;�0g
F�@�\@�0

n
Cinv;4

NaQ�p2
Q�

h?
Q�

d
oo

8� � Th; d D 2; 3; (5.20)

where Cinv;4 is given in Lemma 11, and Na� WD kjpaj22kL1.�/, � 2 Th; note that
this definition of Na� is a generalization of the notation introduced in Chap. 4. The
constant Q�� may be zero locally where Na� D 0; in this case it is understood that ��

takes the value of the first term in the minimum in (5.19). Furthermore, the mesh
parameter h?

� is defined as follows:

h?
� WD min

F�@�

sup�F[ �� j�F
[ j

jFj d 8� 2 Th; d D 2; 3; (5.21)

with �F
[ as in Definition 7. Additionally, we note that the following relation holds:

h?
� � h�: (5.22)

Remark 39 The coefficient �� is an indicator function for each element � 2 Th,
measuring the length scale of competition between advection and diffusion over �.



64 5 DGFEMs for Second-Order PDEs of Mixed-Type

More precisely, if the underlying PDE is advection-dominated over the subdomain
�, then �� is equal to the first term in the minimum; on the other hand, in the
diffusion-dominated regime, �� will be equal to the second term. Through this
choice of �� , the resulting inf-sup stability condition shown below holds for both
regimes.

Remark 40 With a slight loss of generality, the case p� D 0, which is relevant in
the hyperbolic setting, is excluded from the definition of �� . However, we point
out that, if the underlying PDE problem is strictly hyperbolic, and hence a � 0,
and p� D 0 is selected for all � 2 Th, then upon formally setting �� D 0 for all
� 2 Th, the streamline-diffusion DGFEM norm reduces to the advection-reaction
DGFEM norm jk�jkar defined in (5.10); in this setting, the proceeding analysis holds
in a trivial manner.

Recalling the definition of h?
� , together with an upper bound on the constant

CINV. p; �;F/ defined in Lemma 11, the inverse inequality (3.13) can be written as:
for each v 2 Pp.�/ and F � @�, we have

kvk2
L2.F/

� CINV. p; �;F/
p2jFj
j�j kvk2

L2.�/

� Cinv;4
j�j

sup�F[ �� j�F
[ j

p2jFj
j�j kvk2

L2.�/
� Cinv;4

p2

h?
�

dkvk2
L2.�/

: (5.23)

Further, from the definition of � jF given in (5.13), in conjunction with the definition
of h?

� , cf. (5.21), we deduce the following bound

Q�� � � jF; F � @� 8� 2 Th: (5.24)

Assumption 41 For the reminder of this chapter we assume that the advection field
b satisfies the following condition:

b � rh� 2 Vp.Th/ 8� 2 Vp.Th/: (5.25)

We note that Assumption 41 is a standard condition employed within the literature
for the mathematical treatment of the advection operator, cf. [124], for example.
We refer to Remark 44 regarding the generalization of the proceeding analysis to
general advection fields.

With this notation, we now prove an inf-sup condition for the bilinear form B.�; �/
with respect to the streamline-diffusion DGFEM norm (5.18).

Theorem 42 Let Th D f�g be a subdivision of ˝ � R
d, d D 2; 3, consisting of

general polytopic elements satisfying Assumptions 13 and 25. Then, assuming that
b satisfies Assumption 41, there exists a positive constant s, independent of the
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mesh size h and the polynomial degree p, such that:

inf
�2Vp.Th/nf0g

sup
�2Vp.Th/nf0g

B.�; �/

jk�jksjk�jks
� s; (5.26)

where the discontinuity-penalization function � is given by (5.13).

Proof For every � 2 Vp.Th/, we select � WD � C ˛�s, with �sj� WD ��b � r�

for all � 2 Th, where ˛ is a positive real number which will be selected below,
cf. (5.40). From Assumption 41, we note that � 2 Vp.Th/; thereby, the statement of
the theorem immediately follows upon proving the two bounds:

jk�jks � C�jk�jks; (5.27)

and

B.�; �/ � C�jk�jk2
s ; (5.28)

with s D C�=C�, where C� and C� are positive constants, independent of h and
p.

To prove (5.27), we first bound each term arising in jk�sjkar; to this end,
employing Lemma 14, together with (5.19), (5.6), and inequality (5.22), gives

kc0�sk2
L2.˝/

� kc0k2
L1.˝/

X
�2Th

�2
�kbk2

L1.�/kr�k2
L2.�/

� kc0k2
L1.˝/Cinv;5

X
�2Th

�2
�

p4
�kbk2

L1.�/

h2
�

k�k2
L2.�/

� kc0k2
L1.˝/

Cinv;5


0

kc0�k2
L2.˝/

� C1jk�jk2
s : (5.29)

Exploiting (5.23), gives

X
�2Th

�
1=2k�C

s k2
@��\.@˝D[@�˝/ C 1=2k�C

s � ��
s k2

@��n@˝ C 1=2k�C
s k2

@C�\@˝

�

�
X
�2Th

kbkL1.�/�
2
�

X
F�@�

kb � r�k2
L2.F/

� CFCinv;4d
X
�2Th

kbkL1.�/

p2
�

h?
�

�2
�kb � r�k2

L2.�/
� C2jk�jk2

s : (5.30)
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Similarly, employing Assumption 41, together with Lemma 14, the streamline-
diffusion term in (5.18) can be bounded as follows:

X
�2Th

��kb � r�sk2
L2.�/

�
X
�2Th

��kbk2
L1.�/

�
�2

�kr.b � r�/k2
L2.�/

�

�
X
�2Th

Cinv;5�2
�

p4
�kbk2

L1.�/

h2
�

�
��kb � r�k2

L2.�/

�

�
X
�2Th

Cinv;5

�
��kb � r�k2

L2.�/

�
� C3jk�jk2

s : (5.31)

We now consider bounding jk�sjkd; to this end, we make use of the upper bound for
�� arising via the second term inside the minimum in (5.19). Employing Lemma 14,
the definition of Q�� in (5.20), and (5.22), gives

X
�2Th

kp
ar�sk2

L2.�/
�
X
�2Th

Na��2
�kr.b � r�/k2

L2.�/

�
X
�2Th

Cinv;5��

Na�p4
�

h2
�

�
��kb � r�k2

L2.�/

�

�
X
�2Th

Cinv;5
Na�p2

�

Q��h�

�
��kb � r�k2

L2.�/

�

� Cinv;5

C�Cinv;4d

X
�2Th

��kb � r�k2
L2.�/

� C4jk�jk2
s : (5.32)

Finally, employing (5.23) and (5.24), we get

Z
FI

h [FD
h

� jŒŒ�s��j2 ds � 2
X
�2Th

�2
�

X
F�@�WF2FI

h [FD
h

� jFkb � r�k2
L2.F/

� 2CF Cinv;4 d
X
�2Th

��

Q��p2
�

h?
�

�
��kb � r�k2

L2.�/

�

� C5

X
�2Th

�
��kb � r�k2

L2.�/

�
� C5jk�jk2

s : (5.33)

Combining the above bounds, we deduce that

jk�sjks � OCjk�jks; (5.34)
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for OC D p
C1 C C2 C C3 C C4 C C5. Exploiting the triangle inequality, therefore,

yields

jk�jks � jk�jks C ˛jk�sjks � .1 C ˛ OC/jk�jks � C�.˛/jk�jks; (5.35)

which gives (5.27), as required.
To prove (5.28), we begin by observing that B.�; �/ D B.�; �/ C ˛B.�; �s/. We

first consider the second term, i.e., B.�; �s/; thereby, we have that

Bar.�; �s/ D
X
�2Th

�
��kb � r�k2

L2.�/
C
Z

�

.c C r � b/�.��b � r�/ dx (5.36)

�
Z

@��n@˝

.b � n/b�c.��b � r�/C ds �
Z

@��\.@˝D[@�˝/

.b � n/�C.��b � r�/C ds
�
:

Using Lemma 14 and (5.6), the second term in (5.36) may be bounded as follows:
Z

�

.c C r � b/�.��b � r�/ dx

� k.c C r � b/kL1.�/k�kL2.�/

�p
Cinv;5 ��

p2
�kbkL1.�/

h�

k�kL2.�/

�

� p
Cinv;5k.c C r � b/kL1.�/


�1
0 kc0�k2

L2.�/
: (5.37)

To estimate the boundary terms present in (5.36), we again exploit (5.23) along with
standard arguments, to deduce

X
�2Th

� Z
@��n@˝

.b � n/b�c.��b � r�/C ds C
Z

@��\.@˝D[@�˝/

.b � n/�C.��b � r�/C ds
�

� C2
FCinv;4d

X
�2Th

�
k�C � ��k2

@��n@˝ C k�Ck2
@��\.@˝D[@�˝/

�

C
X
�2Th

��

4
kb � r�k2

L2.�/
:

Using (5.12), together with the last two bounds, we arrive at

Bar.�; �/ � 	
1 � ˛

p
Cinv;5k.c C r � b/kL1.˝/


�1
0


kc0�k2
L2.˝/

C
�1

2
� ˛C2

FCinv;4d
�

�
X
�2Th

�
k�C � ��k2

@��n@˝ C k�Ck2
@��\.@˝D[@�˝/ C k�Ck2

@C�\@˝

�

C ˛
X
�2Th

3��

4
kb � r�k2

L2.�/
: (5.38)
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Next, we consider OBd.�; �s/; to this end, exploiting the continuity of OBd.�; �/,
cf. (5.15), together with (5.32) and (5.33), gives

OBd.�; �s/ � Ccontjk�jkdjk�sjkd � .Ccont/
2.C4 C C5/jk�jk2

d C
X
�2Th

��

4
kb � r�k2

L2.�/
:

The last bound, together with the coercivity of OBd.�; �/, cf. (5.14), leads to

OBd.�; �/ � 	
Ccoer �˛.Ccont/

2.C4 CC5/

jk�jk2

d �˛
X
�2Th

��

4
kb � r�k2

L2.�/
: (5.39)

Adding (5.38) and (5.39) and observing that the coefficients in front of the norms of
the resulting estimate are all positive for sufficient small ˛, namely if

˛ < min

�

0

C1=2
inv;5k.c C r � b/kL1.˝/

;
1

2C2
FCinv;4d

;
Ccoer

.Ccont/2.C4 C C5/

�
; (5.40)

we immediately deduce the required result.

Remark 43 Theorem 42 extends the respective result for DGFEMs on meshes
consisting standard element shapes, see, for example, [20, 47, 53, 127], to general
polytopic ones. Moreover, it also improves upon these works in the sense that here
the inf-sup constant s is also independent of the polynomial degree p.

Remark 44 The above inf-sup condition has been derived assuming that Assump-
tion 41 holds, hence limiting the validity of the present analysis to problems with
piecewise linear advection fields b. However, an analogous inf-sup condition may
be established for general b, by utilizing the modified test function �sj� D ��˘ L2 .b�
r�/, � 2 Th, v 2 Vp.Th/, with respect to the streamline-diffusion DGFEM norm

jkvjkQs WD 	jkvjk2
DG C P

�2Th
��k˘ L2 .b � rv/k2

L2.�/


1=2
. However, this approach

leads to suboptimal a priori error bounds with respect to the polynomial degree
p, cf. Remark 49 below.

5.2.2 A Priori Error Analysis

We are now ready to develop the a priori error analysis of the DGFEM (5.8) based
on exploiting an abstract error bound in the spirit of Strang’s second lemma, to deal
with the inconsistent nature of OBd.�; �/ and, consequently, of B.�; �/, cf. Lemma 28.
To this end, we have the following result.

Lemma 45 Let u 2 H1.˝/ be the analytical solution of (5.1)–(5.3), and uh 2
Vp.Th/ the DGFEM approximation satisfying (5.8). Under the hypotheses of
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Theorem 42, the following bound holds

jku � uhjks � jku � Q̆ pujks C 1

s
sup

!h2Vp.Th/nf0g
jB. Q̆ pu � u; !h/j

jk!hjks

C 1

s
sup

!h2Vp.Th/nf0g
jB.u; !h/ � Ò.!h/j

jk!hjks
; (5.41)

where Q̆ pj� WD Q̆ p� for all � 2 Th, and Q̆ p� is the operator defined in Lemma 23.

Proof The result follows in a standard fashion by replacing the coercivity hypoth-
esis in the proof of Strang’s second lemma with the inf-sup stability bounds (5.27)
and (5.28).

We now state and prove the following hp-version a priori error bound.

Theorem 46 Let Th D f�g be a subdivision of ˝ � R
d, d D 2; 3, satisfying the

hypotheses of Theorem 42 and let T ]
h D fK g be an associated covering of Th

consisting of shape-regular d-simplices, cf. Definition 17. Let uh 2 Vp.Th/, with
p� � 1 for all � 2 Th, be the corresponding DGFEM solution defined by (5.8),
where the discontinuity-penalization function � is given in (5.13). If the analytical
solution u 2 H1.˝/ to (5.1)–(5.3) satisfies uj� 2 Hl� .�/, .

p
aru/j� 2 ŒHl��1.�/�d,

l� > 1 C d=2, for each � 2 Th, such that EujK 2 Hl� .K /, where K 2 T
]
h with

� � K , then

jku � uhjk2
s � C

X
�2Th

h2s�
�

p2l�
�

�
G�.F;Cm; p�; ��/kEuk2

Hl� .K /

C D�.F;CINV;Cm; p�/kE.
p
aru/k2

Hl��1.K /

�
; (5.42)

where

G�.F;Cm; p�; ��/ WD kc0k2
L1.�/ C �2

� C ��1
� C ��ˇ2

�p
2
�h

�2
� C Na�p

2
�h

�2
� (5.43)

C ˇ�p�h
�d
�

X
F�@�

Cm. p�; �;F/jFj C p�h
�d
�

X
F�@�WF2FI

h [FD
h

Cm. p�; �;F/� jFj;

and

D�.F;CINV;Cm; p�/ WD
�
p3

�h
�d�2
�

X
F�@�WF2FI

h [FD
h

Cm. p�; �;F/AF��1jFj

C p4
� j�j�1h�2

�

X
F�@�WF2FI

h [FD
h

CINV. p�; �;F/AF��1jFj
�
; (5.44)
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with s� D minfp� C 1; l�g, �� WD kc=c0kL1.�/, c0 is as in (5.6), ˇ� WD kbkL1.�/,

and C is a positive constant, which depends on the shape-regularity of T ]
h , but is

independent of the discretization parameters.

Proof Starting from the error bound stated in Lemma 45, we proceed by bounding
each term separately. To this end, employing the approximation bounds stated in
Lemma 23, together with Assumption 25, we deduce that

jku � Q̆ pujk2
s � C

X
�2Th

h2s�
�

p2l�
�

�
kc0k2

L1.�/ C ��kbk2
L1.�/

h�2
�

p�2
�

C Na�

h�2
�

p�2
�

CkbkL1.�/

h�d
�

p�1
�

X
F�@�

Cm. p�; �;F/jFj

Ch�d
�

p�1
�

X
F�@�WF2FI

h [FD
h

Cm. p�; �;F/� jFj
�
kEuk2

Hl� .K /
: (5.45)

Setting � D u � Q̆ pu, we embark on bounding the second term on the right-hand
side of (5.41). Exploiting elementwise integration by parts, the advection-reaction
bilinear form Bar.�; �/ may be written in the following form

Bar.�; !h/ D
X
�2Th

� Z
�

c!h� dx �
Z

�

.b � r!h/� dx

C
Z

@��n@˝

.b � n/b!hc�� ds C
Z

@C�\@˝

.b � n/!C
h �C ds

�
:

Applying the Cauchy-Schwarz inequality, we deduce that

jBar.�; !h/j �
� X

�2Th

	
.�2

� C ��1
� /k�k2

L2.�/
C 2k��k2

@��n@˝ C 2k�Ck2
@C�\@˝


�1=2

�
�
jk!hjk2

ar C
X
�2Th

��kb � r!hk2
L2.�/

�1=2

:

Combining the above estimate with the continuity of OBd.�; �/, we arrive at the
following bound:

jB.�; !h/j D jBar.�; !h/ C QBd.�; !h/j
�
� X

�2Th

�
.�2

� C ��1
� /k�k2

L2.�/
C 2k��k2

@��n@˝ C 2k�Ck2
@C�\@˝

C.Ccont/
2kp

ar�k2
L2.�/

�
C .Ccont/

2

Z
FI

h [FD
h

� jŒŒ���j2 ds
�1=2jk!hjks:
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Hence, by applying the approximation results stated in Lemma 23, we deduce that

sup
!h2Vp.Th/nf0g

j QB. Q̆ pu � u; !h/j
jk!hjks

� C

 X
�2Th

h2s�
�

p2l�
�

�
�2

� C ��1
� C Na�

h�2
�

p�2
�

C kbkL1.�/

h�d
�

p�1
�

X
F�@�

Cm. p�; �;F/jFj

C h�d
�

p�1
�

X
F�@�WF2FI

h [FD
h

Cm. p�; �;F/� jFj
�
kEuk2

Hl� .K /

!1=2

:

(5.46)

To conclude the proof, we now bound the third term on the right-hand side
of (5.41), which represents the residual due to the inconsistency of OBd.�; �/. We begin
by observing that

B.u; !h/ � Ò.!h/ D
Z
FI

h [FD
h

ffpa.
p
aru � ˘ L2 .

p
aru//gg � ŒŒ!h�� ds:

Proceeding as in the proof of Lemma 37, we have that, for F � @�C \ @��, the
following bound holds

Z
F
ffpa.

p
aru � ˘ L2 .

p
aru//gg � ŒŒ!h�� ds

D 1

2

X
�2f�C;��g

Z
F
.
p
aru � ˘ L2 .

p
aru//j� � p

aj�ŒŒ!h�� ds

�
X

�2f�C;��g
k
p

AF=�
	p

aru � ˘ L2 .
p
aru/


k2
L2.F�@�/

C kp
�ŒŒ!h��k2

L2.F/
: (5.47)

To bound the first term on the right-hand side of (5.47), we proceed as follows

k
p

AF=�
	p

aru � ˘ L2 .
p
aru/


k2
L2.F�@�/

� 2k
p

AF=�
	p

aru � Q̆p.
p
aru/


k2
L2.F�@�/

C2kpAF=�˘ L2

	p
aru � Q̆p.

p
aru/


k2
L2.F�@�/

� IF;� C IIF;� :

Employing the approximation estimate (3.27), yields

IF;� � C
h2.s��1/

�

p2.l��1/
�

h�d
�

p�1
�

Cm. p�; �;F/
AF

� jF jFjkE.
p
aru/k2

Hl� �1.K /
:
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Similarly, exploiting the inverse inequality (3.13), the L2-stability of ˘ L2 , and the
approximation bound (3.26), gives

IIF;� � C
h2.s��1/

�

p2.l��1/
�

j�j�1

p�2
�

CINV. p�; �;F/
AF

�
jFjkE.

p
aru/k2

Hl� �1.K /
:

Combining the above estimates, we deduce the following bound for the residual
term:

�
sup

!h2Vp.Th/nf0g
jB.u; !h/ � Ò.u; !h/j

jk!hjks

�2

� C
X
�2Th

h2.s��1/
�

p2.l��1/
�

�
X

F�@�WF2FI
h [FD

h

�
Cm. p�; �;F/

h�d
�

p�1
�

C CINV. p�; �;F/
j�j�1

p�2
�

�
AF

�
jFj

� kE.
p
aru/k2

Hl� �1.K /
: (5.48)

The statement of the theorem now follows by inserting the derived bounds into
inequality (5.41).

Remark 47 We note that the above hp-version a priori bound for the DGFEM (5.8)
holds without the need to impose any assumption concerning the relative size of
the faces F, F � @�, of a given polytopic element � 2 Th. If b � 0 and
c � 0 on ˝ , then the streamline-diffusion DGFEM norm jk�jks degenerates to the
(diffusion) DGFEM norm defined in (4.11) and the inf-sup condition is equivalent
to the coercivity of the bilinear form OBd.�; �/. Moreover, in this setting, for uniform
p� D p � 1, h D max�2Th h� , s� D s, s D minfp C 1; lg, l > 1 C d=2, under the
assumption that the diameter of the faces of each element � 2 Th is of comparable
size to the diameter of the corresponding element, i.e., diam.F/ 
 h� , h?

� 
 h� ,
F � @�, � 2 Th, so that jFj 
 h.d�1/

� , the a priori error bound of Theorem 46
reduces to

jku � uhjkd � C
hs�1

pl�3=2
kukHl.˝/;

cf. Sect. 4.2.2.

Remark 48 In the hyperbolic case, i.e., when a � 0, and hence Na� D Q�� D AF D
0, the ‘inconsistency’ term D�.F;CINV;Cm; p�/ vanishes. Thereby, the streamline-
diffusion DGFEM norm jk�jks is stronger than the advection-reaction DGFEM norm
jk�jkar; note that, here �� D O.h�=p2

�/ by (5.19). In this case, for uniform orders
p� D p � 1, h D max�2Th h� , s� D s, s D minfp C 1; lg, l > 1 C d=2, under the
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assumption that the diameter of the faces of each element � 2 Th is of comparable
size to the diameter of the corresponding element, i.e., diam.F/ 
 h� , h?

� 
 h� ,
F � @�, � 2 Th, so that jFj 
 h.d�1/

� the a priori error bound of Theorem 46 yields

jku � uhjkar � jku � uhjks � C
hs� 1

2

pl�1
kukHl.˝/:

Hence, the above hp-bound is optimal in h and suboptimal in p by p1=2. In this
case, our bound generalizes the error estimate derived in [124] to general polytopic
meshes under the same assumption b � rh� 2 Vp.Th/, � 2 Vp.Th/, with a slight
loss of p-convergence.

Remark 49 As noted in Remark 44, the case of general advection fields b can be
treated, based on proving an inf-sup condition with respect to a slightly different
norm. In this setting, the present analysis can easily be adapted to utilize such an inf-
sup condition, together with the exploitation of the L2-projector ˘ L2 onto the finite
element space Vp.Th/. However, this yields an error bound in the jk�jkar-norm which
is optimal in h but suboptimal in p by p3=2 for the purely hyperbolic problem. Of
course, if we modify the DGFEM by including the streamline-diffusion stabilization
term as in [123], then an hp-optimal bound can be derived without the assumption
that b � rh� 2 Vp.Th/, � 2 Vp.Th/.

We conclude this section by briefly discussing the theoretical challenges faced
when the mesh does not satisfy Assumption 25, in the sense that the number of
faces the elements possess may not be uniformly bounded under mesh refinement.
For instance, in the spirit of Sect. 4.3, we could instead assume the validity of
Assumption 30. Within the proof of the above inf-sup condition, cf. Theorem 42, we
utilize the inverse estimate (3.19) which bounds the H1-(semi)norm of a polynomial
by its L2-norm over a polytopic element �, � 2 Th. As noted in the proof of
Lemma 14, the constant in (3.19) does not directly depend on the number of faces
per element, but rather on the cardinality of each elemental covering m� , which
must therefore be assumed to be uniformly bounded. Consequently, in the absence
of Assumption 25, an a priori error analysis for the DGFEM (5.8) would require
the polytopic elements to simultaneously satisfy both the p-coverability condition
uniformly, in the sense that m� remains bounded under mesh refinement, and
Assumption 30; these two conditions are essentially in competition with one another
for many (useful) element shapes. In conclusion, an a priori error bound for the
DGFEM (5.8) in the same setting as Sect. 4.3 remains an interesting mathematical
challenge.

5.3 Space-Time DGFEMs for Time-Dependent PDEs

Equipped with the error analysis of DGFEMs for PDEs with nonnegative char-
acteristic form, we now focus on the important subclass of parabolic problems
which are abundant in applications modelling diffusion processes. In particular, for
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d D 2; 3; 4, let a W Rd ! R
d�d and b W Rd ! R

d, be given by

a D
�

0 0
0 a

�
; b D

�
1

0

�
;

and c D 0 with a W Rd ! R
.d�1/�.d�1/ a positive definite tensor. Substituting this

selection into (2.1) gives rise to the classical diffusion equation of mathematical
physics with the first variable signifying the time direction:

@tu � r � .aru/ D f in ˝ WD J � D; (5.49)

with ˝ now the space-time cylinder ˝ WD J � D, J � RC a time-interval and
D � R

d�1 the spatial domain; here, and throughout the rest of this section, the
symbols r and r� signify the gradient and divergence operators with respect to the
spatial variables only.

Therefore, the DGFEM (5.8) presented above is directly applicable to linear
parabolic problems also. At first sight, however, (5.8) appears to require simulta-
neous solution over the entire space-time computational domain ˝ . This is at odds
with standard numerical methods for parabolic problems which typically involve
time-stepping procedures, whereby the numerical solution is computed sequentially
for each subsequent time-step, rather than in a monolithic fashion, where the
solution is evaluated for all times simultaneously; clearly, the latter would typically
be a computationally prohibitive task.

Fortunately, judicious mesh design with respect to the time direction allows for
the natural decoupling of the resulting method on each time-step—this concept
was discussed in Remark 4 concerning the locally solvability of DGFEMs for
hyperbolic problems. Indeed, upon subdividing the space-time domain ˝ into
prismatic elements, with prism-bases perpendicular to the time vector b, we have
that b is parallel to each unit normal vector nF to each prism-base face F;
we refer to Fig. 5.1b for an illustration. Thus, we must necessarily have nF D
.˙1; 0; : : : ; 0/> 2 R

d and, therefore, AF D ffn>
F anFgg D 0 on each prism-base face

F, i.e., the diffusive numerical fluxes and the discontinuity penalization terms vanish
on each such F, thereby, the global (space-time) linear system arising from (2.7) is
block-diagonal on each space-time slab, cf. Fig. 5.1b illustrating one such space-
time slab. The DGFEM then takes the form (5.54) below.

For this section only, we shall introduce some additional notation. For brevity,
we denote the L2.!/-inner product by .�; �/! for ! � R

d. We recall the standard
Bochner spaces of functions which map a (time) interval I to a Banach (function)
space X. In particular, L2.IIX/ and Hs.IIX/, s � 0, are the corresponding Lebesgue
and Sobolev spaces, while C.NIIX/ denotes the space of continuous functions.
Moreover, let D be a bounded open polyhedral domain in R

d�1, d D 2; 3; 4, and
let J WD .0;T/ be a time interval with T > 0. We consider the linear parabolic
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k

kn,2

Ikn,2In

tn

tn−1

(b)(a)

Fig. 5.1 (a) Polygonal spatial mesh over the spatial domain D D .0; 1/2; (b) Space-time elements
over In � D under the local time partition Un.Th/

problem:

@tu � r � .aru/ D f in J � D; (5.50)

ujtD0 D u0 on D; and u D gD on J � @D; (5.51)

for f 2 L2.JIL2.D// and a 2 L1.J � D/.d�1/�.d�1/, symmetric with

�>a.t; x/� � � j�j2 > 0 8� 2 R
d; a.e. .t; x/ 2 J � D; (5.52)

for some constant � > 0, whereby a is allowed to depend on time t. For u0 2 L2.D/

and gD D 0 the problem (5.50), (5.51) is well-posed and there exists a unique
solution u 2 L2.JIH1

0.D// with u 2 C.NJIL2.D// and @tu 2 L2.JIH�1.D//.
Let U be a partition of the time interval J into Nt time steps fIngNt

nD1, In D
.tn�1; tn/, with respective set of nodes ftngNt

nD0 defined so that 0 WD t0 < t1 < � � � <

tNt WD T. We set �n WD tn � tn�1, the length of In. Deviating from the notation of the
rest of this volume, we shall denote spatial polytopic elements by � 2 Th, where Th

represents the (polytopic) subdivision of the spatial domain D; see Fig. 5.1a for an
illustration. Furthermore, we write Fh D FI

h [ FB
h to denote the set of open

.d � 2/-dimensional simplicial element faces associated with the computational
mesh Th, where FI

h denotes the set of interior element faces F 2 Fh that are
contained in D, and FB

h � FD
h is the set of boundary element faces.

The space-time mesh U � Th is allowed to include locally smaller time-steps
as follows. Over each time interval In, n D 1; : : : ;Nt, we may consider the local
time partition Un.Th/ that, for each space element � 2 Th, yields a subdivision of
the time interval In into N�

n local time steps I�
n;j D .tn;j�1; tn;j/, j D 1; : : : ;N�

n , with

respect to the local time nodes ftn;jgN
�
n

jD0, defined so that tn�1 WD tn;0 < tn;1 < � � � <

tn;N�
n

WD tn. Further, we set �n;j WD tn;j � tn;j�1 to be the length of I�
n;j.
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For every time interval In 2 U and every space element � 2 Th, with local time
partition Un.Th/, we define the d-dimensional space-time prismatic element �n;j WD
I�
n;j � �; see Fig. 5.1b. Let p�n;j denote the (positive) polynomial degree of the space-

time element �n;j, and collect p�n;j in the vector p WD . p�n;j W �n;j 2 Un.Th/ � Th/.
We define the space-time finite element space with respect to the time interval In,
subdivision Th, local time partition Un.Th/, and polynomial degree p by

Vp.InIThIUn.Th// WD fu 2 L2.In � D/ W uj�n;j 2 Pp�n;j
.�n;j/; �n;j 2 Un.Th/ � Thg;

where Pp�n;j
.�n;j/ denotes the space of polynomials of total degree p�n;j on �n;j. The

space-time finite element space Vp.U ITh/ with respect to U , Th, p, and, implicitly,
Un.Th/, is defined as Vp.U ITh/ D LNt

nD1 V
p.InIThIUn.Th//. As is standard in

this context of local time-stepping, the resulting DGFEM is implicit with respect to
all the local time-steps within the same time-interval In.

Note that the local elemental polynomial spaces employed in the definition of
Vp.U ITh/ are defined in the physical coordinate system, without the need to
map from a given reference/canonical frame. This setting is crucial to retain full
approximation of the finite element space, independently of the element shape.

Remark 50 A crucial novelty of the space-time DGFEM presented below is that
the space Vp.U ITh/ employs fewer degrees of freedom per space-time element in
comparison to tensor-product polynomial bases of the same order in space and time.
This is in contrast with standard methods for parabolic problems based on discon-
tinuous Galerkin time-stepping which are typically constructed via tensorizing the
time polynomial basis with the basis employed on each spatial element, cf. [166].

Given a space-time element �n;j 2 Un.Th/ � Th, we write h�n;j to denote its
diameter, i.e., h�n;j WD diam.�n;j/. Furthermore, we denote by QF a generic .d � 1/-
dimensional face of �n;j 2 Un.Th/�Th, which should be distinguished from the .d�
2/-dimensional face F of the spatial element � 2 Th. For any space-time element
�n;j 2 Un.Th/ � Th, we define @�n;j to be the union of all .d � 1/-dimensional open
faces QF of �n;j. For convenience, we further subdivide QF into two disjoint subsets

QFk WD QF � I�
n;j � @�; and QF? WD QF � @I�

n;j � �; (5.53)

i.e., parallel and perpendicular to the time direction boundaries, respectively. Hence,
for each �n;j, there exists exactly two .d � 1/-dimensional faces QF? and the number
of .d�1/-dimensional faces QFk is equal to the number of .d�2/-dimensional spatial
faces F of the spatial element � which forms �n;j. Upon defining

uC
n WD lim

s!0C

u.tn C s; �/; 0 � n � Nt � 1; u�
n WD lim

s!0C

u.tn � s; cP/; 1 � n � Nt;

the time-jump across tn, n D 1; : : : ;Nt � 1, is given by bucn WD uC
n � u�

n . Similarly,
the time-jump across the interior time nodes tn;j, j D 1; : : : ;N�

n � 1, n D 1; : : : ;Nt is
given by bucn;j WD uC

n;j � u�
n;j.
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Remark 51 The above time-jump across time nodes is precisely the upwind-jump,
due to the fact that the ‘hyperbolicity’ of parabolic problems is along the time
direction only.

With this notation, the DGFEM for (5.50), (5.51) is given by: find uh 2
Vp.U ITh/ such that

B.uh; vh/ D `.vh/ for all vh 2 Vp.U ITh/; (5.54)

where B W Vp.U ITh/ � Vp.U ITh/ ! R is defined as

B.w; v/ WD
NtX
nD1

Z
In

	
.@tw; v/D C Bd.w; v/



dt C

NtX
nD2

.bwcn�1; vC
n�1/D C .wC

0 ; vC
0 /D

C
X
�2Th

NtX
nD1

N�
nX

jD2

.bwcn;j�1; vC
n;j�1/�; (5.55)

with the spatial bilinear form Bd.�; �/ given by

Bd.w; v/ WD
X
�2Th

Z
�

arw �rv dx�
Z
Fh

�
ffarwgg � ŒŒv��Cffarvgg � ŒŒw����ŒŒw�� � ŒŒv��

�
ds;

and the linear functional ` W Vp.U ITh/ ! R defined by

`.v/ WD
NtX
nD1

Z
In

�
. f ; v/D �

Z
FD

h

gD
	
.arhv/ � n � �v



ds
�

dt C .u0; vC
0 /DI

the nonnegative function � W J � Fh ! R appearing in Bd.�; �/ and `.�/ above
is defined in an analogous fashion to the discontinuity-penalization function given
in (5.13). As before, when Bd.�; �/ contains arguments which do not belong to
the finite element space Vp.U ITh/, we assume it is replaced by its inconsistent
extension QBd.�; �/, cf. Sect. 5.1. Here, and for the remaining of this section, we have
made a slight abuse of notation in that Bd.�; �/ and � now refer to the spatial .d� 1/-
dimensional mesh only and not the d-dimensional space-time grid.

As discussed above, the use of prismatic meshes is essential in that it allows
the numerical solution to be computed for each time-step by the time-marching
algorithm: for each time interval In 2 U , n D 2; : : : ;Nt, the solution Un D uhjIn 2
Vp.InIThIUn.Th// is given by:

Z
In

..@tUn;Vn/DCBd.Un;Vn// dt C .UC
n�1;V

C
n�1/D C

X
�2Th

N�
nX

jD2

.bucn;j�1; vC
n;j�1/�

D
Z
In

�
. f ;Vn/D �

Z
FD

h

gD
	
.arhVn/ � n � �Vn



ds
�

dt C .U�
n�1;VC

n�1/D (5.56)
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for all Vn 2 Vp.InIThIUn.Th//, with U�
n�1 serving as the initial datum at time step

In; for n D 1, we set U�
0 D u0.

To present the key ideas without excessive notational burden, in the following
we shall not include the local time-stepping capability of the method. In this
setting, the last term in (5.55) and the last term on the left-hand side of (5.56)
vanish. The general case including local time partitions does not pose any additional
mathematical difficulties.

Corresponding to (5.18), the streamline-diffusion DGFEM norm in the present
setting is given by

jkvjk2
s WD jkvjk2 C

X
�n2U �Th

��nk@tvk2
�n

; (5.57)

where

jkvjk WD
� Z

J
jkvjk2

d dt C 1

2
kvC

0 k2
L2.D/

C
Nt�1X
nD1

1

2
kbvcnk2

L2.D/
C 1

2
kv�

Nt
k2
L2.D/

�1=2

;

(5.58)

and

jkvjkd WD
� X

�2Th

kp
arvk2

L2.�/
C
Z
Fh

�ŒŒv��2 ds
�1=2

;

with ��n WD �n=Op2
�n

and

Op�n WD max
QFk�@�n

n
max

Q�n2f�n;�
0

ng
QFk�@�n\@�0

n

fpQ�ng
o

8�n 2 U � Th;

for p�n ; Op�n � 1.

Theorem 52 Given that Assumption 30 is satisfied, there exists a constant s >

0, independent of the temporal and spatial mesh sizes �n and h� , respectively, the
polynomial degree p�n , and the number of faces per element, such that:

inf
�2Vp.U ITh/nf0g

sup
�2Vp.U ITh/nf0g

QB.�; �/

jk�jksjk�jks
� s: (5.59)

Proof The proof is completely analogous to the one of Theorem 42.

Remark 53 The combination of the use of prismatic elements, allowing for decou-
pling integrals over �n between space and time subdomains, � and In, respectively,
together with the fact that the first-order derivative term in the PDE is orthogonal
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to the diffusion directions, allows for a careful analysis which avoids the shape-
regularity assumption stated in Assumption 13. Therefore, the time-step �n can be
chosen independently of the local spatial mesh size h� D diam.�/. We refer to [56]
for details.

The above result shows that space-time DGFEMs based on the reduced total-
degree-p space-time basis is well posed. It extends the stability proof in the previous
section to space-time elements with arbitrarily large aspect ratio between the time-
step �n and local mesh-size h� for parabolic problems. Moreover, the above inf-sup
condition holds without any assumption on the number of faces per spatial mesh
element. Therefore, the scheme is stable for extremely general, possibly anisotropic,
space-time meshes.

The inf-sup condition will be instrumental in the proof of the proceeding a priori
error bounds presented below, as the total-degree-p space-time basis does not allow
for classical space-time tensor-product arguments [166] to be employed. In order
to exploit the hp-approximation results from Sects. 3.3 and 4.3, we (only now)
require a shape-regularity assumption for the space-time elements. The extension
of these hp-approximation results for d D 4, although not done explicitly within the
literature, does not pose any particular challenges, so we may assume their validity
in this case also.

Assumption 54 We assume the existence of a constant creg > 0 such that

c�1
reg � h�=�n � creg;

uniformly for all �n 2 U �Th, i.e., the space-time elements are also shape-regular.
Following Definition 17, we assume the existence of certain spatial mesh

coverings. For each spatial element �, � 2 Th, there exists a K 2 T
]
h , such that

� � K . Moreover, we denote Kn WD In � K as the covering for the space-time
element �n 2 U � Th; see Fig. 5.2 for an illustration.

k

K

kn

Kn

In

(b)(a)

Fig. 5.2 (a) Polygonal spatial element � and covering K ; (b) Space-time element �n D In � �

and covering Kn WD In � K
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We first give an a priori error bound for the space-time DGFEM (5.54) in the
jk�jks-norm; the derivation of this error bound is completely analogous to that of
Theorem 46 and is, therefore, omitted for brevity.

Theorem 55 Given that Assumptions 18, 30, and 54 hold, let uh 2 Vp.U ITh/

be the space-time DGFEM approximation to the analytical solution u 2
L2.JIH1.D// \ H1.JIH�1.D//, with the discontinuity-penalization function given
by (4.26), and suppose that uj�n 2 Hl�n .�n/, l�n � 1, for each �n 2 U � Th, such
that EujKn 2 Hl�n .Kn/. Then, the following error bound holds:

jku � uhjk2
s � C

X
�n2U �Th

h
2s�n
�n

p
2l�n
�n

	
G�n.h�n ; p�n/ C D�n.h�n ; p�n/


kEuk2
Hl�n .Kn/

;

(5.60)

where

G�n.h�n ; p�n/ WD ��1
�n

C ��np
2
�n
h�2

�n
C p�nh

�1
�n

C Na�np
2
�n
h�2

�n
C p�nh

�1
�n

max
QFk�@�n

� jQFk ;

and

D�n.h�n ; p�n/ WD Na2
�n

	
p3

�n
h�3

�n
max

QFk�@�n

� j�1
QFk

C p4
�n
h�3

�n
max

QFk�@�n

� j�1
QFk



; (5.61)

with s� D minfp� C 1; l�g and p� � 1; here, the positive constant C is independent
of the discretization parameters and the number of faces per element.

The above a priori bound holds without any assumptions regarding either the size
of the spatial faces F, F � @�, relative to the size of the underlying element �, � 2
Th, or the number of faces a given spatial polytopic element �, � 2 Th, possesses;
i.e., elements with arbitrarily small faces and/or an arbitrarily large number of faces
are permitted, as long as they satisfy Assumption 30.

Corollary 56 Under the hypotheses of Theorem 55, set p�n D p � 1 for all �n 2
Un.Th/ � Th/, s�n D s, and s D minfp C 1; lg, l � 1. Assume also that the spatial
mesh Th is quasiuniform. Then, we have the bound

ku � uhkL2.JIH1.D;Th// � C
hs�1

pl�3=2
kukHl.J�D/;

where C is a positive constant, independent of the discretization parameters.
On the basis of Corollary 56, we observe that the above bound is, therefore, h-

optimal and p-suboptimal by p1=2. Next, we derive an error bound with respect to
the L2.JIL2.D//-norm using a duality argument. To this end, the backward adjoint
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problem of (5.50), (5.51) is defined by

� @tz � r � .arz/ D � in J � D; (5.62)

zjtDT D g on D; and z D 0 on J � @D: (5.63)

Assuming that g 2 H1
0.D/ and � 2 L2.JIL2.D//, then we have

z 2 L2.JIH2.D// \ L1.JIH1
0.D//; @tz 2 L2.JIL2.D//: (5.64)

We assume that D and a are such that the parabolic regularity estimate holds

kzkL1.JIH1
0.D// C kzkL2.JIH2.D//C kzkH1.JIL2.D// (5.65)

� CR.k�kL2.JIL2.D// C kgkH1
0 .D//;

where CR is a positive constant, which depends only on D, T, and a, cf. [92, p. 360]
for smooth domains; the parabolic regularity result can be extended to convex
domains by employing results in [105, Chapter 3].

Assumption 57 For any two .d � 1/-dimensional spatial elements �, �0 2 Th

sharing the same .d � 2/-facet, we have:

max.h�; h�0/ � ch min.h�; h�0/; max. p�n ; p�0

n
/ � cp min. p�n ; p�0

n
/; (5.66)

for n D 1; : : : ;Nt, where ch and cp are positive constants, which are independent of
discretization parameters.

Theorem 58 Consider the setting of Theorem 55, and assume that the parabolic
regularity estimate (5.65) holds along with Assumption 57. Then, the following
bound holds

ku � uhk2
L2.JIL2.D//

� C max
�n2U �Th

h�n

X
�n2U �Th

h
2s�n
�n

p
2l�n
�n

	
G�n.h�n ; p�n/

C D�n.h�n ; p�n/

kEuk2

Hl�n .Kn/
;

where the C is a positive constant, which is independent of the discretization
parameters and the number of faces per element.

Proof We set g D 0 and � D u � uh in (5.62), (5.63). Then,

ku � uhk2
L2.JIL2.D//

D
NtX
nD1

Z
In

�.@tz; u � uh/D C Bd.z; u � uh/ dt (5.67)

�
Nt�1X
nD1

.bzcn; .u � uh/
�
n /D C .z�

Nt
; .u � uh/

�
Nt

/D D B.u � uh; z/;
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with z the solution to (5.62), (5.63), cf. [166]. Now, upon considering B.�; �/, whose
extension to V is understood to be attained by replacing Bd.�; �/ by its inconsistent
version QBd.�; �/, defined in (4.8), we have

ku � uhk2
L2.JIL2.D//

D B.u � uh; z/ � R.z; u � uh/;

with R.v; !/ WD R
J

R
Fh

ffa.rv � ˘ L2 .rv//gg � ŒŒ!�� ds dt: Further, for any zh 2
Vp.U ITh/, we have

B.u � uh; zh/ D B.u � uh; zh/ � B.u � uh; zh/ D R.u; zh/;

and also R.u; zh/ D �R.u; z� zh/ since R.u; z/ D 0. The above identities imply that

ku � uhk2
L2.JIL2.D//

D B.u � uh; z � zh/ � R.z; u � uh/ � R.u; z � zh/: (5.68)

For brevity, we set e WD u � uh and � WD z � zh. For the first term on the right-hand
side of (5.68), using (4.14), we have

B.e; �/ �
X

�n2U �Th

k�1=2
�n

@tekL2.�n/k��1=2
�n

�kL2.�n/ C Ccont

NtX
nD1

Z
In

jkejkdjk�jkd dt

C
Nt�1X
nD1

kbecnkL2.D/k�C
n kL2.D/ C keC

0 kL2.D/k�C
0 kL2.D/

�
� X

�n2U �Th

��1
�n

k�k2
L2.�n/

C .Ccont/
2

NtX
nD1

Z
In

jk�jk2
d dt C 2

Nt�1X
nD0

k�C
n k2

L2.D/

� 1
2

� jkejks: (5.69)

Let zh 2 Vp.U ITh/ be defined on each element �n 2 U � Th by

zhj�n WD
�

� t
Np Q̆ Npz , for p�n evenI

� t
Np Q̆ NpC1z , for p�n odd;

for Np WD b p�n
2

c, with � t
q denoting the L2-orthogonal projection onto polynomials

of degree q with respect to the time variable, and Q̆ q is the projector defined in
Lemma 23 over .d � 1/-dimensional spatial domains. Note that this choice ensures
that zh 2 Vp.U ITh/.

We shall now estimate the terms involving � on the right-hand side of (5.69).
Recalling standard hp-approximation bounds (see, e.g., [124]), we have for r 2
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f Np; Np C 1g,
X

�n2U �Th

��1
�n

k�k2
L2.�n/

� 2
X

�n2U �Th

��1
�n

�
kz � � tNpzk2

L2.�n/
C k� tNpz � � tNp Q̆ rzk2

L2.�n/

�

� C
X

�n2U �Th

��1
�n

� �2
n

p2
�n

k@tzk2
�n

C h4
�

p4
�n

kEzk2
L2.InIH2.K //

�

� C max
�n2U �Th

h�n

�
kzk2

H1.JIL2.D//
C max

�n2U �Th

h2
�n

p2
�n

kzk2
L2.JIH2.D//

�
I (5.70)

here, we have employed the triangle inequality, the stability of L2-projection
operator, Assumptions 54 and 57, and Theorem 21. Next, employing the one-
dimensional version of the classical inverse estimate (3.1) in the time variable, and
proceeding as before, gives

Nt�1X
nD0

k�C
n k2

L2.D/
� 2

Nt�1X
nD0

X
�2Th

�
k.z � � t

Npz/
C
n k2

L2.�/
C k.� t

Npz � � t
Np Q̆ rz/C

n k2
L2.�/

�

� C
X

�n2U �Th

� �n

p�n

k@tzk2
L2.�n/

C p2
�n

�n
k� t

Np.z � Q̆ rz/k2
L2.�n/

�

� C
X

�n2U �Th

� �n

p�n

k@tzk2
L2.�n/

C h4
�

�np2
�n

kEzk2
L2.JIH2.K //

�

� C max
�n2U �Th

h�n

p�n

�
kzk2

H1.JIL2.D//
C max

�n2U �Th

h2
�n

p�n

kzk2
L2.JIH2.D//

�
:

(5.71)

Furthermore, we have that

NtX
nD1

Z
In

X
�2Th

kr�k2
L2.�/

dt

� 2
X

�n2U �Th

�
kr.z � � t

Npz/k2
L2.�n/

C kr.� t
Npz � � t

Np Q̆ rz/k2
L2.�n/

�

� C
X

�n2U �Th

�
�nkrzk2

L1.InIL2.�//
C h2

�

p2
�n

kEzk2
L2.InIH2.K //

�

� C max
�n2U �Th

h�n

�
kzk2

L1.JIH1
0.D//

C max
�n2U �Th

h�n

p2
�n

kzk2
L2.JIH2.D//

�
: (5.72)
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Also, since ŒŒz�� D 0 D ŒŒ� t
Npz��, we have ŒŒz � � t

Np Q̆ rz�� D � t
NpŒŒz � Q̆ rz��; hence, by

Assumption 57, we deduce that

NtX
nD1

Z
In

Z
Fh

� jŒŒ���j2 ds dt D
X

QFk�J�Fh

�kŒŒz � Q̆ rz��k2

L2.QFk/

� C
X

�n2U �Th

�
max

QFk�@�n

�
�h3

�n

p3
�n

kEzk2
L2.JIH2.K //

� C max
�n2U �Th

h2
�n

p�n

kzk2
L2.JIH2.D//

: (5.73)

Inserting (5.70)–(5.73) into (5.69), and employing (5.65), we get

B.e; �/ � CCR max
�n2U �Th

h1=2
�n

jkejkskekL2.JIL2.D//: (5.74)

Moving on to the second term on the right-hand side of (5.68), we have

R.z; e/ D
NtX
nD1

Z
In

Z
Fh

ffa.rz � ˘ L2 .rz//gg � ŒŒe�� ds dt

�
� NtX

nD1

Z
In

Z
Fh

��1jffa.rz � ˘ L2 .rz//ggj2 ds dt
�1=2jkejks:

To bound R.z; e/ further, it is sufficient to bound the terms

I WD
NtX
nD1

Z
In

Z
Fh

2��1jffa.rz � � t
Np Q̆ r.rz//ggj2 ds dt;

II WD
NtX
nD1

Z
In

Z
Fh

2��1jffa˘ L2 .� t
Np Q̆ r.rz/ � rz/ggj2 ds dt:

Using Lemma 33 and working as before gives

I � C max
�n2U �Th

h3=2
�n

p2
�n

�
kzk2

L1.JIH1
0.D//

C kzk2
L2.JIH2.D/

�
: (5.75)

Employing Lemma 32, the stability of ˘ L2 , and proceeding as above, leads to

II � C max
�n2U �Th

h�n

	kzk2

L1.JIH1
0.D//

C kzk2
L2.JIH2.D/



: (5.76)
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Therefore, (5.75) and (5.76), together with (5.65) give

R.z; e/ � CCR max
�n2U �Th

h1=2
�n

jkejkskekL2.JIL2.D//: (5.77)

Next, we bound the last term on the right-hand side of (5.68), which is given by

R.u; �/ D
NtX
nD1

Z
In

Z
Fh

ffa.rhu � ˘ L2 .rhu//gg � ŒŒ��� ds dt:

Exploiting the Cauchy-Schwarz inequality together with (5.73), gives

R.u; �/

�
� NtX

nD1

Z
In

Z
Fh

��1jffa.rhu � ˘ L2 .rhu//ggj2 ds dt
� 1

2
� NtX

nD1

Z
In

Z
Fh

�ŒŒ���2 ds dt
� 1

2

� CCR max
�n2U �Th

h�n

p1=2
�n

kekL2.JIL2.D//

� X
�n2U �Th

h
2s�n
�n

p
2l�n
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(5.78)

Combining (5.74), (5.77) and (5.78) with (5.68), we deduce the statement of the
theorem.

We note that the L2.JIL2.D//-norm error bound stated in Theorem 58 is
suboptimal with respect to the mesh size h by half an order of h, and is sub-
optimal in p by p3=2. If, however, we instead employ a tensor-product space-
time polynomial basis within the DGFEM, the above argument will result in an
L2.JIL2.D//-norm error bound which is h-optimal and p-suboptimal by one order of
p. Numerical experiments presented in [56] confirm the suboptimality in h predicted
by Theorem 58, but at the same time highlight its competitiveness compared with
the standard (optimal) space-time DGFEM, employing tensor-product polynomial
bases, as the order p increases. Indeed, the reduced number of elemental basis
functions admitted by Vp.U ITh/ are able to counteract the mild loss of optimality
as p increases, cf. Sect. 6.4.2; see, also, the recent work [84] for a p-approximation
result in this direction.



Chapter 6
Implementation Aspects

In this chapter we briefly outline some of the implementation aspects of DGFEMs
posed on general computational meshes consisting of polytopic elements. To this
end, we focus on three key topics: mesh generation, construction of the elemental
polynomial basis, and efficient numerical integration over polytopic elements.
Finally, we end this chapter by presenting some numerical examples to highlight the
sharpness of the a priori error bounds derived in Chap. 5 for both a steady advection-
diffusion-reaction problem and a (degenerate) evolution problem.

6.1 Mesh Generation

General meshes consisting of polytopic elements can be constructed in a number
of different ways; in particular, a Voronoi tessellation of the underlying geometry
may be generated, cf. [88, 165], for example. Alternatively, a flexible approach
for meshing complicated geometries, is to exploit some form of agglomeration
algorithm, whereby the underlying polytopic elements are formed by taking the
union of a set of elements from a given geometry-conforming fine mesh T fine

h .
We point out that T fine

h is typically constructed by employing standard shaped
elements, i.e., simplices or tensor-product elements; in this setting, the resulting
underlying FEM is often referred to as a composite FEM, cf. [8, 12, 106, 107], or an
agglomerated FEM, cf. [32, 34]. The construction of agglomerated meshes may be
undertaken using two key approaches: firstly, in the series of articles [8, 12, 106, 107]
a hierarchy of overlapping (so-called) reference and logical meshes, consisting of
standard-shaped elements, are constructed based on successive adaptive refinement
of elements which intersect the boundary @˝ of the computational domain ˝ . Once
a sufficiently fine logical mesh has been constructed, possibly by moving nodes
onto @˝ , a sequence of coarse geometry-conforming physical meshes, consisting

© Springer International Publishing AG 2017
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of general polytopic elements, may be constructed via agglomerating elements
which share the same parent within the underlying refinement tree. Secondly, the
fine mesh T fine

h may be constructed using a standard mesh generator, for example,
Triangle [157] or Tetgen [158], and then subsequently agglomerated into polytopes
using graph partitioning algorithms; for this purpose, in the numerical investigations
presented in this volume, we employ METIS [130], though we stress that many other
such packages also exist.

6.2 Construction of Basis Functions on Polytopes

In the case when the computational mesh Th consists of standard element shapes,
the construction of the underlying finite element space Vp.Th/ is typically under-
taken by mapping each element � in Th to a given reference or canonical element,
denoted by �R. Thereby, on �R local spaces of polynomials may be constructed
in a simple manner, subject to the enforcement of any inter-element continuity
constraints, for example, in the case when C0-conforming elements are employed;
for further details, we refer to, for example, [78, 129, 160], and the references
cited therein. While this approach is used quite universally within most FEM
software packages, a disadvantage is that the calculation of high-order derivatives
of the computed numerical solution is rather cumbersome when non-affine element
mappings are employed. Moreover, in this setting, the order of approximation of the
underlying FEM may be adversely affected by mesh distortion, unless a sufficiently
rich local space is employed, cf. [17, 19].

The flexibility of the DGFEM allows for the elemental basis to be constructed
within the physical frame, without the need to map to a given reference/canonical
element, cf. [33], for example; indeed, this is an essential feature of DGFEMs
which allows them to admit general polytopic elements in a simple fashion. In
[33] basis functions are constructed on general meshes consisting of agglomerated
elements, based on employing a Gram-Schmidt orthogonalization process applied
to a given set of polynomial functions defined on each �, � 2 Th. An alternative
approach proposed in [54] is based on first defining polynomial spaces over a
suitably chosen bounding box of each element �, � 2 Th; then the element basis is
simply constructed by restricting this space to �. More precisely, given an element
� 2 Th, we write B� to denote its corresponding bounding box; selecting, for
example, B� to be the Cartesian bounding box, i.e., the sides of B� are aligned
with the Cartesian axes, then B� can be easily constructed, such that N� 	 NB� ,
cf. Figure 6.1 for the case of a polygonal element � in R

2. On this Cartesian
bounding box B� we may define a standard polynomial space Pp� .B�/ spanned by
a set of basis functions f�i;�g, i D 1; : : : ; dim.Pp� .B�//; note that tensor-product
polynomial spaces Qp� .B�/ may also be employed, though in the absence of non-
affine element mappings, the approximation order of both spaces will be identical.
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Fig. 6.1 Bounding box B� of
an element � 2 Th

κ

Bκ

Writing B� WD I1 �I2 �� � ��Id, where Ij WD .x j
1; x

j
2/, j D 1; : : : ; d, and selecting

�R WD .�1; 1/d to be the reference hypercube, the bounding box B� may be affinely
mapped to �R, via the mapping

x D J� Ox C c; (6.1)

where J� WD diag.h1; : : : ; hd/, c WD .m1; : : : ;md/
>, and Ox is a general point in �R.

Furthermore, hj, j D 1; : : : ; d, is half of the length of the jth-side of B� , respectively,
i.e., hj WD .x j

2 � x j
1/=2, j D 1; : : : ; d, and mj WD .x j

1 C x j
2/=2, j D 1; : : : ; d, is the

midpoint of Ij.
For convenience, on �R we employ tensor-product Legendre polynomials; to

this end, writing f OLi.Ox/g1
iD0 to denote the family of L2.�1; 1/-orthogonal Legendre

polynomials, cf. [156], for example, the space of polynomials Pp� .�R/ of total
degree pk over �R is given by

Pp� .�R/ WD spanf O�i;�gdim.Pp� .�R//

iD1 ;

where

O�i;�.Ox/ D OLi1 .Ox1/ OLi2 .Ox2/ � � � OLid .Oxd/; i1 C i2 C : : : C id � p�; ik � 0; k D 1; : : : ; d;

and Ox D .Ox1; Ox2; : : : ; Oxd/. Writing Li.x/ D OLi..x � mj/=hj/; under the transforma-
tion (6.1), the space of polynomials Pp� .B�/ of total degree pk over B� is given
by

Pp� .B�/ D spanf�i;�gdim.Pp� .B�//

iD1 ;

where

�i;�.x/ D Li1 .x1/Li2 .x2/ � � �Lid .xd/; i1 C i2 C : : : C id � p�; ik � 0; k D 1; : : : ; d;

and x D .x1; x2; : : : ; xd/. Thereby, the polynomial basis over the general polytopic
element � may be defined by simply restricting the support of f�i;�g, i D
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1; : : : ; dim.Pp� .B�// to �; i.e., the polynomial basis defined over � is given by
f�i;� j�g, i D 1; : : : ; dim.Pp� .B�//.

Remark 59 We stress that the choice of B� is arbitrary; indeed, alternative bounding
boxes, other than the Cartesian aligned one presented above, may be employed, pro-
vided that the construction of the underlying polynomial basis may be undertaken in
a simple fashion. For example, for anisotropic polytopic elements, it may be more
desirable to select a ‘rotated’ bounded box which is aligned with the principle axes
of the element.

6.3 Quadrature Rules

The design of efficient and accurate quadrature rules for general polytopes is a
challenging task; while several approaches have been proposed within the literature,
cf. below, this still remains an open and active area of research. Below we review
three prominent approaches which have been proposed; for further details, we refer
to [14].

6.3.1 Sub-Tessellation

The simplest, and perhaps most natural approach is to simply construct a sub-
tessellation of each polytopic element into standard element shapes, upon which
standard quadrature rules may be employed, cf. [54, 55, 125], for example. More
precisely, given � 2 Th, we first construct a non-overlapping sub-tessellation
�S WD f��g consisting of standard element shapes; here, a general hybrid sub-
tessellation consisting of quadrilateral and triangular elements in R

2, or tetrahedral,
hexahedral, prismatic, and pyramidal elements in R

3, may be constructed. On
agglomerated meshes, the sub-tessellation will already be available; however, for
reasons of efficiency, one may still wish to construct an alternative sub-tessellation
which comprises of a minimal number of elements. As an example, if we consider
computing the DGFEM mass matrix, restricted to �, � 2 Th, then we have that

Z
�

wv dx D
X

�� 2�S

Z
��

wv dx �
X

��2�S

q��X
iD1

w.F�.�i//v.F�.�i// det.JF� .� i//wi;

where F� W �R ! �� is the mapping from the reference element �R to �� ,
with Jacobi matrix JF� , and .� i;wi/

q��

iD1 denotes the quadrature rule defined on �R.
Quadrature rules on standard element shapes which form the sub-tessellation may be
constructed based on employing tensor-product Gauss quadratures on the reference
square or cube in R

2 or R
3, respectively; for non-tensor-product elements, such

as simplices, for example, the resulting quadrature may be computed based on
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employing the Duffy transformation, whereby the reference tensor-product element
is mapped to the reference simplex, cf. [86, 129, 171]. For alternative quadratures
on non-tensor-product elements, we refer to, for example, [78, 87, 160], and the
references cited therein.

An alternative approach based on employing Stokes’ theorem in R
2 over

polygons has been studied in [161]. While this idea does not directly require a
sub-tessellation of the underlying element domain �, � 2 Th, a judicious choice
of parameters within the resulting formula, which ensures that all of the quadrature
points lie within �, essentially leads to a compound quadrature scheme defined on
an appropriate sub-tessellation of �.

We point out that while quadrature schemes based on employing a sub-
tessellation of each polytopic element are straightforward to implement, they tend
to be computationally expensive, in the sense that, depending on the cardinality
of the sub-tessellation, the number of required function evaluations may be very
large. This is particularly the case when the sub-tessellation employed is simply the
background fine mesh T fine

h used to construct a coarse agglomerated grid. Thereby,
it is desirable to attempt to minimise the resulting number of points; one such
approach is outlined in the next section.

6.3.2 Moment Quadratures

Quadrature rules such as those based on sub-tessellation outlined above can be
optimized based on employing a node elimination scheme, together with the least
squares Newton method, cf. [175]; for related work, we refer to [141]. In this way,
(near)-minimal quadrature schemes can be constructed. To illustrate this approach,
following [175], let � 2 Th be a polytopic element. Given a user-defined set of
functions V� D f�1; �2; : : : ; �ng, n � 1, defined over �, and a quadrature rule
.xj;wj/

q�

jD1 on �, q� � n, which is assumed to integrate all functions in V� exactly,
we arrive at the following system of equations:

Aw D I; (6.2)

where A is an n � q� matrix with entries Aij WD �i.xj/, i D 1; : : : ; n, j D 1; : : : ; q� ,
w WD .w1; : : : ;wq� /> is the vector of quadrature weights, and I is a vector of
dimension n, with entries Ii WD R

�
�i dx, i D 1; : : : ; n. We note that as in [175]

a weight function ! may also be included within the integral; for simplicity, here
we set ! � 1.

The initial quadrature rule .xi;wi/
q�

iD1 may be selected in a number of different
ways; for example, the sub-tessellation approach outlined above may be exploited.
The essential idea to optimise the initial quadrature is to continuously eliminate
points until the solution of (6.2) can no longer be determined. More precisely,
for each quadrature point and weight, the corresponding significance index sj,
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j D 1; : : : ; q� , is computed; in [175] the following two expressions are proposed:

sj WD wj

nX
iD1

�2
i .xj/; or sj WD

nX
iD1

�2
i .xj/;

j D 1; : : : ; q� . Then, the quadrature point and weight .xk;wk/, for some k, 1 �
k � q� , which has the smallest significance factor is removed from the quadrature
rule, i.e., sk WD minq�

jD1 sj. The least-squares version of Newton’s method is then

applied to (6.2) to compute a new quadrature .xj;wj/
q��1
jD1 with .q� � 1/ points and

weights. This process is continuously repeated until the Newton algorithm fails
to converge; at the end of this process, an optimized quadrature rule which can
precisely integrate all of the functions present in the space V� will be computed.
An alternative approach proposed in [140] is to simply fix a set of quadrature
points, which may even be randomly located points, and solve (6.2) to determine
the corresponding weights.

While this approach is very appealing from a computational point of view,
this process must first be applied to all elements � in the computational mesh
Th, and the resulting quadrature scheme stored elementwise, before assembly of
the underlying matrix system can be undertaken. We also stress that while the
quadrature constructed using the above algorithm is exact for the set of functions
in V� , their accuracy in terms of integrating general functions is unclear; moreover,
for general polytopes, the resulting quadrature weights may be negative, cf. [140].

6.3.3 Integration of Homogeneous Functions

Lasserre’s method for integrating homogeneous functions over convex polytopes
was first introduced in [134]; this technique was subsequently extended to general
non-convex polytopes in the recent article [63]. The essential idea here is to
exploit Stokes’ theorem, together with Euler’s homogeneous function theorem.
More precisely, given a polytopic element � 2 Th, and a sufficiently regular function
f , defined over �, we wish to evaluate

Z
�

f dx:

Assuming that f is a positively homogeneous function of degree q, i.e.,

f .�x/ D �q f .x/;

for � > 0, then assuming f is continuously differentiable, Euler’s homogeneous
function theorem states that

q f .x/ D x � rf .x/: (6.3)
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Moreover, given any vector-valued function g, again assumed to be sufficiently
smooth, Stokes’ theorem states that

Z
�

.r � g/f dx D
Z

@�

.g � n�/f ds �
Z

�

g � rf dx; (6.4)

where n� denotes the unit outward normal vector to the boundary @� of �. Thereby,
selecting g D x in (6.4) and employing (6.3), we deduce that

Z
�

f dx D 1

d C q

Z
@�

.x � n�/f dsI (6.5)

i.e., the integral over � is reduced to an integration over the boundary @�. Writing
@� D SnF

iD1 Fi, where Fi, i D 1; : : : ; nF , denote the planar .d � 1/-dimensional
facets which form the boundary of �, Eq. (6.5) may be rewritten in the following
equivalent form

Z
�

f dx D 1

d C q

nFX
iD1

Z
Fi

.x � nFi/f ds; (6.6)

where nFi denotes the restriction of the unit outward normal vector n� to the facet
Fi, i D 1; : : : ; nF.

We note that this process can be repeated in order to yield a formula which
involves integration on lower dimensional facets. For example, given Fi, for some
(fixed) i, 1 � i � nF, we write

@Fi D fFij D Fi \ Fj W Fi \ Fj ¤ ;; i ¤ jg

to denote the set of .d�2/-dimensional facets of �, i.e., Fij is an edge of a polyhedron
in R

3 which lies on the boundary of the face Fi. Furthermore, we define nFij to be the
unit normal vector to Fij which lies in the plane Fi. Given an arbitrary point xi 2 Fi

and a .d � 1/-dimensional orthonormal basis feijgd�1
jD1 on the facet Fi, i.e., any x 2 Fi

may be written in the form

x D xi C
d�1X
kD1

˛keik;

for some scalars ˛k, k D 1; : : : ; d � 1. Then, upon application of (6.4) to a given
facet Fi, 1 � i � nF, with g D x � xi, we deduce that

Z
Fi

f ds D 1

d C q � 1

0
@ X

Fij�@Fi

Z
Fij

..x � xj/ � nFij/f ds C
Z
Fi

.xi � rf / ds

1
A ; (6.7)
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cf. [63, 134]. In R
2, we note that the first term on the right-hand side of (6.7) simply

involves evaluations of the integrand at the points which form the underlying face
(edge) Fi, 1 � i � nF. Thereby, for the integration of polynomial functions, repeated
application of (6.7) yields an (exact) integration rule which only requires evaluation
of f and its partial derivatives at the vertices of �, � 2 Th. In R

3, proceeding
as above, we first rewrite the integral over Fij to be an integral over its .d � 2/-
dimensional facets (points), and an integral involving the derivative of f over Fij;
thereby, again for polynomial functions, recursive application of this formula then
only requires the evaluation of f and its partial derivatives at the vertices of � in
order to precisely evaluate the integral of f over �, � 2 Th. For further details and
implementation of this approach in the context of DGFEMs, we refer to [14]. To give
an example of the potential performance improvement of employing this approach
in comparison to the use of quadrature schemes defined on a sub-tessellation of
each polytopic element � in the mesh Th, in Fig. 6.2 we compare the time taken
to assemble the local element stiffness matrix for the Poisson equation in two-
dimensions, cf. the DGFEM bilinear form given in Sect. 4.1, cf. also Sect. 2.3. Here,
the polygonal meshes are constructed using PolyMesher [165], cf. above. For clarity,
in Fig. 6.2a we plot the time taken to assemble the element stiffness matrix via exact
integration of homogeneous functions on a series of uniform polygonal meshes for
polynomial degrees p between 1 and 6. Figure 6.2b then presents a comparison of
these results with the corresponding timings based on employing quadrature on a
sub-tessellation. Here, the sub-tessellation is constructed by inserting one internal
point within each element �, � 2 Th, located at the element centroid, and connecting
this point to each pair of nodes defining the faces of �; thereby, the number of
elements within the sub-tessellation is equal to the number of faces that each element
� 2 Th possesses.

As a final remark, we note that this approach may also be extended to integrate
functions which may be represented as the sum of homogeneous functions; in par-
ticular, the integral may be computed without explicit knowledge of the individual
terms which form this sum. However, this leads to the introduction of evaluation
points within the interior of �, � 2 Th, and even points which may lie outside �;
in the simplest case, for example, for star-shaped polytopes, this can be viewed as
undertaking a subdivision, relative to a point lying in the ball for which � is star-
shaped, cf. [63], for further details.

6.4 Numerical Experiments

In this section we present two computational examples to numerically to highlight
the practical performance of the DGFEMs studied in Chap. 5 on general polytopic
meshes; see also [54–56] for further numerical experiments.
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Fig. 6.2 Time required to assemble the element stiffness matrix for the Poisson equation in two-
dimensions: (a) Exploiting exact integration of homogeneous functions; (b) Comparison between
quadrature employed on a sub-tessellation and exact integration

6.4.1 Example 1: Advection-Diffusion-Reaction Problem

We consider the discretization of the advection-diffusion-reaction problem: find u
such that

� r � .aru/ C r � .bu/ C cu D f in .0; 1/2; (6.8)



96 6 Implementation Aspects

where a D ıI2, ı D 	 e�20r , r2 D x2 C y2, 	 > 0, b D .2 � y2; 2 � x/>, and
c D .1Cx/.1Cy/2; f is then selected so that the analytical solution to (6.8), subject
to appropriate inhomogeneous boundary conditions, is given by

u.x; y/ D 1 C sin.�.1 C x/.1 C y/2=8/;

cf. [123].
We study the asymptotic behaviour of the DGFEM (5.8) on a sequence

of successively finer square and polygonal meshes for different values of the
polynomial degree p in both the diffusion-dominated and advection-dominated
regimes. In each case we consider two types of polygonal meshes: grids generated
using PolyMesher [165], cf. Fig. 6.3a, as well as grids stemming from the
agglomeration of a given (fixed) fine mesh T fine

h . In the latter case, we employ a fine
mesh consisting of 262;144 elements; the corresponding coarse agglomerated mesh
Th is then constructed by exploiting the graph partitioning package METIS [130].
We note that for METIS to partition the fine mesh T fine

h , the logical structure of
T fine

h is first stored in the form of a graph, where each node represents an element
domain of T fine

h , and each link between two nodes represents a face shared by
the two elements represented by the graph nodes. The resulting partition of T fine

h
constructed by METIS is produced with the objective of minimizing the number of
neighbours among each of the resulting partitions, or more precisely, the resulting
polygonal elements. In Fig. 6.3b we show the resulting polygonal mesh generated
by METIS with 256 elements.

We first study the diffusion-dominated case; to this end, we set 	 D 1. In Fig. 6.4
we investigate the convergence of the DGFEM on sequences of finer square and
polygonal meshes with polynomial degrees p between 1 and 4. In each case we

Fig. 6.3 Example 1. Polygonal meshes consisting of 256 elements generated based on employing:
(a) Voronoi tessellation generated by PolyMesher [165]; (b) Agglomeration using METIS [130]
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Fig. 6.4 Example 1. Convergence of the DGFEM with h-refinement for 	 D 1: (a) ku� uhkL2.˝/;
(b) jku � uhjkDG

plot the error, measured in terms of both the L2.˝/ and DGFEM norm, against
the square root of the number of degrees of freedom in the underlying finite element
spaceVp.Th/. Here, we clearly observe that ku�uhkL2.˝/ and jku � uhjkDG converge
to zero at the optimal rates O.hpC1/ and O.hp/, respectively, as the mesh size h tends
to zero for each fixed p. The latter set of numerical results confirm the optimality
of Theorem 46 in the diffusion-dominated setting, cf. Remark 47. Moreover, from
Fig. 6.4 we observe that the accuracy of the DGFEM is very similar on all three
sets of meshes employed here, given the same number of degrees of freedom,
though in general we observe a slight improvement in jku � uhjkDG when the
polygonal elements generated by Polymesher are employed, in comparison to the
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Fig. 6.5 Example 1. Convergence of the DGFEM with p-refinement for 	 D 1

corresponding quantity computed based on exploiting either square or agglomerated
meshes. In Fig. 6.5 we investigate the convergence behaviour of the DGFEM under
p-refinement, for a given fixed mesh. For each mesh, we plot jku � uhjkDG against
the polynomial degree p on a linear-log scale; in each case we clearly observe
exponential convergence of the DGFEM.

Secondly, we consider the convergence of the DGFEM in the advection-
dominated regime, whereby, we now set 	 D 10�6. In Fig. 6.6 we plot ku�uhkL2.˝/

and jku � uhjkDG against the square root of the number of degrees of freedom in
the underlying finite element space Vp.Th/ on a sequence of uniform square and
polygonal meshes for fixed p. In this case, we observe that while the L2.˝/ norm of
the error converges to zero at the optimal rate O.hpC1/, the DGFEM norm behaves
like O.hpC1=2/, as h tends to zero, for each fixed p; in the latter case, this is indeed
the optimal rate predicted by Theorem 46, cf. Remark 48. As above, we again
observe a slight improvement in the computed error when the Voronoi meshes
generated by PolyMesher are employed, as opposed to square or agglomerated
meshes. Figure 6.7 plots jku � uhjkDG against the polynomial degree p for a given
set of fixed uniform meshes; as above, we observe exponential convergence of the
DGFEM under p-refinement.

For further numerical experiments, and in particular, for comparisons between
both standard (conforming) Galerkin FEMs and DGFEMs employing local tensor-
product polynomial bases (Qp-basis), we refer to the articles [54, 55].

6.4.2 Example 2: Degenerate Evolution Equation

Computational experiments for the space-time DGFEM (5.54), cf., also, (5.56), have
been presented in the recent article [56] for the case when a is positive definite,
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Fig. 6.6 Example 1. Convergence of the DGFEM with h-refinement for 	 D 10�6: (a) ku �
uhkL2.˝/; (b) jku � uhjkDG

i.e., when (5.52) holds. Thereby, to test the necessity of this hypothesis in terms of
generalizing the a priori error bounds derived in Sect. 5.3 to degenerate parabolic
PDEs, we consider the following example: find u D u.t; x; y/ such that

@tu � x2@2
xxu � x@yu D f in ˝ WD J � D; (6.9)

where J D .0; 1/ and D D .0; 1/2. We note that (6.9) can be written in the general
form (2.1), cf., also, (5.1); indeed, setting x WD .t; x; y/> and r WD .@t; @x; @y/

>, we
select a22 D x2, aij D 0 for i; j D 1; 2; 3, i; j ¤ 2, b D .1; 2x; �x/>, and c D �2.
Furthermore, we stress that the PDE (6.9) is not hypoelliptic on the plane fx D 0g
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Fig. 6.7 Example 1. Convergence of the DGFEM with p-refinement for 	 D 10�6

which is contained in J�@D and may, therefore, lead to singularities in the analytical
solution u in the vicinity of the boundary, depending on the choice of the boundary
conditions imposed and/or the selection of f .

In this section, the forcing function f is selected so that, upon supplementing (6.9)
with appropriate inhomogeneous Dirichlet boundary conditions and initial condi-
tion, the analytical solution is given by

u.t; x; y/ D e�5..x�1=2/2C.y�1=2/2/ sin.x � t C 2y/:

In Fig. 6.8 we investigate the convergence of the space-time DGFEM on sequences
of finer (space-time) hexahedral (rectangular in space) and prismatic (polygonal
prism base in space) meshes, for polynomial degrees p between 1 and 4. In
each case we plot the error measured in terms of both the L2..0; 1/IL2.D// and
L2..0; 1/IH1.D;Th// norms with respect to the third root of the number of degrees
of freedom in the underlying space-time finite element space Vp.U ITh/. Here, we
employ spatial meshes consisting of 16, 64, 256, 1024, and 4096 elements, with 8,
16, 32, 64, and 128 time-steps, respectively. Firstly, from Fig. 6.8b we observe that
ku � uhkL2..0;1/IH1.D;Th// converges to zero at the optimal rate O.hp/ as the space-
time mesh size h tends to zero for each fixed p; this is in accordance with the
rate predicted by Corollary 56, though we stress that in this generalized setting,
the conditions of Theorem 55 (and, therefore, of Corollary 56) are not fulfilled.
Secondly, from Fig. 6.8a we observe some deterioration in the rate of convergence
of the space-time DGFEM with respect to the L2..0; 1/IL2.D// norm, cf. the
discussion at the end of Sect. 5.3; indeed these numerics seem to indicate a loss
of (roughly) between half and one order in h, as the mesh is refined for each fixed p.

Finally, we investigate the computational efficiency of employing the space-
time DGFEM (5.54) with different space-time elemental polynomial bases on
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Fig. 6.8 Example 2. Convergence of the space-time DGFEM with h-refinement on cubic (square
elements in space) and prismatic (polygonal elements in space) meshes: (a) ku � uhkL2..0;1/IL2.D//;
(b) ku � uhkL2..0;1/IH1.D;Th//

both hexahedral and prismatic meshes. In particular, writing �n WD In � � to
denote a given space-time element, where � 2 Th is a spatial element and In,
n D 1; : : : ;Nt, is a given time interval, we consider the following three choices for
the (elementwise) polynomial space, denoted by Rp.�n/: (1) Rp.�n/ WD Pp.�n/,
i.e., polynomials of total degree p are employed on each element, cf. Sect. 5.3; (2)
Rp.�n/ WD Pp.In/ � Pp.�/, i.e., polynomials of total degree p are employed in
time and space, and these are tensorized to form a space-time basis defined on �n;
(3) Rp.�n/ WD Pp.In/ � Qp.�/, i.e., polynomials of total degree p are employed
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in time, while tensor-product polynomials of degree p in each coordinate direction
are exploited in space; these spaces are then tensorized to form a space-time basis
defined on �n. These schemes will be denoted, respectively, by DG(P), DG(QP), and
DG(Q).

In Fig. 6.9 we investigate the convergence behaviour of these three schemes
under p-refinement for fixed h; for brevity, we only consider space-time prismatic
meshes for the first scheme, i.e., for DG(P). Here, we have employed 64 spatial
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Fig. 6.9 Example 2. Comparison of the space-time DGFEMs: DG(P), DG(QP), and DG(Q)
under p-refinement with 64 spatial elements and 16 time-steps: (a) ku � uhkL2..0;1/IL2.D//; (b)
ku � uhkL2..0;1/IH1.D;Th//
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elements and 16 time-steps. Firstly, we observe exponential convergence for all
three choices of the elemental polynomial bases, in the sense that, on the linear-
log scale, the convergence plots become straight lines as p is increased. Moreover,
we observe that, under p-refinement, DG(P) is more efficient than both DG(QP) and
DG(Q), in the sense that the error, computed in terms of both the L2..0; 1/IL2.D//

and L2..0; 1/IH1.D;Th// norms is smaller, for a given number of degrees of
freedom, when the former scheme is employed.



Chapter 7
Adaptive Mesh Refinement

We now turn our attention to the automatic adaptive mesh refinement of polytopic
meshes generated on the basis of agglomeration of a given background geometry-
conforming fine mesh T fine

h ; see, for example, [103, 104] where overlapping
agglomerated meshes have been employed, and [76] where mesh partitioning
techniques are exploited. For the purposes of this chapter, we adopt the latter
strategy, whereby METIS, cf. [130], is employed for both the generation of the
coarse geometry-conforming mesh Th, as well as the subsequent subdivision of
agglomerated elements marked for refinement, cf. below. The underlying adaptive
refinement algorithm is constructed by exploiting, so-called, goal-oriented dual-
weighted-residual (DWR) a posteriori error estimation techniques. Here, the aim
of the computation is to accurately approximate the value of a given target or output
functional of the solution. Relevant examples include point values, local averages,
and flux integrals of the solution, force coefficients of a body immersed in a fluid,
and so on. The general DWR approach is based on a duality argument analogous to
that employed for the derivation of a priori error bounds for FEMs. This idea was
originally pioneered by Johnson and his collaborators, cf. [89] and the references
cited therein; subsequent work, based on introducing an alternative minimalistic
approach, was developed by Rannacher and his collaborators, cf. [29, 36] and
the references cited therein. For a recent review of the application of DWR error
estimation to nonlinear hyperbolic conservation laws, we refer to [119].

The outline of this chapter is as follows. In Sect. 7.1 we briefly review the DWR
error estimation approach for the FEM approximation of general linear PDEs;
for further details, and in particular the application of these ideas to DGFEMs
applied to both linear and nonlinear PDE problems, we refer to [112, 115, 116, 119]
and the references cited therein. Section 7.2 discusses the implementation of
the DWR error estimator, together with the design of the underlying adaptive
mesh refinement algorithm, by employing general agglomerated polytopic meshes.
Finally, in Sect. 7.3 we present a series of numerical experiments to highlight the
practical performance of the proposed refinement strategy for PDE problems posed
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on complicated geometries; here, we will consider a wider range of application areas
than those that have been studied in this volume, including incompressible fluid flow
and linear elasticity.

7.1 DWR A Posteriori Error Estimation

We present a brief overview of the DWR error estimation technique within an
abstract setting. To this end, given that X and Y are two Hilbert spaces, B.�; �/
is a bounded bilinear functional defined on X � Y , and `.�/ is a bounded linear
functional defined on Y , we suppose that u is the unique solution to the variational
problem: find u 2 X such that

B.u; v/ D `.v/ 8v 2 Y : (7.1)

Here, (7.1) can be thought of as the weak formulation of a linear PDE onX . In order
to construct the Galerkin (and, indeed, the DGFEM) discretization of (7.1) we write
fXh;pg and fYh;pg, to denote a sequence of finite-dimensional linear subspaces of X
and Y , respectively, parameterized by h and p. In the FEM setting, Xh;p and Yh;p

consist of piecewise polynomial functions of degree p defined over a computational
mesh Th, of granularity h. Hence, the Galerkin approximation uh of u then satisfies:
find uh 2 Xh;p such that

Bh.uh; vh/ D `h.vh/ 8vh 2 Yh;p; (7.2)

where Bh.�; �/ W X � Y ! R and `h.�/ W Y ! R are a suitably chosen bilinear
form and linear functional, respectively, which define an appropriate discretization
scheme.

Throughout this section we assume that the discretization (7.2) is consistent in
the sense that the analytical solution u 2 X to (7.1) satisfies the following identity:

Bh.u; v/ D `h.v/ 8v 2 Y : (7.3)

In our context of DGFEMs, given sufficient regularity of the analytical solution,
we can make use of consistent versions of DGFEM bilinear forms to satisfy this
assumption.

On the basis of (7.3), we note that the following Galerkin orthogonality property
holds:

Bh.u; vh/ � Bh.uh; vh/ D Bh.u � uh; vh/ D 0 8vh 2 Yh;p: (7.4)
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Throughout this chapter we assume that the key quantity of practical interest is
the numerical approximation of a given linear target functional, denoted by J.�/, of
the analytical solution. To derive an error representation formula for J.�/, we first
introduce Jh.�/ to denote a discrete consistent reformulation of J.�/ in the sense that,
given the analytical solution u 2 X to (7.1), we have that

Jh.u/ � J.u/; (7.5)

cf. [119]. The introduction of Jh.�/ is often critical to ensure that optimal rates
of convergence for the numerical approximation Jh.uh/ to J.u/ are computed
in practice; this is closely related to the adjoint consistency of the resulting
adjoint/dual problem, cf. below. For a detailed discussion of this topic, we refer
to [18, 112, 113, 116, 136, 145], for example.

The starting point for the DWR a posteriori error analysis is to introduce the
following adjoint/dual problem: find z 2 Y , such that

Bh.w; z/ D Jh.w/ 8w 2 X I (7.6)

henceforth, we simply use the terminology dual problem rather than adjoint/dual
problem. Employing (7.5) and the linearity of Jh.�/, together with (7.6), (7.4),
and (7.1), we deduce that

J.u/ � Jh.uh/ D Jh.u/ � Jh.uh/ D Jh.u � uh/

D Bh.u � uh; z/ D Bh.u � uh; z � zh/

D `h.z � zh/ � Bh.uh; z � zh/ 8zh 2 Yh;p : (7.7)

On the basis of the general error representation formula (7.7), a posteriori bounds on
the true error in the computed target functional J.�/ may be derived. To this end, we
first decompose the right-hand side of (7.7) as a summation of local error indicators
�� over the elements � in the computational mesh Th; more precisely, we write (7.7)
in the form

J.u/ � Jh.uh/ D `h.z � zh/ � Bh.uh; z � zh/ �
X
�2Th

��: (7.8)

The simplest, and most practical approach, in terms of ensuring the construction
of optimal computational meshes which are specifically designed for the efficient
control of the error in the computed target functional J.�/, is to simply apply the
triangle inequality; thereby, we deduce the following so-called weighted a posteriori
error bound.
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Lemma 60 Let u and uh denote the solutions of (7.1) and (7.2), respectively, and
suppose that the dual problem (7.6) is well-posed. Then, the following a posteriori
error bound holds:

jJ.u/ � Jh.uh/j �
X
�2Th

j�� j

for all zh 2 Yh;p.
Strictly speaking, the estimate presented in Lemma 60 is only an a posteriori

bound upon complete knowledge of the analytical dual solution z 2 Y , which is, of
course, not available in practice. Nevertheless, we shall use this customary abuse of
terminology for the rest of this chapter. We stress that the weighting terms, involving
the difference between the dual solution z and its projection/interpolant zh onto the
finite element space Yh;p, present within the error representation formula (7.8), and
the resulting a posteriori bound stated in Lemma 60, provide invaluable information
concerning the global transport of the error. Thereby, we refrain from eliminating z
in the definition of �� , � 2 Th; indeed, z will be numerically approximated as part
of the proposed adaptive mesh refinement algorithm in the next section.

7.2 Implementation Aspects and Adaptive Mesh Refinement

We now discuss the implementation of the DWR a posteriori error bound derived in
Lemma 60 within an automatic adaptive refinement algorithm based on employing
DGFEMs on polytopic meshes.

7.2.1 Numerical Approximation of the Dual Problem

We stress that the error representation formula derived in (7.8), depends on the dual
solution z defined by (7.6) and, hence, must be numerically approximated as part
of the error estimation process. Writing zOh;Op to denote a numerical approximation
to z, we first note that zOh;Op cannot be computed using the same finite element (test)
space employed for the primal problem, otherwise the resulting error representation
formula will be identically zero. Following [119], there are essentially three
approaches that may be employed for computing the numerical approximation
zOh;Op of z: firstly, we may keep the degree p of the approximating polynomial
used to compute uh fixed, and evaluate zOh;Op on a sequence of alternative (dual)
finite element meshes which, in general, differ from the primal meshes. Secondly,
we may keep the underlying mesh Th fixed and evaluate zOh;Op using higher-order
piecewise polynomials than those employed for the numerical approximation of the
primal problem. Thirdly, we may compute the approximate dual problem using the
same finite element space employed for the numerical approximation of the primal
problem, and subsequently exploit patchwise recovery/reconstruction techniques to
improve the accuracy of zOh;Op, cf. [29, 36].
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In our own work, we tend to favour the second approach since it generally
leads to highly efficient error estimation, without excessive computational overhead.
For example, for nonlinear PDE problems, we note that if the mesh refinement
parameters are chosen so that the number of degrees of freedom employed in
the dual finite element space is roughly the same as the number of degrees of
freedom in the new primal finite element space after an adaptive refinement has been
undertaken, then the cost of computing the dual solution will be roughly equivalent
to the cost of a single Newton step in the computation of uh on the newly designed
adaptive mesh.

7.2.2 Adaptive Algorithm

For the purposes of this chapter we assume that the computational mesh Th,
consisting of general polytopic elements, is constructed by agglomerating an
underlying fine mesh T fine

h using graph partitioning techniques; to this end, we
exploit the METIS package, cf. [130]. On the basis of this coarse mesh Th, together
with the DWR a posteriori error analysis presented in the previous section, here we
consider the design of a mesh adaptation algorithm which automatically refines the
agglomerates which formTh based on repartitioning elements which possess a large
error contribution. To this end, recalling the local error indicators �� � ��.uh; z�zh/,
� 2 Th, cf. (7.8), we introduce the (computable) approximate error representation
formula:

J.u/ � Jh.uh/ �
X
�2Th

O��;

where O�� WD ��.uh; zOh;Op � zh/, � 2 Th, with zOh;Op denoting the numerical
approximation of the dual problem (7.6).

On the basis of the size of the modulus of the (approximate) local error indicators
j O�� j, � 2 Th, the elements in the mesh Th may be flagged for refinement. Typical
element marking strategies include equidistribution, fixed fraction, Dörfler marking,
optimized mesh criterion, and so on, cf. [122], for example. Once an element � 2 Th

has been marked for refinement, then assuming that � is formed from the union
of a set of elements belonging to T fine

h � T
fine;.l/
h , l D 0, i.e., � D [

�02S .l/
�

�0,
where S .l/

� � Th denotes the set of fine elements which form �, then METIS
may be applied to the corresponding graph representation of S .l/

� to yield a local
partition of � consisting of �� agglomerated elements; given the number of elements
generated using isotropic refinement of standard shaped elements, we select �� D 2d.
However, when the local granularity of the polytopic mesh Th is comparable
to that of the fine mesh T fine

h , then adaptive refinement of T fine
h must first be

undertaken. More precisely, when �� > card.S
.l/
� / for any element � 2 Th which

has been marked for refinement, then the elements �0 2 S .l/
� , � 2 Th, are first
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refined using standard adaptive isotropic mesh refinement to yield a new fine mesh
T

fine;.lC1/
h . Once T

fine;.lC1/
h has been constructed, then new local partitions S .lC1/

�

of each element � 2 Th may be computed and, for those marked for refinement,
subsequently subdivided using graph partitioning techniques. The iteration counter
l is then updated, and the above procedure repeated, until sufficient accuracy in
the computed target functional of interest has been attained. As noted in [76],
in the case when T fine

h is sufficiently fine, in the sense that it does not require
adaptive mesh refinement to be undertaken, then refinement of Th can be carried
out in a straightforward manner by only exploiting graph partitioning algorithms,
without the need to implement complicated tree data structures, which are typically
employed within refinement procedures for standard element types.

7.3 Numerical Experiments

In this section, we present a series of computational examples to illustrate the
practical performance of the adaptive mesh refinement algorithm outlined in the
previous section. Throughout this section, the elements are marked for refinement
using the fixed fraction strategy with refinement parameter REF.

7.3.1 Example 1: Interstitial Flow Modelling

We begin by considering an example related to interstitial drug transport to cancer
cells; see, for example, [149]. To this end, we consider the two-dimensional
advection–diffusion problem: find u such that

� r � .aru/ C r � .bu/ D 0 in ˝; (7.9)

where the computational domain ˝ consists of the rectangular box .0; 2/ � .0; 1/

which has had a series of uniformly spaced circular holes of radius 1=10 removed, cf.
Fig. 7.1; the circular holes represent tumour cells. Here, a D 	.x; y/I2, where

	 D ı

2
.1 � tanh..r�1=4/.rC1=4/=
//;

I2 is the identity matrix, r2 D .x � 1/2 C .y � 1=2/2 and ı � 0 and 
 > 0 are
constants, cf. [112]; as in [112], we set ı D 10�2 and 
 D 5 � 10�2. We point out
that for ı > 0 and 0 < 
 � 1, the diffusion parameter 	 is approximately equal
to ı in the circular region given by r < 1=4, where the underlying PDE is uniformly
elliptic. For r > 1=4, 	 rapidly decays to zero within a layer of width O.ı/. Indeed,
for r > 0:336 we have 	 < 10�15; thereby, from the computational point of view 	

is zero to within rounding error. Hence, in this region the PDE essentially undergoes
a change of type becoming, in effect, hyperbolic.



7.3 Numerical Experiments 111

Fig. 7.1 Example 1. Computational geometry ˝ and flow field b

The flow field b is computed by numerically approximating the incompressible
Navier–Stokes equations on a fine background mesh T fine

h consisting of 188;850

triangular elements, using the standard (conforming) Galerkin FEM with piecewise
quadratic polynomials for the discretization of the velocity and piecewise linear
polynomials for the pressure. Here, a Poiseuille flow profile (of height 1=4) is
specified on the inlet boundary located at x D 0, a homogeneous Neumann condition
is imposed on the outlet boundary at x D 2, and solid wall boundary conditions
are defined on the remaining boundaries, i.e., on the top and bottom boundaries,
given by y D 1 and y D 0, respectively, as well as on the boundary of the circular
holes. The computed velocity field with corresponding Reynolds number equal to
10 is depicted in Fig. 7.1. Finally, we supplement (7.9) with the Dirichlet boundary
condition u D e�30.y�1=2/2

along x D 0, together with compatible Dirichlet
boundary conditions along y D 0 and y D 1; homogeneous Dirichlet boundary
conditions are imposed on the boundary of the circular holes, while a homogeneous
Neumann condition is imposed along x D 2.

For the purposes of this example, we select the functional of interest to be the
value of the solution u evaluated at the point .1:75; 0:25/, i.e.,

J.u/ D u.1:75; 0:25/I

on the basis of a fine mesh calculation we compute the approximate value of the
functional J.u/ � 0:07477539204. The underlying fine mesh T fine

h is chosen to
be the same mesh upon which the velocity field b has been computed; this is then
agglomerated using METIS to generate a coarse polygonal mesh Th comprising
of only 128 elements, cf. Fig. 7.2. In Fig. 7.3a we show the convergence history of
the proposed agglomeration-based adaptive refinement strategy using a polynomial
order of degree p D 1, with REF D 25%. Additionally, in Fig. 7.3b we plot
the effectivity index � D P

�2Th
O��=.J.u/ � J.uh//. As noted in [104], here

we observe that, even on very coarse finite element meshes, the quality of the
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Fig. 7.2 Example 1. Initial agglomerated mesh consisting of 128 elements

computed error representation formula is relatively good, in the sense that the
effectivity indices are not too far away from unity. In particular, accuracy which
is sufficient for practical/engineering calculations can be attained with a relatively
small number of degrees of freedom. Finally, in Fig. 7.4 we show the agglomerated
polytopic meshes generated after 2, 4, and 6 adaptive refinements. The design of the
underlying meshes is closely related to the structure of the dual solution; indeed,
from Fig. 7.5, we observe that in the region of the domain where the underlying
PDE is essentially hyperbolic, the dual solution consists of a single ‘spike’ solution
originating from the point of interest which is transported upstream along the single
characteristic passing through the point of interest .1:75; 0:25/. In the vicinity of
the circular region where the PDE essentially undergoes a change of type from
hyperbolic to elliptic, the spike in the dual solution is diffused. Thereby, the domain
of dependence of the point of interest consists of the single characteristic passing
through .1:75; 0:25/, the circular region where the underlying PDE is essentially of
elliptic type, together with the part of the computational domain enclosed by the
intersection of the inflow boundary along x D 0 and the two extreme characteristics
emanating from the circular elliptic region, cf. [112]. Indeed, given this information,
we see that the computational mesh is refined within these regions of the domain,
with more refinement being undertaken to resolve the spike present in the dual
solution. However, away from this domain of dependence, we observe that the
computational mesh is kept extremely coarse, and indeed by employing such general
polytopic elements, additional refinement of the mesh to resolve the boundary of the
circular holes is not required.

7.3.2 Example 2: Incompressible Fluid Flow

We now consider the flow of an incompressible fluid, governed by Stokes equations,
through a region in ˝ � R

3 which contains a number of spherical holes. To this
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Fig. 7.3 Example 1. Convergence of the adaptive mesh refinement algorithm: (a) absolute error
in the functional of interest; (b) effectivity index of the DWR error estimator

end, we approximate the velocity u and pressure p which satisfy

� �u C rp D 0; in ˝; (7.10)

r � u D 0; in ˝: (7.11)

The computational domain ˝ is shown in Fig. 7.6; here, the geometry is given in
terms of a series of voxels, cf. [12], and is enclosed within the cube ˝cube WD
.0; 0:1875/3. We decompose the boundary @˝ into the two disjoint subsets @˝D

and @˝N whose union is @˝ , i.e., @˝ D @˝D [ @˝N. Moreover, we define @˝N to
consist of the two sides of ˝cube given by x D 0 and x D 0:1875, which form part
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Fig. 7.4 Example 1. Agglomerated mesh after: (a) 2 refinements, with 392 elements; (b) 4
refinements, with 1199 elements; (c) 6 refinements, with 3260 elements
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Fig. 7.5 Example 1. Dual solution

Fig. 7.6 Example 2. Computational geometry

of the boundary of ˝; thereby, @˝D D @˝n@˝N. With this notation, we impose the
following boundary conditions

u D 0 on @˝D;
@u
@n

� pn D gN on @˝N; (7.12)
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Fig. 7.7 Example 2. First 4 elements in the agglomerated coarse mesh Th

where gN D .1; 0; 0/> when x D 0 and gN D 0 when x D 0:1875. For the
discretization of the incompressible flow problem given by (7.10)–(7.12) we employ
an interior penalty mixed DGFEM for the velocity and pressure; see [111, 155, 168].

Here we select the functional of interest to be the integral average of the x-
component of the velocity vector; i.e., writing u D .u1; u2; u3/

>, we have that

J.u; p/ D 1

j˝j
Z

˝

u1 dx:

On the basis of a fine mesh calculation, we compute the approximate value of the
functional J.u; p/ � 1:7944 � 10�4. In this example, the underlying fine mesh
T fine

h consists of the hexahedral voxels which define the computational geometry
˝; here, T fine

h consists of 2,869,962 elements. Starting from T fine
h , we construct

an initial coarse mesh consisting of only 200 agglomerated elements. In Fig. 7.7 we
show the first 4 elements in the initial coarse mesh Th. In Fig. 7.8 we demonstrate
the performance of the proposed agglomeration-based adaptive strategy employing
discontinuous piecewise linear polynomials for the approximation of the velocity,
and piecewise constant elements for pressure; furthermore, we set REF D 10%
and plot the relative error in the computed target functional of interest against the
number of degrees of freedom in the underlying finite element space. As noted in
the previous example, we observe that, even on very coarse finite element meshes,
the quality of the computed error representation formula is relatively good, in the
sense that the effectivity indices � are not too far away from unity; indeed, for this
particular example, we observe that � lies approximately in the range .1=2; 1/.

7.3.3 Example 3: Modelling Trabecular Bone

In this final example, we consider the linear elastic analysis of a section of trabecular
bone; for further details, we refer to [76, 170]. More precisely, given ˝ � R

3, we
wish to determine the displacement u D .u1; u2; u3/

> such that

� r � � .u/ D f in ˝; (7.13)

where � is the stress tensor for a homogeneous isotropic material, i.e., � .u/ D
2�".u/ C �r � u I3; I3 is the identity matrix, ".u/ D 1=2.ru C ru>/, and � and �

are the Lamé coefficients, which satisfy the relation 0 < minf�; � C �g. In order
to supplement (7.13) with appropriate boundary conditions, we first divide @˝ into
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Fig. 7.8 Example 2. Convergence of the adaptive mesh refinement algorithm: (a) relative error in
the functional of interest; (b) effectivity index of the DWR error estimator

the disjoint subsets @˝D, @˝ND, and @˝N whose union is @˝ , with @˝D or @˝ND

nonempty and relatively open in @˝ . With this notation, we set

u D gD on @˝D; � .u/n D gN on @˝N;

u � n D gND on @˝ND; � .u/n � t D 0 on @˝ND;
(7.14)

where n and t denote the unit outward normal vector and unit tangential vector(s)
on the boundary @˝ . The DGFEM discretization of (7.13), (7.14) is given in [76];
cf., also, [45, 111, 174].
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Fig. 7.9 Example 3. Section of trabecular bone, cf. [146]

We select ˝ to be the portion of trabecular bone depicted in Fig. 7.9, cf. [146],
which is contained within the three-dimensional cuboid ˝cube WD ˘3

iD1.x
min
i ; xmax

i /.
Writing @˝cube to denote the boundary of ˝cube, i.e., the planar sides of the cuboid,
we define @˝ND D @˝\@˝cube and @˝N D @˝n@˝ND; hence, @˝D D ;. With this
notation, we set gND D Nu D 0:02L3, L3 D xmax

3 � xmin
3 , on the top section of @˝ND,

i.e., where x3 D xmax
3 , and gND D 0 on all other portions of @˝ND; this corresponds

to a 2% tensile straining. Furthermore, we set gN D 0 on @˝N. With this notation,
we select the target functional of interest J.�/ to be the (scaled) effective Young’s
modulus of the section of trabecular bone defined by ˝ . More precisely, writing E
to denote the Young’s modulus and � the Poisson ratio, J.�/ is given by

J.u/ D 1

E

Ld
Nuj˝cubej

Z
˝

�33.u/ dx;

cf. [76, 170]. Setting the Young’s modulus E D 10GPa and the Poisson ratio
� D 0:3, the approximate (computed) value of the (scaled) effective Young’s
modulus is given by J.u/ � 0:1205. The initial fine mesh T fine

h consists of
1,179,569 tetrahedral elements, which is then agglomerated to generate a coarse
polytopic mesh Th comprising of only 8000 elements; in Fig. 7.10 we show the first
4 elements of Th.

In Fig. 7.11 we plot the error in the computed target functional against the
number of degrees of freedom in the underlying finite element space as the proposed
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Fig. 7.10 Example 3. First 4 elements in the agglomerated coarse mesh Th
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Fig. 7.11 Example 3. Convergence of the adaptive mesh refinement algorithm: (a) absolute error
in the functional of interest; (b) effectivity index of the DWR error estimator
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adaptive refinement strategy proceeds with p D 1; as before, we set REF D 10%.
As in the previous numerical experiments, we notice that the effectivity indices �

are relatively good, given the coarse nature of the finite element meshes employed.
Indeed, as the mesh is refined, we observe that � improves and approaches
unity. Again, here we observe that a sufficiently accurate (in terms of engineering
accuracy) approximation to the target functional of interest may be computed with
a very small number of degrees of freedom.



Chapter 8
Summary and Outlook

In this volume we have presented an overview of recent developments concerning
the mathematical analysis and practical application of DGFEMs on general meshes
consisting of polytopic elements with a variable number of faces per element.
The use of such general computational meshes in conjunction with DGFEMs has
a number of key advantages; most notably: the number of degrees of freedom
within the underlying finite element space is independent of the complexity
of the geometry. Thereby, coarse approximations, which may possess sufficient
accuracy for engineering applications, may be computed in an efficient manner.
Moreover, adaptivity may subsequently be employed to improve solution accuracy
by adding resolution in regions of the computational domain which directly affect
output quantities of interest. The flexibility of DGFEMs means that the underlying
discretization scheme naturally admits high-order polynomial degrees. While not
directly discussed within this volume, the exploitation of general polytopic meshes,
and in particular, meshes employing agglomerated elements, are essential for the
design of efficient multi-level solvers; for recent work in this direction, we refer to
[9, 13, 15], for example.

We have systematically studied interior penalty DGFEMs for the numerical
approximation of general second-order PDEs with nonnegative characteristic form,
which includes a wide class of problems, including PDEs of mixed elliptic-
parabolic-hyperbolic type. The underlying mathematical tools have been carefully
developed in the sense that they are not only explicit in terms of the underlying
(variable) polynomial degree, but are also robust with respect to the shape of the
elements. In particular, in the latter setting, the resulting bounds are sharp with
respect to .d � k/-dimensional facet degeneration, k D 1; 2; : : : ; d � 1. While our
analysis has focused on interior penalty DGFEMs, we stress that the work presented
here naturally generalizes to other DGFEMs, such as the local discontinuous
Galerkin method of Cockburn and Shu [70], or any other discontinuous Galerkin
formulation whose analysis relies on the technical tools developed in Chaps. 3 and 4.

© Springer International Publishing AG 2017
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on Polygonal and Polyhedral Meshes, SpringerBriefs in Mathematics,
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Despite their recent development, key aspects of which have been presented in
this volume, DGFEMs on general polytopic meshes remain an extremely exciting
area for current and future research. Indeed, the exceptional flexibility offered
by DGFEMs in the design of compatible discretizations through the judicious
selection of numerical fluxes (for example, ones with various conservation and/or
stability properties) in conjunction with virtually arbitrary element shapes offer
unprecedented capabilities in the design of the next generation of numerical
methods for large scale PDE-based simulations. For instance, the application of
these techniques to more general PDE problems posed on complicated (fixed or
time-varying) geometries is of great importance; such problems naturally arise in
many areas of engineering interest, including applications related to flows in porous
media, healthcare applications, such as cancer modelling, and composite materials.
In this way, such approaches can be exploited for the efficient computation of
multiscale problems.

Furthermore, these techniques are proving to be invaluable for the numerical
approximation of interface problems of various types. Indeed, DGFEMs have
long been considered a promising numerical framework for such problems; see,
for example, [48, 109]. The mesh flexibility afforded by meshes consisting of
polytopic elements, with an arbitrary number of faces per element, or, in the
‘Riemann-sum’-limit, elements with general curved faces, has only been partially
exploited in multi-compartment PDE problems, closed by non-linear interface
conditions, modelling various physical, biological, or engineering processes, such
as mass transfer through semi-permeable membranes and transmission problems,
cf. [35, 58, 137, 153]. This is an area of tremendous potential for DGFEMs on
polytopic meshes, especially in the context of multiscale or moving interfaces.

Further work on both the mathematical analysis and the implementation of fast
solution methods is required, as well as improvements in the efficient assembly
of DGFEM matrices on general polytopic meshes, especially in the context of
multiscale and/or nonlinear problems. Nevertheless, the speed of development of
this class of methods, together with the strong interest in numerical methods on
polytopic meshes at large, shows the value in engaging further in this exciting
research direction.

Acknowledgements The authors would like to express their sincere gratitude to Paola Antonietti,
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