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Preface

This book constitutes the refereed proceedings of the Computational Methods in
Systems and Software 2017 (CoMeSySo 2017), which will be held on September
2017.

CoMeSySo 2017 conference intends to provide an international forum for the
discussion of the latest high-quality research results in all areas related to intelligent
systems. The addressed topics are the theoretical aspects and applications of
Software Engineering in Intelligent Systems, Cybernetics and Automation Control
Theory, Econometrics, Mathematical Statistics in Applied Sciences and
Computational Intelligence.

CoMeSySo 2017 has received (all sections) 129 submissions, 70 of them were
accepted for publication. More than 40% of accepted submissions were received
from Europe, 30% from Asia, 17% from Africa, and 12% from America.
Researches from 27 countries participated in CoMeSySo conference.

The volume Applied Computational Intelligence and Mathematical Methods
brings new approaches and methods to real-world problems and exploratory
research that describes novel approaches in the mathematical methods, computa-
tional intelligence methods, statistics, and software engineering in the scope of the
intelligent systems.

The editors believe that readers will find following proceedings interesting and
useful for their own research work.

July 2017 Radek Silhavy
Petr Silhavy

Zdenka Prokopova
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Spatially Augmented Analysis of Macroeconomic
Convergence with Application to the Czech

Republic and Its Neighbors

Tomáš Formánek(B)

University of Economics, Prague, Czech Republic
formanek@vse.cz

Abstract. This paper deals with macroeconomic convergence at the
NUTS2 level for the following six countries: Czechia, Slovakia, Poland,
Hungary, Germany and Austria. Prominent spatial dependencies are
identified and compared to the Solow-Swan type convergence. The esti-
mation and testing is performed using spatial panel data methodology.
At the theoretical and empirical level, properties and performance of spa-
tial panel models are compared with classical cross-sectional and panel
(non-spatial) approaches. Given the variety of available frameworks of
modeling and estimation of spatial dependencies, significant proportion
of this paper is devoted to model specification and robustness analysis
issues. Also, topics relevant for appropriate interpretation of the esti-
mated spatio-temporal models are included.

Keywords: Macroeconomic convergence · Spatial dynamics · Panel
data

1 Introduction

Macroeconomic convergence is often studied in terms of GDP per capita dynam-
ics. Such approach is based on the neoclassical Solow-Swan model of long run
growth and the corresponding analysis framework provided by Mankiw et al. [8].
Their approach leads to a convenient and empirically testable “β-convergence”
model that estimates and evaluates the presumed inverse relationship between
the growth rate of per capita output over a finite time period and the output
level at the beginning of the period. The underlying hypothesis for β-convergence
is quite simple: we assume that poorer economies take advantage of their poten-
tial and grow faster than the richer ones. In the long-run, this leads to wealth
equalization among originally heterogeneous economies. Although the intuition
behind β-convergence may be simple, empirically we are dealing with complex
processes, prone to diverse types of shocks and influences. Such models can be
approached and studied from many perspectives, e.g. focusing on different types
of assumptions relevant for the growth convergence models, as discussed e.g.
in [8]. In this contribution, the focus is on spatio-temporal aspects of macroeco-
nomic convergence.
c© Springer International Publishing AG 2018
R. Silhavy et al. (eds.), Applied Computational Intelligence and Mathematical Methods,
Advances in Intelligent Systems and Computing 662, DOI 10.1007/978-3-319-67621-0 1



2 T. Formánek

In recent growth literature, there is a prominent turn from cross-country
analyses towards the sub-national scale: see Piras and Arbia [12] for examples
and an exhaustive list of references. At the regional scale, the closed-economy
paradigm as in [8] is no longer appropriate - regional economies typically oper-
ate as prominently open and interconnected. For the EU regions analyzed in this
article, three main drivers of convergence through regional interactions may be
pointed out: Unification is institutionalized and incorporated in most EU poli-
cies. Also, factor mobility (labor, capital) and trade relations play an increasingly
important role. Finally, technology & knowledge diffusion processes provide a
positive push to poorer regions.
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Fig. 1. Choropleths with 2000 & 2015 relative GDP per capita - NUTS2 level
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Theoretically, the best way to control for such regional interactions would
be to directly include labor, capital and goods movements, etc. into the growth
models. In practical terms, such approach is impossible due to data availability
issues, especially with variables such as capital flows and technology diffusion.
Here, spatial panel data methods may provide an indirect, yet feasible and reli-
able framework to regional growth and convergence analyses.

Spatial panel data methods - if properly applied - can correct for the inherent
bias in classical cross-sectional growth models (see [12] for discussion) as follows:
the bias generated by regional differences is controlled for by the explicit inclusion
of regional effects (individual heterogeneities within the panel data paradigm as
in [14]) to the model. Spatial interdependencies are also explicitly accounted
for (see [4] or [7]). Moreover, spatial panel approach allows us to accurately
differentiate between the two effects (panel and spatial).

This paper provides a thorough integration of spatial modeling to the panel
data-based analysis of regional convergence dynamics in terms of GDP per capita.
In contrast with previous attempts in this field of research (see [12]), proper
interpretation of the ceteris-paribus effects is used here (see discussion provided
in the next section). The theoretical part of spatial panel analysis is accom-
panied by a β-convergence model describing regional growth dynamics at the
NUTS2 level for the following six countries: Czechia, Slovakia, Poland, Hungary,
Germany and Austria. For illustration of the convergence process, Fig. 1 compares
relative GDP per capita levels as of 2000 and 2015: prominent & stable spatial
patterns are apparent, while the presumed time convergence is not quite visually
identifiable.

The remainder of this paper is structured as follows: Section two covers key
methodological topics of the spatial panel approach along with references to
fundamental literature. Section three provides an application to the convergence
topics outlined. Section four and the list of references conclude.

2 Spatial Econometrics and Spatial Panel Data Methods

Spatial econometric models address the presence of effects such as economic
spill-overs between neighboring regions. In spatial econometrics, data need to be
geo-coded by means of the latitude/longitude geographic coordinates system, as
distances (and/or common borders) are used to estimate spatial dependencies.
The variety of available approaches towards modeling and estimation of spatial
dependencies implies that researchers usually have to consider several spatial
structure settings to evaluate model efficiency and robustness; see e.g. [4] or [13]
for theoretical and empirical contributions to the field.

Due to different research scopes (say, ecology vs. housing prices), spatial
dependency definitions may differ. However, spatial interactions play an impor-
tant role and we need to adjust our methodologies to incorporate spatial auto-
correlation: the extent to which a value of a given attribute in one location
depends on values observed in nearby locations. Moran [11] and Geary [6] are
often cited as the founding fathers of spatial econometrics, yet the actual frame-
work for contemporary spatial econometrics was established by Cliff and Ord [3],
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by introducing a flexible spatial weights specification. Spatial weights are usu-
ally calculated in a two-step approach: First, a square spatial matrix SN is
established for a given set of N spatial (geo-coded) units. Next, a corresponding
spatial weights matrix WN is constructed for use in spatial models such as (3).

Spatial matrices and neighbor definitions are based on dummy variables:
the sij elements of SN equal 1 if the two spatial units i and j are neighbors
and 0 otherwise. Usually, two units are considered neighbors if they are located
sufficiently near each other. Diagonal elements of SN are set to zero by definition
(units are not neighbors to themselves). Formally, individual elements of the
symmetrical spatial matrix SN may be defined as follows:

sij = sji =

⎧
⎪⎨

⎪⎩

0 if i = j,

0 if dij > t,

1 if dij ≤ t,

(1)

where dij is some adequate measure of distance between units’ representative
location points (centroids) and t is an ad-hoc defined maximum neighbor dis-
tance threshold. Usually, pure geographical distances are used in (1), yet tech-
nological or other convenient dimensions (highway/railway infrastructure, work-
commuting intensities, etc.) are often applied according to the particular research
focus. The elements of SN are determined by the ordering of the data (spatial
units), which can be arbitrary.

Elhorst [4] provides two formal stability conditions for spatial models that
may be restated as follows: (a) The row and column sums of any SN matrix
should be uniformly bound in absolute value as N → ∞. (b) The row and column
sums of SN should not diverge to infinity at a rate equal to or faster than the
rate of sample size growth. Both conditions reflect the “spatial weak dependency”
assumption that correlation between two spatial units should converge to zero as
their distance increases to infinity. Finally, it should be noted that SN is generally
assumed to be time-invariant. Also, many possible alternative approaches to SN

construction exist (contiguity, kNN, etc.) - see e.g. [1] or [2].
Once the SN matrix is established, its corresponding spatial weights matrix

WN is often constructed by simple row-standardizing, so that the row weights
sum up to 1. Before estimating spatial econometric models, we need to apply
preliminary tests for spatial autocorrelation in the observed variables. Many
spatial autocorrelation test statistics are available from [1], yet Moran’s I seems
to be the most widely used:

Iyt
=

N

S
ÿ

′
tWN ÿt(ÿ

′
tÿt)

−1, (2)

where ÿt is the centered vector of the N spatial observations of some variable
y under scrutiny at time t. S is the standardization factor, corresponding to
the sum of all elements of the spatial weights matrix WN . The expected value of
Moran’s I under the null hypothesis of no spatial autocorrelation is: −1/(N −1).
Following [1], we can use var(Iyt

) to calculate a z-score and test for statistical
significance: whether neighbor units are more similar to one another than they
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would be under spatial randomness. The sign of Moran’s I discriminates between
positive and negative spatial autocorrelation.

Once significant spatial dependence in observed data is identified, spatial
regression may be used to account for such situation. Specifically, individual
observations of some variable yit (i.e. variable y observed at i-th geo-unit at
time t) may be expressed in terms of weighted averages of their neighbors’ values:
Given the row-standardized WN , we may write SpatialLag(yit) = wiyt, i.e. the
spatially defined expected value of yit is a product of the i-th row of WN and the
observed neighboring yt values. Additional discussion on spatial autocorrelation
is provided in [1] and [4].

As the observed geo-coded data are often replicated in time, spatial panel
models can be used to depict interactions among variables across spatial units
as well as over time. The application part of this paper is based on a general
form of a static panel model that includes both the spatial effects (spatial lags)
for the dependent variable and the spatially autocorrelated error terms. Such
model may be outlined as

y = λ (IT ⊗ WN ) y + Xβ + u, (3)

where y is a NT ×1 column vector of dependent variable observations (i =
1, 2, . . . , N denotes cross-sectional units and t = 1, 2, . . . , T relates to the time
dimension). X is a NT ×k matrix of k exogenous regressors, it has full column
rank and its elements are uniformly bounded in their absolute values. IT is
an identity matrix and the elements of vector β as well as λ are parameters
of the model. Given the space limitations for this contribution, only random
effects (RE) model/estimation approach is briefly discussed. Spatial pooling and
fixed effects (FE) model estimation approaches are outlined e.g. in [4] and [9].
With spatial RE models, we implicitly assume that the unobserved individual
effects are not correlated with other regressors. Although this is a very strong
assumption, one can simply adopt the Mundlak-Chamberlain method of dealing
with correlated random effects (CRE) - see [10] for detailed discussion of the
CRE estimation applied to spatial panels. Hence, using the notation in [9], the
error term u from (3) and its variance may be described as

u = (ιT ⊗ IN ) μ +
(
IT ⊗ B−1

N

)
υ, (4)

Ωu = var (u) = σ2
μ (ιT ι′

T ⊗ IN ) + σ2
υ

[
IT ⊗ (

B′
NBN

)−1
]
, (5)

where ιT is a unit vector (T×1) and IN is an identity matrix. Vector μ holds the
time-invariant and spatially uncorrelated individual effects with μi ∼ IID

(
0, σ2

μ

)
.

BN = (IN − ρWN ) is assumed non-singular and features a spatial error autore-
gressive parameter ρ where |ρ| < 1. υ′ = (υ′

1, . . . ,υ
′
T ) is a vector of innovations

that vary both over cross-sectional units and across time with υit ∼ IID
(
0, σ2

υ

)
.

Maximum likelihood (ML) or generalized moments (GM) procedures allow
us to estimate the β, λ and ρ parameters, along with σ2

υ and σ2
μ. The test-

ing of random effects assumptions with respect to an estimated spatial panel



6 T. Formánek

model (RE vs. FE tests) is an essential part of RE model-estimation and verifi-
cation. Although derivations of the estimators and corresponding inference tests
lie beyond the scope of this paper, they are readily available from [9].

Besides model estimation and testing, it is crucial to keep in mind some basic
interpretation issues related to models featuring a spatial lag in the dependent
variable. The estimated β parameters of the model (3) do not form a proper basis
for description of model dynamics. A partial derivative approach to interpreta-
tion of the impacts from changes to the regressors constitutes a more valid basis
for model interpretation: As we simulate a change in xrit - the r-th explanatory
variable for spatial unit i at time t - we expect the dependent variable in the
i-th unit to change (direct effect) and also, for λ �= 0, we expect some non-zero
effects on the dependent variables in neighboring units (indirect effects). For
proper direct and indirect effect quantification, we have to use partial deriva-
tives. Even with static spatial panel models, this type of dynamics is relatively
complex to describe. However, we may use the notation as in LeSage and Pace
[7] to provide a relatively simple overview, starting with reduced form of a cross-
sectional spatial model:

(IN − λWN ) y = Xβ + αιN + u, (6)

where y and u are (N×1), X is (N×k) and α is the intercept. Equation (6) can
be conveniently rewritten for subsequent interpretation as

y =
k∑

r=1

Sr(WN ) xr + VN (WN ) ιNα + VN (WN ) u, (7)

where

Sr(WN ) = VN (WN ) INβr = (IN − λWN )−1
INβr,

VN (WN ) = (IN − λWN )−1 = IN + λWN + λ2W 2
N + λ3W 3

N + . . .

The direct impacts and spillover effects (indirect impacts) for a cross-sectional
spatial model (7) are given by

∂yi

∂xir
= Sr(WN )ii ;

∂yi

∂xjr
= Sr(WN )ij (8)

where Sr(WN )ij is a scalar term, element of the matrix Sr(WN ).
Now, we may conclude our derivation of impacts for the spatial panel

model (3): for spatial panel models, Sr(WN ) may be generalized to

Sr(W) = (INT − λW)−1
INT βr. (9)

Here, W = (IT ⊗ WN ) is a block-diagonal matrix, with T blocks of spatial
matrices WN . To express the impacts from an estimated spatial panel model,
we only need to substitute Sr(W) for Sr(WN ) in expression (8). For additional
discussion of impacts’ variances and statistical significance tests, see [7].
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A potential weakness of the spatial econometric approach arises from the fact
that WN matrices cannot be estimated along with model parameters. Rather,
WN needs to be specified prior to model estimation. There is little theoretical
background for choosing the “right” WN specification. The consequences of pos-
sible WN misspecification are discussed in [5] within a context of cross-sectional
spatial models - along with a convenient likelihood-based algorithm for choosing
an optimal WN from a given group of alternative matrices. This rather intu-
itive approach is also used for robustness verification of the estimated empirical
spatial panel model featured in the next section.

Finally, it may be argued that much of the spatial effects and dependencies
are attributable to omitted variable factors. However, spatial autocorrelation
can be conveniently interpreted as a proxy for multiple real and theoretically
sound, yet practically unobservable spatial effects - many spatial interactions
and their dynamic features are difficult to accurately describe and structure in a
way that would facilitate informative and consistent model estimation (e.g. the
technological and capital transfers between NUTS2 regions as discussed above).
Hence, spatial models may provide a useful, interpretable and functional app-
roach towards regional (macroeconomic) data analysis.

3 Macroeconomic Convergence - Empirical Results

A relatively simple yet efficient spatial panel β-convergence model may be out-
lined as

log
(

yit

yi,t−1

)

= λ

⎡

⎣
N∑

j=1

wij log
(

yit

yi,t−1

)
⎤

⎦ + β log (yi,t−1) + ai + uit (10)

where yit is theGDPper capita observed in theNUTS2 region i at time t. Eurostat’s
“nama 10r 2 gdp” dataset is used, with annual 2000–2015 GDP observations
recorded in 2010-constant prices. All the observed data exhibit strong positive spa-
tial autocorrelation when tested using the Moran’s I statistic (2).

Logarithmic transformation provides the desired growth-rate interpretation:
the LHS of Eq. (10) is the annual growth of real per capita income. The first
element on the RHS is the spatial lag and it follows from (3). Besides observed
variables, coefficient λ and β along with the time-invariant & region specific
effects ai constitute the functional form of the spatial panel model. Finally, uit

is the error term with properties described in (4). Although Eq. (10) contains
the first time-lag of yit, the model doesn’t have an actual dynamic specification.
In fact, Eq. (10) is an empirical implementation of the general Eq. (3).

Equation (10) is estimated using a balanced panel of 82 NUTS2 regions
(depicted in Fig. 1) across 16 years. Hence, a total of 1.312 individual observa-
tions of GDP per capita are collected from the following EU members: Austria
(9 NUTS2 regions), Czechia (8 regions), Germany (38 regions, from those 8 -
plus Berlin - are from the former East-Germany), Hungary (7 regions), Poland
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(16 regions) and Slovakia (4 regions). The applied modifications and restrictions
to model (10) are described below and summarized in Table 1.

There is an ongoing discussion related to the estimation of β-convergence
models using datasets covering relatively short time periods (see [12]). Conver-
gence is a long-term phenomenon, therefore wider time spans would increase the
accuracy of tackling true convergence dynamics (instead of adjustments towards
some trend after random shocks). Although data availability restrictions may
not be circumvented, we may take advantage of some rather non-restrictive
assumptions: Our dataset features regions at diverse development stages - com-
pare the GDP per capita among South-German regions, spatial units in the
former East-Germany, Czechia and the Eastern parts of Poland. When properly
addressed (using spatial panel models), regional heterogeneity can add confi-
dence to our estimates, thus somewhat compensating for the limited time-span
currently available from Eurostat.

Table 1. Estimated alternative specifications of the β-convergence model

Model specification
(classical approach)

(a) (b) (c) (d)

β̂ −0.00418 −0.00393 −0.01070 −0.01070

s.e.(β̂) (0.00026) (0.00036) (0.00128) (0.00128)

t value [−16.13869] [−11.02666] [−8.33446] [−8.33078]

Pr(> |t|) 0.00000 0.00000 0.00000 0.00000

Model specification
(spatially augmented)

(e) (f) (g) (h)

Direct impacts −0.00216 −0.00149 −0.00116 −0.00084

simulated s.e (0.00027) (0.00031) (0.00023) (0.00030)

z score [−8.04931] [−4.83524] [−5.07915] [−2.78725]

Pr(> |z|) 0.00000 0.00000 0.00000 0.00532

λ̂ −0.13135 −0.07829 0.89381 0.87027

s.e.(λ̂) (0.06732) (0.07547) (0.01121) (0.01320)

t value [−1.95118] [−1.03744] [79.70808] [65.90509]

Pr(> |t|) 0.05104 0.29953 0.00000 0.00000

Table 1 illustrates the importance of controlling for both region specific effects
and spatio-temporal dynamics in β-convergence models. Eight restricted and
augmented forms of the Eq. (10) are used for estimation and comparison of the
β coefficients: (a) comes from a basic pooled regression estimate, with both indi-
vidual and spatial effects ignored - λ is set to zero and the ai intercept is identical
for every i-th unit. In (b), model (a) is augmented by two dummy variables: one
controls for the 2009 drop in output due to the global crisis, while the other
dummy variable distinguishes “old EU” regions - NUTS2 regions in Austria and
in the former West Germany - from their post-communist counterparts.
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Although statistically significant, the two dummies are not reported in
Table 1, as they only serve to filter out some prominent inconsistencies in the
data generating process (DGP) under scrutiny, i.e. to obtain accurate conver-
gence indicators with proper ceteris-paribus validity. All estimates omitted from
this paper are available from the author upon request, along with the raw data
and R source code. (c) is a panel model with spatial effects omitted (λ = 0),
estimated using the FE “twoways” method as in [14], thus controlling for the
unobserved individual and time effects. Specification (d) augments (c) by using
the same two auxiliary dummies as introduced in (b) - again, the reason is to add
controls for the two distinct influences affecting GDP growth and thus filtering
them out from the the pursued β-convergence dynamics estimation.

Models (a) to (d) lack spatial dependence features, yet they serve for direct
comparison with their spatially augmented counterparts (e) to (h). Specification
(e) amends the pooled version of (10) by introducing a cross-sectional spatial
lag as in (6). Any individual or time effects are ignored here. (f) differs from (e)
by featuring dummy variables as in (b) and (d). Specification (g) is the spatial
panel model Eq. (10): both region-specific effects and spatial dependencies are
accounted for. Again, model (h) is obtained by incorporating our two dummies
into (g). The reason for using FE estimation for (c) and (d) models rather than
the RE method used in (g) and (h) is motivated by the need to incorporate the
“two-ways” (individual and time) effects, which are not implemented into the
RE estimator for non-spatial panel models in R. This does not hamper with
our analysis: given the RE assumptions from [14] are satisfied, consistency of
estimators in the last two columns of Table 1 is not affected.

All models presented in Table 1 are statistically significant at the 5% sig-
nificance level and were subjected to the usual model testing and verification
procedures as proposed in [9] and [14]. For example, the RE assumptions for
(g) and (h) were tested using the χ2 (Spatial Hausman) test as in [9] as well
as evaluated by generalizing both models into a CRE specification using the
Mundlak-Chamberlain approach from [10] and [14]. The residual elements of
models (g) and (h) exhibit no spatial autocorrelation at α = 0.05. The dummy
variables (omitted from Table 1) are statistically significant in all model specifi-
cations where they are used, pointing out the important differences in the DGP
of growth in GDP per capita. However, statistically speaking, dummies have
only a limited effect on the β convergence parameters.

Consistently negative estimates of the β-convergence parameters provide
some confidence in the stability and robustness of the underlying convergence
processes. Yet, the signs of estimated β coefficients need to be put into perspec-
tive: On one hand, the results provide evidence in favor of the β-convergence
mechanism considered. On the other hand, when the spatio-temporal dynamics
of the DGP is fully and properly accounted for, β̂ values “fall” (precisely, get
attenuated towards zero thus reflecting a slower convergence speed) by an order
of magnitude: As we compare the estimated β-convergence parameter in (c)
against (g) and (d) against (h) we can see that convergence dynamics changes
from relatively weak to practically negligible. Actually, this situation is also
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reflected in the formatting of Table 1 that features 5 decimal points - the usual
3 material points would complicate models’ comparison.

The estimated spatial autocorrelation parameter λ̂ in Table 1 describes the
effect of spatial interactions - it quantifies the systematic pattern in spatial dis-
tribution of the GDP growth rates. As models (e) and (f) do not control for
individual and time effects, we can see that the spatial dependence coefficient
estimates are severely biased: the negative/insignificant λ̂ estimates contradict
to prior theoretical beliefs, to preliminary Moran I test results as well as to
evidence from other published works (e.g. [4,5] and [12]). In contrast, with both
spatio-temporal and individual effects properly accounted for, λ̂ coefficients in
(g) and (h) confirm the presence of strong regional spillovers and provide evi-
dence supporting the convergence mechanisms based on spatial lags (presumably
through factor mobility, trade and technological relationships, etc.).
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Fig. 2. Model stability evaluation: different WN matrices considered

Overall, the estimated models in Table 1 are built and ordered from the
simplest specification (a) towards more realistic setups. Given all theoretical
assumptions and the data-based evidence discussed above, we may conclude
that models neglecting any (or all) of the unobservable effects (regional speci-
ficities and spatio-temporal effects) result in a severely biased β-convergence
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parameters: roughly 5 to 10 times stronger as compared to the properly specified
spatial panel models (g) or (h). The observed spatial correlations are much more
prominent and influential when compared to the Solow-Swan type β-convergence
processes.

Given the need for pre-specification of the WN matrix (its wij elements)
in Eq. (10), as discussed in Sect. 2, it is advisable to evaluate model stability
against changes in the ad-hoc generated neighborhood definitions. A simple yet
effective approach is adopted and summarized in Fig. 2: model specification (h)
as in Table 1 is estimated using alternative WN matrices and results from differ-
ent model setups are compared. The evaluation process starts with a relatively
sparse spatial matrix constructed using a maximum neighbor distance threshold
set to 160 km (lower thresholds generate disconnected units that are incompatible
with the ML estimation of spatial models). Next, neighbor threshold distances
are increased and new weight matrices are generated by iterations of 10 km,
up to a rather generous maximum neighbor distance of 1.000 km - beyond this
threshold, the spatial properties of the model fall apart as the variance of spatial
lag elements in (10) quickly falls to zero and spatial weak dependency assump-
tions are violated). At each iteration, the β-convergence model is estimated and
recorded to Fig. 2: model log-likelihood values are shown, along with λ̂, direct
and indirect (spillover) effects and their asymptotic ± 1 s.e. bands. Finally, the
maximized log-likelihoods from Fig. 2 are used to select the “best” WN matrix
from the 85 possibilities considered: the maximum neighbor threshold distance
as used in in Table 1 is set to 170 km. Also, Fig. 2 provides enough confidence in
overall model robustness.

4 Conclusions

This paper pioneers the estimation and interpretation of impacts for spatial panel
models in the context of macroeconomic β-convergence analysis. Compared to
previous publications (e.g. [12]), this paper properly addresses the ceteris paribus
effects in spatio-temporal models by focusing on the interpretation of impacts
and spatial lag parameters instead of the β parameters.

Considerable improvement is provided in comparison to the β coefficients-
based interpretation, which does not describe model dynamics properly under
the spatial lag setup. Whenever spatial panel data are available, the framework
presented here can extend the classical approach to β-convergence by controlling
for both individual differences and spatial interactions.

The empirical part of this paper does not rule out the Solow-Swan type of
macroeconomic convergence (β-convergence). However, it seems that this type of
growth dynamics is more suitable for closed (large) economies. Using the appro-
priate spatio-temporal methodology, we can see that the regions analyzed exhibit
prominent spatial convergence tendencies. The spatial part (spatial clustering)
effects are much stronger than the Solow-Swan type β-convergence.



12 T. Formánek
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Abstract. The aim of the paper is to decompose two important economic
variables (GDP and unemployment rate in the Czech Republic) into a cyclical
and a trend component by applying a state space methodology. An unobserved
component model is econometrically estimated by the method of maximum
likelihood. The likelihood function is constructed using the square root version
of the Kalman filter. The results are economically interpreted and it is found that
(1) the cyclical component of output and unemployment rate has already
recovered from an initial shock at the beginning of the economic crisis in 2008,
(2) there has been a persistently decreased growth of the trend component of
output after the outbreak of the economic crisis, (3) the trend component of
unemployment rate has been constant during the current crisis which suggests
that possible hysteresis effects have not played an important role yet, (4) the
growth of the GDP trend component is highly volatile in the Czech Republic.

Keywords: State space approach � Unobserved components model �
Trend-cycle decomposition � Economic crisis

1 Introduction

There was a considerable decline in economic activity at the beginning of the current
economic crisis in 2008 in the Czech Republic. The goal of the presented paper is to
shed some light on the following questions: (1) has economic activity already recov-
ered from the initial decline and to what extent, (2) is there evidence of permanently
increased unemployment rate or not, (3) is long-run growth of GDP permanently
decreased? Bivariate unobserved component model of GDP and unemployment rate is
formulated in this paper in order to answer these questions. The model will be written
in state space form which is a methodology commonly applied not only in technical
sciences but also in economics (Zeng, Wu [17]). The model will be estimated by the
method of maximum likelihood. The likelihood function is constructed using the
square root version of the Kalman filter which has better numerical properties com-
pared to the basic form of the filter (Anderson, Moore [1], Chui, Chen [5]).

Trend-cycle decomposition methodology has a long tradition in macroeconometrics
(Nelson [14]) and is described in detail in Dagum and Bianconcini [7]. Empirical
papers discussing trend-cycle decomposition of economic activity include Cerra and
Saxena [4] who discuss this issue using regime switching methodology. Ball [2]
estimates trend component of GDP for OECD countries by applying the concept of
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potential output and a production function approach. Ball [2] and Barro [3] (and many
others cited in these papers) found evidence that deep recessions have permanent
effects on output. Similar results are found in the presented paper for the case of the
Czech Republic.

The paper is organized as follows. Econometric methodology is described in
Sect. 2. The subsequent Sect. 3 is the empirical part of the paper presenting results and
economic discussion. The final Sect. 4 concludes.

2 Econometric Methodology

2.1 Model

The model decomposing real GDP and unemployment rate into trend and a cycle
component is presented in this chapter. The applied unobserved components model was
formulated by Clark [6] and was also summarized in a textbook treatment by Kim and
Nelson [12]. The model equations are given as follows:

yt ¼ nt þ xt ð1Þ

nt ¼ gt�1 þ nt�1 þ vt; vt � i:i:d:N 0; r2v
� �

; ð2Þ

gt ¼ gt�1 þwt; wt � i:i:d:N 0; r2w
� �

; ð3Þ

xt ¼ /1 � xt�1 þ/2 � xt�2 þ et; et � i:i:d:N 0; r2e
� �

; ð4Þ

where yt is log of real GDP, nt is a stochastic trend component, xt represents a sta-
tionary cyclical component and vt, wt, et are independent white noise processes.

The autoregressive process of order two was chosen in the Eq. (4). This is the most
common assumption used in empirical literature when modelling cyclical variables as
an autoregressive process of the second order is a parsimonious way to model cyclical
dynamics.

This standard univariate model is extended into a bivariate model of real GDP and
unemployment. The unemployment rate is decomposed into trend and a cycle as follows:

Ut ¼ Lt þCt; ð5Þ

Lt ¼ Lt�1 þ et; et � i:i:d:N 0; r2e
� �

; ð6Þ

Ct ¼ a0 � xt þ a1 � xt�1 þ a2 � xt�2 þ gt; gt � i:i:d:N 0; r2g
� �

; ð7Þ

where Lt is a trend component of unemployment rate, Ct is a stationary component of
unemployment rate and et, gt are independent white noise processes.

The cyclical component Ct is assumed to be a function of current and past transitory
components of real output which represents a version of Okun’s law. The number of lags
used in the Eq. (7) was chosen rather arbitrarily. This choice, however, is quite common
in the empirical literature (Kim, Nelson [12]).
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The transition and measurement equation of the state space representation are
written as follows

xt ¼ A � xt�1 þ ut; ð8Þ
zt ¼ D � xt þ vt; ð9Þ

where xt ¼ nt xt xt�1 xt�2 gt Lt½ �0 , zt ¼ yt Ut½ �0 ,

A ¼

e1 þ e5
/1 � e2 þ/2 � e3

e2
e3
e5
e6

2
6666664

3
7777775
; D ¼ e1 þ e2

a0 � e2 þ a1 � e3 þ a2 � e4

� �
;

ut ¼ vt et 0 0 wt et½ �; vt ¼ 0 gt½ �;

ej, j ¼ 1; . . .; 6, denotes a 1 � 6 row vector with element j equal to unity and all other
elements equal to zero.

Random vectors ut, vt are normally distributed and satisfy the following assump-
tions commonly assumed in the standard state space model:

E vt � v0s
� � ¼ Rvv for t ¼ s;

0 for t 6¼ s;

�
E ut � u0s
� � ¼ Ruu for t ¼ s;

0 for t 6¼ s;

�
ð10Þ

E vt � u0s
� � ¼ 0 for all t; s; ð11Þ

E x0 � u0t
� � ¼ E x0 � v0t

� � ¼ 0 for all t; ð12Þ

E vtð Þ ¼ E utð Þ ¼ 0 for all t: ð13Þ

Quarterly seasonally adjusted data for unemployment rate Ut and GDP yt in the
Czech Republic from 1996 Q1 to 2015 Q4 were used for the observable variables in the
vector zt. The relevant age structure for unemployed was chosen to be ‘from 24 to
74 years’. The GDP was also calendar adjusted and measured in chain linked volumes
(2010) in millions euro. All such data is available at the Eurostat database.

2.2 Kalman Filter – Basic Version

The basic version of the Kalman filter algorithm summarized here for convenience is
described e.g. in Harvey [11] or Hamilton [10]. The mean of the state vector xt
conditional on the information known in time t � 1 is given by

xtjt�1 ¼ A � xt�1jt�1; ð14Þ
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where xtjt�1 � E xtjXt�1ð Þ, xt�1jt�1 � E xt�1 j Xt�1ð Þ and the information available in
time t � 1 is Xt�1 � z1; . . .; zt�1;A;D;Ruu;Rvvð Þ. The matrices A, D, Ruu and Rvv are
assumed to be known in this chapter describing the Kalman filter algorithm despite the
fact that they depend on unknown parameters h ¼ /1;/2; a0; a1; a2; rv; rw; re; re; rg

� �
in the model presented in Sect. 2.1. The estimation procedure of the parameter vector h
will be described later in Sect. 2.4.

The prediction error covariance matrix is calculated as follows

Ptjt�1 � E xt � xtjt�1
� � � xt � xtjt�1

� �0jXt�1

h i
;

Ptjt�1 ¼ A � E xt�1 � xt�1jt�1
� � � xt�1 � xt�1jt�1

� �0jXt�1

h i
� A0 þE utu0t

� �
;

Ptjt�1 ¼ APt�1A0 þRuu: ð15Þ

Distribution of the vector x0t z0tð Þ0 conditional onXt�1 is multivariate normal with

mean x0tjt�1 ðD � xtjt�1Þ0
� �0

and a covariance given by

E
xt � xtjt�1

D � xt � xtjt�1
� �þ vt

	 

xt � xtjt�1

D � xt � xtjt�1
� �þ vt

	 
0

jXt�1

" #

¼ Ptjt�1 Ptjt�1D0

DPtjt�1 DPtjt�1D0 þRvv

	 

:

Recall a generally known result that a conditional distribution of normally dis-
tributed vector x0y0ð Þ0 is also normal with mean and covariance given by

lxjy ¼ lx þRxyR
�1
yy y� ly
� �

;

Rxxjy ¼ Rxx � RxyR
�1
yy Ryx;

where lxjy ¼ E xjyð Þ, lx ¼ E xð Þ, ly ¼ E yð Þ,

R ¼ Rxx Rxy

Ryx Ryy

	 

¼ E

x� lx
y� ly

� �
� ðx� lxÞ0 ðy� lyÞ0
� �� 

:

Direct application of this result yields that xt conditional on zt is multivariate
normal with mean

xtjt ¼ xtjt�1 þKt zt � ztjt�1
� �

; ð16Þ

where

Kt ¼ Ptjt�1D
0 DPtjt�1D

0 þRvv
� ��1

: ð17Þ
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The covariance matrix is given by

Pt ¼ Ptjt�1 � Ptjt�1D
0 DPtjt�1D

0 þRvv
� ��1DPtjt�1: ð18Þ

Equations (14)–(18) together form the recursions of the Kalman filter algorithm.

2.3 Kalman Filter – Square Root Version

The basic version of the Kalman filter has disappointing numerical properties. For this
reason, square root version of this algorithm is applied in this paper and briefly
summarized here for convenience. More details can be found in Anderson and Moore
[1] or Grewal and Andrews [9]. The square root version of the algorithm recursively
calculates ‘square roots’ of the matrices Pt a Ptjt�1, where the square root of a matrix is
a lower triangular matrix St (Stjt�1) satisfying Pt ¼ St � S0t (Ptjt�1 ¼ Stjt�1 � S0tjt�1). The
matrix Stjt�1 is calculated on the basis of the following equation

S0tjt�1
0

� �
¼ T � S0t�1A

0

R1=20
uu

� �
; ð19Þ

where T is a square orthogonal matrix (T0 � T ¼ I) ensuring that S0tjt�1 is lower
triangular.1

The matrix Stjt�1 is indeed a square root of Ptjt�1 which can be easily verified as
follows

Stjt�1 � S0tjt�1 ¼ Stjt�1 0
� � � S0tjt�1

0

� �
¼ ASt�1 R1=2

uu

� � � T0T � S0t�1A
0

R1=20
uu

" #

¼ ASt�1S0t�1A
0 þR1=2

uu R1=20
uu ¼ APt�1A0 þRuu ¼ Ptjt�1:

The matrix St is calculated according to

F1=20

tjt�1
~K
0
t

0 S0t

" #
¼ �T � R1=20

vv 0
S0tjt�1D

0 S0tjt�1

� �
; ð20Þ

where the matrix �T should have the same properties as the matrix T and the inter-

pretation of the symbols F1=20

tjt�1,
~K
0
t will become clear from the following verification

that the matrix St is a square root of the Pt

1 Specifically, the Matlab function qr was used for this purpose. QR½ � ¼ qr Að Þ calculates an upper
triangular matrix R (with same dimensions as A) and an orthogonal matrix Q such that A ¼ Q � R,
or R ¼ Q0 � A.
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F1=2
tjt�1 0
~Kt St

" #
F1=20

tjt�1
~K
0
t

0 S0t

" #
¼ R1=2

vv DStjt�1
0 Stjt�1

� �
� �T0�T � R1=20

vv 0
S0tjt�1D

0 S0tjt�1

� �
;

or

Ftjt�1 F1=2
tjt�1

~K
0

t

~KtF
1=20

tjt�1
~Kt

~K
0

t þ StS
0
t

2
4

3
5 ¼ Rvv þDStjt�1S

0
tjt�1D

0
D

0
Stjt�1S

0
tjt�1

Stjt�1S
0
tjt�1D Stjt�1S

0
tjt�1

" #
:

Comparison of the corresponding submatrices in the left yields

Ftjt�1 ¼ DPtjt�1D
0 þRvv

� �
;

~Kt ¼ Ptjt�1D F1=20

tjt�1

� ��1
:

Comparing the matrices in the lower right block reveals that

StS0t ¼ Stjt�1S
0
tjt�1 � ~Kt ~K

0
t

¼ Stjt�1S
0
tjt�1 � Ptjt�1D F1=20

tjt�1

� ��1
F1=2
tjt�1

� ��1
D0Ptjt�1

¼ Ptjt�1 � Ptjt�1DF
�1
tjt�1D

0Ptjt�1

¼ Pt:

Vectors xtjt�1 and xtjt are calculated in the sameway as in the basic formof theKalman

filter (see Eqs. 14 and 16), but the matrix Kt is calculated as Kt ¼ ~Kt � F1=2
tjt�1

� ��1
. This

indeed corresponds to the way it is calculated in the basic version of the Kalman fiter
which can be seen easily as follows

Kt ¼ ~Kt � F1=2
tjt�1

� ��1

¼ Ptjt�1D F1=20

tjt�1

� ��1
F1=2
tjt�1

� ��1

¼ Ptjt�1D Ftjt�1
� ��1

:

2.4 Likelihood Function

The likelihood function was computed by the method described in Harvey [11] or
Hamilton [10] which is briefly summarized here for convenience. Let us denote ZT ¼
z01; . . .; z

0
T

� �0 the column vector with n rows, where n is a multiple of number of
observations T and a number of observed variables. The multivariate density of
observed data zt, t ¼ 1; . . .; T will be denoted by f0 ZTð Þ and is a member of
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f ZTjhð Þ; h 2 Hf g. Hence, f0 ZTð Þ ¼ f ZTjh0ð Þ, where h0 are true (unknown) parameter
values. For the model described in Sect. 2.1, the vector h is given by
h ¼ /1;/2; a0; a1; a2; rv; rw; re; re; rg

� �
:

The density f ZT j hð Þ can be viewed as a function of h for given data ZT, i.e.
L h j ZTð Þ � f ZT j hð Þ, where the function L h j ZTð Þ is called a likelihood function.
The method of maximum likelihood estimates the unknown parameter vector h0 by
maximizing the likelihood function

ĥ ¼ argmax
h

L hjZTð Þ½ � ð21Þ

where ĥ is the maximum likelihood estimate of the parameter vector h0.
It can be easily shown that the likelihood function can be written as follows

L hjZTð Þ ¼
YT
t¼1

f ztjZt�1; hð Þ:

The vector zt is normally distributed in our case. Hence, the distribution of zt
conditional on Zt�1 is also normal. The mean and covariance of this conditional
distribution are obtained from the Kalman filter as follows

ztjt�1 � E ztjXt�1ð Þ ¼ D � xtjt�1; ð22Þ

Ftjt�1 � E zt � ztjt�1
� �

zt � ztjt�1
� �0jXt�1

h i
¼ DPtjt�1D

0 þRvv: ð23Þ

The likelihood function in this case is given by

L hjZTð Þ ¼
YT
t¼1

1

2pð Þk2 Ftjt�1

�� ��12 exp � 1
2
~z0tF

�1
tjt�1~zt

	 
2
4

3
5;

where k is the number of observed variables and ~zt ¼ zt � ztjt�1 is so called innovation.

From a numerical point of view, it is easier to maximize the log-likelihood function
which is calculated as follows

l hjZTð Þ � ln L hjZTð Þ ¼ � T � k
2

ln 2pð Þ � 1
2

XT
t¼1

ln Ftjt�1

�� ��þ ~z0tF
�1
tjt�1~zt

� �h i
: ð24Þ

This function was maximized numerically using standard numerical optimization
procedures implemented in Matlab in order to find maximum likelihood estimate ĥ.
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3 Empirical Application

3.1 Results of Econometric Estimation

Econometric estimation was performed in Matlab by maximization of the likelihood
function (24). The obtained results are summarized in the following (Tables 1 and 2).

The estimated value re ¼ 0:0055 indicates that a significant portion of
quarter-to-quarter innovations in real GDP is cyclical. Similar results were obtained for
the U.S. economy (Clark [6], Kim, Nelson [12]). Nonetheless, the estimated standard
error rw ¼ 0:0022 representing the variability of the GDP (long-run) growth is
approximately 10 times higher than that reported by Clark or Kim and Nelson.

One possible explanation for why the U.S. economic long-run growth is less
volatile than the long-run growth in the Czech Republic is the process of economic
transformation. The Czech economy had been opening to the rest of the world. Many
international trade barriers had been removed by the entrance to the European Union.
Lots of economic reforms had been realized. For these reasons, volatility of the
long-run growth of the economy in transition is higher than the volatility of a stable
economy.

Negative values of the parameters ai, i ¼ 0; 1; 2 confirm an inverse relationship
between output and unemployment referred to as Okun’s law.

3.2 Economic Discussion

The following Fig. 1 illustrates the decomposition of the log of real GDP to its trend
and a cyclical component (output gap). There was a sharp decline in the output gap in
2008 and 2009. Nonetheless, it has recovered after this initial shock and has been even
positive since 2014 Q1. This finding is interesting as it is in contrast with earlier
business-cycle studies for the U.S. economy. Watson [16], Kim and Nelson [12] and
Clark [6] attribute most of the variation of U.S. output to the cyclical component.

The graph in the left suggests that there is a change in the GDP trend due to the
current crisis. Similar results are found by Perron and Wada [15] who emphasized the
importance of changes in the slope of the trend. This suggests that the huge output loss

Table 1. Econometric estimates—GDP decomposition

/1 /2 rv re rw
Estimate 1.5396 −0.6345 0.0026 0.0055 0.0022
Standard error 0.0672 0.0661 0.0016 0.0010 0.0006

Table 2. Econometric estimates—unemployment decomposition

a0 a1 a2 re rg
Estimate −0.1170 −0.1649 −0.1117 0.0015 0.0002
Standard error 0.0425 0.0568 0.0364 0.0005 0.0011
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induced by the crisis is permanent and not only transitory. While the trend was
upward-sloping from 1996 to 2008, it is practically constant from 2009 to 2015. This
result can also be seen in the Fig. 2 which shows that the quarter-to-quarter growth of
the GDP trend component gt has been low since 2009. The mean of the variable gt in
the pre-crisis time period from 1996 to 2008 is 0.0081 which is quite high when
compared to the corresponding value 0.0018 for the post-crisis period from 2009 to
2015. These results are in line with other empirical studies analyzing the impact of the
current global economic crisis (Barro [3], Ball [2]).

These findings suggest an adverse permanent influence of the crisis on the long-run
economic growth. Nonetheless, this is only a suggestion. The rigorous evaluation of the
influence of the crisis on the long-run growth is left for future research. Such a research
would apply the growth theory according to which the growth rate depends on its
determinants. Changing these determinants leads to a change in the long-run growth
rate. The current economic crisis can be considered to be just one of many determinants
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Fig. 1. Log of real GDP yt and its trend nt and a cycle xt component

Fig. 2. Long-run growth of the GDP trend component gt
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of the long-run growth rate. Nonetheless, it is probably the case that the current
economic crisis is indeed the most important factor which caused the decreased values
of the long-run growth gt after 2008.

The Fig. 3 shows the trend-cycle decomposition of the unemployment rate.

The cyclical component increased substantially in the beginning of the crisis in
2009. Since then, however, the cyclical component of the unemployment rate has been
decreasing steadily. The trend component has been practically constant since the
beginning of the crisis which suggests that possible hysteresis effects haven’t played
important role yet.

4 Conclusion

The paper applies state space methodology in order to perform trend-cycle decom-
position of the GDP and unemployment rate in the Czech Republic. The important
finding is that the long-run growth in the Czech Republic has been highly volatile and
that there has been a dramatic decrease of this long-run growth since 2008. Similar
results of a huge long-term damage to output were found by Ball [2] as well as by many
others cited in Ball’s influential paper. The trend of unemployment rate has not
changed much since the beginning of the crisis while the cyclical component increased
sharply at the beginning of the crisis and has been decreasing steadily since then.

The model could be expanded for example by relaxing the common presumption of
no correlation between the shocks to the trend and the cycle (Morley et al. [13]).
Possible parameter instability due to the economic crisis could also be taken into
account by applying regime-switching methodology as by Cerra and Saxena [4].
Detailed analysis along the lines of the growth theory as in Barro [3], or Durlauf,
Helliwell, Raj [8] could be applied in order to confirm the suggested hypothesis that the
observed decline in the growth of the long-run trend is caused by the current economic
crisis.
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Fig. 3. Unemployment rate Ut and its trend Lt and a cycle Ct component
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Abstract. Business applications, such as market shops, use matrix multipli-
cation to calculate yearly, monthly, or even daily profits based on price and
quantity matrices. Matrices comprise large data in computer applications and
other fields, which make the efficiency of matrix multiplication a popular
research topic. Although the task of computing matrix products is a central
operation in many numerical algorithms, it is potentially time consuming,
making it one of the most well-studied problems in this field. In this paper,
Message Passing Interface (MPI), MapReduce, and Multithreaded methods have
been implemented to demonstrate their effectiveness in expediting matrix
multiplication in a multi-core system. Simulation results show that the efficiency
rates of MPI and MapReduce are 90.11% and 47.94%, respectively, with a
multi-core processor on the Market Shop application, indicating better perfor-
mances compared with those of the multithreaded and sequential methods.

Keywords: Business application � Hadoop � MPI � MapReduce � Matrix
multiplication

1 Introduction

Matrix multiplication is a fundamental operation in linear algebra with related real-life
applications. Recently, mathematicians and research scientists have found many
applications of matrices due to the advent of personal and large-scale computers, which
increased the use of matrices in a wide variety of applications, such as economics,
engineering, statistics, and other sciences [14].

Market Shop is a business application that uses spreadsheets for budgeting, sales
projections, and cost estimation, making the matrix multiplication useful in these
applications. Therefore, using matrix multiplication can dramatically reduce the labor
involved in modeling processes that deal with multiple categories of employees, cus-
tomers, districts, products, or supplies [22].

In addition to these naturally related applications, the focus in using matrix mul-
tiplication is computational problems that should be investigated thoroughly to enhance
the efficiency of the implemented algorithms for matrix multiplication. Hence, over the
years, several parallel and distributed systems for matrix multiplication methods have
been proposed to reduce the cost and time of matrix multiplication over multiple
processors [5, 15].

© Springer International Publishing AG 2018
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Parallel and distributed computing systems are high-performance computing systems
that spread out a single application over many multi-core and multi-processor computers
in order to rapidly complete the task. Parallel and distributed computing systems divide
large problems into smaller sub-problems and assign each of them to different processors
in a typically distributed system running concurrently in parallel. MapReduce [17] and
Message Passing Interface (MPI) are among these computing systems [10].

MapReduce is an algorithm design and processing paradigm proposed by Dean and
Ghemawat in 2004 [7]. MapReduce enables efficient parallel and distributed computing
and consists of two serial tasks, namely, map and reduce. Each serial task is imple-
mented with several parallel subtasks. Specific MapReduce paradigms include
MapReduce with expectation maximization for text filtering [31], MapReduce with
K-means for remote-sensing image clustering [16], and MapReduce with decision tree
for classification [19]. MapReduce has also been used for job scheduling [20] and
real-time systems [15].

MPI is a standardized means of exchanging messages among multiple computers
running a parallel program across a distributed memory. MPI is generally considered to
be the industry standard, and forms the basis of most communication interfaces adopted
by parallel computing programmers. MPI is used to improve scalability, performance,
multi-core and cluster support, and interoperation with other applications [26].

In the current study, we applied efficient MapReduce matrix multiplication with an
optimized mapper set produced by MPI library for real-life business applications. We
used this method to demonstrate the performance of business applications by using
parallel and distributed computing matrix multiplication compared with those of the
multithreaded and sequential methods.

The rest of the paper is organized as follows. Section 2 reviews works that are
closely related to using the matrix multiplication in many applications. Section 3
presents the business applications using the matrix multiplication. Section 4 presents
all matrix multiplication methods used. Section 5 presents experimental results, and
Sect. 6 summarizes and concludes the paper.

2 Related Work

Mathematicians and research scientists have found many applications of matrices due
to the advent of personal and large-scale computers that increased the use of matrices in
a wide variety of applications, such as economics, engineering, statistics, and other
sciences.

Traditional sequential algorithms for matrix multiplication consume considerable
space and time. To enhance the efficiency of matrix multiplication, Fox [10], Cannon
[4], and DNS [9] algorithms have been proposed for parallelizing matrix multiplication.
To maximize efficiency, these approaches balance inter-process communication,
dependencies, and parallelism level. Parallel matrix multiplication relies on the inde-
pendence of multiplication, which includes multiple independent element-to-element
multiplications and multiple aggregations of independent multiplication results.

Zhang et al. [21] presented an outsourcing computation schema in an amortized
model for matrix multiplication of two arbitrary matrices that meet the requirements for
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both security and efficiency. They compared their scheme functionalities with existing
works, such as Fiore’s schema [6], Li’s schema [11], and Jia’s schema [12]. Zhang
et al. [21] proved that their schema is more efficient in terms of functionality as well as
computation, storage and communication overhead.

Kumar et al. [14] proposed a privacy-preserving, verifiable, and efficient algorithm
for matrix multiplication in outsourcing paradigm to solve the lack of computing
resources, where the client, having a large dataset, can perform matrix multiplication
using cloud server. Kumar et al. [14] evaluated their algorithm on security, efficiency,
and variability parameters. With high efficiency and practical usability, their algorithm
can mostly replace costly cryptographic operations and securely solve matrix multi-
plication algorithm.

Ann et al. [2] proposed an approach for calculating the output equation of the
hybrid multilayered perceptron (HMLP). They employed a matrix multiplication
method simulated and compared with looping method to calculate HMLP output using
loops. Their results confirmed that the output of the HMLP calculated using the pro-
posed matrix multiplication method is the same as that calculated using the looping
method. The difference is that the processing time of the former is faster than that of the
latter for HMLP with more nodes, although the looping method calculated the output
faster for HMLP with less nodes.

Afroz et al. [1] proposed a new approach that focused on the time analysis of
different matrix multiplication algorithms by combining Karatsuba and Strassen
methods for reducing time complexity and analyzing matrix multiplication construc-
tions. They remarked that if the methods are perfect, then the approach can be used to
pick between the different algorithms, thus creating a hybrid algorithm.

3 Business Applications

Market shop is a business application that uses matrix multiplication to calculate
yearly, monthly, or even daily profit. Through matrix multiplication, market shop also
determines the most purchased product in the market or the effect of purchase quantity
due to discount day based on the amount of purchase. Different matrix multiplication
methods have been implemented on market shop that uses matrices for the store cost of
each product and the quantity purchased for each product.

In the proposed market shop schema, the first matrix collects the cost for each
product in the market, and the second matrix stores the quantity size of each product
purchased during discount day. Figure 1 illustrates the matrix architecture of the
market shop.

• Product cost per day matrix row represents the cost of each product for different
days, whereas the column represents the product price for each day before and after
discount day.

• Product quantity matrix row represents the quantity of one product purchased
during different shifts of discount day, whereas the column represents the quantity
of all products purchased during different shifts of the day.
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• Cost matrix row represents the total amount cost for all products during different
shifts of discount day, whereas the column represents the total amount cost of one
product during different shifts of the day. The summation of this matrix equals the
total profit of the market.

4 Matrix Multiplication Methods

4.1 MPI

MPI is a library of routines that can be used to create parallel programs in C or
Fortran77. It is a library that runs with standard C or Fortran programs, using
commonly-available operating system services to create parallel processes and
exchange information among these processes.

Fig. 1. Matrix architecture of the market shop
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MPI is designed to allow users to create programs that can run efficiently on most
parallel architectures. The design process included vendors (such as IBM, Intel, TMC,
Cray, Convex, etc.), parallel library authors (involved in the development of PVM,
Linda, etc.), and applications specialists [27].

MPI can also support distributed program execution on heterogeneous hardware.
That is, you may run a program that starts processes on multiple computer systems to
work on the same problem. This is useful with a workstation farm. These programs
cannot communicate with each other by exchanging information in memory variables.
Instead they may use any of many MPI communication routines. The two basic rou-
tines are MPI_Send, to send a message to another process, and MPI_Recv, to receive a
message from another process. The MPI code has been run in IMAN1 which is the
Jordan’s first and fastest High-Performance Computing resource, funded by JAEC and
SESAME [28].

4.2 MapReduce

Traditional parallel-based matrix multiplication has been recently replaced with
MapReduce, a parallel and distributed framework for large-scale data [17]. Typical
MapReduce-based matrix multiplication requires two MapReduce jobs. The first job
creates a pair of elements for multiplication by combining input arrays together during
map task. The reduce task of this job is inactive at this point. In the second job, the map
task independently implements the multiplication operations on each pair of elements.
The reduce job aggregates the results corresponding to each output element.

Hadoop is a Java open-source platform used for developing MapReduce applica-
tions. Google developed this platform [17]. Figure 2 illustrates the Hadoop architecture.

In this paper, we used the MapReduce-based matrix multiplication proposed by [13],
which reduces both time andmemory utilization comparedwith existing schemas [13]. In
the proposed technique, matrix multiplication is implemented as an element-to-block
schema, as illustrated in Fig. 3. In the first schema; the first array is decomposed into
individual elements, whereas the second array is decomposed into sub-row-based blocks.
In the second schema, the first array is decomposed into sub-row-based blocks, and the
second array is decomposed into sub-column-based blocks. The number of mappers is

Fig. 2. Hadoop MapReduce architecture
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determined by the size of the block generated for the second array and selected with the
capability of the underlying mapper as basis. Subsequently, a small block size increases
the number of blocks, thus requiring additional mappers, and vice versa.

The map task (see Table 1) is responsible for the multiplication operations, whereas
the reduce task is responsible for the sum operations. The pre-processing step reads an
element from the first array and a block from the second array and then merges them
into one file. In matrix multiplication, the entire row in the first array must be multiplied
with the entire column in the second array to calculate the results of an element in the
output. Thus, the results of each mapper in the proposed schemas are aggregated with
other multiplication results in the reduce task.

5 Experiments and Result

Different matrix multiplication methods have been implemented to compare their effi-
ciencies and time performances in a large matrix. All methods were tested in sparse and
dense matrices of different sizes. Results of the tested methods are discussed below.

Fig. 3. Efficient MapReduce matrix multiplication techniques

Table 1. Efficient MapReduce matrix multiplication operations

Scheme Input Output

Element- By-
Row-Block

Pre-Process Files ‹aij; bkj; bkj . . . . . . ::›

Map ‹aij; bkj; bkj. . . . . . ::› ‹key,
½aij � bkj . . . . . . . . .� ½aij � bkj�›

Reduce ‹key, cij; cij . . . . . .› ‹key, cij þ cij . . . . . .›

Row-Block- By-
Column-Block

Pre-Process Files ‹aij; aij . . . . . . bkj; bkj›

Map ‹aij; aij . . . bkj; bkj› ‹key,
½aij � bkj . . . . . . . . .� ½aij � bkj�›

Reduce ‹key, cij; cij . . . . . .› ‹key, cij þ cij . . . . . .›
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MPI: The MPI code was run in IMAN1, Jordan’s first and fastest high-performance
computing resource, funded by JAEC and SESAME. We also worked in a Zaina
server, an Intel Xeon-based computing cluster with 1G Ethernet interconnection. The
cluster is mainly used for code development, code porting, and synchrotron radiation
application purposes. In addition, this cluster is composed of two Dell PowerEdge
R710 and five HP ProLiant DL140 G3 servers (Table 2).

Technical details are given as follows. The results for different numbers of core are
shown in Table 3. As shown in the table of results, increasing the core number up to 8
in the matrix, which is less than 500, takes more time due to the small size of problem
that does not need a large number of cores, whereas the matrix within the range of 500
does not need more than 8 cores for its problem because it is inefficient and takes more
time. In comparison, the matrix size of up to 1000 is more effective and efficient when
increasing the number of cores to 32 due to the large size of problems that need a
higher degree of parallelism.

The speedup is the ratio between the sequential time and the parallel time. The
speedup for different numbers of core on sparse and dense matrices of different sizes

Table 2. Zaina technical details

Server 7 Servers (Two Dell PowerEdge R710 and five HP ProLiant DL140 G3)
CPU per server Dell (2 � 8 cores Intel Xeon) HP (2 � 4 cores Intel Xeon)
RAM per server Dell (16 GB) HP (6 GB)
Total storage
(TB)

1 TB NFS Share

OS Scientific Linux 6.4

Table 3. MPI run time result

Matrix Core
2 4 8 16 32

Dense matrix
250 * 250 1.245 s 1.189 s 1.214 s 1.284 s 1.529 s
500 * 500 1.992 s 1.456 s 1.390 s 1.501 s 1.681 s
1000 * 1000 7.491 s 3.435 s 2.968 s 2.768 s 2.655 s
2000 * 2000 62.207 s 22.473 s 17.569 s 14.390 s 10.955 s
4000 * 4000 540.819 s 185.790 s 135.654 s 90.827 s 88.593 s
Sparse matrix
250 * 250 1.243 s 1.190 s 1.213 s 1.316 s 1.552 s
500 * 500 1.971 s 1.453 s 1.424 s 1.376 s 1.691 s
1000 * 1000 7.586 s 3.469 s 2.786 s 2.488 s 2.731 s
2000 * 2000 62.498 s 22.398 s 17.363 s 12.719 s 11.933 s
4000 * 4000 537.697 s 201.295 s 137.665 s 107.900 s 101.656 s
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are illustrated in Fig. 4. The results show that MPI achieves the best speedups values,
especially on large number of processors in dense matrices.

MapReduce: The MapReduce results of the matrix multiplication using Hadoop for
inputs with various sizes are presented. Simple matrix multiplication process on the
platform with various block sizes has been run to determine the optimal length to be
given to the mapper before running the actual job and the optimal length of block size
with a minimum running time was 20. The running time was cut down in the proposed
schemes, as the sorting process in the shuffling process was reduced. As the matrix size
grows, the stability of the proposed scheme is almost linear. Results are given in
Table 4.

The speedup for sparse and dense matrices of different sizes are illustrated in Fig. 5.
The results show that MapReduce achieves speedups values less than MPI, especially
on large number of processors in dense matrices.

Multithreaded: Matrix multiplication using different sizes of thread were tested in
various sizes of dense and sparse matrices. Results are given in Table 5. As shown in
the table of results, when we increased the thread number up to 4 in the matrix, which is
less than 500, more time is required due to the small size of problem that does not need
a large number of threads, whereas the matrix within the range of 500 does not need
more than 16 cores for its problem. Moreover, the matrix size up to 1000 is more

Fig. 4. MPI speedup plotting

Table 4. MapReduce run time result

Dense matrix Sparse matrix
Matrix Time Matrix Time

250 * 250 6.255 s 250 * 250 4.021 s
500 * 500 12.996 s 500 * 500 11.581 s
1000 * 1000 98.324 s 1000 * 1000 95.452 s
2000 * 2000 116.014 s 2000 * 2000 112.450 s
4000 * 4000 321.457 s 4000 * 4000 185.478 s
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effective and efficient when the number of threads is increased to 32 due to the large
size of the problem that needs a higher degree of parallelism.

The speedup for sparse and dense matrices of different sizes are illustrated in Fig. 6.
The results show that Multithreaded achieves speedups values less than MPI and
MapReduce.

Sequential: The sequential results of matrix multiplication were tested in dense and
sparse matrices of various sizes of. Results are given in Table 6.

The comparison between MPI and MapReduce results are always faster and more
efficient for the different-sized dense and sparse matrices than those of the multi-
threaded and sequential methods, as shown in the efficiency table below. The MPI
outperformed the MapReduce; thus, the research goal is achieved. Comparison results
are given in Table 7 and illustrated in Figs. 7 and 8.

Fig. 5. MapReduce speedup plotting

Table 5. Multithreaded run time result

Matrix Core time
2 4 8 16 32

Dense matrix
250 * 250 11.408 s 11.527 s 10.049 s 9.038 s 8.255 s
500 * 500 45.485 s 41.675 s 39.271 s 36.734 s 36.996 s
1000 * 1000 299.734 s 234.888 s 225.802 s 215.119 s 204.367 s
2000 * 2000 444.012 s 380.215 s 315.241 s 248.562 s 220.145 s
4000 * 4000 750.125 s 664.021 s 601.241 s 521.045 s 412.547 s
Sparse matrix
250 * 250 6.534 s 6.625 s 6.447 s 6.193 s 6.021 s
500 * 500 29.079 s 27.810 s 26.829 s 25.369 s 23.981 s
1000 * 1000 117.060 s 111.784 s 106.850 s 103.137 s 99.352 s
2000 * 2000 287.179 s 235.122 s 201.252 s 162.547 s 155.842 s
4000 * 4000 349.346 s 299.734 s 234.888 s 225.802 s 215.347 s
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Table 6. Sequential run time results

Dense matrix Sparse matrix
Matrix Time Matrix Time

250 * 250 12.826 s 250 * 250 7.359 s
500 * 500 55.656 s 500 * 500 33.875 s
1000 * 1000 349.346 s 1000 * 1000 132.083 s
2000 * 2000 514.501 s 2000 * 2000 450.485 s
4000 * 4000 834.501 s 4000 * 4000 533.269 s

Fig. 6. Multithreaded speedup plotting

Table 7. Time efficiency result

Matrix Sequential Multithreaded
MapReduce MPI MPI MapReduce

Dense matrix time efficiency
250 * 250 51.23% 80.24% 85.60% 24.23%
500 * 500 76.65% 94.26% 96.24% 64.87%
1000 * 1000 71.85% 97.50% 98.70% 51.89%
2000 * 2000 77.45% 92.34% 95.02% 47.30%
4000 * 4000 61.48% 52.79% 78.53% 22.08%
Sparse matrix time efficiency
250 * 250 45.36% 83.83% 80.24% 33.22%
500 * 500 65.81% 95.94% 94.26% 51.71%
1000 * 1000 27.73% 98.12% 97.50% 3.93%
2000 * 2000 75.04% 97.35% 92.34% 27.84%
4000 * 4000 65.22% 80.94% 52.79% 13.87%
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6 Conclusion

Using the conducted experimental study as basis, MPI and MapReduce matrix mul-
tiplication are always faster than the multithreaded and sequential methods, with
90.11% and 47.94% efficiency, respectively. Hence, parallel and distributed computing
for matrix multiplication methods have been proposed to reduce the cost and time of
matrix multiplication over multiple processors. MPI matrix multiplication is also more
efficient, because its matrix size growth outperforms those of the multithreaded and
sequential methods.
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Abstract. Procedural content generation can be defined as the algorith-
mical creation of game content with limited or indirect user input. In this
paper we present a procedural content generation genetic algorithm for
massively multiplayer online games. The incremental generation of con-
tent by choosing the most appropriate selection of added blocks allows
an efficient progress in the game with a small impact on performance and
the consequent ability to deploy such type of game in low performance
mobile devices.

1 Introduction

Massive multi-player online (MMO) games typically support a large number of
players, simultaneously interacting with each other in extensive game worlds
built with different types of blocks connected together. Normally, MMO games
encourage players to explore the unknown in order to evolve. To be addictive,
the distribution of points of interest to the players around the game world must
be done in an intelligent manner. For example, if it takes too long for a player to
reach some point of interest, he may feel a lack of reward for the time he spent,
feel bored and leave the game. The same may happen if he finds all the needed
points of interest near him without the need to explore the world. At the same
time, he must feel that each new place he reaches is somehow unique. If he does
not, his desire for exploration will decrease. Therefore, game content is an impor-
tant factor in keeping players engaged in gaming worlds. In fact, procedural game
content generation (PCG) is evolving rapidly, driven by the increasing demand
from game development companies [8]. Reducing the game designer’s work using
PCG methods allows games to be produced faster and cheaper, while preserving
quality. They can also drastically reduce game packages size, allowing them to
reach a wider audience, including mobile environments. Without reservation we
can say that the introduction of PCG methods is an inflection point for mobile
gaming. The processing capabilities delivered by current mobile processors will
significantly accelerate development of console and PC class games for mobile
devices. Games running on current mobile processors will deliver higher level of
c© Springer International Publishing AG 2018
R. Silhavy et al. (eds.), Applied Computational Intelligence and Mathematical Methods,
Advances in Intelligent Systems and Computing 662, DOI 10.1007/978-3-319-67621-0 4
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graphics quality and realism that sets a new standard for mobile gaming expe-
rience. In a previous work [1], we presented a framework capable of generating
worlds with structures that obey a previously configured set of rules, comprising
several needs found in current MMO games. To the best of our knowledge there
is no other similar framework publicly available. As it is our goal to provide pro-
grammers the maximum degree of flexibility, the framework allows the addition
of types of content along with new rules that constraint the placement of that
content in the game. A key term here is “content”. In our definition, content
is most of what is contained in a game: levels, maps, game rules, textures, sto-
ries, items, quests, music, weapons, vehicles, characters, etc. One consequence of
this approach is that it allows the introduction of an arbitrary number of new
rules that may impose a performance bottleneck. Additionally, it may happen
that, according to the imposed rules, there is no candidate block of content for
a given new position in the map. By experience, we found this approach to be
too restrictive. It is more appropriate to allow rules to have some degree of flex-
ibility as well. For example, if we have 3 blocks that could be placed in some
new position but all of them violate a rule of proximity with other blocks, we
may decide to have that position empty or optionally choose the block which has
the less negative impact. The contribution of this paper is the solution to these
problems with a genetic-based block selection algorithm. The remaining of this
paper is organised as follows. In Sect. 2, we present procedural generation tech-
niques and its application in the context of MMO games. In Sect. 3, we present
the content generation concepts and related definitions and in Sect. 4 we briefly
describe the implementation and detail the block selection process. Finally, in
Sect. 5 we conclude the paper.

The terms world and map usually describe the same area in a MMO game.
Thus, for the rest of this paper these two terms – world and map – will be used
without distinction. The same applies to the terms rule and constraint which
describe restrictions on the content generation.

2 Procedural Content Generation in MMO Games

In Procedural content generation (PCG) the generated content may coexist with
authored content since the two are not mutually exclusive. This concept has been
used in gaming context for a long time. For example, in the early eighties, game
developers used PCG to deal with the limited storage capabilities that home
computers had at that time. Also, PCG is used as a way to provide infinite new
experiences to the players as it is the case with recent games like Minecraft [5].
PCG has two main advantages: reducing the effort needed for the generation of
content by programmers and provide a solution for the creation of content in
devices with limited resources. This last advantage is of great importance since
it can make the game available to a broader audience, namely the one that relies
on mobile devices. A deep analysis of PCG in game development can be found
in [14].

In the development of our framework we studied several games that use PCG
techniques: Don’t Starve [9] is a single-player survival game with a randomly
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generated open world. Only the area immediately around the player is shown
and more is generated as the player explores the world. Don’t Starve distributes
resources in an intelligent manner in order to challenge players to find those
resources [15]. Rust [17] is a survival multiplayer game played in an open world.
In order to survive, players must gather resources from the environment, such
as wood and rocks, and craft tools by mixing those resources. Players interact
with each other if they are playing in the same server. Each server has its own
world that was procedurally generated based on a seed value given when the
instance of the game is started. Rust’s worlds are divided into large, geograph-
ically distinct areas: desert in the South, forest in the center and a snowy one
in the North. Each area has its own animals and resources. These animals and
resources disappear when consumed by a player and have a timespan to respawn.
Since resources are consumed and take time to reappear, players have the need
to explore the world to search for more resources. Civilization V [11] is another
game that uses procedural generation. Here the players are able to pick the world
shape by selecting which generation algorithm to use and setting some genera-
tion variables. Every world is different, however the structure is the same every
time depending on which algorithm was chosen. In Civilization V, worlds are
always structured with hexagonal grids where the world structure is highlighted.
More about hexagonal grids in gaming context can be found in [7]. In game,
the player leads a civilization searching for different achievements in the scope
of research, exploration, and expansion. Pioneers [6] is a turn-based exploration
RPG. A turn-based RPG is a type of role playing game where the players face
battles that consist of turns. In these turns, the player can command their char-
acters to perform various actions to defeat the opponents. In Pioneers, the player
leads a group of travelers in an adventure in a procedurally generated world. In
this world, players search for temples and tribes solving puzzles along the way
and gathering resources to survive through the year’s seasons. The player can
only see the world near him. This encourages the player to explore new parts
of the world. In [8] a six-layered taxonomy for procedural generation of game
content is introduced: bits, space, systems, scenarios, design and derived. The
authors of the survey represent this layers as a pyramid in which layers closer
to the top may be built with elements from the layers at the bottom. Our area
of application is in the scenarios layer and more precisely in the levels section.
Levels consist of the playable game space and are of extreme importance in the
game world design. The games presented in the previous section use techniques
such as pseudo-random number generators (PRNG) for the creation of replica-
ble sequences of random numbers based on a shared seed which can be useful to
dynamically create the same map several times. More techniques often used are
midpoint displacement algorithms [10] and Perlin Noise [13]. Both techniques
are used to generate height maps in order to create realistic looking terrains
and landscapes. Other common techniques are Simulation of Complex Systems
techniques such as Cellular Automata [2] and Agent-based Simulation [3], Image
Filtering (IF) and Spatial algorithms (SA). Genetic algorithms are surveyed in
[16] and are studied in the context of the generation of content for games in [14].
Further details about these subjects can be found in [8,14].
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3 Content Generation Concepts

We propose the decomposition of each world in a set of blocks that can be
connected. We define these notions formally in this section.

Definition 1 (World Template). A World Template WT is a set {Id,Nsides,
Sb,Sc, Cw} where Nsides ∈ {4, 6} is the number of sides of all block units in
the world, Sb is the set of blocks, Sc is the set of connectors and Cw are the
world based constraints.

Definition 2 (Block). A block B is a world unit with the set of properties
{Id,L ,S , Cb} where Id is a unique identifier, L is a list of classes, S is
a set of pairs (si, ci) where side si has connector ci and Cb are the block based
constraints.

Definition 3 (Connector). A connector C defines the compatibility between
blocks and is defined by {Id, T , Bi, Bc} where Id is the connector unique
identifier, T is its type which is one of bl (blacklist) or wl (whitelist), Bi is a
set of block identifiers and Bc is a set of block classes.

Example 1. A connector C1 = {c1, wl, {B1,B2}, {}} means that the side of the
connected block can only be connected with a block B1 or B2. A connector
C2 = {c2, bl, {B3}, {}} means that the side of the connected block can be
connected with any block except for B3.

3.1 World Instance Generation

The generation of a world instance is based on an initial configuration where
the programmer defines a World template, its Blocks and associated Connectors
and a set of Constraints. These constraints may be of one of the following 2
categories: world based and block based.

World based constraints are the ones related with the map as a whole and
defines, for example, the initial map state and how much it can expand. We
propose the following world based constraints: Initial map size, Horizontal and
vertical boundaries and Map center. On the other hand, as the name denotes,
block based constraints are the ones related with the blocks and have effect on
the selection process. For example, block based constraints may forbid the place-
ment of a block in a given world position if certain conditions apply. We propose
the following block based constraints: Blacklist connectors, Whitelist connectors,
Maximum occupation, Maximum occupation by percentage and Minimum dis-
tance to other blocks. As mentioned before the framework allows the insertion of
new rules by the programmer.

When a player moves to a new area, the generation process resumes. Also
the world instance is evaluated on a periodic base and blocks with an associated
lifespan may expire and be unavailable after a given evaluation. World genera-
tion stops when a given number of block units, previously defined by the game
designer, is available to all the game players.
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We divide the world generation in 3 different phases. The first one runs only
once at the very start of the world generation to create the initially visible part
of the world. The second one runs multiple times to generate more world for
a given world position and is triggered, for example, when a player moves to
unexplored locations. The third phase runs to invalidate blocks due to timeouts
or other constraints. The implementation of the first, third, a previous approach
to the second and the communication process is described in detail in [1]. We
will focus on a new approach for the second phase.

Example 2 (World instance generation). Given a World Template WT = {sW , 4,
Sb,Sc, Cw}, where the set of connectors are:

– {c1, wl, {B1}}
– {c2, wl, {B2}}
– {c3, wl, {B3}}
– {c4, wl, {B1,B2,B3}}
and the set of blocks are:

– {B1, d1, L1, {(top, c2), (right, c3), (bottom, c2), (left, c3)}}
– {B2, d2, L2, {(top, c1), (right, c3), (bottom, c1), (left, c3)}}
– {B3, d3, L3, {(top, c4), (right, c4), (bottom, c4), (left, c4)}}
– {B4, d4, L4, {(top, c2), (right, c3), (bottom, c2), (left, c3)}}

For the sake of clarity, the example above only defines 3 blocks and their
compatibility using 4 whitelist connectors. No world or block based constraints
were taken in account for the output and only the first 3× 3 map units are
represented. We can see that left and right sides of B1 are only compatible with
B3 blocks and that top and bottom sides are only compatible with B2. Left and
right sides of B2 are only compatible with B3 blocks and that top and bottom
sides are only compatible with B1. Finally, all B3 sides have the same connector
(C4) and so they are compatible with any of the 3 blocks, B1, B2 and B3.

3.2 Square Grids

Square grids are the most common grids used in games, primarily because they
are easy to use. To reference a certain square of the grid it is enough a pair of
cartesian coordinates (x, y) and to reference a certain edge of a square, a unique
identifier is needed some (e.g.: letter). Each square has 4 direct neighbours, one
per side. The movement directions available for the player in a game is not
directly related to the number of sides of each map tile. For example, a map
composed by tiles with four sides may allow a player to move diagonally from
tile to tile, besides the typical vertical and horizontal movements. If a certain
game that uses a square grid allows the player to move in diagonal directions,
the player will take longer to reach the next block when moving diagonally than
when moving vertically or horizontally. This happens because the square centers
are not all at the same distance. There are other grid representations that do
not have this problem. For example, hexagonal grids because the centers of all
hexagons are at the same distance.
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4 Implementation

Our implementation consists of 3 different standalone modules: rule- based- map-
generator, blocker and random-matrix. Although each module can be used as a
unique dependency, blocker has rule-based-map-generator as a dependency as
well as rule-based-map-generator has random-matrix as one of its dependencies.

The idea of making rule-based-map-generator logic completely independent
(and therefore an isolated module that can be used by other projects) of the
server logic provided by blocker aimed to fulfill different needs described by the
following case scenarios:

1. the world is generated on the client side with no need of network communi-
cations

2. the world is generated on the server side but the game developer will choose
how to transmit the world to the clients

3. the world is generated on the server side and sent to clients through socket
communication

For case 1 and 2, the game developer should use rule-based-map-generator
module. For case 3, the game developer should use the blocker module. The rule
based map generator module includes all the map generation logic and exposes
all necessary methods to create world instances by means of an API. Since there
are several map structures, being square and hexagonal grids the most common
ones, a strategy pattern was used for the generation process. This way each
world instance holds the family of algorithms with the behavior needed for its
map structure. We decided to center our efforts on the development of square
grids because it is one of the most common map structures and its map rep-
resentations are easier to understand when compared to hexagonal grid maps.
The Blocker is a wrapper around rule-based-map-generator that handles real
time communication between web clients and the server using WebSockets [12].
We wanted our framework to be able to open communication sessions between
the clients and the server using WebSockets, so both can trade messages with-
out having to poll each other, and therefore reducing the network payload and
decreasing request times. In a multiplayer game context, we define room as a
virtual channel where players can join and interact with each other in the same
game world. Sometimes these rooms are simply called servers by the players but
in fact, a single server may provide different rooms where players can connect to.
Blocker allows one to have multiple rooms simultaneously. Each room is running
on a different port and has its own world instance. Each player can choose what
room to connect to and share the world with other players in the same room.

A central part of the world generation is the block selection process. This
process occurs several times during the world generation and its purpose is to
choose which set of blocks best fits a given position in the world being explored.
The decision is based on the block based constraints and the world state. The
framework allows the request of a bounded set of blocks to add to a particular
map area and distribute that data among several different clients. It is in this
part that the genetic algorithm is used in order to select the most suitable set



Content Generation for Massively Multiplayer Online Games 43

of blocks minimizing the violation of constraints. We start by explaining how
individuals are selected to create a population and then how they are evaluated
by means of a fitness function and show new generations are created until a result
is selected. We end with some considerations on the algorithm performance and
usability.

4.1 Individuals Creation

This phase corresponds to the selection of individuals which are candidates to
fit the requested map part. Selected blocks obey to the blacklist/whitelist con-
straints with respect to the adjacent ones (in the set of blocks and in the world
map) and can occur more than once. The genetic algorithm is then concerned
with all the remaining constraints.

Definition 4. Given blocks Bi, an individual is a set of randomly generated
blocks I = {B1,B2, . . . ,Bn} from the list of available blocks which are black-
list/white list compatible with adjacent ones and may have repeated occurrences.

The individual creation process is triggered when a part of the map is requested
for the first time. The creation process is composed by 4 phases, one for each
quadrant. Each phase may or may not occur depending whether or not the
requested part of the map occupies the quadrant corresponding to the phase.
The ordering of the phases is the following:

1. Quadrant 1 (the upper right quadrant)
2. Quadrant 2 (the upper left quadrant)
3. Quadrant 3 (the bottom left quadrant)
4. Quadrant 4 (the bottom right quadrant)

The generation process stops when all map positions from the requested part
of the map went through the block selection process.

All phases go through each row and column, selecting a suitable block for
each position. All phases start with the rows/columns closer to the map center
and consequently end with the rows/columns farther from the map center.

To better understand this process we will use an example that occupies the
first and fourth quadrants.

Example 3. For a given part of the map that goes from (2, −3) to (4, 2), a short
description of each phase is the following:

Phase 1 generates map from all positions in its quadrant, this means from (2, 0)
to (4, 2). It starts with the row (y = 0), going horizontally from left to right,
selecting a block for each position from (2, 0) to (4, 0). Then it goes through
the column (x = 2), going vertically and up, selecting a block for each position
from (2, 1) to (2, 2). Then this sequence continues until all map positions have
gone through the selection process.

Phase 2 does no work since the requested part of the map does not occupy its
quadrant (2).
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Phase 3 does no work since the requested part of the map does not occupy its
quadrant (3).

Phase 4 generates map from all positions in its quadrant, this means from
(2, −3) to (4, −1). It starts with the row (y = −1), going horizontally from
left to right, selecting a block for each position from (2, −1) to (4, −1). Then
it goes through the column (x = 2), going vertically and up, selecting a block
for each position from (2, −2) to (2, −3). Then this sequence continues until
all map positions have gone through the selection process.

The application of the rules may allow several possible candidate blocks for
each position. Thus, several combinations of blocks are acceptable solutions.

4.2 Fitness Function

We start by defining some auxiliary functions:

Definition 5. Given a block Bk, a constraint ck ∈ Ck and a position Pk of
coordinates we define the Constraint Violation Value as:

Cvv(Bk,Pk, ck)
{
n if violates constraint
0 otherwise (1)

The n in the function’s result is 1 (constraint violated) or n > 1 (number of times
the constraint is violated) and depends on the chosen approach in the constraint
implementation.

Note that it may be important not only know that the constraint is violated,
but also to measure for how much (for example one individual including blocks
which already exceed a given maximum limit by 10 elements can be understood
as fitter than one that includes blocks which exceed a given maximum limit by
100 elements).

Definition 6. Given a block Bk, a set of constraints Ck = {c1, . . . , cn} and a
position Pk we define Constraint Violation Sum as:

Cvs(Bk,Ck,Pk) =
n∑

i=0

Cvv(Bk,Pk, ci) (2)

The fitness function is defined next.

Definition 7. Given an individual I = {B1,B2, . . . ,Bn}, a set of block con-
straints Sc = {C1,C2, . . . ,Cn} where each Ck is one or more constraints related
to block Bk and a set of positions Pb = {P1,P2, . . . ,Pn} where Pk is the
position in the map of block Bk, then the fitness function F is defined as:

F ({B1, . . . ,Bn}, {P1, . . . ,Pn}) =
n∑

i=0

Cvs(Bi,Ci,Pi) (3)

The goal is to minimize this value.
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4.3 Crossing and Mutating

Crossing and mutation is relevant in order to produce fitter individuals at each
iteration. The crossing operator is defined next:

Definition 8. Given an individual I1 = {B1,B2, . . . ,Bn} and an indi-
vidual I2 = {B′

1,B
′
2, . . . ,B

′
n} select a random element k such that Bk

and B′
k+1 are blacklist/whitelist compatible. The new individual is Inew =

{B1, . . . ,Bk,B′
k+1, . . . ,B

′
n}.

The mutation operator is defined next.

Definition 9. Given an individual I1 = {B1,B2, . . . ,Bn}, select a random
element k and Bk can be replaced by a random selected block B′

k such that B′
k

is whitelist/blacklist compatible with the Bk−1 and Bk+1.

4.4 Generation of Results

The genetic algorithm is responsible to get the best solution over the set of
possible computable solutions and is a rather standard one which is explained
in Algorithm 1. For the sake of space and clarity we present a highly simplified
example of the block selection process with the genetic algorithm. We assume
that all blocks are connector compatible and focus the definition of each block
only in its id and the set of associated constraints.

Algorithm 1. Genetic Algorithm
Let the number of blocks requested be n.
Let an individual be I = {B1,B2, . . . ,Bn}
Let the total of individuals be totalI
Let Pop be totalI randomly generated individuals with or without block repetitions
Let the maximum number of generations be maxG

Let the total of produced generations be totalG = 1
Let FS = ∅

procedure Generate Solution
while (�I : F (I ) = 0 ∧ totalG < maxG) do

PopI ← Apply F to order population by fittest elements
PopII ← Apply crossing to the top half of the population (elite)
PopIII ← Apply mutation with 10% probability
PopIV ← Select survivors as top half of the population and add offspring
FS ← FS∪ Fittest element from population
totalG ← totalG + 1

end while
return Fittest element from FS

end procedure
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Example 4. Given a set of 5 types of blocks TB = {B1,B2, . . . ,B5} that can
be used in a game. Given the set of constraints Sc = {C1,C2, . . . ,C5} where

– C1 = {max(3),min dist(2,B2)},
– C2 = {max(2), min dist(2,B1), min dist(1,B2), min dist(2,B3)},
– C3 = {max(20), min dist(2,B2), min dist(2,B3)},
– C4 = {} and C5 = {max(2)}
where max is the maximum number of occurrences of that block type and
min dist is the minimum distance in number of blocks from that block type
to other. The game’s grid is described in Fig. 1.

Fig. 1. Initial grid

The framework requests 3 new blocks to fit a column of empty posi-
tions (1, 5), (2, 5), (3, 5) in a square grid where other positions were
already set by previous iterations with the block selection algorithm.
The genetic algorithm starts by creating 4 randomly selected individuals
from the set of admissible blocks TB . It results in a population P =
{{B5,B4,B4}, {B1,B1,B5}, {B2,B5,B3}, {B2,B3,B4}}. The application of
the fitness function returns these values:

– F ({B5,B4,B4}, {(1, 5), (2, 5), (3, 5)}) = 1 - because B5 is on its third occur-
rence when the maximum is 1.

– F ({B1,B1,B5}, {(1, 5), (2, 5), (3, 5)}) = 3 - because B5 already exceeds its
maximum occupation by 1 and there are 2 occurrences of B1 in excess.

– F ({B2,B5,B3}, {(1, 5), (2, 5), (3, 5)}) = 3 - because B5 is on its third occur-
rence when the maximum is 1 and B3 has 2 neighbors of type B3 while the
minimum distance to that type of block is 2 positions.

– F ({B2,B3,B4}, {(1, 5), (2, 5), (3, 5)}) = 4 - because B2 has 2 neighbors of
type B3 and B3 has 2 neighbors of type B3.

Following the algorithm, it stops at the forth generation where the population
is P = {{B4,B4,B4}, {B4,B5,B5}, {B4,B1,B2}, {B1,B5,B1}} because it
finds a fittest element: {B4,B4,B4} which has 0 conflicts with neighbors and
is used to obtain the final grid is described in Fig. 2.
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Fig. 2. Final grid

Running several examples showed us that the algorithm works well for our
application domain. With a relative short number of generations (10) we get
reasonably fit elements which make sense in terms of the game logics and with,
a limited impact in performance which was our original purpose. More precisely
we ran intensive tests with a grid of 100× 100 blocks, with 7 types of blocs and
2 types of constraints. Each population is made of 6 individuals with 5 blocks
each. The results for requesting a total of 1000 blocks being processed are the
following:

– Average fittest element of a request in the beginning of the generation process
(randomly generated): 1,212

– Percentage of optimal elements at the beginning of the generation process:
43,2%

– Average fittest element of a request in the end of the generation process
(which is going to be delivered to the clients): 0,548

– Percentage of optimal elements at the end of the generation process: 67,6%

4.5 Case Study: H1Z1

As a proof of concept we created a world in real time for an open-world survival
MMO game called H1Z1 [4]. In H1Z1 players are dropped in the world with
nothing but the clothes they wear and a flashlight, and must explore, search
and collect food, water and weapons to protect themselves. Having weapons
and ammunition is crucial to survive from other players attacks and also from
zombies that wander in the world. The world is mainly made of forests and has
several points of interest spread over where players can find the means needed to
survive. The way these points of interest are spread over the world is what makes
the gameplay enjoyable and the players eager to explore new areas, immersing
in the game experience.

5 Conclusions and Future Work

We have developed a framework for automatic content generation for massively
multiplayer online games. The framework makes it easy for game developers
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to add or replace world generation strategies, so it can support different map
structures and the introduction of new rules. This paper extends that framework
with a genetic-based block selection algorithm, introducing some flexibility in the
application of those rules. Running several syntectic examples showed us that the
algorithm works well for our application domain and has a very limited impact
in performance, which was our original purpose. There are still some details for
future work. We found that some types of blocks appear much more often than
others. The random selection of elements does not facilitate this and, although
the problem is minimized by the crossing and mutation operators, giving the
same probability of occurrence to blocks that should have a very short number
of occurrences than other blocks that can occur without restrictions makes it
harder to get a very good solution. We foresee that giving weights to types of
blocks could minimize this problem.

Acknowledgments. This work was partially supported by LIACC through Programa
de Financiamento Plurianual of FCT (Portuguese Foundation for Science and Tech-
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Abstract. Elasticity is one of the essential properties in Cloud Computing that
meets changeable needs of customers, and improves resource utilization for
providers. In this context, oversubscription is a very powerful technique to
increase resource utilization level as much as possible, which leads to a maximi‐
zation of the profit of cloud providers. In this paper, we propose an autonomous
architecture based on the MAPE-K control loop and using memory oversub‐
scription to improve operating performance in a cloud infrastructure. The over‐
load caused by oversubscription is mitigated by the live migration technique of
VMs as well as the use of the network memory of the various physical machines
of the cluster through the network. This latter technique is usually used as a
replacement technique for the swapping disc as it has more performance.

Keywords: Cloud Computing · Oversubscription · Live migration · Network
memory · Vertical elasticity

1 Introduction

With the development of information technology, modern applications require too much
physical resources. These applications are more memory intensive than other resources
such as CPU, bandwidth or disk storage. For this purpose, the memory presents a very
critical resource in an environment with a very wide access. In this paper, we present
an autonomous architecture based on the MAPE-K (Monitor-Analyze-Plan-Execute-
Knowledge) control loop introduced by IBM [1] and used in the field of automatics as
a self-adaptation technique.

This architecture manages a vertical elasticity in a cluster through the technique of
memory oversubscription. This technique is used in several fields. Taking the example
of air transport, airlines sell more tickets than the actual number of seats in order to
maximize the filling rate in case of discontinuance of certain customers. If the number
of customers appears more than expected, they will be moved to another flight or trans‐
mitted to another company.
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In cloud computing, it is called oversubscription, when providers deploy more
resources in the hope that users use less resource than initially requested. This situation
certainly leads to an overload situation when the requests exceed the actual physical
available capacity [2]. To this end, our architecture mitigates this overload via live
migration and network memory.

The global memory in a cluster is actually unusable. For this, our approach combines
the live migration of VMs with the use of network memory instead of the local disk
swapping given its performance more: (nano second vs. micro second) [3], asserting
that this technique is only useful in very fast networks (Giga Ethernet). In our paper, the
oversubscription ratio is dynamically managed by reporting the amount of oversub‐
scribed memory in real time. On the other hand, Live migration makes it possible to
share the load on resources other than memory (CPU, Bandwidth,…) between the
different physical machines of the Cluster. Live migration therefore contributes propor‐
tionately to load balancing.

The remainder of this paper is organized as follows: In Sect. 2, a brief description
of oversubscription is introduced in the context of Cloud Computing while presenting
the potential risks produced by this technique. Section 3 describes some related work in
the field of oversubscription. In Sect. 4 we propose an autonomous architecture inspired
by the autonomous control loop for the management of the vertical elasticity in a cluster
using memory oversubscription. Finally, in Sect. 5 we conclude our paper by discussing
our future work.

2 An Overview on Oversubscription in Cloud Computing

As mentioned above, oversubscription is a technique used in different fields. In Cloud
Computing, oversubscription (Also called overcommitment or overbooking) is a
resource management technique where the sum of user requests for such a resource

Fig. 1. Memory allocation in an oversubscription environment [2]
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exceeds the current available capacity in the physical machine (PM). Figure 1 presents
an oversubscription environment where the actual physical capacity is 04 GB and the
total request size is 06 GB [2]. This technique devotes more resources (CPU, memory,
and bandwidth) than is actually available on physical machines hosting a set of appli‐
cations [4]. Oversubscription can be both on the provider side and on the customer side.
In this paper, we focus on provider’s oversubscription, where they are efficiently sharing
limited resources aiming to maximize their profits and reduce costs, with a Service Level
Agreement (SLA) guarantee [5].

2.1 Opportunity for Oversubscription

Recent studies show that Cloud customers tend to over-estimate resource requirements
for their applications, and indeed use only a portion of these resources. An analysis of
the Google data centers for 29 days [6] shows that in a one (01) hour window, overall
usage is less than 50% for memory and less than 60% for CPU (Fig. 2).

Fig. 2. Use vs. allocation (memory/CPU)

Another study performed by Ghosh and Naik [7] on a set of 2193 VMs for a period
of one (01) months shows that 84% of the running VMs reach their maximum CPU
utilization only for a peak of 20% of the time and that less than 0.7% of VMs only reach
their maximum CPU utilization of almost 100%.

These studies show indeed, that the actual use of physical resources is very small
compared to the initially allocated amounts of these resources because of an over-esti‐
mation of users’ needs. Therefore, this over-estimation leads to a waste of resources,
from the cloud provider perspective, and higher costs, from the user perspective [8],
which gives an opportunity to oversubscribe resources.

While most hypervisors well known such as Xen, KVM, and VMware offer over‐
subscription ability through techniques such as memory ballooning and disk swapping,
these systems do not support dynamic and adaptive oversubscription ratios.
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2.2 Risks of Cloud Oversubscription

As stated in the previous section, the oversubscription technique is appropriate only with
an implicit assumption: Cloud providers assume that the sum of resources used at any
time does not exceed actual physical capacity. They also assume that all customers will
not show up to use their resources at the same time [2]. As it is difficult to predict the
workload, such an oversubscription approach leads to a situation of overload which
produces such problems [7]:

• Performance problem: the degradation of the response time of client requests.
• Availability problem: Blocking the VMs and possibly the entire system.

Since these problems occur, a violation of the Service Level Agreement (SLA)
promised by providers of the IaaS Cloud affects their credibility [7].

Resource overload can be devastating because it has the potential to prevent any
application progress [8]. The oversubscription strategy must be therefore conducted with
an overload mitigation technique. In this context, several techniques are detailed by
Baset et al. [3].

3 Related Work

Our work focuses on resource oversubscription and the associated overload mitigation
techniques. In this section, we cite some previous works in this field.

Baset et al. [3] present two solutions to solve the problem of resource overload caused
by oversubscription in an IaaS: live migration and quiescing VMs. The selection of the
VMs to shut down or to migrate is done according to a well defined policy while
respecting the constraints of placement. In that work a comparison between the different
strategies to mitigate the overload is carried out: migration, quiescing, or combination
between the two. The authors consider here a static oversubscription ratio fixed at two
(2) which does not reflect such a state of the system, in addition, the network memory
is not exploited.

In their approach Overdriver, Williams et al. [9] mitigate memory overload due to
oversubscription by two different strategies, where the choice of the appropriate strategy
is based on the duration of overload. Unpredictable or transient overloads are handled
reactively by a new technique called Cooperative Swap: swapping pages across the
network. Durable or sustained overloads are handled by live migration. In order to decide
which strategy to use, Overdriver uses initially fixed thresholds, and then these thresh‐
olds are reduced through a learning process available in the workload profiler compo‐
nent. This approach is close to ours, while it does not take into account the amount of
free memory either locally or across the network to generate a dynamic oversubscription
ratio.

Zhang et al. [10] propose an algorithm called Scattered which aim to minimize the
number of migrations of VMs in an oversubscribed environment. This algorithm mainly
avoids an overload cascade due to migration by the appropriate choice of the target
physical machine to migrate to. In addition, it minimizes the cost of migration by
analyzing the network topology. Scattered makes it possible, on the one hand, to
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maintain a minimum network traffic rate by minimizing the number of migrations, and
on the other hand it avoids future risks of overload by migrating VMs having a high
correlation in their workloads. This approach is not interested in the ratio of oversub‐
scription and the network memory is still unusable.

Ying [15] proposed an interference aware oversubscription strategy called Sponge.
This strategy aims to handle the interference between co-hosting VMs. The oversub‐
scription ratio makes a tradeoff between resource allocation and the performance
requirements of VMs hosted in the same PM. In this architecture, the oversubscription
module is used to allocate to the VMs a minimum amount of resources based on their
performance requirements. The oversubscribed resource entitlements are calculated
based on the placement of VMs.

Moltó et al. [11] propose a framework called CloudVAMP integrated with cloud
management platforms (CMP) in an on-promised cloud infrastructure. This Framework
automatically manages vertical elasticity by using memory oversubscription. To handle
(predict) memory overload due to oversubscription, the ballooning technique as well as
the live migration of VMs are applied. In this approach the oversubscription ratio is
dynamically managed and depends on the amount of free memory of the VMs of the
local host only, and thus, global memory is not addressed. In our paper, the adopted ratio
is an extension of this one, where both local and global memory are considered.

Tomas and Tordsson [8] proposed a framework for resource oversubscription aiming
to not exceed the physical capacity of the underlying hosts. They use two essential
mechanisms: admission control and scheduling. The first copes with horizontal elasticity
and decides whether a user query can be deployed or not using a profiling tool that
accurately measures and classifies applications’ behaviors. This ranking provides more
flexibility by treating the various applications differently. The latter copes with vertical
elasticity. It allows - after the deployment decision - to allocate the VM in the appropriate
location, taking into account physical capacities in order to avoid performance degra‐
dation.

Our work is related to these previous ones. However, it differs to them in significant
points. Concerning the oversubscription ratio, unlike the majority of studies that uses a
static oversubscription ratio, in our approach, a dynamic ratio is adopted that is adaptable
according to the state of the cluster. This ratio is reported dynamically and in real time
taking into account the local and global memory. In addition, to mitigate the overload
due to oversubscription, conventional approaches using only live migration, have been
improved by exploiting the global memory.

4 Proposed Approach

The objective of our work is to develop an autonomous architecture managing the
vertical elasticity in an IaaS Cloud with the technique of memory oversubscription. The
oversubscription technique allows maximizing the resource utilization; however, if the
oversubscription ratio is not managed wisely, this leads to a degradation of performance
and increasing the risk of SLA violation. In our paper, this ratio depends to the amount
of free memory available in the local host as well as the sum of the free memory amounts
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throughout the network cluster. This technique allows maintaining a dynamic oversub‐
scription ratio instead of using a static ratio depending solely on physical memory.
Thanks to the dynamic management of the oversubscription ratio and the real time
reporting of the state of the memory, the threshold triggering an elasticity operation is
so dynamic. The overload caused by this oversubscription is mitigated by two strategies:
live migration and network memory.

4.1 Overall Architecture

Our system is based on the MAPE-K self-configuration control loop. This loop includes
04 functions: Monitor, Analyze, Plan and Execute. The overall architecture mentioned
in Fig. 3 shows the following components:

• Workload Profiler: This component covers the Monitor function. It is the component
responsible for monitoring the workload in real time. It perceives the state of the
system and in particular the creation/destruction of VMs, turning on/off VMs,
changing the state in a VM. The information collected is sent to the Oversubscription
Controller.

• Oversubscription Controller: This component covers the Analyze function and
allows exploiting the information about the amount of memory from the local host
and the available in the network and continuously generates (with some granularity)
a dynamic oversubscription ratio.

• Elasticity Manager: This component is the core of the system. It covers the Analyze,
Plan and Execute functions. It retrieves information from other system components
to decide which elasticity operation to launch: Live Migration/Network Memory
(assuming that other strategies such as Memory Ballooning are not able to mitigate
overload). Overload detection and mitigation are discussed in the following sections.

Fig. 3. The autonomic control of the cloud infrastructure
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4.2 Memory Oversubscription

As said previously the oversubscription controller determines the amount of memory
oversubscribed at any time. Unlike the works mentioned above and in order to be real‐
istic, this quantity must be calculated taking into account the amount of free memory on
the local host as well as that available on the network, instead of using a fixed coefficient.
Considering N the number of VMs hosted in a host i, and M the total number of PMs in
the cluster, the amount of free memory reported for each VM hosted in a host PMi is
calculated as follows:

 =   + [( ∑ − ∑ =1 ) + ( ∑ /=1 )=1 ]

Memory Stolen
from the local host

Memory retrieved through
the network

(1)

where:

RMi: represents the amount of free memory reported for VMs hosted in a host PMi.
AMj: represents the amount of memory allocated to VMj.
UMj: The amount of memory actually used in VMj.
R: is an oversubscription coefficient (not the oversubscription ratio):
R = 0: means that there is no oversubscription.
R = 1: means that all free memory in the cluster is used for oversubscription
R > 1: means that oversubscription is greater than the actual amount of free memory.
If such a solution is not managed carefully, this may increase the risk of overload.

For any host PMi, the amount of free memory is calculated by Eq. (2):

Freei = Ci −
∑N

j=1
UMj (2)

where Ci represents the real memory capacity of the host PMi.
On each arrival of a request (arrival of a new VM), the quantity of memory requested

is compared with that expressed in Eq. (1) to decide whether the request can be served
or not.

Equation (1) can be summarized as follows: the amount of free memory reported for
such a VM hosted in any host is equal to the amount of free memory in that host plus
the amount of memory oversubscribed. The amount of oversubscribed memory is equal
to the sum of the stolen memory quantities of the local host plus the amount of memory
retrieved across the network multiplied by a coefficient R.

Theoretically this value is measured in real time. However, in order to avoid unnec‐
essary oscillations, the system marks only the significant variations: a threshold is used
to trigger such update.
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4.3 Overload Detection

First, an overload can be detected either at the VM level or at the physical host level.
Since the first approach requires modifications on applications running in such a VM [3],
our approach maintains detection at the physical host level. Memory overload is usually
detected by two indicators: paging rate and paging scan rate [3, 9]. For example, for the
first indicator an overload is detected if the pagination rate reaches a certain threshold.
In our paper, overload is detected intuitively - for a host - if the amount of free memory
is negative (Freei < 0). In order to avoid falling into a sudden overload, an overload
threshold OT (Overload Threshold) is used, and therefore an overload is declared if
Freei < OT. OT is calculated as the total amount of memory used in the host plus a
percentage of that amount [11], as mentioned in Eq. (3):

OT =
∑N

i=1
UMi ∗ (P + 1) (3)

where P is a percentage.
The overload threshold is used to predict relatively overload. If this threshold is

reached, an elasticity operation (Scale UP) is initiated by the Elasticity Manager
component. If the amount of memory decreases by a certain portion, another elasticity
operation (Scale Down) is started. The latter consists of decreasing the allocated memory
to the underlying VM.

Since our paper is interested in overload mitigating due to oversubscription, we have
focused on the first operation. This operation is performed by the Elasticity Manager
which can decide the appropriate strategy to use.

4.4 Decision on the Strategy to be Used to Mitigate the Overload

If such an overload is indicated, the mitigation procedure of this overload is triggered.
In order to decide between live migration and network memory, we proposed the use of
a specific indicator: the CPU load for the overloaded PM. To do this:

1. If a memory overload is detected and the CPU load is low, it is not necessary to
migrate the virtual machines, and the network memory is used as a remote paging.

2. If memory overload is detected and CPU load is high, live migration of one or more
VMs is applied.

Live migration therefore contributes proportionally to the load balancing between
physical hosts in the cluster. This technique is widely recognized in literature as the CPU
load balancing caused by jobs (process) and used in the cluster as a stable load balancing
strategy [12, 13].

Formally, the decision of the strategy to use is based on a processor utilization
threshold (or CPU length), and noted: CpuT (CPU Threshold).

If live migration strategy is selected, the number of migrations is minimized by two
means:

Migrate first the VM with the largest size and therefore a large memory space is
released, which helps to avoid future migrations.
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Migrate first to the PM with the lowest CPU load. The target PM therefore has a
low CPU load, and in the case of a future overload of it, the network memory is preferred
while avoiding a migration cascade.

• Since the CPU load is oscillated, i.e. it may be low at one instant and high at the next
instant, it is convenient to use an average load over a certain time interval. It is thus,
necessary to keep statistics concerning this load during the last interval of time.

• If such a live migration is performed for a VM from a source host to a destination
one, the new CPU load - that is certainly decreased - in the source host is considered,
which gives the opportunity to choose the network memory in case of future overload.

4.5 Overload Mitigation

As shown in Fig. 4, the virtual disks in the cluster are located on a SAN (Shared Area
Network) device, which requires – in case of migration – a migration of the memory
footprint of the VM only. We notice:

– CpuLi: the current CPU load in the host PMi.
– RPi (Remote Paging): remote memory paging in the host PMi.

Fig. 4. General architecture of the cluster

If such an overload is detected on a PMi (Freei < OT), the Elasticity Manager initiates
the necessary processing. This processing is summarized in the pseudo code of Algo‐
rithm 1. This algorithm handles the overload due to oversubscription by live migration
strategy where exploiting the global memory.
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Algorithm 1: OverLoad_Mitigation (Overloaded_hoste PMi)

Input: VMList = List of VMs hosted in PMi sorted by allocated memory
(decreasing order). 

PMList = List of PMs excluding PMi sorted by CPU load (increasing 
order)    

01: While (Freei < OT) do
02:      If CpuLi >= CpuT then      // Live Migration is applied
03:                 CurrentVM = VMList.First
04:                 k = 1 ; Flag = false ;
05:            While ( k <= PMList.Size & Flag == false) do
06:                   if Freek >= AllocatedMemory(CurrentVM) Then
07:                          Live Migrate CurrentVM to  PMk

08:                          Freei = Freei + AllocatedMemory(CurrentVM)
09:                          Freek = Freek - AllocatedMemory(CurrentVM)
10:          VMList.Remove(currentVM) 
11: Flag = true
12: endif
13: if (Flag == false) & (CurrentVM  PMList.Last) then
14: currentVM = CurrentVM.Next
15: Go To step 4
16:                   endif 
17:                k = k+1 
18: endWhile  
19: if  Flag == false then   go to step 22
20:          endif
21:       else // Network Memory is applied 
22:            Repeat 
23: Find PMj among PMList whith the largest Freej 

24:                        LackSpace = OT - Freei

25:                        Allocate RPj = Min (Lackspace, Freej) to PMi

as a remote paging 
26: Freei = Freei + RP 
27:                        Freej = Freej - RP                         
28:                Until (Freei >= OT) or (All Hosts in PMList are browsed)
29:    endif
30: endWile
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Algorithm Description:

• Lines 2–20 relate to overload mitigation by live migration (CPU load is high): We
first take the VM with the largest size and then we brows all the remote hosts (line
5) until we find enough space (line 6), so the migration is done. It is noted here, that
if a live migration is done, this doesn’t mean that the overload is mitigated, and the
main loop (line 01) allows continuing mitigation. The update of the free spaces - local
and remote - (line 8, 9) and the deletion of the migrated VM (line 10) are then carried
out. If we have not been able to find a free space, we pass to the VM with the size
just lower (line 14, 15). If no migration is possible (line 19) the second strategy
(Network Memory) is switched.

• Lines 21–29 relate to overload mitigation by network memory (CPU load is low):
The host with the largest free space is chosen first to avoid fragmentation of the
overloaded host (line 23). Intuitively, the lack space is calculated as “- Freei”, and as
long as a threshold is used, it is calculated as “OT - Freei” (line 24). In line 25 -
inspired from [14] - we allocate to the overloaded host a space exactly equal to the
lack space if there is sufficient space in the remote host. If the space is not sufficient,
all the space is allocated and other hosts are browsed until the overload is no longer
or all hosts are browsed (line 28). After the allocation is done, the free spaces -local
and remote- (line 26, 27) are updated.

When network memory is applied, the target PM is selected with the largest space
instead of the closest space, used in the naive migration algorithm [10]. The choice of
the PM with the closest space minimizes the fragmentation of the remote host but, it can
generate another overload on it, and thus, a cascade of overload will occur.

On the other hand, if the algorithm fails to mitigate overload, i.e. the overload remains
for a certain duration - defined within the SLA - other strategies are explored by the
cloud provider (ignition of new PMs, preemption of some VMs,).

5 Conclusion and Future Work

In this paper, we proposed an autonomous architecture for the management of vertical
elasticity in an IaaS Cloud. This architecture attempts to maximize the memory utiliza‐
tion through the oversubscription technique. If the oversubscription ratio is not managed
carefully, this technique quickly causes overloads. For this, our architecture adopts a
dynamic ratio depending on the available memory on the local host and the one available
across the network. In addition to the live migration, the network memory was exploited
to mitigate overload caused by oversubscription.

Our architecture is based on a centralized structure where the elasticity manager is
hosted on a dedicated node (master node). Therefore, our future work is to distribute
this component on each node of the cluster, where each one makes its own decisions to
mitigate the overload.

As another perspective, we tend to integrate our architecture with one of the open
source cloud management platforms, such as OpenStack, OpenNebula or Eucalyptus,
which do not support currently vertical elasticity.
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Abstract. The Cloud has become a new Information Technology(IT)
model for delivering resources such as computing and storage to cus-
tomers on demand, it provides both high flexibility and resources use.
However we are gaining these advantages at the cost of high security
threats, which presents the major brake for the migration towards Cloud
Computing.

Cloud Data Storage(CDS) is one of the Cloud services, it allows users
to store their data in the Cloud, this service is very useful for companies
and individuals, but data security remains the problem which makes cus-
tomers worried about their data that reside in the Cloud. In this paper,
we propose a framework of security to ensure the CDS, which is based
on agents, it contains three layers: Cloud Provider layer, Customer layer
and Trusted Third Party(TTP) layer.

Keywords: Cloud Computing · Cloud Data Storage · Trust · Data
security · Multi-agent system · Integrity · Confidentiality

1 Introduction

In the last years, computing and storage technologies are rapidly developed, one
of the major reasons is decreasing costs and increasing power of the computer
resources beside to the success of Internet, which led to the situation where a
big volume of data can be collected, stored and treated.

Cloud Computing is a new IT model, it provides storage and computation
resources as a service to the Cloud Customers (CC), often through a network
(typically the Internet).

Cloud Data Storage is one of the Cloud services. It allows users to store their
data in the Cloud, by reserving a virtual space in the Cloud, it also provides
the powerful way of managing data. Cloud Data Storage allows to store and
manage the data remotely. Users do not have to buy the expensive hardware
and to have policies to regulate and manage the data [1]. The major brake for
the adoption of this service is the data security. The virtualisation and the co-
location of the physical resources are the principal characteristics that distinguish
the Cloud Computing, which make the data security in the Cloud more difficult
c© Springer International Publishing AG 2018
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and complex than the traditional systems. The security of data in the Cloud is
the biggest challenge of Cloud Providers (CP).

To ensure the CDS security and safety, we propose in this paper a framework
of security, which contains three layers: the Customer layer, the Cloud Provider
layer and the TTP layer. It is based on trust model and mobile agents.

This paper is organized as follows: Section two introduces Cloud Computing.
Section three discusses the Information Security and Cloud Storage. Section
four is about the related works. Section five presents our framework and the last
section is a conclusion.

2 Cloud Computing Overview

According to the famous definition of NIST (National Institute of Standards and
Technology): Cloud Computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing resources
(e.g., networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service provider
interaction [2].

This Cloud model is composed of five essential characteristics, three service
Models, and four deployment models [3], as in Fig. 1.

Fig. 1. NIST visual model of Cloud Computing definition [4]

3 Information Security and Cloud Storage

In this section, we speak about Information Security in the Cloud and the Cloud
Storage concerns.
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3.1 Information Security

The term Information Security means protecting information and information
systems from unauthorized access, use, disclosure, disruption, modification, or
destruction in order to provide integrity, confidentiality and availability. Here,
integrity means guarding against improper information modification or destruc-
tion, and includes ensuring information non-repudiation and authenticity. Con-
fidentiality means preserving authorized restrictions on disclosure and access,
including means for defending proprietary and personal privacy information.
And availability means ensuring timely and reliable access to and use of infor-
mation [5].

To understand this term in Cloud Computing environment, we must take
into account the three main properties of Information Security [6]:

Confidentiality: It means keeping user data secret in the Cloud systems. It
ensures that user data which reside in Cloud cannot be accessed by unautho-
rized person. There are two basic approaches to achieve such confidentiality,
physical isolation and cryptography. Confidentiality can be achieved through
proper encryption technique: symmetric and asymmetric algorithms.

Data Integrity: It means Keeping data integrity is a fundamental task. It
means in Cloud system is to preserve information integrity. Data could be
encrypted to provide confidentiality but it will not guarantee that data reside on
Cloud has not been altered. There are two approaches which provide integrity
Digital Signature and Message Authentication Code.

Availability: Data should be available when it is requested via authorized user.
It ensure that user can be able to use the service any time from any place. Two
strategies called Hardening and Redundancy are mainly used to enhance the
availability.

3.2 Cloud Storage

Cloud storage is an important service of Cloud Computing, which offers services
for data owners to host their data in the Cloud. This new paradigm of data
hosting and data access services introduces two major security concerns [3]:

– Protection of data integrity. Data owners may not fully trust the Cloud
server and worry that data stored in the Cloud could be corrupted or even
removed.

– Data access control. Data owners may worry that some dishonest servers
give data access to unauthorized users, such that they can no longer rely on
the servers to conduct data access control.

4 Related Works

In the last years, many researchers used agents in their works, to ensure the
security in Cloud Computing.
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In [7] Shantanu et al., proposed a Cloud security two-tier framework, which
is based on a trust model and the use of agents, they used two agents for the
trust, one in Customer side and the other in Cloud Provider side, these agents
analyse the user behavior, to ensure that the user remains always as a trusted
entity before the interaction with the Cloud Provider. This model suffers from
some weakness, because there is no mechanism to prevent malicious activity
without Cloud service provider information about user activities, and the use of
proxy server, which presents also a weak point, if it crashes, the customer can
not communicate with the Cloud Provider.

In [8] Priyank et al., proposed an MAS framework to ensure the security of
the customer resources in the Cloud, they used mobile agents to supervise the
hyper-visor and to collect information from the virtual machines of the customer,
these agents monitor the virtual machines, to keep their privacy and integrity.
If there is any problem, they notify it. The weak point in this model is that the
user side is ignored, like the user identification and the identity management.

In [9] Amir et al., proposed a framework of MAS to facilate security of Cloud
Data Storage, the proposed framework has two layers: Customer layer and Cloud
Data Storage layer. In the Customer layer an interface agent is used for the
interaction with the customer, the other agents are distributed in the Cloud
Data Storage layer, each one of them has a specific task and they communicate to
achieve the global goal. The major problem in this work is that the security of the
Customer layer is not dealt with, specialy the mechanism for the identification
of the customer.

In [10] Alwesabi et al., proposed a MAS framework of Cloud security in
the form of two-tier framework: the Virtual Server layer and the Cloud Provider
layer. The communication between the two layers is ensured by the use of mobile
agents. In the Virtual Server side they used an analyzer agent for the authen-
tication of the customers, and in the Cloud Provider side a security agent is
used to ensure the security, the problem in this framework is that the security
mechanism used by the security agent is not clear.

In [11] Benabied et al., proposed a MAS framework to make safe Cloud
environment, which contains two layers: Cloud Provider layer and the Customer
layer. The communication between the two layers is ensured by the use of mobile
agents, to ensure the trust at Cloud environment, this framework based on the
use of Trust Model, they used two types of agents, one in Customer side and
the other in Cloud Provider side, this model ensures the customer trust and
guarantees that only the trusted customers can interact with the Cloud Provider.
The weakness of this framework is the monitoring of the Cloud Provider side,
which is ignored, like the supervising of the virtual machines.

In [12] Md. Rafiqul et al., proposed an agent based framework for providing
security to Data Storage in Cloud, which contains three levels: Customer level,
Cloud Provider level and Data Storage level. In their work, they considered that
the degree of data security is depended on data sensitivity, because of that, they
classified the sensitivity of data into five categories, for each category they used
a different method of authentication, a different algorithm of encoding and a



66 O. Arki and A. Zitouni

different function of hashing. By using this technique they increased the Cloud
performance, but they risk the data of the customer.

In [13] Venkateshwaran et al., proposed a security framework for Agent-
Based Cloud Computing, they based on the use of Trust Model. In their work,
they used a security agent, which ensures the security, it is responsible for the
authentication of the customers and the analysis of the customer’s trust. By using
this Trust Model, they guarantee that only trusted users can interact whith the
Cloud Provider.

5 The Proposed Framework

To ensure the security of data in the Cloud, we proposed a framework of security
based on agents, which contains three layers: the Customer layer, the Cloud
Provider layer and the TTP layer. In this work, we used a Trust Model to
manage the confidence of the customers, an Encryption Method to ensure the
privacy and the confidentiality of data and an Integrity Technique to allow the
user to check the integrity of his data in the Cloud.

The TTP Layer is an intermediary between the Customer layer and the Cloud
Provider layer. It is responsible for querying the Cloud Provider on behalf of user.
It has expertise and capabilities that users may not have [1]. It is responsible
for the Encoding/Decoding operation of data, before storing them in the Cloud.
It is also used to check the integrity of data, without recovering them by the
customer. Figure 2 presents our framework.

5.1 Framework Description

To store his data in the Cloud, the customer must initially authenticate himself,
for that it provides his information of identity to the Interface Agent. This last
analyzes the information seized by the customer, then asks the Proxy Agent to
check the identity of the customer. The Proxy Agent checks the identity of the
customer through his database. If the customer is well authenticated, the Proxy
Agent requests the Interface Agent to post the user interface to the customer,
and asks the Customer Trust Agent(CTA) to calculate the trust degree of this
customer. Only if the trust degree of the customer is enough to establish a
connection with the Cloud, the Proxy Agent creates a Mobile Agent(MA1), to
carry the request of the customer towards the TTP layer.

When the first phase is well established, if the customer wants to transfer
his data towards the Cloud, the Administrator Agent obtains the data from
MA1, which came from the Customer layer, and gives them to the Encoding
Agent, which encodes them, to ensure that no one can read the data that will be
transferred towards the Cloud (even for the Cloud Provider). After the encod-
ing operation, the Administrator Agent creates another Mobile Agent(MA2), to
carry the data towards the Cloud Provider.

When the MA2 arrives at the Cloud layer, it contacts the Provider Agent.
If all is regulated on the Storage level, the Provider Agent asks the Executor
Agent to execute the request and to store the data of the customer.
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Fig. 2. Framework description

In the opposite direction, to turn over the data to the customer, the same
procedure is carried out, the Provider Agent gives the data that is retrieved by
the Executor Agent to the MA2, that came from the TTP layer, which moves
towards the TTP layer, then the Encoding Agent decodes the data of the cus-
tomer, after the decoding operation, the Administrator Agent gives the data
to the MA1 that came from the customer layer, which moves to the Customer
layer and gives the data to the Proxy Agent, this last gives them to the Interface
Agent to display them to the customer.

The communication between the Customer layer and Cloud Provider layer
through the TTP layer, can be summarized with the two sequence diagrams
below, where the steps are as follows:

– Step 01: The customer sends his information of authentication to the Inter-
face Agent, which analyzes them, if the information is normal, it sends them
to the Proxy Agent.

– Step 02: The Proxy Agent checks the identity of the Customer, if the infor-
mation is correct, it connects himself to the Interface Agent with SSL con-
nection and asks him to post the user interface to the customer. If it is not,
the access is rejected.
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– Step 03: The Proxy Agent requests the consumer trust degree from the
CTA. Which calculates the trust degree of the customer and indicates if the
customer is a trusted entity or not.

– Step 04: The Proxy Agent receives the response from the CTA, if the cus-
tomer’s trust degree is more than the threshold for the connection, it creates
the MA1, which carries the request of the customer towards the TTP layer.
If it is not, the request is removed.

– Step 05: The Administrator Agent in the TTP layer receives the MA1, if
the customer wants to store his data, it passes the data of the customer to
the Encoding Agent, which encodes them and turns over them towards the
Administrator Agent (Fig. 3).

– Step 06: The Administrator Agent creates MA2, which carries the request
of the customer towards the Cloud Provider layer.

– Step 07: The Provider Agent receives the MA2, and asks the Executor Agent
to carry out the request of the customer.

– Step 08: The Executor Agent carries out the request of the customer (for
storing the data or to turn over them).

– Step 09: If the customer asked to recover his data, the Executor Agent turns
over them and gives them to the Provider Agent.

– Step 10: The Provider Agent passes the data to the MA2, which moves
towards the TTP layer and gives them to the Administrator Agent.

– Step 11: The Administrator Agent asks the Encoding Agent to decode the
data of the customer. This last decodes them, and turns over them to the
Administrator Agent.

– Step 12: The Administrator Agent gives the data to the MA1, which moves
towards the Customer layer and passes them to the Proxy Agent.

Fig. 3. The interaction between Customer and TTP
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Fig. 4. The interaction between TTP and Cloud Provider

– Step 13: The Proxy Agent receives the data and gives them to the Interface
Agent.

– Step 14: The Interface Agent displays the data to the customer, and the
customer can recover his data in full security (Fig. 4).

5.2 Trust Evaluation

Trust is one of the most important means to improve security and privacy of
Cloud platforms. While in fact trust is the most complex relationship between
entities because it is extremely abstract, unstable and difficult to be measured
and managed [14]. In our framework, we based on the work of [15], which is a
pervasive trust management model for dynamic open environments. It based on
fuzzy logic to calculate the trust degree of the customer, according to the actions
carried out by them.

To calculate the trust degree of the customer, we based on the continuous
examination of the customer behavior, the CTA uses a function of trust to indi-
cate the trust degree of each customer. After each action doing by the customer,
this agent recalculates the trust degree of the customer. The customer trust
degree can be reduced or increased by the CTA according to actions carried out
by the customer. At the end of each evaluation the customers are classified in
three categories: trusted entity, innocent entity and untrusted entity [15].

We can also classify the actions carried out by the customers in two classes:
positive actions and negative actions, the positive actions are correct actions
carried out by the trusted entity, However, we assume that all negative actions
are not the same, that is the reason because we distinguish between wrong actions
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and malicious actions, the wrong actions are bad actions which do not cause any
damage to the system as the attempt to access to unauthorized resources, they
are carried out by the innocent entity, but the malicious actions are harmful
actions like attacks, they are carried out by the untrusted entity [15].

To calculate the action value Pa, we take into account the performed action
weight, but this value is penalised or rewarded by the past behaviour. This
function increases or decreases according to the performed positive and negative
actions respectively, so [15]:

Pa =
(

1 − Na

Totala

)
.Wam where 0< = Pa< = 1

– (1-(Na/Totala)): means the past behaviour of the customer, it goes towards
0 if the behavior is negative, and towards 1 for a positive behavior.

– Na: is the number of negative actions realized by the customer.
– Totala: is the total number of performed actions by the customer during

the interaction with the Cloud Provider.
– Wa: is the action’s weight according to it’s nature (positive, wrong, and

malicious). Wa for positive actions is 1, for wrong actions is 0.5 and for
malicious actions is 0.

– m: the parameter m is the security level, where m>=1.

When the customer realizes a new action, Pa is recomputed, which reflects the
present behavior of the customer, the new trust degree will take it into account
and it will modify the current trust degree.

By the use of this model in our framework, we have an efficient method
for the access management, we guarantee that only the authorised customers
can interact with the Cloud Provider, we have also a kind of monitoring of the
actions carried out by the customers. So we can stop any attempt of malicious
action like the access for unauthorized resources, abuse of Cloud services or any
attacks.

5.3 Data Encryption

For the data encryption phase, there is two steps, to guarantee the data confi-
dentiality and privacy. The step of fragmentation, where we divide the data into
many fragments, then a step of encoding, where RSA algorithm is used to find
out the keys, these keys are used to encode and decode the file [16].

So the Encoding Agent divides initially the data of the customer into many
fragments, then it encodes them by using the RSA algorithm. After the Encoding
Operation, the TTP sends all of the fragments to the Cloud Provider to store
them. So the Cloud Provider contains only a parts of data, which have no means.
With this technique we guarantee that only the TTP can recover the data of the
customer. Figure 5 shows the Encoding Operation.
For the retrieving of the data, the TTP carries out the opposite operation, to
recover the real data of the customer from the fragments retrieved from the
Cloud Provider. As in Fig. 6.
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Fig. 5. Encoding operation

Fig. 6. Decoding operation

With the encryption of the file at the TTP layer, we guarantee that the data of
the customers are safe, so the client will not worry about the privacy and the
confidentiality of his data, which reside in the Cloud.

5.4 Data Intergrity Check

Integrity, in terms of data security, is nothing but the guarantee that data can
only be accessed or modified by those authorized to do so, in simple word it is
a process of verifying data. Data Integrity is very important among the other
Cloud challenges. As data integrity gives the guarantee that data is of high
quality, correct, unmodified [17].

To allow the customer to check the integrity of his data stored in the
Cloud, we based on the Provable Data Possession(PDP) Scheme based on
MAC(Message Authentication Code), to ensure data integrity of file F stored
on Cloud storage in very simple way. The TTP computes a MAC for each frag-
ment of the whole file with a set of secret keys and stores them locally before
outsourcing it to the Cloud Service Provider(CSP). It Keeps only the computed
MACs on his local storage, then sends the fragments of the file to the CSP, and
deletes the local copy of the fragments. Whenever a customer needs to check
the Data integrity of file F, the TTP sends a request to retrieve the file from
CSP, reveals a secret keys to the CSP and asks to recompute the MACs of the
fragments of the file, and compares the re-computed MACs with the previously
stored values [17] (Fig. 7).
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Fig. 7. Generating a MAC for each fragment

If the re-computed MACs at Cloud Provider and the MACs stored in the TTP
are the same, then the data integrity is checked.

6 Conclusion

Cloud Computing security is very important for the continuity of this model,
particularly in Cloud Storage service. In this paper we presented our proposed
framework to ensure the security of Cloud Data Storage(CDS), which contains
three layers. It is based on the use of agents, a Trust Model and the TTP which
is used for the encryption and the integrity check of data.

Work is currently going on the framework implantation, where it will be
applied to a specific case study. Further research could be realized to improve and
to extend the present work, by including cognitive agents to make the interaction
between these three layers more automatic, to increase Cloud performance.
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Abstract. Characterization of the information collected from the CLINIC CRC
SITE – BARRANQUILLA (Headquarter) network infrastructure will serve as a
foundation for building the new proposal of technological infrastructure for the
new site of the clinic located in Baranoa. It will be designed according to the
guidelines of the methodologies of design Top-Down and PPDIOO, which are:
analyze requirements, develop a logical design, develop a physical design, test,
optimize and document design, testing the network, and monitor performance.
Following each of the previous stages 4 scenarios were designed and tested, which
simulate the administration and performance of the network services.

Keywords: Infrastructure · Servers · Network services · Network design ·
VLANs

1 Introduction

At present the technological field is advancing faster than expected. During the last two
decades, there has been a huge growth in the size of networks and this is due to the
inevitable need to stay in communication. Everyday tasks are performed through tech‐
nological devices that allow automating the simplest processes performed by the human
being. However, the misuse of different technologies used in a functional network infra‐
structure, reduces the ability of the various devices built into the network design.

From this situation, every day in companies or other organizations it becomes neces‐
sary a good network design that guarantees the security, availability, scalability and
performance of the network environment, this balance offers security to one of the most
valuable assets in any organization, information.
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For this reason, the following project shows the importance of a flexible design that can
adapt to changes in traffic pattern and other requirements, changes that may come from new
protocols, and avoid incorporating design elements that would make it difficult to imple‐
ment new Technologies in the future. To this end, the new network infrastructure of Clinic
CRC – Site BARANOA branch will be taken, with the purpose of providing efficient
connectivity to the numerous services and network applications to the various users.

2 Networking Concepts

Among all the essentials for human existence, the need to interact is right after the need
to sustain life. Communication is almost as important to us as air, water, food and a place
to live.

The methods we use to share ideas and information are constantly changing and
evolving. While the human network was once limited to face-to-face, the media advance
continues to expand the scope of our communications. From the press to television, each
new development has improved and strengthened our communication.

With every advance in communication technology, the creation and networking of
solid data are having a deep effect.

2.1 Computers Networks

Gerardo defines the Computer Network as a system consisting of multiple computers
that are linked by some means of data communication, for example: coaxial cable (like
cable TV), twisted pair, optical fiber, radio signal, Satellite, etc. Figure 1 shows a
scenario of computer networks where a client and a server communicate [1, 2]:

Fig. 1. Client – Server Scenario

Computer networks offer several advantages for the administration of an organiza‐
tion, which are important to highlight in Table 1:
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Table 1. Advantages of computer networks

Advantages Description
Accessibility It provide access to the members of the organization to an

Institutional Database, where important events that occur to the
company are recorded, no matter where they take place

Security In a network, only those who have authorization for it can
participate and the type of activities they can do (consult, register,
modify, delete, etc.) can be defined by the organization

Efficiency and effectiveness Networks can eliminate repetitive operations within an
organization’s processes and even innovate the minimum
processes, generating added value and increasing the strength of
an organization

Savings A network can allow an organization to decrease its investments
in computers and programs when sharing a shared resource,
allowing us to share a network printer, CD players, etc.

2.1.1 LAN
To define the concept of LAN, Andrew expresses that Local Area Networks (generally
known as LANs) are privately owned networks that are in a single building or on a
campus of a few kilometers in length. Figure 2 shows the interconnection of several
computers or peripherals, an example of a LAN [3].

Fig. 2. Local area network – LAN

2.1.2 VLAN
A VLAN allows a network administrator to logically create groups of devices connected
to the network that act as if they are in their own separate network, even if they share a
common infrastructure with other VLANs. Figure 3 shows how it is possible to use a
VLAN to geographically structure the network and manage access and security policies
for user groups [4, 5]
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Fig. 3. Virtual local area network – VLAN

2.2 File Service

According to Marty, a File Server provides a network resource for storing information
(files or programs) that other network members can use, as long as they have the appro‐
priate permissions. The file server also facilitates the backup of network storage
resources. Allows sharing directories, drives and other objects [6].

2.3 Active Directory

Simmons explains Active Directory as a domain controller service that allow to store
and manage directory information and login processes for computers that are involved
in a domain. It is a service established on one or more servers where objects such as
users, computers or groups are created, to manage the logins on the computers connected
to the network, as well as the administration of policies throughout the network. Its
hierarchical structure allows to maintain a series of objects related to components of a
network, such as users, user groups, permissions and resource allocation and access
policies [7].

2.3.1 Active Directory Objects
Honeycutt states that the objectives of the Active Directory are to share and control
resources, equipment, information and programs that are locally or geographically
dispersed. Provide reliability to the information, having storage alternatives. Get a good
cost/benefit ratio. Provide privileges to users of information Transmit information
between distant users in the fastest and most efficient way possible. Figure 4 shows an
example of the Active Directory architecture [8].
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Fig. 4. Active directory architecture example

2.3.2 Organizational Unit
Stanek defines an Organizational Unit as a container where it can put different Active
Directory objects as Users, Computers, Groups and even other OUs. Within the same,
it can delegate Administration permissions on the objects that it has inside and it can
attach domain policies, to create and to apply different configurations on the types of
objects that we have inside. Figure 5 shows the creation of an Organizational Unit from
the Active Directory Users and Computers console [9].

Fig. 5. Organizational unit creation
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2.4 Network Topologies

The topology of a network is the relationship of the network devices and the intercon‐
nections between them. The word topology means basically form; The term network
topology refers to the shape of a network, that is, how all nodes (points) in a network
are wired [10].

3 Network Design: A Literature Review

Data networks and communications, in general, must meet the following basic condi‐
tions: security, scalability, high performance, redundancy, manageable and easy to
maintain. The key to the fulfillment of these conditions is to design a hierarchical
network of interconnectivity enabling users to various network services and applications
that support it [11]. There are important studies and research about green data center, it
is found in the scientific literature. In this literature review, some of these investigations
are mentioned.

Marugan in his research “Design of Network Infrastructure and Computer Support
for a Public Education Center” established the guidelines for modeling a technological
endowment for a kindergarten, taking into consideration several requirements for the
design of networks [12]. Ruile in his research “Design and implementation of IT service
management system of college or university campus network” analyzes the design and
implementation of a network management service on a university campus [13]. Haitao
in his study “Architecture design and implementation methods of heterogeneous emer‐
gency communication network” shows how to design and build an emergency commu‐
nication network, using methods of implementation with WiMax [14]. Hernandez, in
his applied research “Distributed Infrastructure For Efficient Management of Network
Services. Case: Large Company In Mining Sector in Colombia”, explain the process to
design and implement a distributed network infrastructure for a mining company [15].
Cadena in his study “Analysis and Design for Health Area No 1 located in the Historic
Center of the city of Quito”, shows the stages of the design and implementation of a new
network infrastructure of a Clinic in Quito [16].

4 Proposal of Design of Network Topologies for the New
Infrastructure

According to the information provided by the physical infrastructure plans of the Reina
Catalina Clinic - Baranoa Headquarters, the topology of the LAN and Data Center has
been designed. The PPDIOO and Top-Down network design methodologies were used
to design and implement the new network infrastructure of the clinic [17].

4.1 LAN Topology

As for the local network of the Clinic, the LAN topology has been designed, indicating
the equipment that will be part of the Local network, where it will access the users of
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different departments. Also, in Fig. 6, the LAN topology for the new network infra‐
structure is shown:

Fig. 6. LAN topology – CRC Baranoa

Similarly, Table 2 shows the total number of Assets in the local network

Table 2. Total Number of Assests

Number of network active devices
24 Ports switch 8
48 Ports switch 48 5
Analog phones 67
Desktops 188
Laser printers 22
Printers spot matrix 2

4.2 Data Center Topology

According to the information obtained in the interviews conducted to the head of systems
of the Clinic Reina Catalina - Sede Barranquilla, it was possible to determine the services
that are required for the new network infrastructure. Concepts were also used about the
design of data centers [18].

Similarly, the addressing used for the simulation of Data Center equipment will be
segmented into VLAN’s and other important conventions indicated in the Topology
below in Fig. 7:
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Fig. 7. Data center topology

5 Simulated Scenarios of the Various Network Services of the New
Technological Infrastructure

For the development of the Project, four scenarios have been determined where it is
intended to test the functionality of network services and devices, server administration,
traffic monitoring and other key services for this solution. All this will be done through
simulations and virtualization technologies.

5.1 Scenario 1: Switch and Firewall Operation and Management

During the simulation of this scenario, it was verified the operation and initial configu‐
ration of the networks, segmenting in three VLAN’s. In addition, there is evidence of
link aggregation, fault tolerance, and load balancing of the subnetworks with the VRRP
protocol. Remote management of Switches with SSH was also performed. Figure 8
shows the basic configuration of the routing (VLAN’s) and the VRRP [19, 20] in some
of the switches of this scenario:
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Fig. 8. VLAN and VRRP basic configuration

5.2 Scenario 2: Primary Services

During the simulation of this scenario, it is checked the administration of the users by
Active Directory and services of networks like DHCP and DNS in servers with Oper‐
ating System Windows Server [21–23]. In addition, the verification of these services is
carried out checking the connectivity of the users with routing delivered from the server
and the access of the users through the domain controller. Similarly, the configuration
of the switches is preserved in the same configuration of the previous scenario, with the

Fig. 9. Active directory users and computers - CRCB
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difference that DHCP Relay is configured in the other VLANs where the DHCP Server
is not located. Figure 9 shows the Active Directory Users and Computers console:

5.3 Scenario 3: Backup Services

In this scenario, the fault tolerance is checked against the services that were tested in
the previous scenario. Retaining Active Directory and DHCP configuration [24, 25], a
replica of these services was performed, making the configuration of a domain controller
to an existing domain by the Active Directory and DHCP Failover for the DHCP service
by setting the standby mode on the associated server. In addition, we have monitored
the network services for solving problems that we have in the network. Figure 10 shows
the DHCP service running on the Server and the replication of a network scope to the
associated server:

Fig. 10. DHCP server and DHCP failover

5.4 Scenario 4: Data Base and Files Services

In this scenario, the operation of the Storage services of this Network Infrastructure will
be checked, obtaining a file server and another dedicated server to back up the data that
will be handled in the clinic. On the backup file server with the FreeNAS Operating
System, file sharing was established with the SMB, FTP and TFTP protocol. In the same
way, it was verified the operation of a database service in charge of carrying out the
inventory of the computer equipment with all the information of Hardware and Software.
Figures 11 and 12 show the backup server with some shared folders and the OCS Inven‐
tory Inventory database service:
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Fig. 11. FreeNAS backup file services

Fig. 12. Inventory database service – OCS inventory

6 Conclusions

During the development of the proposal, the initial information was collected through
an interview, to analyze the requirements to be able to formulate a feasible Network
Design proposal that will adapt to the changes made in the future. In the development
of the research was used as a descriptive methodology for the collection of documen‐
tation of the current network of the Main Clinic, and applied where the proposed design
of the new infrastructure was proposed. In addition, network topologies were designed
for the Data Center and LAN, network services were also chosen that were simulated
in four scenarios to verify the development and administration of these services.

This paper hopes to be a contribution to the scientific literature related to the design
of network infrastructure and an important contribution for a healthcare provider to
function efficiently at all levels, thanks to a modern network design that supports the
latest protocols and technological trends.
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Abstract. In this research a collection of artificial intelligence techniques are
combined together to optimize the process of clustering textual transcripts
obtained from audio sources. Since clustering techniques have drawbacks that if
not taken care of will produce sub optimal clustering solutions, it’s essential to
attempt to optimize the clustering algorithms to avoid sub optimal solutions. As an
attempt to overcome this problem, different artificial intelligence techniques are
applied to avoid clustering problems. The main objectives of this research is to
optimize automatic topic clustering of transcribed speech documents, and inves-
tigate the impact of applying genetic algorithm optimization and initial centroid
selection optimization (ICSO) in combination with K-means clustering algorithm
using Chi-Square similarity measure on the accuracy and the sum of square dis-
tances (SSD) of the selected clustering algorithm. The evaluation showed that
using ICSO with genetic algorithm and K-means clustering algorithm with
Chi-square similarity measure achieved the highest accuracy with the least SSD.

Keywords: Clustering � K-means � Genetic algorithm � Speech transcripts �
Text clustering � Topic identification � Optimization � Centroid selection

1 Introduction

1.1 Dealing with Rapidly Growing Audible News

Audible news broadcasted on radio stations, television and on the internet is growing
exponentially, to facilitate future search and retrieval, massive amount of data must be
organized and stored, hence it demands rapid and robust techniques to organize and store
these massive amounts of data. There are many challenges that still confront the field of
multimedia information retrieval field despite its rapid advance in the past decade.

The asymmetric nature of audio and video is the main problem challenging
researchers on thisfield. Regarding audio, the analysis of audio documents has focused on
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two main directions. The first approach was to develop audio data classification schemes
to segment an audio document into coherent chunks of different types of audio classes—
music, speech, speech andmusic etc. [1, 2]. The second approach focused on transcribing
audio streams into text documents using Automatic Speech Recognition (ASR) — a
computer technology that identifies words spoken by a person into a microphone or
telephone and convert them to written text — then perform analysis for automatic
indexing, retrieval, and other tasks [3, 4]. These attempts have shown the availability of
applying ASR to audio streams to achieve indexing, retrieval and other tasks with sig-
nificant degree of success. However, there are other factors that affect the degree of
success of those approaches including the size and quality of the transcription process.

This research is organized as follows:
Section 2 Background, Sect. 3, K-Means challenges is discussed. Section 4 the

Proposed Model. Section 5, experimental results are evaluated. Section 6 concludes the
research, Sect. 7 future work.

2 Background

2.1 K-Means Clustering Algorithm

The K-means clustering algorithm will be used in this research, not only because it’s
one of the most commonly used clustering techniques but also because it has been
applied in many scientific and technological fields [15–24]. The K-means method has
not only suffered from a major problem of which the algorithm produces empty clusters
[18] added to that the problem produced by the random nature of cluster’s initial
centers selection that causes the algorithm to tend to sub optimal solutions. K-means
clustering algorithm will be used to group transcribed textual documents obtained from
audio sources into topics by applying a similarity measure based on the Chi-square
method, which is designed to eliminate non informative words that will more likely be
erroneous words when applied on transcribed documents [4].

The K-means clustering algorithm belongs to the partitioning based and nonhierar-
chical clustering techniques [16]. The algorithm starts with a set of numeric objects X and
an integer number k, then attempts to find the partition of X into k clusters while mini-
mizing the sum of squared errors [19]. First theK-means algorithm initializes the k cluster
centers. Second, the algorithm attempts to allocate each of the input data points to the
closest centers according to the square of the Euclidean distance from the cluster [26].
Third, themean value of each cluster is computed in order to update the cluster center. This
updating process happens because of the change in the membership of each cluster [20].
Re-assigning themembership of the input vectors and the continuous update of the cluster
centers is repeated until no more changes in the value of any of the cluster centers occurs.

K-means is commonly used because of its simplicity and the ability of applying it
on a wide variety of data types. However, it’s quite sensitive to the initial positions of
cluster centers. Listed below are the steps of the K-means algorithm:

1. Initialization: K data points are chosen randomly to initialize the K cluster centers.
2. Nearest-neighbor search: for each data point, the data point will be assigned to a

cluster center if this cluster center is the closest to that data point.
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How near the data vector is close to a centroid is calculated using formula (1).

d(zp; ajÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xd

k¼1
zpk � ajk
� �2

r

ð1Þ

where d represents the dimension of the data point vector, Zp represents the centroid of
the cluster P and aj is the data point’s vector. 3. Updating the mean: for each cluster,
calculate the mean of the input vectors assigned to that cluster to find the new cluster’s
center. 4. Stopping criteria: step 2 and step 3 are repeated until there’s no change in the
value of the calculated means.

2.2 Genetic algorithm

On the other hand, genetic algorithms where introduced by Holland [6] and further
described by Goldberg [7] as optimization techniques to search for global or near
global optimal solutions, it’s a smart exploitation of the random search used to solve
optimization problems. To overcome the transcription errors produced by the common
drawbacks of ASR, root-based stemming technique is applied. To achieve topic
identification, K-means [5] clustering technique is utilized.

2.3 K-Means with GA and Optimized Initial Centroid Selection

This work embraces the approach of applying ASR technology to Arabic news audio
documents, and then applying preprocessing techniques and clustering algorithm on the
transcribed textual documents produced by the ASR as in Fig. 1, then attempt to
optimize the operation of the K-means initial centroid selection using Initial Centroid
Selection Optimization (ICSO) an approach presented in this research, which should
enhance the quality of the randomly selected centroids as in Fig. 2.

Audio
Files

ASR System
Transcribed 
Textual 
Files

Topic Identification 
using Clustering

Preprocessing Steps

Tokenization

Stop Words Removal

Stemming

Weighted Matrix Construction

Transcribed 
Textual 
Files

Fig. 1. The procedure of clustering-based topic identification of transcribed textual files
obtained out of audio files.
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Finally introduce these centroids for the K-means algorithm and produce a number
of clustering solutions, and deliver these solutions as the initial population for the
genetic algorithm to attempt to find the global or near global optimal solution. The
topic clustering accuracy is evaluated for the selected clustering algorithm in four
situations: When the transcribed documents are clustered using pure K-means without
the use of neither ICSO nor GA, when clustered with ICSO support, and when clus-
tered using ICSO and GA optimization as shown in Table 1.

3 K-Means Challenges

Despite the simplicity of k-means and its wide scale of usage in different fields, there are
some challenges related to it, one of the most important drawbacks of k-means is that the
algorithm’s final clustering result is extremely sensitive to one of the basic andmandatory
steps of k-means which is the initial random centroids selection [22]. As a result, for a
given clustering problem, different algorithm runs can output different clustering solu-
tions for the same problem depending on the initial centroids selection [24], that’s why in
many previous researches and applications, k-means results in terms of accuracy where
not on the top because the algorithm may tend to sub optimal solutions [12].

Therefore we propose in this paper that if we provided the k-means algorithm with
high quality initial centroids, the algorithm will show significant results. Furthermore, if
genetic algorithm optimization was applied alongside k-means with high quality initial
centroids, the algorithm will show results that might exceed other clustering techniques.

4 Proposed Model

The K-means is quite sensitive to the initial selection of random centroids, as it depends
on the initial centroids to compute distances between them and the data set elements
targeted for clustering and assign each element to the closest centroid, then compute the
mean of each formed cluster and recalculate the centroid value.

Assume we have a test data set of 100 objects that we have a prior knowledge that
they can be divided into 4 clusters each containing 25 elements. If we pass this data set
to the k-means to cluster it and provided the algorithm with k = 4, the algorithm will
start by randomly picking 4 centroids, the problem will happen if the algorithm picked
more than one centroid that belong to the “same” category, moreover the algorithm
might pick all 4 initial random centroids from the same category, because of that,
obviously the algorithm will out put a solution with very bad accuracy. That’s why in
the Initial Centroid Selection Optimization phase we will guide the k-means algorithm

Table 1. Testing scenarios

Case ID K-means Centroid optimization GA

A ✓ ✗ ✗

B ✓ ✓ ✗

C ✓ ✗ ✓

D ✓ ✓ ✓
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to pick high quality initial centroids, in other words, maximize the probability that the
algorithm will pick 4 initial random centroids that doesn’t belong to the same cluster.
Our data set will be text transcripts gained from transcribing Arabic audio news files.

4.1 Vector Representation Model

Initially, all files will be represented using Vector Representation Model (VRM) [12].
Then, these vectors will be sorted by each word’s weight either ascending or
descending both will achieve our objective which is, by sorting these vectors, those
who are similar will be grouped together. Each vector will be a row matrix 1 � n
where n is the number of all unique words that are present in all the transcribed files,
and all words will be grouped into zones within the vector so the summation of all the
weights the belong to a specific zone will describe the weight of each document
regarding that zone.

4.2 Initial Centroid Selection Optimization

Then divide these vectors into k zones according to the user specified k, and direct the
algorithm to choose the k initial random centroids one from each zone. Thus each initial
centroid will be random and at the same time each initial centroid will be more likely
different than the others hence doesn’t belong to the same cluster, hence provide high
quality initial centroids to the k-means algorithm to start with as visualized in Fig. 2.

After the n vectors are sorted, they will be divided using formula (2):

Z ¼ n=k ð2Þ

where n is the total number of vectors and k is the user specified number of clusters and
Z is the number of zones.

Transcribed 
Textual Files

VRM

V1
V2
V3
V4
V5

Sorted 
Vectors

V2

V1

V4

V5

V3

Zone 1

V2

V1

Zone k

V4

V5

V3

1 Random Centroid
V1

1 Random Centroid
V5

K - means

Fig. 2. The procedure used to provide high quality centroids to the k-means, using k = 2
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4.3 Genetic Algorithm to Optimize K-Means

Agenetic algorithm is a randomized search andoptimization techniquewhich is guided by
principles of evolution and natural genetics, having a large amount of parallelism [9, 10].

In order to apply genetic algorithm based data clustering we first need to specify
how an individual will be represented then initialize starting population then pass it to
the fitness function then select fit chromosomes then apply crossover to mix good
solutions together in hope of a better solution might arise from this mixture, finally
apply mutation to prevent the chromosomes to be trapped in a local minimum value in
one of its genes. Each individual represents one feature subspace. Its fitness represents
the clustering result and how good it is regarding the feature space that the individual
represents. The larger the fitness, denser the data in such feature subspace, the better the
clustering results will be [11].

The proposed algorithm will be as following:

[0] START 

[1] Sort the vectors either ascending or descending 

[2] For i = 0 : P do the following: 
Generate K random optimized centroids using (ICSO) and pass them to K-Means to get P clustering solutions.

For each P, Loop until convergence 
Save each result and its updated means in P and PM at the same index. 

[3] Pass the P solutions gained from step 1 to the genetic algorithm as the initial population 

[4] For each individual do the following: 

(a) Calculate the fitness of each individual with each mean in PM
- Result = most fit individual 

   - Means = means of Result 

(b) If MaxGen or TSSD is reached go to [5] END and deliver Result and Means as the optimal solution. 

(c)  Apply selection 

(d)  Apply Crossover 

(e) Apply mutation. 

(f) - Pass off spring to (a) –Loop 
[5] END 

Input: 
P: Population size. 
PM: Population means. 
K: Number of clusters. 
D: Data set in VRM. 
MaxGen: Maximum number of generations. 
TSSD: Targeted Sum of squared distances. 

Output:
Result: The fittest chromosome. 
Mean: mean of the fittest chromosome 

 Steps: 
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4.4 Algorithm Explanation

Provide the algorithm with the following inputs:

1. Population size
2. Number of clusters
3. Data set
4. Maximum number of generations
5. Targeted sum of square distances.

Population size will indicate the maximum number of individuals (possible solu-
tions) that will be generated initially for the genetic algorithm to use. Number of
clusters as one of the basic need of the K-means algorithm to start, will be provided by
the user to direct the K-means algorithm to split the input data set into a number of
clusters. Data set which is the data set to be used as subject of the test.

Maximum number of generations is a criterion value which will indicate the
maximum number of generations available for the genetic algorithm to go through, it
will be used as a stopping criterion which if reached the whole composed algorithm
will halt and deliver final results. Targeted sum of square distances is also a criterion
value which indicates a desired sum of squared distances value that if reached by the
composed algorithm will cause it to halt and deliver final results.

The first step is to sort all the vectors either ascending or descending, by doing that
the scrambled vectors will be rearranged and we assume that vectors with close
characteristics in terms of words weights will be grouped together. The second step is
to generate K initial random centroids using the initial centroid selection optimization
method shown in Fig. 3.

Fig. 3. Optimizing the selected initial centroids using dump vectors.
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We assume that by using the initial centroid optimization method to generate k
initial centroids for each chromosome of P, and letting k-means produce P clustering
solutions and update the centroids until convergence as in Fig. 3, all clustering solu-
tions acquired in this step as in Fig. 4, will already be a good clustering solutions that
might face the problem of being not the optimal solution, thus, passing them to genetic
algorithm for optimization.

The third step, for each P and PM concatenate the updated centroids with their
solution at P to form the final structure of the chromosome as shown in Fig. 5.

Fig. 4. Initial population (P1, P2, P3, and P4) attached with their centroids.

Fig. 5. Final chromosome structure.
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Now that we have P number of clustering solutions concatenated with their updated
centroids acquired from the previous step, the third step is to pass these chromosomes
to the genetic algorithm to start operating on them to attempt to search for the most
optimum clustering solution. Fourth, the genetic algorithm will calculate the fitness of
all chromosomes regarding their centroids by calculating the sum of square distances
between cluster elements and their centroid as in Eq. (3):

f C1;C2; . . .;Cnð Þ ¼
XK

i¼1

X

xj2Ci
jjxj � zijj ð3Þ

Then keep the fittest chromosome and its means, and then apply genetic operators
only on parts 1 to k as in Fig. 5 of each chromosome. To maintain chromosome
integrity during the crossover operation we must crossover corresponding parts of each
chromosome for example “part 1 from chromosome 1 with part 1 from chromosome
2”, because each corresponding parts are generated from the same zone in the initial
centroid selection optimization phase as shown in Fig. 3.

That’s why we assume that part 1 from chromosome X is at the same context with
part 1 from chromosome Y. Then pass the offspring to the fitness function and loop
until maximum number of generations or a targeted SSD is reached. Finally we will
acquire a clustering solution to a problem to calculate the average accuracy and to
compare it to previous results.

5 Experimental Results Evaluation

The proposed algorithm and techniques will be tested on a data set combined of 1000
transcribed Arabic news broadcast videos, 18% of the transcripts where categorized
into 4 sets of news categories (Politics, Weather, Business, Sport), then a collection of
text files preprocessing procedures were made on them as following:

Tokenization, word grouping, words suspension, all these steps are done on the
data set to prepare it to be presented in Vector Representation Model to get the
weighted matrix of all documents regarding the constructed vector, then start our
implementation (Fig. 6).

Now that we got the vector designed and words from the same categories grouped
together in regions within that vector as mentioned before, the remaining 82% of the
data set will be represented in VRM using the same vector.

Four different algorithms of K-means were used [14], (Lloyd, Forgy’s, McQueen,
Hartigan-Wong), advantages and disadvantages of each is listed in Table 2.

All files of the data set where randomly shuffled and given a standard name from
D1 to Dn where n is the total number of documents and the following test cases were
applied. First test case, a pure K-Means was applied on the data set which we know in
advance that it has Business, Politics, Sport, Weather, 250 file in each category. The
Second test case was applying K-Means with centroid optimization on the same data
set, third was applying K-Means with genetic algorithm optimization, and finally
applying K-Means with initial centroid selection optimization and genetic algorithm
optimization, all previous scenarios are repeated 4 times, one for each version of
k-means and the following results were acquired:

94 A.M. Maghawry et al.



Audio
Files

ASR System
Transcribed 
Textual 
Files

Preprocessing Steps
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Words grouping

Vector Design

Fig. 6. The process of representing all of the data set into VRM.

Table 2. K-means algorithms

Algorithm Advantages Disadvantages

Lloyd - For large data sets
- Discrete data
distribution
- Optimize total SSD

- Slower convergence
- Possible to create empty clusters

Forgy’s - For large data sets
- Continuous data
distribution
- Optimize total SSD

- Slower convergence
- Possible to create empty clusters

McQueen - Fast initial
convergence
- Optimize total SSD

- Need to store the two nearest-cluster
computations for each case
- Sensitive to the order the algorithm is applied to
the cases

Hartigan-Wong - Fast initial
convergence
- Optimize
within-cluster SSD

- Need to store the two nearest-cluster
computations for each case
- Sensitive to the order the algorithm is applied to
the cases
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5.1 Applying K-Means Only

5.2 Applying K-Means with GA

5.3 Applying K-Means with Initial Centroid Selection Optimization

Table 3. Results for case 5.1

# K-means algorithm Avg accuracy Avg iterations Avg SSD

1 Hartigan-Wong 83.3% 2.67 10,714,603.925
2 Lloyd 76% 3.6 9,155,058.925
3 Forgy 80.67% 4 9,210,684.500
4 McQueen 83.3% 3.3 4,857,707.525
– Average SSD 3,393,8054.875
– Average Accuracy 80.81%
– Average Iterations 3.39

Table 4. Results for case 5.2

# K-means algorithm Avg accuracy Avg MaxGen Avg iterations Avg SSD

1 Hartigan-Wong 84.7% 17 2.67 10,524,203.67
2 Lloyd 78% 24 3.6 9,155,058.49
3 Forgy 81.41% 28 4 9,210,622.500
4 McQueen 84.3% 18 3.3 4,857,693.525
– Average SSD 3,374,7617.912
– Average Accuracy 82.10%
– Average MaxGen 21.75
– Average Iterations 3.39

Table 5. Results for case 5.3

# K-means algorithm Avg accuracy Avg iterations Avg SSD

1 Hartigan-Wong 100% 1.67 2,115,090.21
2 Lloyd 86.3% 2.6 2,238,123.64
3 Forgy 84.67% 2.6 2,238,123.64
4 McQueen 86.3% 1.67 2,238,123.64
– Average SSD 2,207,365.28
– Average Accuracy 89.31%
– Average Iterations 2.135
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5.4 Applying K-Means with Initial Centroid Selection
Optimization and GA

5.5 Final Results

Results from Tables 3, 4, 5 and 6 are acquired using “speechnotes” [13] transcriber
with WER = 10.2% for 40,435 reference words on our data set that consists of 1000
transcribed audio files using “speechnotes”.

5.6 The Average Sums of Squared Distances as in Fig. 7

Table 6. Results for case 5.4

# K-means algorithm Avg accuracy Avg MaxGen Avg iterations Avg SSD

1 Hartigan-Wong 100% 13 1.67 2,115,046.21
2 Lloyd 86.3% 21 2.6 22,380,75.24
3 Forgy 84.67% 25 2.6 2,238,075.24
4 McQueen 86.3% 14 1.67 2,238,075.24
– Average SSD 2,207,317.98
– Average Accuracy 89.31%
– Average MaxGen 18.25
– Average Iterations 2.135

Table 7. Final results

Test case# Avg SSD Avg Acc (%) Avg MaxGen Avg Iter

1 33,938,054.875 80.81 – 3.39
2 33,747,617.912 82.10 21.75 3.39
3 2,207,365.28 88.31 – 2.135
4 2,207,317.98 88.31 18.25 2.135

Fig. 7. Average sum of squared distances for all test cases
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5.7 The Average Accuracy as in Fig. 8

5.8 The Average Maximum Number of Generations as in Fig. 9

5.9 The Average Number of Iterations as in Fig. 10

Fig. 8. Average accuracy

Fig. 9. Average maximum number of generations

Fig. 10. Average number of K-means iterations
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5.10 Previous Results [12]

Previous results acquired using Dragon Dictation Recognition System with WER =
20.6 for 30,040 reference words on previous data set consisting of 1000 transcribed
audio files using Dragon Dictation Recognition System (Table 8).

5.11 Results on Previous Data Set

Our technique was applied on previous data set used in [12] to compare results
(Table 9).

6 Conclusion

Four test cases were implemented and the results were acquired in Tables 3, 4, 5 and 6,
and then compared against each other in Table 7. Comparison shows that clustering
using genetic algorithm has slightly improved the average accuracy by 1.29% and the
average SSD by 190,436.963 with no change in the average iterations, while the
dramatic change appeared when the initial centroid selection optimization technique
was applied, which improved the average accuracy by 7.5% and the SSD by
31,730,689.595 and the average iterations by 1.25 iteration. Applying genetic algo-
rithm after the ICSO technique has slightly improved the SSD by 47.3, but neither
improved the average accuracy nor the average iterations.

We conclude that the improving impact of genetic algorithm on k-means is not as
dramatic as initial centroid selection optimization, applying genetic algorithm opti-
mization with k-means alone will result in a slight improvement in terms of average
accuracy and the sum of square distances, while applying initial centroid selection
optimization alone with k-means will result in a significant improvement in terms of
average accuracy and average iterations for k-means to converge, finally applying
genetic algorithm on the results of k-means and initial centroid selection optimization
will result in a slight improvement in terms of sum of square distances. Finally running
k-means with ICSO and GA on the dataset of [12] has resulted –as expected- in a
significant improvement in terms of accuracy by 8.86%, while slightly exceeded the
spectral algorithm implementation by 0.7%.

Table 8.

Clustering approach Average accuracy
Chi-square (%)

K-means 79.05
Spectral 87.21

Table 9.

Clustering approach Average accuracy
Chi-square (%)

K-means + GA + ICSO 87.91
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7 Future Work

In this research we found out that ICSO had a dramatic impact in terms of accuracy and
SSD for the clustering process while Genetic algorithm didn’t had as much impact as
ICSO. Future research will be conducted in order to find better ways to utilize GA to
get the most efficient use for the algorithm to optimize k-means results.
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Abstract. The manufacturing cell design problem is part of the cellular
manufacturing system and it has been widely studied as an optimization
problem. It consists of grouping machines in parts into manufacturing
cells in order to minimize the inter-cell movements. In recent years, dif-
ferent approximate methods have been used to solve this problem. In this
paper, we propose a new approximate method inspired on the phenom-
enon of the colonial age, called imperialist competitive algorithm. In the
colonial age, the most powerful countries competed to conquer colonies
for increasing their power, where the country with highest power was
considered the imperialist one. We performed several experiments on
a set of 90 instances, where the proposed approach is able to produce
optimal values for the whole set of tested instances.

Keywords: Manufacturing cell design problem · Imperialist competi-
tive algorithm · Metaheuristics

1 Introduction

The Manufacturing Cell Design Problem (MCDP) is part of Group Technology
and it consists of grouping machines in parts or products into families, which
are processed in a miniature factory, called cell [2]. In general terms, it is design
to reduce the production costs by grouping machine and part families. In this
context, the main aim is to build manufacturing process in a way that minimizes
movements of parts from one cell to another finding machine-part’s associations
with the least amount of part movements between cells.

Many researches can be found for solving MCDP, such as: a production flow
analysis for planning group technology [3], the part families problem in flexible
manufacturing systems [7], an evaluation of search algorithms and clustering effi-
ciency measures for machine-part matrix clustering [8] and a linear formulation of
the machine-part cell formation problem [2], which it is used as the mathematical
model in this research. Due to MCDP is an NP-hard problem, several researchers
consider applying approximation methods as metaheuristics: a migrating birds
c© Springer International Publishing AG 2018
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optimization algorithm for machine-part cell formation problems [9,10], solving
the MCDP via invasive weed optimization [12], solving MCDP by using a dol-
phin echolocation algorithm [11] and solving MCDP using a shuffled frog leaping
algorithm [13].

In this work, we propose the Imperialist Competitive Algorithm (ICA) to
solve the MCDP. This metaheuristic is a population-based method inspired on
phenomenon of the colonial age, where the most powerful countries competed
to conquer colonies for increasing their power [1,6]. This approach has three
stages: initialization, competition and elimination. Then, in the initialization
stage, countries with the best cost are determined as the imperialist countries.
In the competition stage, every imperialist tries to conquer more colonies. This
chance is determined by the power of each imperialist that is related to its cost.
In the final stage, the weakest empires collapse and the strongest empires win
colonies [5]. The algorithm reach a solution once an unique empire governs. We
present interesting results on set of 90 instances taken from Boctor’s experiments,
where the incorporation of the above-mentioned elements clearly improves the
results.

This paper is organized as follows: In Sect. 2, we describe the manufacturing
cell design problem. Section 3 presents the algorithm used to solve the problem.
Section 4 provides the experimental results. Finally, conclusions of the results
and future works are detailed in Sect. 5.

2 Problem Description

The Manufacturing Cell Design Problem (MCDP) proposes to divide a plant of
industrial production in a number of cells. Each cell contains machines with sim-
ilar types of processes or families of parts. The goal is to identify an organization
of cells so that the transport of different parts between cells is minimized. In this
paper, we define the manufacturing cell design problem by using an array-based
grouping approach. The main idea is to represent the processing requirements of
parts on machines through an incidence matrix named machine-part (M × P ).
This matrix holds binary domains and is denoted as A = aij , where:

aij =
{

1 if part j visits machine i for the processing;
0 otherwise.

For the resolution of MCDP three matrices are used. The first matrix is the
incidence matrix M ×P (see Fig. 1), which indicates the parts that are processed
by machines. The second and third matrix are solutions M × C and P × C (see
Fig. 2), which together with the incidence matrix form a new distribution of
machines and parts in cells (see Fig. 3). The parameters used are: 5 machines, 7
parts, Mmax = 3 for 2 cells. Finally, we can determined that:

– The new distribution is described in Fig. 3.
– The cell 1 is composed of the machines 2, 3, 5 and of parts 1, 3, 7.
– The cell 2 is composed of the machines 1, 2 and the parts 2, 4, 5, 6.
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Part 1 Part 2 Part 3 Part 4 Part 5 Part 6 Part 7

Machine 1 1 1 0 1 1 1 0

Machine 2 1 0 1 0 0 0 1

Machine 3 1 0 1 0 0 0 1

Machine 4 0 1 0 1 0 1 0

Machine 5 1 0 0 0 0 0 1

Fig. 1. Initial incidence matrix M × P

Cell 1 Cell 2 Cell 1 Cell 2
Machine 1 0 1 Part 1 1 0
Machine 2 1 0 Part 2 0 1
Machine 3 1 0 Part 3 1 0
Machine 4 0 1 Part 4 0 1
Machine 5 1 0 Part 5 0 1

Part 6 0 1
Part 7 1 0

Fig. 2. Matrix M × C and matrix P × C

Cell 1 Cell 2
Part 1 Part 3 Part 7 Part 2 Part 4 Part 5 Part 6

Machine 2 1 1 1 0 0 0 0
Machine 3 1 1 1 0 0 0 0Cell 1
Machine 5 1 0 1 0 0 0 0

Machine 1 1 0 0 1 1 1 1
Cell 2 Machine 4 0 0 0 1 1 0 1

Fig. 3. Rearranged incidence matrix M × P

– The optimum value obtained is 1 (see exception in Fig. 3: machine 1 with
part 1 without assigned cell).

A mathematical formulation of machine-part cell formation problem is given
by Boctor [2]. The optimization model is stated as follows, Let M the number of
machines, P the number of parts, C the number of cells, i the index of machines
(i = {1, . . . , M}), j the index of parts (j = {1, . . . , P}), k the index of cells
(k = {1, . . . , C}), Mmax the maximum number of machines per cell, A = aij

the M × P machine-part incidence matrix, yik the M × C machine-cell matrix
(yik = 1, if machine i ∈ cell k; 0 otherwise), and zjk the P × C part-cell matrix
(zjk = 1, if part j ∈ cell k; 0 otherwise).

The problem is represented by the following mathematical model:

minimize
C∑

k=1

M∑
i=1

P∑
j=1

aijzjk(1 − yik) (1)
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subject to:
C∑

k=1

yik = 1 (2)

C∑
k=1

zjk = 1 (3)

M∑
i=1

yik ≤ Mmax (4)

3 Imperialist Competitive Algorithm

Similar to other evolutionary algorithms, the Imperialist Competitive Algorithm
(ICA) starts with an initial random population where each individual in the
population represents a country. The first step is to initialize the empires, to
which should be selected with lower cost countries as imperialist countries, the
other countries will be considered colonies of the imperialists. The allocation
of the colonies for the imperialists is based on the power of the latter. After
this initialization, the next step is to move the colonies to the imperialist. An
imperialist and its colonies form an empire, which competes with other empires
in the world (search space). The survival of an empire relies on the power of
itself to start taking colonies of the competitors, while the power of the great
empires increases and the less powerful empires collapse. The extreme case of the
imperialist competition is when only one imperialist controls all colonies around
the world [6].

3.1 Initialization

The vector representing to one country is defined as follows: c = [p1, p2, . . . , pn],
where n is the number of variables and pi represents the value of the ith variable
of the country. For purposes of this work, a country represents a machine-part
matrix making the country a variable represented in a box of said matrix. The
cost of a country is calculated as a function of the variables: cost = f(c) =
f(p1, p2, . . . , pn).

At this stage, should be generated an initial population of Npop size. Next,
we have to select some of the best countries, having the lowest cost function
values, with the size of Nimp from Npop, and set them to be imperialists. The
rest of countries are set to be colonies Ncol = Npop − Nimp.

To form empires, the colonies should be divided among the imperialist accord-
ing to the power of the imperialists. The normalized cost of each imperialist is
determined as follows: Cn = max{ci}−cn, where cn is the nth imperialist’s cost,
and Cn is the normalized cost of nth imperialist. An imperialist with larger cost
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(i.e. a weaker imperialist country) has smaller normalized cost. Therefore, the
power of each imperialist is calculated based on the normalized cost:

pn =

∣∣∣∣∣
cn∑Nimp

i=1 ci

∣∣∣∣∣
where pn is the power of nth imperialist. The normalized power of nth imperi-
alist is the number of colonies that are possessed by that imperialist, calculated
by: NCn = round{pn · (Ncol)}, where NCn is the number of initial colonies pos-
sessed by the nth imperialist; Ncol is the total number of colonies in the initial
population, and round is a function that gives the nearest integer of a fractional
number.

3.2 Assimilation

Assimilation is the movement of the colony towards its imperialist. The x move-
ment carried out by a colony is generated by a random distribution domain [0,
β ∗ d]: x ∼ U(0, β ∗ d), where the value of β is between 1 and 2. Set β > 1
generates the colony moves toward the imperialist. The movement of the colony
has a θ deviation parameter that takes values of uniform distribution. Thus:
θ ∼ U(−ϕ,ϕ), where ϕ is an arbitrary parameter, a large value of this parame-
ter facilitates global exploration and a small value will produce a local search.

3.3 Revolution

According to imperial history, colonies of an empire are absorbed by imperialist
in terms of social, cultural, economic, and political characteristics; however, there
might be some colonies that resist to be absorbed by imperialists. In fact, those
colonies perform some sort of reformations in their characteristics. In ICA, this
operation is called revolution. Revolution brings sudden random changes in the
position of some the colonies in the search space and it increases exploration
preventing the early convergence of countries to local optima.

3.4 Exchange Imperialist-Colonial Position

Once assimilation and revolution operations are performed on colonies of an
empire, the cost functions of new position of colonies are then compared with
cost function of position of imperialist. If we find any colony whose cost function
is less than cost function of imperialist, then we swap imperialist with that
colony.

3.5 Total Power of an Empire

The total power of an empire is based on the power of the imperialist and a
fraction of the power of their colonies:

TCn = cost(imperialist) + ζ ∗ mean{cost(colonies of empiren)}
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where TCn is the total cost of the nth empire, and ζ is a positive number
between 0 and 1, usually close to 0. A small value of ζ emphasizes the influence
of imperialist power in the total power the empire, while a small value of this
parameter indicates the influence of the colonies to determine the total power of
the empire.

During competition among the imperialist countries, weaker empires will be
collapsed gradually. This means that the weaker empires will lose their colonies
over time, while stronger empires will possess the colonies of weaker empires,
thereby increasing their power. Therefore, one or some of the weakest colonies
belonging to the weakest empire will be given to a different empire based on
competition that occurs among all empires. Stronger empires have a greater
chance to possess the weakest colony

The weakest colony in weakest empire is subject to competition among
empires 2 to n. In order to model the competition process among the empires, we
need to compute the normalized total cost of empire by NTCn = max{TCi} −
TCn, where TCn is the total cost of the nth empire and NTCn is the normal-
ized total cost of corresponding nth empire. Then, the probability of possessing
a colony is determined by:

pn =

∣∣∣∣∣
NTCn∑Nimp

i=1 NTCi

∣∣∣∣∣
where

∑Nimp

i=1 pi = 1. There is a need for a mechanism to distribute the weakest
colonies among the empires based on their possession probabilities. The ICA
introduces a new distribution mechanism, which requires a Probability Density
Function (PDF), addressed below:

Vector P with the size of 1 ∗ Nimp contains the possession probability of a
colony by empires as follows: P = [p1, p2, . . . , pNimp

].
Then, vector R with the same size of P is formed in which its elements

are generated using uniform distribution within interval of [0,1] as follows: R =
[r1, r2, . . . , rNimp

], where ri ∼ U(0, 1).
Finally, the vector D is defined as: D = P − R = [d1, d2, . . . , dNimp

] =
[p1 − r1, p2 − r2, . . . , pNimp

− rNimp
]. Once vector D is calculated, the weakest

colony is assigned to the empire with the larger index.

3.6 Collapsing the Weaker Empires

Weaker empires lose their colonies gradually to stronger empires, which in turn
grow more powerful and cause the weaker empires to collapse over time.

3.7 Convergence

Similar to other evolutionary algorithms, ICA continues until stopping criteria
are met, such as predefined running time or a certain number of iterations. The
ideal stopping criterion is when all empires have collapsed and only one (grand
empire) remains.
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Finally, the procedure describing ICA can be summarized as the pseudo-code
shown in Algorithm 1.

Algorithm 1. Imperialist Competitive Algorithm
1: initialize parameters
2: generate population
3: {initialize the empire}
4: for (i = 1 : Npop) do
5: compute the cost ci
6: sort the cost ci in descending order
7: select Nimp out of Npop

8: normalize the cost of each imperialist Cn

9: compute the normalized power of each imperialist Pn

10: assign Ncol remained countries to the imperialist
11: end for
12: {assimilation, revolution, imperialist competition processes}
13: while stopping condition is not reached do
14: for (j = 1 : Nimp) do
15: move the colony toward the relevant imperialist (assimilation)
16: compute the costs of assimilated countries
17: perform revolution on new colony
18: if cost(new colony) < cost(imperialist) then
19: exchange the position of colony and imperialist
20: end if
21: pick the weakest colony from the weakest empire and assign it to the empire

that has most likelihood to possess it
22: end for
23: elimination process
24: if there is imperialist with no colonies then
25: eliminate the imperialist
26: end if
27: end while

4 Experimental Results

We have performed an experimental evaluation of the proposed approach on dif-
ferent instances taken from Boctor’s experiments. Imperialist Competitive Algo-
rithm was development in Java SE 1.7 and the experiments have been launched
on a 3.30 GHz Intel Core i5 with 4 Gb RAM running Windows 7 Professional
32 bits.

The configuration for approaches is detailed as follows: number of itera-
tions T = 100000; number of population Npop = 1000; number of imperialists
Nimp = 50; assimilation deviation θ = 0.7; assimilation address β = 0.5; influ-
ence coefficient of colonies ζ = 0.1; and rate of revolution r = 0.3.

Results are evaluated using the relative percentage deviation (RPD). RPD
value quantifies the deviation of the objective value Z from Zopt that in our case
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Table 1. Experiments using C = 2:

Instance Boctor problem Mmax Opt. value ICA SA PSO

Opt Avg. RPD% Opt. Opt.

1 1 8 11 11 12.81 0.00 11 11

2 1 9 11 11 11.42 0.00 11 11

3 1 10 11 11 11.27 0.00 11 11

4 1 11 11 11 11.65 0.00 11 11

5 1 12 11 11 12.95 0.00 11 11

6 2 8 7 7 7.82 0.00 7 7

7 2 9 6 6 7.3 0.00 6 6

8 2 10 4 4 5.43 0.00 10 5

9 2 11 3 3 3.86 0.00 4 4

10 2 12 3 3 3.73 0.00 3 4

11 3 8 4 4 5.22 0.00 5 5

12 3 9 4 4 5.29 0.00 4 4

13 3 10 4 4 5.19 0.00 4 5

14 3 11 3 3 3.95 0.00 4 4

15 3 12 1 1 2.62 0.00 4 3

16 4 8 14 14 15.1 0.00 14 15

17 4 9 13 13 13.37 0.00 13 13

18 4 10 13 13 13.47 0.00 13 13

19 4 11 13 13 13.68 0.00 13 13

20 4 12 13 13 13.65 0.00 13 13

21 5 8 9 9 9.92 0.00 9 10

22 5 9 6 6 7.1 0.00 6 8

23 5 10 6 6 6.98 0.00 6 6

24 5 11 5 5 5.9 0.00 7 5

25 5 12 4 4 5.06 0.00 4 5

26 6 8 5 5 6.69 0.00 5 5

27 6 9 3 3 3.77 0.00 3 3

28 6 10 3 3 4.08 0.00 5 3

29 6 11 3 3 4.03 0.00 3 4

30 6 12 2 2 2.74 0.00 3 4

31 7 8 7 7 7.81 0.00 7 7

32 7 9 4 4 6.02 0.00 4 5

33 7 10 4 4 5.26 0.00 4 5

34 7 11 4 4 5.32 0.00 4 5

35 7 12 4 4 5.24 0.00 4 5

(Continued)
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Table 1. (Continued)

Instance Boctor problem Mmax Opt. value ICA SA PSO

Opt Avg. RPD% Opt. Opt.

36 8 8 13 13 13.7 0.00 13 14

37 8 9 10 10 11.66 0.00 20 11

38 8 10 8 8 9.19 0.00 15 10

39 8 11 5 5 6.22 0.00 11 6

40 8 12 5 5 7 0.00 7 6

41 9 8 8 8 9.9 0.00 13 9

42 9 9 8 8 9.85 0.00 8 8

43 9 10 8 8 9.64 0.00 8 8

44 9 11 5 5 6.77 0.00 8 5

45 9 12 5 5 6.91 0.00 8 8

46 10 8 8 8 8.95 0.00 8 9

47 10 9 5 5 6.31 0.00 5 8

48 10 10 5 5 6.29 0.00 5 7

49 10 11 5 5 5.84 0.00 5 7

50 10 12 5 5 6.41 0.00 5 6

is the best known value for each instance (Zopt in Table 1, and it is calculated
as follows:

RPD =
(

Z − Zopt

Zopt

)
× 100 (5)

The minimum (Min), maximum (Max) and average (Avg) of the solutions
obtained were achieved running 30 executions over each one of the test instances.
To calculate RPD value, we used Z = Zmin.

The other instances of Boctor are show in the Table 2. As the above table, the
optimum achieved in the investigation of Boctor [2] are presented in the column
as Boctor, while the results obtained by our research are under the title ICA.
As shown in Table 2, ICA reached all the problems global optimums configured
with C = 3 and Mmax = {6, 7, 8, and , 9} respectively.

To compare the ICA performances, we use two-known algorithms: Simu-
lated Annealing (SA) and Particle Swarm Optimization (PSO). Results of both
approaches can be find in [2] and [4], respectively.

Table 1, shown the results obtained for 50 instances of the problems studied.
The optimum achieved in the research of Boctor [2] are presented in the column
as Boctor, while the results obtained by our research are under the title ICA. ICA
reached all the problems global optimums configured with C = 2 and Mmax =
{8, 9, 10, 11 and 12} respectively.
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Table 2. Experiments using C = 3

Instance Boctor problem Mmax Opt. value ICA SA PSO

Opt Avg. RPD% Opt. Opt.

51 1 6 27 27 29.44 0.00 28 -

52 1 7 18 18 20.77 0.00 18 -

53 1 8 11 11 13.22 0.00 11 -

54 1 9 11 11 12.23 0.00 11 -

55 2 6 7 7 9.08 0.00 7 -

56 2 7 6 6 7.42 0.00 6 -

57 2 8 6 6 7.01 0.00 7 -

58 2 9 6 6 7.33 0.00 6 -

59 3 6 9 9 10.08 0.00 12 -

60 3 7 4 4 6.67 0.00 8 -

61 3 8 4 4 5.51 0.00 8 -

62 3 9 4 4 4.84 0.00 4 -

63 4 6 27 27 28.03 0.00 27 -

64 4 7 18 18 20 0.00 18 -

65 4 8 14 14 15.71 0.00 14 -

66 4 9 13 13 14.42 0.00 13 -

67 5 6 11 11 12.29 0.00 11 -

68 5 7 8 8 9.55 0.00 9 -

69 5 8 8 8 9.53 0.00 9 -

70 5 9 6 6 7.82 0.00 8 -

71 6 6 6 6 6.97 0.00 8 -

72 6 7 4 4 5.72 0.00 5 -

73 6 8 4 4 5.39 0.00 5 -

74 6 9 3 3 4.64 0.00 4 -

75 7 6 11 11 13.21 0.00 11 -

76 7 7 5 5 6.37 0.00 5 -

77 7 8 5 5 7.1 0.00 5 -

78 7 9 4 4 6.35 0.00 5 -

79 8 6 14 14 15.11 0.00 14 -

80 8 7 11 11 12.71 0.00 11 -

81 8 8 11 11 13.23 0.00 11 -

82 8 9 10 10 11.69 0.00 10 -

83 9 6 12 12 14.39 0.00 12 -

84 9 7 12 12 13.42 0.00 12 -

85 9 8 8 8 10.73 0.00 13 -

86 9 9 8 8 9.68 0.00 8 -

87 10 6 10 10 13 0.00 12 -

88 10 7 8 8 9.32 0.00 14 -

89 10 8 8 8 9.14 0.00 8 -

90 10 9 5 5 7.45 0.00 8 -



112 R. Soto et al.

5 Conclusions

In this paper, we present a version of the algorithm imperialist competitive
algorithm to solve the problem design cell manufacturing. This was tested with
different instances of well-known problems taken from Boctor’s experiments.

Experiment results illustrated an excellent performance by the algorithm,
obtaining global optimal in all instances, exposing the robustness of the
approach.

As future work, we plan to experiment with additional modern metaheuris-
tics and to provide a larger comparison of recent bio-inspired techniques to solve
the MCDP. The integration of autonomous search to the presented approach
would be another direction of research to follow as well, for instance to dynami-
cally choice the best parameter setting during solving according to performance
indicators, such as fitness, variability of solutions, search space reduce, among
others.
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2015-2017). Finally, Boris Almonacid are supported by Postgraduate Grant Pontificia
Universidad Católica de Valparáıso, Chile (INF-PUCV 2015).

References

1. Atashpaz-Gargari, E., Lucas, C.: Imperialist competitive algorithm: an algorithm
for optimization inspired by imperialistic competition. In: 2007 IEEE Congress on
Evolutionary Computation. Institute of Electrical & Electronics Engineers (IEEE),
September 2007

2. Boctor, F.F.: A jinear formulation of the machine-part cell formation problem. Int.
J. Prod. Res. 29(2), 343–356 (1991)

3. Burbidge, J.L.: Production flow analysis for planning group technology. J. Oper.
Manag. 10(1), 5–27 (1991)

4. Durán, O., Rodriguez, N., Consalter, L.A.: Collaborative particle swarm optimiza-
tion with a data mining technique for manufacturing cell design. Expert Syst. Appl.
37(2), 1563–1567 (2010)

5. Forouharfard, S., Zandieh, M.: An imperialist competitive algorithm to schedule
of receiving and shipping trucks in cross-docking systems. Int. J. Adv. Manuf.
Technol. 51(9–12), 1179–1193 (2010)

6. Hosseini, S., Al Khaled, A.: A survey on the imperialist competitive algorithm
metaheuristic: implementation in engineering domain and directions for future
research. Appl. Soft Comput. J. 24, 1078–1094 (2014)

7. Kusiak, A.: The part families problem in flexible manufacturing systems. Ann.
Oper. Res. 3(6), 277–300 (1985)

8. Shargal, M., Shekhar, S., Irani, S.: Evaluation of search algorithms and clustering
efficiency measures for machine-part matrix clustering. IIE Trans. 27(1), 43–59
(1995)



An Imperialist Competitive Algorithm 113

9. Soto, R., Crawford, B., Almonacid, B., Paredes, F.: A migrating birds optimiza-
tion algorithm for machine-part cell formation problems. In: Mexican International
Conference on Artificial Intelligence, pp. 270–281. Springer (2015)

10. Soto, R., Crawford, B., Almonacid, B., Paredes, F.: Efficient parallel sorting for
migrating birds optimization when solving machine-part cell formation problems.
Sci. Program. (2016)

11. Soto, R., Crawford, B., Carrasco, C., Almonacid, B., Reyes, V., Araya, I., Misra,
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Abstract. Optical character recognition (OCR) systems play vital role in pat-
tern recognition research. With rapid growth of OCRs for different languages
developing OCR for Czech language is looked upon as positive aspect for
people speaking Czech language. In this paper, we develop OCR system for
Czech language using hierarchical fuzzy convolutional neural networks
(HFCNN). We present end-to-end framework that includes pre-processing
activities, segments text image, classifies characters and performs recognition.
The feature extraction is performed through fuzzy Hough transform. The feature
based classification is performed through HFCNN. A comprehensive assessment
of proposed method is performed through publicly available Czech language
dataset. OCR recognition accuracy is a major concern. There is always an
inherent degree of vagueness and impreciseness present in reallife data. Due to
this recognition system is treated here through fuzzy sets encompassing inde-
terminate uncertainty. The simulation studies reveal that deep learning based
OCR for Czech language performs consistently better than traditional models.
The experimental results demonstrate efficiency of proposed approach.

Keywords: OCR � Czech language � Deep learning � CNN � FCNN � HFCNN

1 Introduction

Optical character recognition (OCR) is challenging research area in pattern recognition
[1, 2] because of its immense application potential. OCR was initially studied in early
1930s [2] by Gustav Tauschek. It is mechanical or electronic conversion of images of
typed, handwritten or printed text into machine-encoded text. It is widely used form of
data entry from printed paper data records. The image captured by digital camera is
converted into suitable form required by machine. It is common method of digitizing
printed texts which can be electronically edited and stored more compactly such that it
can be used in machine learning and intelligence processes. Availability of huge data in
several languages has created an opportunity to analyse OCR systems analytically.
There has not been any significant development towards an end-to-end OCR system for
Czech language. The availability of huge corpus of scanned documents online requires

© Springer International Publishing AG 2018
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the necessity for Czech OCR system. Building an OCR system on real-world docu-
ments containing noise and erasure is more complex. The task of an OCR system is
divided into segmentation and recognition where design of each influences the other.
As segmentation robustness increases, recognizer task becomes simple and vice-versa.
The segmentation techniques are similar across languages because connected compo-
nents can be extracted to give written text units. The Czech language is very much
similar to Latin languages [3]. It is of intermediate complexity with consonant-vowel
pairs written as unit. The major concern in OCR systems is recognition accuracy. The
deep learning techniques have shown considerable success in feature based classifi-
cation [4]. One promising network which has emerged in this direction is convolutional
neural network (CNN). It has shown considerable success for several recognition tasks
viz digit recognition, image classification, hand-written character recognition etc. [4].

With this motivation, hierarchical fuzzy convolutional neural network (HFCNN)
[5] is used here for Czech language character recognition task. It takes full advantage of
deep CNN towards modeling long-term information of data sequences. The perfor-
mance of HFCNN is improved by fine tuning parameters of network in hierarchical
fashion. The pre-processing is performed through text region extraction, skew detection
and correction, binarization, noise removal, character segmentation and thinning
activities. Fuzzy Hough transform performs feature extraction. The feature based
classification is performed through HFCNN. The character recognition is performed by
HFCNN at review level. The evaluation is done on different Czech character data
publicly available at [6]. The experimental results show superiority over traditional
models. This paper is organized as follows. In Sect. 2 computational method of
HFCNN based OCR for Czech language is highlighted. This is followed by experi-
ments and results in Sect. 3. Finally in Sect. 4 conclusions are given.

2 Computational Method

In this section mathematical framework of proposed HFCNN model [5] is presented.
The different components of OCR system for Czech language is given in Fig. 1.

Fig. 1. The components of OCR system for Czech language

Optical Character Recognition System for Czech Language 115



2.1 Problem Description

The research problem entails in developing OCR for Czech language. To achieve this
character recognition task, we propose HFCNN to recognize Czech character data
patterns at [6]. The character data patterns are subjected to pre-processing and features
extraction. The extracted features are passed to FCNN classifier which performs
recognition. The deep CNN demystifies training big and deep neural networks. It solves
both image classification problem as well as integrates text recognition framework.

2.2 Datasets

The experimental data for performing OCR experiments is taken from Czech language
website [6] shown in Fig. 2. The dataset contains Czech text used for training and
testing. The database contains unconstrained handwritten text at resolution of 300 dpi
as PNG images with 256 gray levels. Czech language database is structured through
handwriting samples containing digits, lower and upper case letters and words.

2.3 Data Acquisition

OCR systems progress in Czech language is motivated from online or offline data
acquisition [2]. Following lines of other European languages [2], data acquisition here
can be online or offline. The offline character recognition captures data from paper
through optical scanners or cameras whereas online recognition systems utilize digi-
tizers which directly capture writing with strokes order, speed, pen up and down etc.
The scope of this work is restricted to OCR systems and so it is confined to offline
character recognition [2] for Czech language.

2.4 Data Pre-Processing

After data is acquired, it is pre-processed. In pre-processing [7] operations such as text
region extraction, skew detection and correction, binarization, noise removal, character
segmentation and thinning are performed. The main objective here is to organize
information so that subsequent character recognition task becomes simpler. It essen-
tially enhances image rendering it suitable for segmentation.

Fig. 2. The components of OCR system for Czech language
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Text region extraction: In text region input image IP�Q is partitioned into m blocks
Bi; i ¼ 1; 2; . . .. . .;m such that Bi \Bj ¼ ; and IP�Q ¼ Sm

i¼1 Bi. A block is pixels set
Bi ¼ f x; yð Þ½ �H�W where H and W are height and width of block respectively. Each
individual block Bi is classified as either information or background block based on
intensity variation. After removal of background blocks adjacent information blocks
constitute isolated component regions Ri; i ¼ 1; 2; . . .. . .; n such that Ri \Rj ¼ ; 8 butSn

i¼1 Ri 6¼ IP�Q because some background blocks are removed. The region area is
multiple of blocks area. These regions are classified as text region or non-text region
using various feature characteristics such as dimensions, aspect ratio, information pixel
density, region area, coverage ratio, histogram, etc. This technique is presented in [7].

Skew detection and correction: When text document is fed into scanner few skew
degrees are unavoidable. The skew angle text lines in image make horizontal angle.
These images suffer from skew and perspective distortion [7]. They occur due to
non-parallel axes at image capturing. The skewness of different portions of image vary
between +a to −b degrees. The image cannot be deskewed at single pass. The per-
spective distortion effect is distributed throughout image and is not visible within small
region. The segmentation module generates only few text regions. These text regions
are deskewed using fast skew correction [7]. Every text region has dark and gray
pixels. The dark pixels are texts and gray pixels constitute background. For four sides
of virtual bounding rectangle of text region, there are four profile sets. If length and
breadth of bounding rectangle are M and N then two profiles have M and other two
have N values each. These values are pixel distances from side to first gray or black
pixel of text region. The profiles from bottom side of text region is considered for
estimating skew angle. This bottom profile is hi; i ¼ 1; 2; . . .. . .;Mf g. The mean is
l ¼ 1

M

PM
i¼1 hi and first order moment is s ¼ 1

M

PM
i¼1 l� hij j. The profile size is

reduced by excluding hi that are not within l ± s. From remaining profile leftmost h1,
rightmost h2 and middle h3 elements are chosen. The final skew angle is computed by
averaging three skew angles obtained from three pairs h1–h3, h3–h2 and h1–h2. The
skew angle is estimated by same angle rotation.

Binarization: It is next step in OCR process. Here goal is to keep relevant information
in image. The binarization techniques of gray scale images are classified as overall and
local threshold. The skew corrected text region is then binarized [7]. The arithmetic
mean of maximum Gmax and minimum Gmin gray levels around pixel is taken as
threshold for binarizing pixel. In present algorithm eight immediate neighbors around
pixel subject to binarization are also taken as deciding factors for binarization.

Noise removal: The scanned text documents contain noise that arises due to printer,
scanner, document age etc. Therefore, it is necessary to filter noise before image is
processed. Here low-pass filter is used to process image [7] used for later processing.

Character segmentation: When text image is skew corrected, binarized and noise
removed, actual text content is extracted. This leads to character segmentation [7]. After
binarizing noise free text region, horizontal histogram profile fi; i ¼f 1; 2; . . .. . .;HRg of
region is analyzed for segmenting region into text lines. Here fi is number of black pixel
along ith of text region and hidden region denotes height of deskewed text region.
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All possible line segments are determined by thresholding profile values. The threshold
is chosen to allow over segmentation. Text line boundaries are referred by i values for
which fi is less than threshold. After this inter segment distances are analyzed and some
segments are rejected based on distance between two lines. Using vertical histogram
profile of each individual text lines, words and characters are segmented.

Thinning: The character segmentation process follows thinning. In thinning one-pixel-
width representation or object skeleton is obtained by preserving object connectedness
[7] and its end points. This process reduces image components to essential information
so that further analysis and recognition are facilitated. This enables easier subsequent
detection of pertinent features. Here hilditch algorithm is used for thinning.

2.5 Feature Extraction Through Fuzzy Hough Transform

The heart of OCR system is feature vector formation in recognition stage. Here features
are extracted from segmented image areas containing characters to be recognized. The
feature extraction phase is visualized as set of features that define character shape as
precise and unique. The feature extraction selects best input feature subset. These
methods create new features based on transformations [7]. The selected features help
discriminating characters. Achieving high recognition performance is attributed
towards selection of appropriate feature extraction. The features capturing topological
and geometrical information are most desired. Hough transform based feature extrac-
tion through fuzzy probability is applied for Czech language OCR [5]. This method is
used for detection of lines and curves from images. It treats image as fuzzy points. For
line detection it uses mapping r ¼ xcoshþ ysinh which provides three important line
characteristics. The parameters r and h specify position and line orientation. The count
of (r, h) accumulator cell used in Hough transform specifies number of black pixels
lying on it. The fuzzy set definitions used here are available in [7] for first quadrant
values which can be extended to other h values.

2.6 Feature Classification Through Fuzzy Convolutional Neural
Networks

After extracting essential features from pre-processed character image, concentration
pointer turns on feature based classification methods. Here Czech language characters
are recognized through FCNN which is deep learning based technique [5]. FCNN
architecture is discussed here followed by HFCNN in next subsection.

FCNN exploits 2D correlation structure of image data. The convolutional and
pooling layers that operate on 2D or 3D image data forms heart of FCNN architecture.
The input to FCNN is 3D image with two spatial and one frequency dimension. The
gray-scale image sample have one map stack. The input here is 48 � 48 single-map
binary image. The convolution operation is performed on 3D image which is stack of
2D images. The intermediate representations are 3D images with thousands of maps
which are of smaller size. Each constituent map of 3D input image is convolved with
2D kernel. The dot-products are summed to generate single output map. An input with
din maps gets convolved with 3D kernel size k � k to produce single output
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map. When dout output maps are required as many such kernels are used. A 3D to 3D
convolution operation has kernel size din � dout � k � k. 3D convolution kernel has
k2 � din � dout parameters. This operation is series of dout feature extractors. The fuzzy
convolution operation gCov0~W [5] on 3D input tensor A din � s� sð Þ with fuzzy kernel ~W

is gCov0~W : ~R
din�s�s ! ~R

dout�s�s
; gCov0~W Að Þr;p;q¼

Pdin
m¼1

Pl
i¼�l

Pl
j¼�l

~Wr
m;i;jAm;pþ i;qþ j. It

assumes that for any indices out of range A is zero. A nonlinearity R is applied after
convolution gCov0~W to give gCov ~W convolutional layer operation gCov ~W Að Þ ¼
R gCov0~W Að Þ
� �

. Here ~W is fuzzy weight tensor that is to be learned by training network.

The fuzzy real numbers are modeled through trapezoidal membership function [8] to
handle inherent impreciseness and vagueness. A typical convolution layer outputs
many more maps than it takes in. There is also high correlation between adjacent output
values in map. Hence it pools or scales maps down by factor of two in each co-ordinate.
Pooling is done over 2 � 2 grid. The maximum of four pixels in grid is extracted as
output. The number of maps four-fold at each convolutional layer is increased and area
of mage-maps by factor of four at succeeding pool layer is decreased. This preserves
image size while transforming to different and useful space. The 2 � 2 max-pooling
operation on tensor A is P2 Að Þr;p;q¼ max i ¼ 2p� 1; 2p

j ¼ 2q� 1; 2q

Ar;i;j. FCNN has two to

twenty convolutional and pooling layers. The final output is 3D image is flattened into
vector followed by one or more fully-connected layers. A fully-connected layer is
simple matrix multiplication followed by fuzzy non-linearity ~F ~W : ~Rn1 ! ~Rn2 such that
~F ~W Að Þ ¼ ~R ~WA

� �
. Here ~R is fuzzy non-linearity applied element-wise. This is hidden

layer of network. The last of such fully connected layers is output layer FS
W . It has as

many nodes as number of classes K. It employs specific form of fuzzy non-linearity,

softmax function ~S; ~F~S
~W
: ~Rn2 ! ~RK such that ~F~S

~W
Að Þ ¼ ~S ~WA

� �
with ~Sk Að Þ ¼ eAkPk

j¼1
eAj
.

This transformation used in multi-logit model and produces positive values that sum to
one. The K vector obtained from matrix multiplication is exponentiated to make it
positive and then normalized. These K values are interpreted as class probabilities.
Here fuzzy real numbers are modeled through trapezoidal membership function [8] to
handle inherent impreciseness and vagueness. The non-linearities are applied to each
network output layer. A network with non-linear hidden layer acts as universal function
approximator. The sigmoid function sigmod xð Þ ¼ 1

1þ e�x [5] is used here to tackle
nonlinearity. Each sigmoid node in hidden layer simulates step function of different
size at different location. The output node combines these steps to approximate desired
mapping. Without non-linear activations network acts as linear transformer regardless
of its depth. Let X, Y denote random image and its class label respectively. The fuzzy

likelihood is: gProb Y ¼ yjX ¼ x;Wð Þ ¼ gproby x;Wð Þ ¼ ~Sy ~W1A xð Þ� �
. Here A(x) is

input to softmax layer for given set of network parameters W. The networks are trained
to maximize log of likelihood over training data to find optimum network parameters
W�. The results obtained from earlier phase are scaled up or down to 48 � 48 square
and fed to FCNN. The aspect ratio is preserved while scaling. In addition to 2304
binary pixel values there are two numbers representing top and baselines
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location. These are later incorporated into network. The traditional architecture by
LeCun et al. [5] is used as reference to compare various design choices and regular-
izations. It has three pairs of convolutional pool layers which employ 3 � 3 convo-
lution kernel and 2 � 2 max-pooling window. These are followed by two fully
connected layers. The last layer’s softmax activation yields final class probabilities.

FCNN model now becomes: gprob x;Wð Þ ¼ ~F~S
~W5

� ~F ~W4
� P2 � gCov ~W3

� P2 � gCov ~W2
� P2

�gCov ~W1
xð Þ. Here W is network parameters to be learned. The Fig. 3 shows FCNN

model. The implementation of FCNN is performed in MATLAB [5].

2.7 Feature Classification Hierarchical Fuzzy Convolutional
Neural Networks

The hierarchical version of FCNN viz HFCNN [5] is proposed here. The computational
benefits [5] serve major motivation. HFCNN is different from FCNN in terms of clas-
sification accuracy based on similarities and running time when data volume grows [5].
The model architecture is shown in Fig. 4. HFCNN architecture correlates data behavior
across multiple relevant classification features. This allows computational overhead
distribution towards OCR construction. At 1st, 2nd and 3rd layers small size FCNNs are
utilized. The number of FCNNs are increased at layers 4 and 5. FCNNs in last layer are
constructed over subset examples for which neuron in 5th layer is convolution matching
unit (CMU) [5]. FCNNs at last layer is larger in size than 1st to 5th layers. It improves
resolution and discriminatory power of FCNN with less training overhead. Build-
ing HFCNN requires several normalization operations. This provides for initial
pre-processing and inter-layer quantization between 1st to 5th layers. The temporal
pre-processing provides suitable data representation and supports time based represen-
tation. The 1st CNN layer treats each feature independently with each data instance
mapped to sequence values. For temporal representation standard FCNN has no capacity
to recall histories of patterns directly. A shift register of length h is used where tap is
taken at predetermined repeating interval v so that h%v = 0 where % is modulus oper-
ator. The 1st level FCNNs receive values from shift register. Thus, as each new con-
nection is encountered at left, content of each shift register location is transferred one
location to right with previous item at hth location being lost. In case of n-feature
architecture it is necessary to quantize number of neurons between 1st to 5th level
FCNNs. The purpose of 2nd to 5th level FCNN is to provide an integrated view of input

Fig. 3. The FCNN model for feature classification
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feature specific FCNNs developed in 1st layer. There is potential for each neuron in 2nd to
5th layer FCNN to have an input dimension defined by total neuron count across all 1st

layer FCNNs. This is brute force solution that does not scale computationally. Given
topological ordering provided by FCNN, neighboring neurons respond to similar stimuli.
The topology of each 1st layer CNN is quantized in terms of fixed number of neurons
using potential function classification algorithm [5]. This reduces number of inputs in 2nd

to 5th layers of FCNN. The neurons in 4th layer acts as CMU for examples with same
class label that maximizes detection rate and minimizes false positives. However, there is
no guarantee for this. In order to resolve this 4th layer CNN neurons that act as CMU for
examples from more than one class are used to partition data. The 5th layer FCNNs are
trained on subsets of original training data. This enables 5th layer FCNNs size to increase
which improves class specificity with reasonable computational cost. Once training is
complete 4th layer CMUs act to identify which examples are forwarded to corresponding
5th layer FCNNs on test dataset. A decision rule determines under what conditions
classification performance of CMU at 4th layer FCNN is judged sufficiently poor for
association with 5th layer FCNN. There are several aspects that require attention such as
minimum acceptable misclassification rate of 4th layer CMU relative to number of
examples labeled at 4th layer CMU and number of examples 4th layer CMU represent.
The basic implication is that there must be optimal number of connections associated
with 4th layer CMU for training of corresponding 5th layer FCNN and misclassification
rate over examples associated with 4th layer CMU exceeds threshold. HFCNN is char-
acterized in terms of success probability in recovering true hierarchy H� and
runtime complexity. Some restrictions are placed to similarity function S [5] such
that similarities scale with hierarchy upto some random noise: (a) for each yi 2 Csj
2 Cs� and ,

here expectations are taken with respect to noise on S; (b) for each yi 2 Ctj,
a set of Vj words of size vj drawn uniformly from Csj satisfies

, here r2 � 0

parameterizes noise on similarity function S. From viewpoint of feature learning stacked
FCNNs extracts features of sequences in character datasets. Various trade-offs are done
towards improving representation ability and avoiding over fitting. It is easy to overfit
network with limited data training sequences. This algorithm can be fine-tuned with
certain dynamic heuristics.

3 Experiments and Results

In this section experimental results are presented for Czech language OCR. In order
validate HFCNN classification supremacy experiments are performed with traditional
techniques viz k-nearest neighbor (kNN), multiclass logistic regression (MLR), linear
support vector machines (SVM), conventional artificial neural network (ANN) with
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hidden layers, CNN and FCNN on dataset [5]. The results are highlighted in Table 1.
The kNN classifier gives poor performance with 34.65% test error. With MLR test
error reduces to 31.06%. Linear SVM gives test error of 27.86%. A conventional ANN
with two hidden layers each with two thousand nodes reduces error considerably using
nearly 10 times more parameters than MLR and linear SVM. These architectures ignore

Fig. 4. The architecture of proposed HFCNN model

Fig. 5. The comparative performance of HFCNN vs other techniques for Czech language
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Table 1. Comparative performance of various network architectures on Czech language dataset

Network architecture Training
error %

Test
error
%

Network
speed
(ms)

Network size
(parameters
millions)

kNN (k = 10) 25.48 34.65 �10 –

Linear SVM 24.28 27.86 0.025 1.05
MLR (48 � 48 – 457 softmax output) 28.08 31.06 0.039 1.05
ANN (one hidden layer: 48 � 48 – 1000
nodes – 457 softmax output)

24.55 27.39 0.057 2.76

ANN (two hidden layers: 48 � 48 – 2000
nodes – 2000 nodes – 457 softmax output)

8.28 14.00 0.130 9.55

FCNN (traditional network) [48 � 48 –

3 � 3 convolutional layers (8 output maps) –
2 � 2 max pooling layer – 3 � 3
convolutions layers (24 output maps) – 2 � 2
max pooling layer – 3 � 3 convolutional
layers (72 output maps) – 2 � 2 max-pooling
layer – 500 nodes – 457 softmax output]

0.55 1.50 0.269 1.14

FCNN (deepest network) [48 � 48 – 3 � 3
convolutional layers (6 output maps) – 3 � 3
convolutional layers (6 output maps) – 2 � 2
max-pooling layer – 3 � 3 convolutions
layers (18 output maps) –3 � 3 convolutional
layers (18 output maps) – 2 � 2 max-pooling
layer – 3 � 3 convolutional layers (54 output
maps) – 3 � 3 convolutions layers (54 output
maps) – 2 � 2 max-pooling layer – 3 � 3
convolutional layers (162 output maps) –
3 � 3 convolutional layers (162 output maps)
–2 � 2 max-pooling layer – 457 softmax
output]

0.08 0.75 0.648 0.75

FCNN (slim network) [48 � 48 – 3 � 3
convolutional layers (4 output maps) – 2 � 2
max-pooling layer – 3 � 3 convolutional
layers (6 output maps) – 3 � 3 convolutional
layers (8 output maps) – 2 � 2 max-pooling
layer – 3 � 3 convolutional layers (32 output
maps) – 3 � 3 convolutional layers (50
output maps) -3 � 3 convolutional layers (50
output maps) – 2 � 2 max-pooling layer –
457 softmax output]

0.41 1.36 0.169 0.25

HFCNN (through deepest network) 0.04 0.60 0.848 3.00
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2D data structure. A structure exploiting CNN with three convolutional pool operations
followed by two fully connected layers gives an error rate of about 1.50% with same
number of parameters as MLR. The deeper networks with more convolutional layers
and only one fully connected layer give better recognition accuracies. The network size
can be made small with 105 parameters and test error rates below 1.55%. For deeper
networks with only one fully connected layer half the parameters are in last classifi-
cation layer. The remaining network with its six to eight convolutional layers uses other
half parameters. The network parameters are equally split between classification and
feature extraction tasks. However, convolution operation is expensive and can signif-
icantly increase time required to classify character but this provides other benefits. The
fourteen layered ANN from Table 1 requires specification of nearly hundred hyper
parameters. The slim architecture from Table 1 has been designed to improve both on
size and speed. Some important design aspects are briefly highlighted to demystify the
process. Traditional tanh activation increases computational complexity and reduces
performance considerably. The results are summarized in Table 2. Traditional CNN
architecture based on LeCun et al. [5] has pool layer after each convolutional layer. The
kernel size decreases as image size decreases with pooling. The present architectures
tend to use 3 � 3 kernels all through. Where bigger kernels are needed multiple
convolutional layers are used instead with increased computational complexity. Con-
sidering fitting model 0; 1f g48�48! 0; 1ð Þ457 using over million parameters, overfitting
process may crop up. The Table 3 summarizes effects of various regularization forms
on testing and training errors. The Fig. 5 gives comparative performance of HFCNN
over other techniques for Czech language dataset samples.

Table 2. The effect of various design aspects on testing and training errors

Network design choices Training error % Test error %

HFCNN (through deepest network) 0.04 0.60
FCNN (traditional network) 0.55 1.50
No input inversion 0.54 1.48
tanh activations 1.10 2.05

Table 3. The effect of various regularization forms on testing and training errors

Regularization variations Training error % Test error %

HFCNN (through deepest network) 0.04 0.60
FCNN (traditional network) 0.55 1.50
Without input distortion 0.04 1.77
Without dropout 0.25 1.14
Without input distortion and dropout 0.04 2.78
Without depth (third convolutional pool layer) 1.19 2.69
Without input distortion, dropout and depth 0.03 4.10
Without the elastic aspect of distortion 0.48 1.16
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4 Conclusion

OCR system of Czech language using hierarchical version of deep learning networks is
proposed here. The computational framework segments text image, classifies characters
using HFCNN and performs recognition. It uses deep CNN towards modeling
long-term data sequences. HFCNN performance is enhanced by fine tuning network
parameters. The feature extraction is achieved through fuzzy Hough transform.
HFCNN recognizes characters at review level. OCR system is evaluated using different
types of Czech character datasets. The experimental results and simulation studies
demonstrate efficiency of proposed approach.
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Abstract. The binarization of Swarm Intelligence continuous meta-
heuristics is an area of great interest in operational research. This interest
is mainly due to the application of binarized metaheuristics to combina-
torial problems. In this article we propose a general binarization algo-
rithm called Percentile Transition Ranking Algorithm (PTRA). PTRA
uses the percentile concept as a binarization mechanism. In particular
we will apply this mechanism to the Cuckoo Search metaheuristic to
solve the set multidimensional Knapsack problem (MKP). We provide
necessary experiments to investigate the role of key ingredients of the
algorithm. Finally to demonstrate the efficiency of our proposal, we solve
Knapsack benchmark instances of the literature. These instances show
PTRA competes with the state-of-the-art algorithms.

Keywords: Combinatorial optimization · Multidimensional knapsack
problem · Metaheuristics

1 Introduction

In recent years, the areas of physics and swarm intelligence have generated a
large number of algorithms, many of which have been effective and efficient in
solving complex optimization problems. Examples of these algorithms are Ant
Colony Optimization [8], Firefly Algorithm [17], Gravitational Search Algorithm
[14], Cuckoo Search Algorithm [18], Particle Swarm Optimization [9]. Many of
these algorithms have the characteristic that the movement of the particles are
performed in a continuous space. On the other hand, combinatorial problems
arise in many areas of computer science and application domains. For exam-
ple in protein structure prediction, grouping routing, planning, scheduling and
timetabling problems. It is natural to try to apply algorithms inspired by physics
and swarm intelligence in these combinatorial problems [4]. In the process of
adaptation a series of difficulties arise when moving from continuous spaces to
discrete spaces. Examples of these difficulties are spacial disconnect, hamming
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cliffs, loss of precision and the curse of dimension [12]. This has the consequence
that binarizations are not always effective and efficient [11].

In this paper, a general binarization technique called Percentile Transition
Ranking Algorithm (PTRA) is proposed to binarize continuous swarm intelli-
gence metaheuristics. The main operator corresponds to the percentile ranking
transition operator. This operator performs the binarization using percentiles
grouping process and it is complemented with local search and perturbation
operators. The main goal of this work corresponds to evaluate our algorithm
when dealing with an NP-hard combinatorial optimization problem such as the
MKP. To develop the evaluation, we used the metaheuristic Cuckoo Search.
The metaheuristic Cuckoo Search was chosen because it is a swarm intelligence
continuous metaheuristic that has been widely used in combinatorial problems
[5,15].

Experiments were developed that shed light on the contribution of the dif-
ferent operators to the effectiveness of the algorithm. Moreover, our algorithm
was compared with recent algorithms that use transfer functions as binariza-
tion method. For this purpose we use tests problems from the OR-Library.1 We
compared our framework with the Binary Artificial Algae Algorithm (BAAA)
published by [19]. The numerical results show that PTRA achieves highly com-
petitive results.

The remainder of this paper is organized as follows. Section 2 briefly intro-
duces the Knapsack problem. In Sect. 3 we explain the transition ranking bina-
rization algorithm. The results of numerical experiments are presented in Sect. 4.
Finally we provide the conclusions of our work.

2 KnapSack Problem

The MKP is a combinatorial problem that has multiple applications in science
and engineering. For example capital budgeting and project selection applica-
tions. The MKP has also been introduced to model problems like cutting stock,
loading problems, allocation of processors in a distributed data processing [7],
and delivery in vehicles with multiple compartments [3].

Numerous methods have been developed to solve the MKP. The exact meth-
ods were applied in the 80’s to solve MKP. They generate a variety of meth-
ods including dynamic programming, branch-and-bound, network approach and
reduction schemes. The exact methods have made possible the solution of middle
size MKP instances. The major drawback of these methods remains the tempo-
ral complexity when dealing with large instances. Therefore, many researchers
focus on heuristic and meta-heuristic search methods which can produce solu-
tions of good qualities in a reasonable amount of time. In recent years, many
bio-inspired and physics based algorithms, such Swarm Optimization [2], Firefly
algorithm [1], Binary Black Hole [6] and Binary Fruitfly [16] have been proposed
to solve large instances of the MKP.

1 OR-Library: http://www.brunel.ac.uk/mastjjb/jeb/orlib/mknapinfo.html.
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The MKP problem belongs to the class of NP-hard problems. MKP corre-
sponds to a model of resource allocation, whose objective is to select a subset
of objects that produce the greatest benefit considering certain capacity con-
straints. Each object j consumes a different amount of resources in each dimen-
sion. Also each object has a profit associated. Formally the MKP can be set
as:

maximize
n∑

j=1

pjxj (1)

subjected to
n∑

j=1

cijxj ≤ bi , i ∈ {1, ...,m} (2)

with xj ∈ {0, 1} , j ∈ {1, ..., n} (3)

where pj is the profit for the item j, cij corresponds to the consumption of
resources of item j in the dimension i, and bi is the capacity constraint of each
dimension i. The representation of a solution of the problem is modelled naturally
in binary form where 0 in the j -th position means that the j item is not included
in the Knapsack and 1 indicates that j is included.

3 Percentile Transition Ranking Algorithm

The first step of PTRA corresponds to the initialization of the feasible solutions
Sect. 3.2. Once the initialization of the particles is performed, it is consulted if the
detention criterion is satisfied. This criterion includes a maximum of iterations.
Subsequently, if the criterion is not satisfied, the percentile transition ranking
operator is executed (Sect. 3.2). This operator is responsible for performing the
iteration of solutions. Once the transitions of the different solutions are made,
we compare the resulting solutions with the best solution previously obtained.
In the event that a superior solution is found, this replaces the previous one.
When a replacement occurs, the new solution is subjected to a local search
operator. Finally, having met a number of iterations where there has not been a
replacement for the best solution, a perturbation operator is used. The general
algorithm scheme is detailed in Fig. 1. In the following subsection we will explain
in detail the initialization method, the percentile transition ranking operator and
the repair operator. The explanation of the other operators will be left for an
extended version.

3.1 Initialization and Element Weighting

PTRA uses a binarization of swarm-intelligence metaheuristics to try to find the
optimum. Each of these possible solutions, is generated as follows: First we select
an item randomly. Subsequently we consulted the constraints of our problem if
there are other elements that can be incorporated. The list of possible elements
to be incorporated is obtained, the weight for each of these elements is calculated
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Fig. 1. Flowchart of the percentile transition ranking algorithm.

and the best element is selected. The procedure continues until no more elements
can be incorporated. The initialization algorithm is detailed in Fig. 2.

Several techniques were proposed in the literature, to calculate the weight
of each element. For example [13] introduced the pseudo-utility in the surrogate
duality approach. The pseudo-utility of each variable was given in Eq. 4. The
variable wj is the surrogate multiplier between 0 and 1 which can be viewed as
shadow prices of the j -th constraint in the linear programming (LP) relaxation
of the original MKP

δi =
pi∑m

j=1 wjcij
(4)

Another more intuitive measure is proposed by [10]. This measure is focused on
the average occupancy of resources. Its equation is shown in 5.

δi =

∑m
j=1

cij

mbj

pi
(5)

In this paper, we propose a variation of this last measure focused on the
average occupation. However this variation considers the elements that exist in
backpacks to calculate the average occupancy. In each iteration depending on
the selected items in the solution the measure is calculated again. The equation
of this new measure is shown in Eq. 6.

δi =

∑m
j=1

cij

m(bj−∑i∈S cij)

pi
(6)
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Fig. 2. Flowchart of generation of a new solution.

3.2 Percentile Transition Ranking Operator

Considering that our metaheuristic is a continuous and swarm intelligence. Due
to its iterative nature, it needs to update the position of particles at each
iteration. When the metaheuristic is continuous, this update is performed in
R

n space. In Eq. 7, the position update is presented in a general form. The
xt+1 variable represents the x position of the particle at time t+1. This posi-
tion is obtained from the position x at time t plus a Δ function calculated at
time t+1. The function Δ is proper to each metaheuristic and produces values
in R

n. For example in Cuckoo Search Δ(x) = α ⊕ Levy(λ)(x), in Black Hole
Δ(x) = rand × (xbh(t) − x(t)) and in the Firefly, Bat and PSO algorithms Δ
can be written in simplified form as Δ(x) = v(x).

xt+1 = xt + Δt+1(x(t)) (7)

In the percentile transition ranking operator, we considering the movements
generated by the metaheuristic in each dimension for all particles. Δi(x) cor-
responds to the magnitude of the displacement Δ(x) in the i-th dimension for
the particle x. Subsequently these displacement are grouped using Δi(x), the
magnitude of the displacement. This grouping is done using the percentile list.
In our case the percentile list used the values {20, 40, 60, 80, 100}.

The percentile operator has as entry the parameters percentile list (per-
centileList) and the list of values (valuesList). Given an iteration, the list of
values corresponds to the magnitude Δi of all particles in all dimensions. As
a first step the operator uses the valueList and obtains the values of the per-
centiles given in the percentileList. Later, each value in the valueList is assigned
the group of the smallest percentile to which the value belongs. Finally, the list
of the percentile to which each value belongs is returned (percentileGroupValue).

A transition probability through the function Ptr is assigned to each element
of the valueList. This assignment is done using the percentile group assigned to
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each value (percentileGroupValue). For the case of this study, we particularly
use the Step function given in rule 8.

Ptr(x
i) =

{
0.1, if xi ∈ group {0, 1}
0.5, if xi ∈ group {2, 3, 4} (8)

Afterwards the transition of each particle is performed. In the case of Cuckoo
search the rule 9 is used to perform the transition, where x̂i is the complement
of xi. Finally, each solution is repaired using the repair operator. The algorithm
is shown in 1.

xi(t + 1) :=
{

x̂i(t), if rand < Ptg(xi)
xi(t), otherwise (9)

Algorithm 1. Percentile ranking operator
1: Function percentileRankingTransition(valueList, percentileList)
2: Input valueList, percentileList
3: Output percentileGroupValue
4: percentileValue = getPercentileValue(valueList, percentileList)
5: for each value in valueList do
6: percetileGroupValue = getPercentileGroupValue(percentileValue,valueList)
7: end for
8: return percetileGroupValue

3.3 Repair Operator

In each movement performed by operators: transition ranking, local search and
perturbation, it is possible to generate solutions that are infeasible. There-
fore, each candidate solution must be checked and modified to meet every con-
straint. This verification and subsequent repairing is performed using the mea-
sure defined in Sect. 3.1 Eq. 6. The procedure is shown in Algorithm 2. As input
the repair operator receives the solution Sin to repair, and the output of the
repair operator gives the repaired solution Sout. As a first step, the repair algo-
rithm asks whether the solution needs to be repaired. In the case that the solution
needs repair, a weight is calculated for each element of the solution using the
measure defined in Eq. 6. The element of the solution with the largest measure
is returned and removed from the solution. This element is named smax. This
process is iterated until our solution does not require repair. The next step is to
improve the solution. The Eq. 6 is again used for obtaining the element with the
smallest measure that meets the constraints smin and add smin to the solution.
In the case of absence of elements, empty is returned. The algorithm iterates
until there are no elements that satisfy the constraints.
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Algorithm 2. Repair Algorithm
1: Function Repair(Sin)
2: Input Input solution Sin

3: Output The Repair solution Sout

4: S ← Sin

5: while needRepair(S) == True do
6: smax ← getMaxWeight(S)
7: S ← removeElement(S, smax)
8: end while
9: state ← False

10: while state == False do
11: smin ← getMinWeight(S)
12: if smin == ∅ then
13: state ← True
14: else
15: S ← addElement(S, smin)
16: end if
17: end while
18: Sout ← S
19: return Sout

4 Results

4.1 Insight of PTRA Algorithm

In this section we investigated some important ingredients of PTRA to get insight
into the behavior of the proposed algorithm. To carry out this comparison the
first 10 problems of the set cb.5.250 of the OR library were chosen. The contri-
bution of the percentile transition ranking operator on the final performance of
the algorithm was studied. The contribution of the perturbation and local search
operators will be developed in an extended version. To compare the distributions
of the results of the different experiments we use violin Chart. The horizontal
axis X corresponds to the problems, while Y axis uses the measure % - Gap
defined in Eq. 10

% − Gap = 100
BestKnown − SolutionV alue

BestKnown
(10)

Furthermore, a non-parametric test, Wilcoxon signed-rank test is carried
out to determine if the results of PTRA with respect to other algorithms have
significant difference or not. The parameter settings and browser ranges are
shown in Table 1.

Evaluation of Percentile Transition Ranking Operator. To evaluate the
contribution of the percentile transition ranking operator to the final result. We
designed a random operator. This random operator executes the transition with
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Table 1. Setting of parameters for Cuckoo Search Algorithm.

Parameters Description Value Range

ν Coefficient for the perturbation operator 3% [2, 3, 4]

N Number of Nest 20 [15, 20, 25]

G Number of percentiles 5 [4, 5, 6]

γ Step Length 0.01 [0.009,0.01,0.011]

κ Levy distribution parameter 1.5 [1.4,1.5,1.6]

Iteration
Number

Maximum iterations 1000 [1000]

a fixed probability (0.5) without considering the ranking of the particle in each
dimension. Two scenarios were established. In the first one the perturbation
and local search operators are included. In the second one these operators are
excluded. PTRA corresponds to our standard algorithm. 05.pe is the random
variant that includes the perturbation and local search operators. wpe corre-
sponds to the version with percentile transition operator without perturbation
and local search operators. Finally 05.wpe describes the random algorithm with-
out perturbation and local search operators.

When we compared the Best Values between PTRA and 05.pe which are
shown in Table 2. PTRA outperforms to 05.pe. However the Best Values between
both algorithms are very close. In the Average comparison, PTRA outperforms
05.pe in all problems. The comparison of distributions is shown in Fig. 3. We
see the dispersion of the 05.pe distributions are bigger than the dispersions of
PTRA. In particular this can be appreciated in the problems 1, 4, 5, 6, and 9.
Therefore, the percentile transition ranking operator together with perturbation

Fig. 3. Evaluation of percentile transition operator with perturbation and Local Search
operators
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Table 2. Evaluation of percentile transition ranking operator

Set Best Best Best Best Best Avg Avg Avg Avg

known 05.pe PTRA 05.wpe wpe 05.pe PTRA 05.wpe wpe

cb.5.250-0 59312 59211 59211 59158 59175 59132.1 59151.8 59071.8 59134.5

cb.5.250-1 61472 61435 61435 61409 61409 61324.6 61393.1 61288.3 61380.3

cb.5.250-2 62130 62036 62074 61969 61990 61894.4 61974.4 61801.6 61921.3

cb.5.250-3 59463 59367 59446 59365 59349 59257.8 59331.2 59136.1 59275.6

cb.5.250-4 58951 58914 58951 58883 58914 58725.6 58812.4 58693.6 58761.5

cb.5.250-5 60077 60015 60015 59990 60015 59904.6 59970.4 59837.8 59951.2

cb.5.250-6 60414 60355 60355 60348 60355 60208.2 60324.9 60230.6 60315.7

cb.5.250-7 61472 61436 61436 61407 61401 61290.8 61341.8 61233.9 61343.9

cb.5.250-8 61885 61829 61829 61790 61829 61737.1 61803.4 61644.9 61743.9

cb.5.250-9 58959 58832 58866 58822 58851 58769.1 58786.9 58653.7 58782.8

Average 60413.5 60343 60361.8 60314.1 60328.8 60224.4 60289.0 60159.2 60261.1

p-value 5.27 e-06 1.85 e-05

and local search operators, contribute to the precision of the results. Finally,
the PTRA distributions are closer to zero than 05.pe distributions, indicating
that PTRA has consistently better results than 05.pe. When we evaluate the
behaviour of the algorithms through the Wilcoxon test, this indicates that there
is a significant difference between the two algorithms.

Our next step is trying to separate the contribution of local search and per-
turbation operator from the percentile transition operator. For this, we compared
the algorithms wpe and 05.wpe.

Fig. 4. Evaluation of percentile transition operator without perturbation and Local
Search operators
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When we check the Best Values shown in the Table 2, we note that wpe
performs better than 05.wpe in all problems except 3 and 7. However the results
are quite close. In the case of the average indicator, wpe outperforms in all
problems to 05.wpe. The Wilcoxon test indicates that the difference is significant.
This suggests that wpe is consistently better than 05.wpe. In the violin chart

Table 3. OR-Library benchmarks MKP cb.5.500

Instance Best known BAAA best Avg PTRA best Avg Time(s) Std

0 120148 120066 120013.7 120070 120022.6 343 26.8

1 117879 117702 117560.5 117690 117609.5 356 52.8

2 121131 120951 120782.9 121011 120918.0 354 39.5

3 120804 120572 120340.6 120609 120525.7 436 43.8

4 122319 122231 122101.8 122280 122151.5 418 48.5

5 122024 121957 121741.8 121982 121874.4 444 43.7

6 119127 119070 118913.4 119000 118931.0 449 30.1

7 120568 120472 120331.2 120487 120342.6 348 63.1

8 121586 121052 120683.6 121295 121196.5 326 63.5

9 120717 120499 120296.3 120485 120387.0 317 50.5

10 218428 218185 217984.7 218251 218200.2 339 32.6

11 221202 220852 220527.5 220946 220863.2 338 55.6

12 217542 217258 217056.7 217388 217295.9 315 43.5

13 223560 223510 223450.9 223526 223459.2 317 41.7

14 218966 218811 218634.3 218890 218814.4 318 36.9

15 220530 220429 220375.9 220410 220361.9 384 35.5

16 219989 219785 219619.3 219885 219767.2 369 60.0

17 218215 218032 217813.2 218027 217956.6 315 50.6

18 216976 216940 216862.0 216878 216840.0 354 23.1

19 219719 219602 219435.1 219622 219572.6 287 30.0

20 295828 295652 295505.0 295722 295662.9 270 32.2

21 308086 307783 307577.5 307972 307918.0 319 28.0

22 299796 299727 299664.1 299715 299673.8 246 22.4

23 306480 306469 306385.0 306439 306393.8 298 21.9

24 300342 300240 300136.7 300291 300221.6 273 29.5

25 302571 302492 302376.0 302503 302459.8 278 22.8

26 301339 301272 301158.0 301284 301257.2 267 21.5

27 306454 306290 306138.4 306385 306311.2 234 35.2

28 302828 302769 302690.1 302771 302723.4 245 29.6

29 299910 299757 299702.3 299844 299773.7 275 47.1

Average 214168.8 214014.2 213861.9 214055.3 213982.8 327.7 38.7
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shown n the Fig. 4 it is further observed that the dispersion of the solutions for
the case of 05.wpe is much larger than in the case of wpe. This indicates that the
operator percentile transition ranking plays an important role in the precision
of the results.

4.2 PTRA Compared with BAAA

In this section we evaluate the performance of our PTRA with the algorithm
BAAA developed in [19]. BAAA uses transfer functions as a general mechanism
of binarization. In particular BAAA used the tanh = eτ|x|−1

eτ|x|+1
function to per-

form the transference. The parameter τ of the tanh function was set to a value
1.5. Additionally, a elite local search procedure was used by BAAA to improve
solutions. As maximum number of iterations BAAA used 35000. The computer
configuration used to run the BAAA algorithm was: PC Intel Core(TM) 2 dual
CPU Q9300@2.5GHz, 4GB RAM and 64-bit Windows 7 operating system. In
our PTRA algorithm, the configurations are the same used in the previous exper-
iments. These are described in the Table 1.

The results are shown in Table 3. The comparison was performed for the
set cb.5.500 of the OR-library. The results for PTRA were obtained from 30
executions for each problem. In black, the best results are marked for both
indicators the Best Value and the Average. In the Best Value indicator, BAAA
was higher in eight instances and PTRA in twenty two. In the averages indicator
BAAA was higher in two instances, and PTRA in eighteen. We should also note
that the standard deviation in most problems was quite low, indicating that
PTRA has good accuracy.

5 Conclusions and Future Work

In this article, we proposed a algorithm whose main function is to binarize
continuous swarm intelligence metaheuristics. To evaluate the performance of
our algorithm, the multidimensional Knapsack problem was used together with
the Cuckoo Search metaheuristic. The contribution of the main operator of the
algorithm was evaluated, finding that the percentile transition ranking opera-
tor contributes significantly to improve the precision of the solutions. Finally,
in comparison with state of the art algorithms our algorithm showed a good
performance.

As a future works we want to investigate the behaviour of other metaheuris-
tics. Furthermore, the algorithm must be verified with other NP-hard problems.
Moreover to simplify the choice of the appropriate configuration, it is important
to explore adaptive techniques. From an understanding point of view of how the
framework performs binarization, it is interesting to understand how the algo-
rithm alters the properties of exploration and exploitation. Also is interesting to
study how the velocities and positions generated by continuous metaheuristics
are mapped to positions in the discrete space.
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Abstract. It is a challenging task to identify sentiment polarity in Arabic
journals comments. Algerian daily newspapers interest more and more people in
Algeria, and due to this fact they interact with it by comments they post on
articles in their websites. In this paper we propose our approach to classify
Arabic comments from Algerian Newspapers into positive and negative classes.
Publicly-available Arabic datasets are very rare on the Web, which make it very
hard to carring out studies in Arabic sentiment analysis. To reduce this gap we
have created SIAAC (Sentiment polarity Identification on Arabic Algerian
newspaper Comments) a corpus dedicated for this work. Comments are col-
lected from website of well-known Algerian newspaper Echorouk. For experi-
ments two well known supervised learning classifiers Support Vector Machines
(SVM) and Naïve Bayes (NB) were used, with a set of different parameters for
each one. Recall, Precision and F_measure are computed for each classifier. Best
results are obtained in term of precision in both SVM and NB, also the use of
bigram increase the results in the two models. Compared with OCA, a well
know corpus for Arabic, SIAAC give a competitive results. Obtained results
encourage us to continue with others Algerian newspaper to generalize our
model.

Keywords: Opinion mining � Sentiment analysis � Arabic comments �
Machine learning � Natural Language Processing � Newspaper � Support Vector
Machines � Naïve Bayes

1 Introduction

The proliferation of Internet use and application in our daily life we offer a large amount
of data of several forms and about all domains, this treasury need a powerful means to
take benefit from. A lot of available data in the web is constituted by user generated
content (UGC) like product reviews, and comments submitted by users of Web sites
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such as Epinions.com and Amazon.com [1], also in websites of Algerian newspaper
such Echorouk1, elkhabar2,… etc., or television channels like Aljazeera3 [2].

Sentiment analysis or opinion mining [3, 4], is a new field in the cross road of data
mining and Natural Language Processing/Natural Language Understanding
(NLP/NLU) [5] which the purpose was to extract and analyze opinionated documents
and classify it into positive and negative classes [6, 7], or in more classes such as in [8]
and [9]. Unlike data mining, where the work is to track meaningful knowledge from
structured data, in sentiment analysis it is subject to find structured knowledge from
unstructured amounts of data [10].

A challenging task in opinion mining is comments classification to their positive
and negative sentiment toward article subject. This problem will be increased in the
case of Arabic language due to the morphologic complexity and the nature of com-
ments, for instance the behavior of the reviewers could be affected by the culture in
Arabic countries [7].

We have organized this paper as fellows: In the second section related works are
presented, Third section of the paper deals with the approach we carried out for
sentiment analysis, and the different steps we fellow are detailed. Experimental eval-
uation techniques and metrics are explained in the section four. The fifth is dedicated to
present and discuss obtained results. We conclude the work in the sixth section with
giving perspectives to future works.

2 Related Works

An important baseline to conduct studies in opinion mining is the language resources,
in [7] the OCA, a publicly available corpus, is designed to implement sentiment
analysis applications for Arabic language. The authors collect 500 movie reviews from
different web pages and blogs in Arabic, and they take benefit from the rating system of
websites to annotate them as positive or negative. For experiments two machine
learning algorithms, SVM and NB were used, and their performances are compared.
A 10-fold cross validation method was implemented. The best results were obtained
with SVM, and the use of trigram and bigram overcome the use of unigram model.

In their next work [11] the authors of OCA [7], using a Machine Translation
(MT) tool, have translated the OCA corpus into English, generating the EVOCA
corpus (English Version of OCA) contains the same number of positive and negative
reviews. Following the work in [7] Support Vector Machines (SVM) and Naïve Bayes
(NB) were applied for classification task. Obtained results are worse than OCA
(90.07% of F_measure).

The authors in [6], in the goal of improving accuracy of opinion mining in Arabic
language, they investigate the available OCA corpus [7], and they use the two well
know machine learning algorithms SVM and NB with different parameters of SVM.

1 http://www.echoroukonline.com.
2 http://www.elkhabar.com.
3 http://www.aljazeera.net.
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Then 10, 15, and 20 fold cross validation were used. For SVM method the highest
performance was obtained with Dot, Polynomial, and ANOVA kernels. For NB, its
highest accuracy was achieved with BTO (Binary Term Accuracy).

In [8] and [9] a classification in five classes with SVM method was used. In [8]
Arabic reviews and comments on hotels are collected from Trip Advisor website and
classified into five categories: “ زاتمم ” (excellent); “ ادجديج ” (very good); “ طسوتم ”
(middling); “ فيعض ” (weak) and“ عورم ” (horrible), the modeling approach combined
SVM with kNN provides the best result (F_measure of 97%). The authors in [9]
proposed a three steps system consists of: corpus preprocessing, features extraction,
and classification. The corpus used is obtained from Algerian Arabic daily Newspapers.
So they focus on the second step where 20 features were used, and a combination of
many SVM was used to classify comments into five classes.

The work in [12] investigate in the sentence and document levels. For the feature
selection they start by the basic known feature model, the bag-of-words (BOW), where
the feature model contain only the available words as attributes. A second type of
feature model is created by adding the polarity score as attribute, using SentiWordNet
via a machine translation step.

The work in [13] focus on Arabic tweets to study the effect of stemming and n-gram
techniques to the classification process. Also the impact of feature selection on the
performance of the classifier is studied. Support Vector Machines (SVM), Naïve Bayes,
(NB), and K-nearest neighbor (KNN) are the used classifiers. We remark that the authors
don’t study the effect of changing parameters of different classifiers. In the results the
authors mention that the use of feature selection technique improves significantly the
accuracy of the three classifiers, and the SVM outperforms the other classifiers.

In [2] the authors used two available Arabic Corpora OCA created in [7] and
ACOM which is collected from the web site of Aljazeera channel4. For the classifi-
cation task, Naïve Bayes, Support Vector Machines and k-Nearest Neighbor were used.
Stemming is investigated and the work concludes that the use of light-stemming is
better than stemming. Obtained results show that the classification performance is
influenced by documents length rather than the data sets size.

It is clear from this study of related works that publicly available resources for
sentiment analysis in Arabic language are seldom. And those available are generally
collected from movie reviews, which limit their domain of use. This fact makes it very
important, for us, to create our proper corpus to be adequate with the purpose of our study.

3 Our Approach

In this step we will present our proposed approach for sentiment analysis in Algerian
Arabic Newspaper. In our work we use RapidMiner tool kit5, which is free for edu-
cational purpose. And we collect comments from the Algerian daily echorouk6. Fig-
ure 1 show the general approach we adopt.

4 www.aljazeera.net.
5 https://rapidminer.com/.
6 www.echoroukonline.com.
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3.1 Corpus Generation

We have created our corpus for Algerian Arabic SIAAC (Sentiment polarity Identifi-
cation on Arabic Algerian newspaper Comments) which mean in arabic ( قايس , Context).

So we construct our corpus principally from the web site of echorouk newspaper7.
The articles cover several topics (News, politic, sport, culture).

Compared to the important visitors of Algerian Newspaper websites, except
Echorouk web site the number of comments is very low. And a lot of them are out of
the main topic of the article, these comments are considered as neutral, and in the
remained comments we found that negative ones largely outnumber the positives,
which make for us a challenge to have equilibrium in our corpus. Table 1 present the
statistics of comments collected from Echorouk web site for different categories in
SIAAC before the equilibrium between different classes. It is clear that negative ones
(91) largely outnumber other categories.

Another difficulty is lied to the rating system, unlike review web sites such
Amazon8 for example where user can give points in scale e.g. from 0 to 5, to the article.
In our case with web site Echorouk (and in the other Algerian newspaper websites) the
user rather than giving points to the article, he can give one positive or negative point to
other comments, this make annotation task very difficult, because having a certain
number of points for a given comment have no meaning for positive or negative
sentiment of the comments. So we must read carefully each comment and understand if
it present a positive or negative sentiment, or even is off topic comment [14].

To generate our corpus, we take 92 comments, 60 comments from the negative
category and all the 32 from the positive category (this is due to the nature of available
comments -as mentioned above-) and this to have equilibrium in our corpus. The
neutral comments are removed from our corpus and altered to a future work. Table 2
show the statics of our corpus.

Table 1. Number of comments in SIAAC before equili-brium

Positive Negative Neutral Total

32 91 24 147

Table 2. Number of comments from different categories in SIAAC after equilibrium

Positive Negative Total

32 60 92

7 https://www.echoroukonline.com.
8 https://www.amazon.com.
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Despite the law number of comments in our generated corpus, we continue our study,
due to the fact the important number of tokens per comment is 36.45, and is the documents
length that influence in the classification performance more than the data set size [2].

3.2 Pre Processing

To reduce the comment’s vector size, some pre processing steps were conducted.
Spelling mistakes were corrected manually, and words written in Algerian Dialect
(AD) and in French are translated into Modern Standard Arabic (MSA), that stemming
algorithms do not perform well with dialectical words and this dialectical words need
an extended set of stopwords [15]. Characters encoding are resolved on UTF-8
(Table 3).

Fig. 1. Our approach general process

Table 3. Sample of comment manual correction
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3.3 Comments Processing

Before feature extraction, a sequence of processing steps were carried out that each
comment goes through.

Tokenization
Each token representing a word, in this process we use simply spaces between words.

Stop Words removal
We note that some authors such in [2] recommend that these lists should be hand
crafted as it is domain and language-specific.

Stemming
In stemming the words are reduced to their roots known as the base form or stem [16].
There are two different stemming techniques; generally stemming simply called
stemming and light-stemming. For our work we use the basic Arabic stemmer.

Filtering Short tokens
Tokens with less than two letters were removed because of their low significance in
opinion mining task.

3.4 Feature Selection

Feature selection is a process that selects a subset of original features to be used in the
classification task [17]. The optimality of a feature subset is measured by some eval-
uation criterions [18]. We have used several feature selection parameters and different
results are computed and compared.

N-grams Generation
In this work two n-grams were generated: Unigram and bigram.

Word vector creation
To create vector representing all comments, we use four different parameters:

1. Term Frequency (TF): A ratio representing the number of term occurrences over
the total number of words.

2. Term Frequency Inverse Document Frequency (TF-IDF): Define the weight of a
term in the context of a document [8].

3. Term Occurrences (TO): Each element represent the number the word occur in the
comment (0 to n).

4. Binary Term Occurrences (BTO): The element takes 1 if the word appears at least
once in the comment and 0 otherwise.

Word vector optimization
Very occur words and very rare ones have a low significance in opinion mining [17].
So we eliminate words appear less than 3% in corpus, and those appear more than 30%.
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4 Experimental Evaluations

In this section, the proposed system is evaluated. Several experiments have been
accomplished. We have used cross-validation to compare the performance of two of the
most widely used learning algorithms: SVM and NB.

In our experiments, the 10-fold cross-validation has been used to evaluate the
classifiers.

4.1 Classifiers

For the classification task, two well known supervised learning methods were utilized:
support vector machine (SVM) and naïve Bayes (NB).

Support vector machines
The Support vector machines (SVM) are a widely used classifier in different disci-
plines, due to its ability to modeling diverse sources of data, their flexibility in handling
data of high-dimensionality, and the high obtained accuracy.

Naïve Bayes
The Naive Bayes classifier is a well known algorithm used in text classification. In the
“Naive Bayes assumption” all attributes of the examples are independent of each other
given the context of the class [19]. If document belongs to different classes with
different probabilities, it is classified in the class that have the highest posterior
probability [13].

4.2 Performance Measures

Performance measures are defined and computed from this table; three parameters were
used, precision, recall, and F1_measure (or too simply F_mesure).

Precision ¼ TP
TPþ FP

ð1Þ

Recall ¼ TP
TPþ FN

ð2Þ

Precision and recall are complementary one to the other, we combine the two using
the F1 measure called generally F1, given as:

F1 measure ¼ 2� Precision� Recall
PrecisionþRecall

ð3Þ
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5 Results and Discussion

5.1 Evaluation with Support Vector Machines

In the scope of our work, we have applied the SVM algorithm with two different kernel
types, Anova and polynomial. And both Unigram and Bigram models were tested. For
the comments vector creation four variants was implemented, Term occurrence (TO),
Term Frequency (TF), Term Frequency Inverse Document Frequency (TF-IDF), and
Binary Term Frequency (BTO).

Best results are obtained in precision when TF and TF-IDF are suited for vector
creation and this for both SVM implemented kernels. The use of bigram increase
results in most of cases (Table 4).

For comparing the results of our SIAAC corpus with OCA used in [7], we choose
the term frequency vector and the anova kernel for SVM, and this because the work
with OCA in [7] does not testing several SVM parameters (Table 5).

The results show that in term of precision SIAAC outperform OCA, which mean that
our predictive results are more important. In the other hand the recall of OCA is better
than SIAAC which indicate that OCA documents are well classified than SIAAC ones.

Table 4. Results with SVM

Unigram Bigram
Kernel F_measure Precision Recall F_measure Precision Recall

Term
occurrence

Anova 79.64% 88.33% 72.50% 79.45% 93.33% 69.17%
Polynomial 61.19% 47.80% 85.00% 62.93% 48.87% 88.33%

Term
frequency

Anova 82.86% 96.67% 72.50% 83.50% 100% 71.67%
Polynomial 67.16% 88.33% 54.17% 75.00% 100% 60.00%

TF-IDF Anova 81.78% 100% 69.17% 79.39% 100% 65.83%
Polynomial 70.11% 96.67% 55.00% 63.64% 100% 46.67%

BTO Anova 83.00% 91.67% 75.83% 84.78% 97.50% 75.00%
Polynomial 69.58% 57.40% 88.33% 68.31% 55.69% 88.33%

Table 5. Comparison between SIAAC And OCA in SVM classification

N-gram model Precision Recall Other metrics

SIAAC Unigram 96.67% 72.50% F_measure = 82.86%
Bigram 100% 71.67% F_measure = 83.50%

OCA in [7] Unigram 86.99% 95.20% ACC = 90.20%
Bigram 87.38% 95.20% ACC = 90.60%
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5.2 Evaluation with Naïve Bayes

As with SVM best results are found in precision, with the different vector creation
methods. And the use of bigram also increases the obtained results (Table 6).

As for the SVM, we will compare our the results of our corpus in classification with
Naïve Bayes classifier with OCA corpus [7] (Table 7).

In this case our system SIAAC outperforms OCA in term of precision when using
Uigram model, and in term of recall when using the bigram model.

6 Conclusion and Future Works

Our exploration of obvious achieved works in sentiment analysis, especially in Arabic
language, show the lack in publicly available resources dedicated for carried out Arabic
sentiment analysis studies. And in these rarely available ones, we found that the most
are interested by movie reviews; perhaps because of the important number of web sites
inciting people to review films and serials. Such available resources are not adapted to
use in other domains such as newspaper comments sentiment analysis which cover
several topics like politics, culture, sports, medicine, etc.

In this work we present our approach of sentiment analysis in Algerian Arabic daily
newspapers. The approach starts with the corpus creation where 92 comments are
collected from echorouk newspaper web site. And SIAAC (Sentiment polarity Iden-
tification on Arabic Algerian newspaper Comments) was created to be used in the
scope of this study. Some processing operations were conducted.

Comments are represented in different vector models, TO, TF, BTO and TF IDF,
also with unigram and bigram models. For classification, two well known methods are

Table 6. Results with Naïve Bayes

Uni-gram Bi-gram
F_measure Precision Recall F_measure Precision Recall

Term occurrence 80.05(%) 95.00(%) 69.17(%) 80.93(%) 97.50(%) 69.17(%)
Term frequency 80.05(%) 95.00(%) 69.17(%) 80.93(%) 97.50(%) 69.17(%)
TF-IDF 72.15(%) 90.48(%) 60.00(%) 73.55(%) 95.00(%) 60.00(%)
BTO 80.93(%) 97.50(%) 69.17(%) 81.78(%) 100(%) 69.17(%)

Table 7. Comparison between SIAAC And OCA in NB Classification

n-gram Model Precision Recall Other metrics

SIAAC Unigram 97.50(%) 69.17(%) F_measure = 80.93%
Bigram 81.78(%) 100(%) F_measure = 69.17%

OCA in [7] Unigram 79.99(%) 85.60(%) Acc = 81.80%
Bigram 82.75(%) 88.80(%) Acc = 84.60%
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used, support vector machines SVM and naïve bayes NB. And different parameters for
each classifier were tested. In the validation process 10-fold cross validation method
was conducted to train and test the models.

Obtained results are very promising, in term of precision and recall. But in term of
F_measure as a compromise between precision and recall the results remain modest
which need more work to improve this rate.

Compared with the well know corpus for Arabic OCA, our approach SIAAC give a
competitive results, for the SVM model SIAAC outperform OCA in classification
precision. These results encourage us to continue in this issue in future works.

As perspective to this work we would to add the neutral class which allow us using
all available comments (or at least an important part of them), so other methods can be
implemented or a combination of existing methods can be used to resolve the multi
classes problem. Also the corpus must be enriched by comments from other Algerian
newspaper to generalize the model.

Another point is to dealing with comments written in Algerian dialect and French
language directly without the need of the manual translation. In this point machine
translation may be envisaged as an automated process.

Also it is very important to take in consideration in future works, the article topic
when searching the sentiment orientation of comments which can allow us considering
more comments in the classification step, that a lot of comments are removed from our
corpus due to the fact that their semantic orientation is strongly related to the article
topic.
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Abstract. Ontology is an agreement about a shared conceptualization, which
includes frameworks for modeling domain knowledge and agreements about the
representation of particular domain theories, often captured in some form of a
semantic web formally. However, building ontology is a time consuming task.
however, the paper was presented an approach to enrich instances into the exiting
ontology and this research presented the technique to extract information from
the unstructured text from websites. Support vector machine was used to create
model. The results showed that feature reduction and SVM techniques presented
the highest precision than SVM approach.

Keywords: Cultural tourism · Support vector machine · Ontology enrichment

1 Introduction

Cultural tourism plays as an important role of the tourism industry because there are
diverse and versatile forms to supply tourists to learn and understand different cultures.
Cultural tourism is defined as the activity tourist enables to experience the different ways
of life of other people and gains at first hand an understanding of their customs, traditions,
and the physical environment [1].

Cultural tourism is an educational tour of knowledge in areas of historical and
cultural importance that tells the story of social development through history as a result
of cultural relevance. This knowledge is valuable and can be reflected the natural envi‐
ronment, living conditions and well-being of people in each era as well. Nowadays, there
are many websites that offer information related to tourists who are searching for infor‐
mation on the Internet. However, it was found that there is a huge of information related
to travel on the Internet and it makes difficult and waste time to find the corrected and
relevant information.

With the advance of technology, ontology is an agreement about a shared concep‐
tualization, which includes frameworks for modeling domain knowledge and agree‐
ments about the representation of particular domain theories, often captured in some
form of a semantic web formally. Also, data mining techniques is the promising meth‐
odology to extract valuable information in this objective and it can analyze relevant
information results and produce different perspectives to understand more about
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extracted knowledge. Therefore, this research aims to enrich the concept of developing
knowledge related to cultural tourism by utilizing ontological theory to categorize tourist
information and using data mining techniques to help categorize information and to
classify tourists’ interest in cultural tourism faster.

And the rest of this paper is organized as follows. Section 2 reviews about the related
literatures and the related methodologies used in this work. Section 3 presents the
implementation based on the purposed data mining techniques. In Sect. 4 the result is
presented. Finally, Sect. 5 was shown the conclusion and the future research issues.

2 Literature Reviews

A literature search shows that most of the related researches have deployed data mining
techniques to classify the concept of developing knowledge related to cultural tourism
by following this: According to Hiep Luong et al. [2], the research was shown how to
implement and validate an ontology learning framework to enrich the vocabulary of the
domain ontology from Web documents related to the domain and from the WordNet
semantic lexicon. Also, feature extraction based on TF-IDF and classification based on
SVM was applied to classify two BBC datasets and five groups of 20 Newsgroup datasets
[3]. The effectiveness of word2vec and tf-idf can outperform because word2vec provides
complementary features [4]. Similarity measure based on the size of the intersection of
the sets of variables is important for the class separation of the instances in both input
ontologies by using a VC dimension variable selection criterion elaborated for support
vector machines [5]. Also there are many researches that have been investigated in vari‐
able selection improved by SVM learning in practice [6, 7].

3 The Methodologies

Data Mining is the data analyzing process from different perspectives also summarizing
the useful information results. The data mining process uses many principles as machine
learning, statistics and visualization techniques to discover and present knowledge in an
easily comprehensible form. There is another definition as “the nontrivial process of
identifying valid, novel, potentially useful, and ultimately understandable patterns in
data” [8, 9].

SVMs (Support Vector Machines) are a useful technique for data classification tech‐
nique. The goal of SVM is to produce a model (based on the training data) which predicts
the target values of the test data given only the test data attributes [10]. Also, Support
Vector machines can be defined as systems which use hypothesis space of a linear func‐
tions in a high dimensional feature space, trained with a learning algorithm from opti‐
mization theory that implements a learning bias derived from statistical learning theory
[11, 12].

Ontology is a popular feature in many appliances in order to provide a semantic
framework for knowledge management. Ontology refers to a content representing
specific knowledge primitives (classes, relations, functions and constants). Ontology
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stands for the hierarchical knowledge structure about things by subcategorizing them
by their essential qualities.

4 Experimental Setup

Building ontologies is a time consuming and complex task, requiring a high degree of
human supervision. To develop the knowledge of cultural tourism, ontology acts as a
basis for the development of cultural tourists’ interest and data mining techniques was
used to enrich the concept of ontology. The domain cultural tourism ontology, an
existing small, manually-created ontology, is used to capture the semantic information
among different terms in the documents. Data was collected from Thai tourism websites
related to cultural tourism information. The research was divides in to three phrases as
following: preprocessing phrase, feature extraction, and performance testing.

In preprocessing phrase, data used in the research was online and html tags and tables
were included. Therefore, data was eliminated the irrelevant and non-trivial data and
removed html tags. Thai language may have more restrictions on natural language
processing than English because Thai does not have a punctuation mark and there is no
represents ending sentences. Thai word segmentation is different from English and this
research used longest matching technique to word segmentation as shown in Fig. 1.

Fig. 1. Example of Thai word segmentation

In the feature extraction phrase, the keywords based on the frequency of the occur‐
rence were indexed to consider the word appeared in text related to cultural tourism.
TF-IDF (Term Frequency-Inverse Document Frequency) method was used to determine
the weight of keywords in the document [13]. This is a method for evaluating the impor‐
tance of words in a document by calculating TF-IDF as shown in equations.
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W(f,d) = TF(f,d) × IDF(f) (1)

IDF(f) = log
|D|

|
|
|
DF(f)

|
|
|

(2)

Where W(f,d) is the weight of the characteristic (f) in the document (d).
TF(f,d) is the frequency of the characteristic (f) in the document (d).
|D| is the total number of documents in the training set.
|DF(f)| is the number of all documents with the attribute (f) listed.
The results from the calculation were taken into account the attributes that give the

TF-IDF a high value in each category of key words. The number of features was chosen
from ascending and then converted to the form of a matrix of documents (Document-
Terms Matrix) as shown in Table 1.

Table 1. Document-terms matrix

Performance testing is measured with precision, recall, and F-measure.

precision =
number of correct positive predictions

number of positive predictions
× 100 (3)

recall =
number of correct positive prediction

number of positive example
× 100 (4)

F − measure =
2 ∗ precision ∗ Recall

precision + Recall (5)

5 Results of Experimental

The data used in the experiments was corrected from 70 Thai cultural tourism websites
(20,000 words approximately) and the preprocessing applied to handle with these
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documents. F-measure was used to evaluate the performance of the classification of
attraction category as shown in Table 2.

Table 2. Classification performance

Class Precision Recall F-measure
SVM Feature

reduction
and SVM

SVM Feature
reduction
and SVM

SVM Feature
reduction
and SVM

1 67.67 75.46 53.33 73.45 56.34 71.96
2 65.81 77.58 62.46 77.45 62.65 77.65
3 53.33 79.12 67.45 77.33 65.32 75.24
4 63.62 79.84 64.23 77.69 64.34 75.78

The results were shown that feature reduction and SVM techniques presented the
highest precision than SVM approach. However, some words in Thai are still provided
less accuracy to classify because of ambiguous of words.

6 Conclusion

This paper presented the method of developing knowledge related to cultural tourism
by utilizing ontological theory to categorize tourist information and using data mining
techniques to help categorize information and to classify tourists’ interest in cultural
tourism. The results showed that feature reduction and SVM techniques presented the
highest precision than SVM approach. However, in term of the future experiments, other
text mining techniques will be investigate to research about to enhance this project and
also apply the tool to extend concepts in the experiment.
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Abstract. Cat swarm optimization (CSO) is a novel metaheuristic
based on swarm intelligence, presented in 2006 has demonstrated great
potential generating good results and excellent performances simulating
the behavior of domestic cats using two behavior: seeking and tracing
mode, this mode are classified using a mixture rate (MR), this para-
meter finally defines the number of individuals who work by exploring
and exploiting. This work presents an improvement structure of a binary
cat swarm optimization using a total reboot of the population when loss
diversity it is detected.

Keywords: Metaheuristics · Combinatorial Optimization · Diversity
loss

1 Introduction

The Set Covering Problem (SCP) is a NP-hard combinatorial optimization prob-
lem which it has multiple practical applications, for example: air and maritime
ports, factories, warehouses, retail outlets, schools, hospitals, bus stops, subway
stations, electronic switching centers, Daskin introduces the term Facility to
identify public and private services centers, to find where to install these facility
satisfying certain restrictions. The main objective of the SCP consists is to find
these places with a minimun cost and distributing efficiently these centers.

The SCP because is a classical question in combinatorics, computer science
and complexity theory, many works have been written to solve it using different
techniques such as: Genetic algorithm [1], Particle Swarm Optimization [2] and
algorithm based in the nature [3], in this work we will use Binary Cat Swarm
Optimization [4] a novel metaheuristic based on swarm intelligence presented in
2006 modifying one of the main parameters that defines how many cats will be
exploiting or exploring into spaces search.

2 Set Covering Problem

The set covering problem (SCP) objective is to locate the minimum number
of facilities required to satisfy all of the demand [5]. It is one of Karp’s 21
c© Springer International Publishing AG 2018
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NP-complete problems shown to be NP-complete in 1972 [6]. There are 2 ways
to solve it, using exact methods and approximate algorithm, Heuristics or meta-
heuristics. SCP is formally defined as fallows: Let A = (aij) it is zero-one matrix
with m-rows n-columns. We say that a column j cover a row i if aij = 1. Each
column j is associated with a non-negative real cost cj . Let I = 1, ...,m and
J = 1, .., n be the row set and column set, respectively. The SCP calls a minimal
cost to a subset S ⊆ J such that each row i ∈ I is covered by at least one column
j ∈ J . A mathematical model for the SCP is

Minimize Z =
n∑

j=1

cjxj j ∈ {1, 2, 3, ..., n} (1)

Subject to:
n∑

j=1

aijxj ≥ 1 i ∈ {1, 2, 3, ...,m} (2)

xj ∈ {0, 1} (3)
The objective function (1) minimize the total fixed cost of the siting configu-

ration rather than the number of facilities sited. Constraint set (2) ensures that
each demand node is covered by at least one facility. Constraint set (3) enforces
the yes or no nature of the siting decision.

3 Cat Swarm Optimization

Chu and Tsai [7] presented CSO algorithm for solving optimization problems
simulating the conduct of domestic cats. This algorithm is based on a swarm
intelligent [8] of N individuals(cats) working in M dimensional space and over
the cat behavior defined by two states: seeking mode and tracing mode that
define the movement of the population. To ensure the balance between of these
states, the population is divided using a mixture rate (MR) and represent a
percentage of the population, N . Chu and Tsai propose a low value of MR [7]
favoring the exploration, however this value will depend on the problem that
needs to be solved.

– Seeking Mode, exploitation. Resting but being alert - looking around its envi-
ronment for the next move improving the position, Csm will represent the cats
in mode seeking

Csm = MR · N (4)
– Tracing Mode, exploration. Running to the prey, Ctm will represent the cats

in mode tracing
Ctm = N − Csm (5)

The CSO was originally developed for continuous spaces, however there are
a lot optimization problems, like as SCP, in which is necessary work in discrete
space. Sharafi et al. proposed the discrete version of this technique [4], Binary
Cat Swarm Optimization (BCSO). The main difference between CSO and BCSO
is the representation of the vector position of each cat which composed only of
ones and zeros. The cat behaviors are described below.
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3.1 Seeking Mode (SM: Resting and Observing).

The SM corresponds to a global search technique in the search space of the
optimization problem. In this way SMP copies of the cat is done. There are four
main parameters [4]:

– SMP Seeking memory pool.
– SRD Seeking Range of the selected dimension
– CDC Counts Dimension Change
– SPC Self-Position Consideration

It’s steps are:

1. Make (SMP − 1) copies catk actual position. If the value of SPC is true, let
j = (SMP − 1), then retain the present position as one of the candidates.

2. For each (SMP − 1) copies, and using CDC, randomly plus or minus SRD
percent the present value and replace the old ones.

3. To obtain the fitness values (FS) of all candidate.
4. If all FS are not exactly equal, calculate the selecting probability of each

candidate point by (4), else set the selecting probability in 1 for all copies.

Pi =
|SSEi − SSEmax|
SSEmax − SSEmin

(6)

5. Randomly pick the point to move to from the candidate points, and replace
the position of catk. If fitness function is a minimum solution, FSb = FSmax,
otherwise FSb = FSmin

3.2 Tracing Mode (TM): Running After a Target

In this mode, the cats are moving following the targets spending high
energy. Define position and velocity of ith cat in the D-dimensional space as
Xi=(Xi1,Xi2,Xi3 . . .XiD) and Vi=(Vi1,Vi2,Vi3 . . .ViD) where (1 ≤ d ≤ D)
is the dimension. The global best position of the cat swarm is represented as
Xg=(Xg1,Xg2,Xg3 . . .XgD). The steps involved in tracing mode are:

1. Compute the new velocity of i th cat using:

Vid = w Vid + c r (Xgd − Xid) (7)

where w is the inertia weight, c is the acceleration constan and r is a random
number uniformly distributed in the range [0,1]

2. Compute the new position of i th cat using

Vid = Xgd − Xid (8)

3. If the new position of i th cat corresponding to any dimension goes beyond
the search space, then the corresponding boundary value is assigned to that
dimension and the velocity corresponding to that dimension is multiplied by
-1 to continue the search in the opposite direction.
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The main process of CSO is described in Algorithm 1.

Algorithm 1. BCSO main algorithm

Input: MR,SMP,SRD,CDC,SPC,NumGen, SizePob
Output: The best Fittness

1 CatSizePob ← CreateBinaryCatPopulation(SizePob,MR)
2 Iterationi ← 1
3 while Iterationi ≤ NumGen do
4 for i ← 1 to SizePob do
5 if Cat[i] is SeekingMode then
6 SolutionCandidate ← applySeekingMode(Cat[i])

7 else
8 SolutionCandidate ← applyTracingMode(Cat[i])

9 Fitnessbest ← EvaluateBestSolution(Catk, F itnessbestbefore)

10 CatSizePob ← RepickCats(CatSizePob,MR)
11 Iterationi ← Iterationi + 1

12 return Fitnessk

Where

– NumGen: Iterations number
– CreateBinaryCatPopulation(SizePob, MR): Randomly create the binary cats

population(velocity and position) and distribute it according to MR
– EvaluateBestSolution( Cat[i],Fitnessk ): Compute the fitness, and keep the

best fitness
– applySeekingMode( Cat[i] ): Execute Seeking Mode in according to MR
– applyTracingMode( Cat[i] ): Execute Tracing Mode in according to MR
– RepickCats(SizePob, MR): Re-pick number of cats and set them into tracing

mode according to MR, and set the other into seeking mode

4 Algorithm Proposed. Binary Cat Swarm Optimaztion
Using Restart Population: BCSO-RP

Our purpose is to introduce a mechanism to improve the results obtained for
SCP in previous studies. The basic idea is, to use original BCSO to determine
the best MR that resolves the SCP instance, after that, run a new BCSO using
the best MR and apply population restart when the premature convergence is
detected. The premature convergence happens in all virtual population working
with search methods, this behavior it is related when the population loses the
capacity to generate new a better solutions, this process is known as “diversity
loss”. Our strategy will be to regenerate [9,10] the population to explore unvis-
ited regions in the search spaces when the solution does not improve. The effect
of this mechanism it is showed below Figs. 1 and 2. Therefore our proposal will
contain 2 phases: Phase one; Run BCSO varying MR from 0.0 to 1.0, we seek the
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best rate in a minimal the iterations, and Phase two; Determined MR(phase 1),
we execute BCSO controlling premature convergence and restarting the popula-
tion when it’s detected (Table 1) (Fig. 3).

Fig. 1. BCSO-RP, MR tunning and
restart population

Fig. 2. Effect of proposal( Phase 1 and 2)
over instance 41. We improved the objective
function

Algorithm 2. BCSO-RP: BCSO with Restart Population

Input: SMP,SRD,CDC,SPC,NroGen, SizePob
Output: Best Fittness

1 Iterationi ← 1
2 (MRbest,MRiter) ← DetermineBestMR(SizePob) /* Best MR using

a minimal iteration */
3 Iterationi ← MRiter

4 CatSizePob ← CreateCatPopulation(SizePob,MRbest)
5 while Iterationi ≤ NroGen do
6 for i ← 1 to SizePob do
7 if Cat[i] is SeekingMode then
8 SolutionCandidate ← applySeekingMode(Cat[i])

9 else
10 SolutionCandidate ← applyTracingMode(Cat[i])

11 Fitnessbest ←
EvaluateBestSolution(SolutionCandidate, F itnessbestBefore)

12 if Converge(Fitnessk, Iterationi) Detected then
13 CatSizePob ← CreateCatPopulation(SizePob,MRbest)

14 else
15 CatSizePob ← RepickCats(CatSizePob)

16 Iterationi ← Iterationi + 1

17 return Fitnessk
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Table 1. Analysis for SCP4.x,max(ω) = 46.6 and min(ω) = 14.7 with both value the
phase2 reached the optimal

Instance MR Iteration Fitness Optimal Fitness omega

Phase1 Known Phase2 (%)

SCP41 0,55 371 431 429 430 37.10

SCP410 0,4 219 516 514 514 21.90

SCP42 0,9 466 515 512 512 46.60

SCP43 0,45 250 525 516 517 25.00

SCP44 0,65 362 499 494 496 36.20

SCP45 0,41 160 514 512 514 16.00

SCP46 0,25 154 560 560 560 15.40

SCP47 0,45 147 430 430 430 14.70

SCP48 0,6 405 494 492 492 40.50

SCP49 0,5 262 656 641 652 26.20

Fig. 3. MR tends to be close to 0.5

Where

– DetermineBestMR(SizePob,MRbest) : Determines the best MR for SCP
instance, is defined by the Algorithm 3

– Converge(Fitnessk, Iterationi) : Detects if the solution does not progress
– CreateCatPopulation(SizePob,MRbest) : Create a new population and it is

distributed according to MRbest

5 Experimental Results

The BCSO-RP was implemented in Java Programming language. The execution
was made using a laptop with OS X Yosemite 10.10.5 operating system, Intel
Core i5 2.50 GHz with 16 GB of RAM. The instances for SCP, obtained from OR-
Library [11]. The results are compared using the relative percentage deviation
(RPD). The RPD value quantifies the deviation of the objective value Zmin
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Algorithm 3. Phase I:Search for the best MR

Input: BCSO parameters : SMP, SRD, CDC, SPC
Input: Population parameters: NroGen, SizePob
Output: The best Fittness

1 MRi ← 0.0
2 CatSizePob ← CreateCatPopulation(SizePob, MRi)
3 while MRi ≤ 1.0 ∧ ( Not Converge(Fitnessk, Iterationi)) do
4 for i ← 1 to SizePob do
5 if Cat[i] is SeekingMode then
6 SolutionCandidate ← applySeekingMode(Cat[i])

7 else
8 SolutionCandidate ← applyTracingMode(Cat[i])

9 Fitnessbest ←
EvaluateBesSolution(SolutionCandidate], F itnessbestBefore)

10 CatSizePob ← RepickCats(SizePob, MR)
11 Iterationi ← Iterationi + 1
12 MRi ← MRi + 0.1

13 return MR, NroIter

from Zopt that in our experiment is the minimal best known value for each
instance and it is calculated as follows (Table 2)

RPD =
(
Zmin − Zopt

Zopt

)
× 100 (9)

In all experiments the BCSO-RP was executed using 1000 iterations and 31 times
each instance. The best MR in all instances was close 0.5, coincides with MR
used in [12], however our results were better by the population reset introduced
when the population loses the diversity, it allows to explore other areas of the
solution space and greatly improves results. The Tables 3, 4, and 5 shows these
results. We can observed that Standard Desviation(SD) is very small, except in
the instance 4.2 and 4.3. From Fig. 2 it can observed are RPDmin and RPDavg

are worst in the A.x ans B.x, however these same instances have good standard
deviation. Finally we reachead 11 optimal, these results are promising compared
to the studies done in [12] and [13] (Table 6).

The results BCSO-RP were compared with BCSO algorithm for the non-
unicost and BCSO with Different Binarization Methods for Solving Set Cov-
ering Problems [12,13], Binary Firefly Optimization (BFO) [14]; and Binary
Artificial Bee Colony (BABC) [15]. The column Zopt, for instance executed, the
columns Zmin and Zavg represent the minimum and average objetive functions
values respectively and finally, RPD, the minimal relative percentage deviation
calculated.
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Table 2. Experimental results with 4.x and 5.x Beasley’s OR Library instances

Inst Opt Min Max RPD Prom RPD SD Inst Op Min Max RPD Prom RPD SD

min(%) prom(%) min(%) prom(%)

4.1 429 430 438 0.233 433.65 1.083 1.70 5.1(*) 253 253 263 0.000 258.26 2.078 2.65

4.2(*) 512 512 545 0.000 525.10 2.558 8.36 5.2 302 303 322 0.331 309.94 2.628 5.08

4.3 516 517 573 0.194 533.81 3.451 12.05 5.3(*) 226 226 233 0.000 229.87 1.713 1.52

4.4 494 496 515 0.405 502.74 1.770 4.52 5.4(*) 242 242 248 0.000 244.81 1.160 1.60

4.5 512 514 518 0.391 515.58 0.699 1.57 5.5 211 214 222 1.422 217.52 3.088 1.98

4.6(*) 560 560 565 0.000 561.16 0.207 1.85 5.6(*) 213 213 224 0.000 217.42 2.075 3.85

4.7(*) 430 430 445 0.000 433.68 0.855 3.17 5.7 293 294 308 0.341 299.71 2.290 3.36

4.8(*) 492 492 512 0.000 496.97 1.010 5.08 5.8(*) 288 288 314 0.000 299.03 3.831 6.59

4.9 641 652 678 1.716 661.77 3.241 6.43 5.9 279 280 286 0.358 280.52 0.543 1.12

4.10(*) 514 514 524 0.000 518.10 0.797 2.10 5.10 265 268 278 1.132 272.29 2.751 2.27

Table 3. Experimental results with 6.x and A.x, B.x, C.x, D.x and D.x Beasley’s OR
Library instances

Inst Opt Min Max RPD Prom RPD SD Inst Opt Min Max RPD Prom RPD SD

min(%) prom(%) min(%) prom(%)

6.1 138 141 149 2.174 144.03 4.371 2.18 C.1 227 229 241 0.881 235.03 3.538 2.36

6.2(*) 146 146 151 0.000 148.97 2.033 1.80 C.2 219 221 233 0.913 226.74 3.535 2.65

6.3(*) 145 145 154 0.000 148.77 2.603 1.96 C.3 243 251 271 3.292 258.68 6.452 4.69

6.4(*) 131 131 135 0.000 133.13 1.625 0.96 C.4 219 225 240 2.740 231.39 5.656 4.32

6.5 161 164 170 1.863 166.52 3.426 1.96 C.5 215 220 234 2.326 226.13 5.176 3.84

A.1 253 254 264 0.395 257.87 1.925 2.47 D.1(*) 60 60 65 0.000 62.77 4.624 1.73

A.2 252 259 266 2.778 262.77 4.275 2.00 D.2 66 69 70 4.545 69.55 5.376 0.51

A.3 232 234 248 0.862 241.81 4.227 3.70 D.3 72 75 79 4.167 77.48 7.616 1.09

A.4 234 238 249 1.709 243.00 3.846 2.00 D.4 62 63 66 1.613 64.48 4.006 1.00

A.5(*) 236 236 240 0.000 237.81 0.765 1.01 D.5 61 62 65 1.639 63.74 4.495 0.82

B.1 69 70 75 1.449 73.16 6.031 1.16 E.1(*) 29 29 30 0.000 29.90 3.115 0.30

B.2 76 80 86 5.263 83.00 9.211 1.83 E.2 30 32 34 6.667 33.23 10.753 0.96

B.3(*) 80 80 84 0.000 81.68 2.097 1.25 E.3 27 29 32 7.407 30.87 14.337 1.02

B.4 79 81 85 2.532 83.19 5.308 1.49 E.4 28 29 33 3.571 31.58 12.788 1.15

B.5(*) 72 72 73 0.000 72.97 1.344 0.18 E.5(*) 28 28 30 0.000 29.74 6,221 0,51

Table 4. Experimental results with F.x, G.x and H.x Beasley’s OR Library instances

Inst Opt Min Max RPD Prom RPD SD Inst Opt Min Max RPD Prom RPD SD

min(%) prom(%) min(%) prom(%)

F.1 14 15 17 7.143 16.61 18.664 0.56 G.4 168 175 183 4.167 180.29 7.316 2.08

F.2 15 16 18 6.667 17.45 16.344 0.68 G.5 168.1 172 184 2.320 180.65 7.463 2.60

F.3 14 16 17 14.286 16.84 20.276 0.37 H.1 63 67 71 6.349 69.81 10.804 0.75

F.4 14 15 17 7.143 15.94 13.825 0.44 H.2 63 65 67 3.175 66.87 6.144 0.43

F.5 13 15 16 15.385 15.90 22.333 0.30 H.3 59.2 65 69 9.797 67.48 13.993 1.26

G.1 176.4 182 193 3.175 190.00 7.710 2.68 H.4 58.1 63 67 8.434 64.81 11.543 0.98

G.2 154.1 160 167 3.829 165.23 7.220 1.50 H.5 55 59 61 7.273 60.32 9.677 0.54

G.3 166.2 178 182 7.100 180.06 8.342 1.44
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Table 5. Comparison of BCSO-RP against BCSO original, BEE, FIREFLY ANT
metaheristics

Tech/SCP 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9 4.10 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9 5.10

Best Know 429 512 516 494 512 560 430 492 641 514 253 302 226 242 211 213 293 288 279 265

BCSO-RP 430 512 517 496 514 560 430 492 652 514 253 303 226 242 214 213 294 288 280 268

BCSO-BI 432 517 531 496 514 560 434 494 660 518 258 306 229 242 216 217 294 294 280 271

BCSO-ORI 429 517 519 495 514 563 430 497 655 519 279 339 247 251 230 232 332 320 295 285

BEE 430 512 516 494 512 561 430 493 643 514 254 309 228 242 211 213 296 288 280 266

FIREFLY 481 580 619 537 609 653 491 565 749 550 296 372 250 277 253 264 337 326 350 321

ANT 429 512 516 494 512 560 430 492 641 514 253 302 228 242 211 213 293 288 279 265

Tech/SCP 6.1 6.2 6.3 6.4 6.5 A.1 A.2 A.3 A.4 A.5 B.1 B.2 B.3 B.4 B.5 C.1 C.2 C.3 C.4 C.5

Best Know 138 146 145 131 161 253 252 232 234 236 69 76 80 79 72 227 219 243 219 215

BCSO-RP 141 146 145 131 164 254 259 234 238 236 70 80 80 81 72 229 221 251 225 220

BCSO-BI 143 146 148 133 165 271 259 238 241 237 70 80 80 81 73 232 225 251 231 222

BCSO-ORI 151 152 160 138 169 286 274 257 248 244 79 86 85 89 73 242 240 277 250 243

BEE 140 146 145 131 161 254 254 234 234 237 69 76 80 79 72 230 219 244 220 215

FIREFLY 173 180 160 161 186 285 285 272 297 262 80 92 93 98 87 279 272 288 262 262

ANT 138 146 145 131 161 253 252 232 234 236 69 76 80 79 72 227 219 243 219 215

Tech/SCP D.1 D.2 D.3 D.4 D.5
Best Know 60 66 72 62 61
BCSO-RP 60 69 75 63 62
BCSO-BI 60 69 76 63 64
BCSO-ORI 65 70 79 64 65

BEE 60 67 73 63 62
FIREFLY 71 75 88 71 71

ANT 60 66 72 62 61

Table 6. Comparison of BCSO-RP against BCSO original, BEE, FIREFLY ANT
metaheristics

Tech/SCP NRE1 NRE2 NRE3 NRE4 NRE5 NRF1 NRF2 NRF3 NRF4 NRF5

Best Know 29 30 27 28 28 14 15 14 14 13

BCSO-RP 29 32 29 29 28 15 16 16 15 15

BCSO-BI 30 34 29 32 30 17 16 17 15 16

BCSO-ORI 29 34 31 32 30 17 18 17 17 15

BEE 29 30 27 28 28 14 15 14 14 13

FIREFLY 32 36 35 34 34 17 17 21 19 16

ANT 29 30 27 28 28 14 15 14 14 13

Tech/SCP NRG1 NRG2 NRG3 NRG4 NRG5 NRH1 NRH2 NRH3 NRH4 NRH5

Best Know 176 154 166 168 168 63 63 59 58 55

BCSO-RP 182 160 178 175 172 67 65 65 63 59

BCSO-BI 191 165 182 180 183 69 67 69 64 61

BCSO-ORI 190 165 187 179 181 70 67 68 66 61

BEE 176 154 166 168 168 63 63 59 58 55

FIREFLY 230 191 198 214 223 85 81 76 75 68

ANT 176 155 166 168 168 64 64 59 58 55
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6 Conclusion and Future Work

There are not published results on using BCSO modifying the rate mixture and
using restart the population when premature convergence it is detected, for this
reason we think that our results are quite promising. The motivation to choose
MR and work with this parameter is based to study the effects of population
changes and their consequences on the quality of solutions compared to other
metaheuristics. In this preliminary investigation we obtained good results and
as future works we think improve them considering:

– Optimize phase 1 to determine a MR set rather than a single value and use
it in the SCP solution

– Improve the mechanism of restart, considering properties of elitism, Genetic
Mutation and transferring experience from one restart to another

– Improve the mechanism used in phase 1 to include other parameters of the
technique and experiment with them. The idea is to achieve a balance char-
acteristics of exploration and exploitation defined by MR (Mixture Rate) and
the others parameters BCSO techniques.
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Abstract. This research aims to develop a model for analysis of student behavior
through e-Learning based on data mining technique in case of Suan Sunandha
Rajabhat University. The student data set was composed of 5392 personal records
and, to compare the effective of algorithm, the model was created under decision
tree and Bayesian networks techniques. The result found that showed that Baye‐
sian networks technique showed higher performance and the percentage of
prediction is accurate 91.32%.

Keywords: Educational data mining · Student’s behavior · Decision tree ·
Bayesian networks

1 Introduction

With no longer barrier by space and time, information technology systems play the
important rule to support human and social life. Web based and mobile based Learning
systems have become more and more used in teaching and learning to enhance the ability
of both students and teachers. e-Learning is an educational system that involves learning
and teaching through the Internet. With plenty of information readily available, students
can study their interested courses though a web-based class so as to enhance their
knowledge at any time and any place and teachers can easily manage their online classes
and monitor student’s performance as well. However, most web-based educational
courses can rarely support interactive and adaptive abilities. Hence, educational data
mining (EDM) is used to analyze student’s behavior so as to find the patterns of system
usage by teachers and students and to discover the students ‘learning behavior patterns.

Educational data mining is the process of converting raw data from educational
systems to useful information and it can analyze relevant information results and produce
different perspectives to understand more about the users’ behavior. Data Mining can
extract knowledge through the analysis of the information available in the form of data
generated by their users. Therefore, the purpose of this research aims to develop a model
for analysis of student behavior through e-Learning based on educational data mining
technique in case of Suan Sunandha Rajabhat University.

The remainder of this paper is organized as follows. Section 2 presents the research
methodologies used in this work. Section 3 presents the experimental results based on
the purposed model based on educational data mining technique. This project
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demonstrates how to analyze student behavior from log file from e-Learning and how
to evaluate purposed methodology. Finally, in Sect. 4 conclude the paper with future
research.

2 Literature Reviews

A literature search shows that most of the related researches have deployed data mining
techniques to analyze student’s learning behaviors by following this: According to
Romero et al. [1], the research was shown the usefulness of the data mining techniques
in course management system and the rules can help to classify students and to detect
the sources of any incongruous values received from student activities. Kularbphettong
[2] used data mining techniques with data log file provided by Learning Management
Systems (LMSs) in relation to visits and times, resources viewed, assessments, activities
and etc. [3–6]. Also there are many researches that have been investigated in the on-line
learning environment. For example, Efrati et al. presented a case study of a data mining
approach based on cluster analysis to support the detection of learning styles in a
community of learners [7]. Minaei-Bidgoli et al. [8] presented an approach to classify
students in order to predict their final grade based on features extracted from logged data
in an education web-based system.

3 The Methodologies

This section described the specified methodologies used in this project. Educational data
mining is the data analyzing process from different perspectives also summarizing the
useful information results.

A decision tree is one of the most well-known classification approaches that are
commonly used to examine data and induce the tree in order to make predictions [9].
J48 classifier is a simple C4.5 decision tree to create a binary tree developed by Quinlan
[10] and it is an open source Java implementation of the C4.5 algorithm under WEKA
data mining platform. C4.5 is an algorithm used to generate a decision tree. C4.5 builds
decision trees from a set of training data by using the concept of information entropy.

Bayesian classification is a supervised learning algorithm for classification and It is
simple probabilistic classifier based on Bayesian theorem with strong independence
assumption. The conditional independence assumptions in the graph are estimated by
statistical and computational models [11, 12].

4 Experimental Setup

This research was adopted classification approaches like decision tree and Bayesian
Networks techniques to create model for prediction the pattern of student’s learning
behavior through e-Learning. The data of this experiment was collected from informa‐
tion technology subject, Suan Sunandha Rajabhat University, during the period of 2014–
2015. The student data set was composed of 5392 personal records and the data was
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consisted of personal records, course (face-to-face) records, score tests, project scores
and students’ log file from e-Learning system.

In this class, student should be required to attend classroom and they were assigned
to take post exams in class and they must propose and present project they must work
together in group. In addition, student needs to take post quizzes online, to review and
use materials on e-Learning system and to participate in exercises. The data is prepro‐
cessed, and transformed to be appropriated format in order to apply data mining tech‐
niques as shown in Fig. 1.

Fig. 1. The data preparation process phrase

In data preparation process phrase, to develop a model for analyzing the learning
behavior of learners on the e-Learning system, attributes were defined from the learner’s
intended learning behavior like number of reading material defined how much student
accessed to the course materials, number of downloads shown the behavior of the
students regularly using the course materials and number of attendance class presented
the intention and responsibility of learner. Also, all continuous attributes have been
transformed to nominal attributes so as to conveniently be processed and understand the
meaning. To transform numerical attributes to discrete attributes, equal width method
was used to partition the value of continuous attributes into five nominal values: VERY
LOW, LOW, MEDIUM, HIGH and VERY HIGH. Learning set and testing set were
divided to create the model.

After preparation data, decision tree and bayesian networks algorithms were applied
to discover valuable patterns. Data was analyzed by WEKA. WEKA, the Waikato Envi‐
ronment for Knowledge Analysis, is a collection of machine learning algorithm to
analyze data set for data mining tasks [15]. Decision tree and Bayesian Networks algo‐
rithms were used to estimate and evaluate for creating the model. To take measure the
result, the K-fold cross validation method was provided to validate the result. And to
create the effectiveness model, the results of each algorithm were evaluated by the
percentage correct, precision, recall and F measure (Table 1).

Analysis of Students’ Behavior Based on Educational Data Mining 169



Table 1. The listed of important attributes

Name Description
Result-PostTest_number Mark obtained from posttest
Time-of-PostTest_number Time spent on posttest
SumofPostTest Total mark obtained from all posttest
Time-of-viewing–material Total time spent on viewing material
score-of-attendance Scores of attendance in class
Project_score Mark obtained from project
Midterm-score Mark obtained from Midterm
Final-score Mark obtained from Final
Grade Final mark obtain from this class

5 Experimental Results

In this research, the data was analyzed by using J48 and Bayesian Networks algorithms
and using the appropriated result was created the model to analyze learners’ learning
behavior using educational data mining techniques. The results of this experiment were
shown in Table 2, compared the effectiveness of each algorithm.

Table 2. Comparison of model performance measurements.

Precision Recall F-measure Accuracy
J48 90.2 95.33 92.75 92.16
Bayesian networks 91.32 96.12 93.64 92.73

The results of the experiment show that the Bayesian Networks algorithm is more
efficient than J48 algorithm. The percentage of prediction is accurate 91.32% and preci‐
sion and Fig. 2 was compared the effectiveness of each algorithm.

86
88
90
92
94
96
98

J48

Bayesian 
Networks

Fig. 2. The effectiveness of each algorithm
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6 Conclusion

This paper presented the prototypes model for the ongoing improvement project to build
a model for analyzing learners’ learning behavior using educational data mining tech‐
niques. The research was divided the study and developed the model into 2 phases: the
development of models for analyzing the learning behavior of learners on the e-learning
system in the first part was to prepare the log files of the e-learning and e-learning data
and student attendance data and transformed the data into a suitable format for further
study and development and to develop the model using decision tree and bayesian
Networks techniques. This model can be beneficial to discover the pattern of learning
behavior. However, in term of the future experiments, other data mining techniques are
be applied to conduct a research to enhance this project and also apply the tool to analyze
the learning behavior of learners on the e-learning system.
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Abstract. There are existing implementations of Latent Dirichlet Allocation
(LDA) algorithm as a semantic classifier to arrange the data for efficient
retrieval. However, the problem of learning or inferencing the posterior distri-
bution of the algorithm is trivial. Inferencing directly the prior distribution could
lead to time taken to increase exponentially. It is due to the coupling of the
hyperparameters. Several inference algorithms have been implemented together
with LDA to solve this issue. The inference algorithm used in this research work
is Gibbs sampling. Research using Gibbs sampling shows promising results in
comparison to other inference algorithms, especially in the performance of the
algorithm. It still takes a long time to compute the topic distribution of the data.
There are still room for improvement in the time taken for the algorithm to
complete the topic distribution. Using two datasets, an evaluation of the per-
formance of the algorithm has been conducted. Results show that Gibbs sam-
pling as the inference algorithm provides a better prediction on the optimal
number of topic of the data in comparison to Variational Expectation Maxi-
mization (VEM).

Keywords: Latent Dirichlet Allocation � Inference engine � Topic models �
Semantic � Text classification � Information retrieval

1 Introduction

Latent Dirichlet Allocation (LDA) is a generative probabilistic topic modelling algo-
rithm. It is used as an unsupervised learning classifier for unstructured data. As it is a
generative probabilistic algorithm, it will randomly generate observable values based
on hidden parameters. LDA uses two hidden hyper parameters, alpha and beta. Based
on the generated observable values, we could learn the distributions and the pattern of
the words occurrence. However, to infer completely the distributions are almost
impossible as it would lead to the coupling of the hyper parameters. Several approx-
imations inference algorithms have been used in LDA such as the Variation Expec-
tation Maximization (VEM) and Gibbs sampling.

In most research regarding inferring the LDA, Gibbs sampling emerged as one of
the best algorithm to solve the issue. However, it will still take a long time for the
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algorithm to compute the topic distribution of the data. It is because the inferring
process still involve a huge amount of iterations or cycles through all the words in the
dataset. This shows that there is still room for improvement in the time taken for the
algorithm to complete the topic distribution. In this paper, we discuss on the capability
of the inference algorithms through tests with real world dataset.

The paper focuses to summarizing popular inference algorithms of LDA algorithm.
The algorithm will be tested against two datasets including one real world industrial
dataset obtained from an oil and gas company. The existing implementation of Gibbs
sampling and Variational Expectation Maximization (VEM) as the inference algorithm
for LDA are tested in the experiment. The experimentation is also limited to the
evaluation of the harmonic means of both Gibbs sampling and Variational Expectation
Maximization (VEM). Through harmonic means evaluation, an estimation of the
ability of the inference algorithm to discover the optimal number of topics could be
done. The inference algorithm should achieve high performance. High performance is
defined as the ability to infer the topic distribution with shortest time taken possible.
This is important as the inference algorithm should not hinder the performance of the
overall algorithm.

2 Literature Review

This section is split to 4 sections in discussing the comparison between different
methods in semantic classifier. Section 2.1 elaborates on the selection of semantic
classifier algorithm, Sect. 2.2 discusses LDA, Sect. 2.3 deliberates on existing work of
LDA and Sect. 2.4 is a critical analysis on the inference algorithms of LDA.

2.1 Selection of Semantic Classifier Algorithm

There are existing semantic classifier algorithms that had been researched and utilized.
Table 1 discusses the comparison of the existing semantic classifier algorithms.
A critical analysis on the advantages and disadvantages of existing semantic search
algorithm was carried out prior to selecting a suitable algorithm for this research work.

Table 1 describes the existing method in semantic classifying data. For this
research, LDA is selected to be the classifier. The main reason LDA is chosen is due to
the feature that it does not require prior knowledge on the corpus or document. It is
important that the algorithm does not require prior knowledge because it will not be
confined to certain predefined words and can adapt to new corpus. LDA is able to
define its own knowledge base which can be append when needed. This will produce a
more accurate result as the algorithm will continue to improve its own capability. Even
though Latent Semantic Analysis allows this but it still lacks the ability to distinguish
polysemy. This will cause an issue if we encounter the same word but of different
context. Probabilistic Latent Semantic Indexing overcame this problem but LDA is still
better in terms of having the consistency in generating the topic distribution. As LDA
assumed that the multivariate probabilities are generated by Dirichlet distributions, it
prevents overfitting issue found with PLSI. The next section discusses in brief on LDA.
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2.2 Latent Dirichlet Allocation (LDA)

LDA is a topic modelling model. It is a generative probabilistic model that is able to
find and cluster the keywords in the document into their respective topic (Blei et al.
2003). The method selected is able to classify into their respective meaningful themes
(Eight to Late 2015). It is generated based on an idea that documents are consisting of
mixtures of latent topics and the topics are characterized by the distribution of words
(Blei et al. 2003). Latent is defined as something which presence but not visible.
Figure 1 illustrates how LDA works.

Table 1. Selection of semantic classifier algorithm

Name Features Advantages Disadvantages

Latent Dirichlet
Allocation (Blei
et al. 2003)

• A model that explains sets of
observations
by unobserved groups
through deducing why some
parts of the data are similar
(Blei et al. 2003)

• Automatically discover topics
without prior knowledge on
the document (Chen 2011)

• Does not require
priori, or prior
knowledge on
relations the document

• Results are close to
Google’s Page Rank
(Fishkin 2010)

• Requires no labelled
data (Hu 2009)

• Ignore the words order
(Chen 2011)

Latent Semantic
Analysis
(Landauer et al.
2013)

• A model that analyses
relationships between a set of
documents and the terms they
contain by producing a set of
concepts related to the
documents and terms

• Able to create
relationship between
the context of the
document and
keyword. This will
return a more
meaningful result

• Harder to handle
polysemy (Hofmann
2001). Polysemy is
defined as a word that
has many meaning

Probabilistic
Latent Semantic
Indexing (PLSI)
(Girolami and
Kabán 2003)

• Developed in improving latent
semantic indexing in term of
precision and recall

• A low perplexity
language algorithm.
Having a low
perplexity has been
proved to increase the
precision-recall
(Azzopardi et al.
2003)

• The generation of
semantic is not
consistent

• The inconsistency leads
to difficulty in
assigning the
probabilities to the
words to their topics

Fig. 1. Graphical model of LDA
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In Fig. 1, M denotes the documents, N represents the set of words in the document,
w represents the denoted words in the document, z represents the topic for the denoted
word, h represents the topic distribution for the document, a denotes the parameters set
for the topic distribution per-document and b denotes the parameters set for the topic
distribution per-topic word (Knispelis 2016).

In LDA, the user needs to specify the number of topics that the algorithm will
classify. The algorithm will then find the latent relationship between the words and the
topic associated with the words. LDA implements the bag-of-words model which
ignores the order of the words (Wu et al. 2010). Bag-of-words model is a model that
tokenize every word regardless of the grammar and their word order. However, LDA
will view the words independently and the occurrence of each word is utilized in
training a classifier (Maas et al. 2011). The next section discusses existing works that
utilize LDA.

2.3 Existing Works in Latent Dirichlet Allocation

There are several existing works that implements LDA to semantically analyse data-
sets. Table 2 exhibits the comparison between existing work in LDA and the research
gaps found.

Table 2. Existing work in Latent Dirichlet Allocation

Name Type of data Findings Way forward

Kim et al.
(2011)

Document • Eliminated the manual
labelling but still lacks
the same granularity

• The application of LDA
can scale up to large
number of documents

• Huge potential in analysing
unstructured data

Arora and
Ravindran
(2008)

Document • LDA-based model
outperformed the
performance of
cluster-based
approached

• Improve the estimation of
LDA by applying
Multi-Document
Summarization Algorithm in
Inferencing part

Wei and
Croft
(2006)

Web
database

• Consistently
outperformed the
performance of
cluster-based approach

• Improve efficiency in
information retrieval through
approximation in the
inferencing part. The
approximation is done
through tweaking the hyper
parameters

Yu et al.
(2014)

E-commerce
sites

• LDA able to determine
meaningful user intents
accurately

• LDA outperforms the
eBay ranking on user
satisfaction

• Include diversified retrieval
approach to improve
accuracy
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The content in Table 2 explains the comparison between works implementing LDA
in semantically analysing the data. Based on all existing works, all of them proved that
LDA could perform semantic search accurately. Either it is searching through docu-
ments or multimedia data, LDA can determine the semantic meaning of the words.

However, most of the existing works explained that there is minimal work in
improving the performance of the algorithm. Since LDA is a generative probabilistic
algorithm, it tends to take a longer time to compute a fairly distribution of topic
assignments. This is because LDA has an intractable coupling issue (Blei et al. 2003;
Hoffman et al. 2010). It normally occurs in a Bayesian Inference problem such as LDA.
In LDA, we have two hyper parameters which are observable but not entirely inde-
pendent. These will create a lot of possible latent variables when we want to sample the
posterior distributions. Even though it is possible to integrate them out or marginalize
the observable variables, there will be a likelihood that there is a problem in compu-
tation. Hence, inference methods or algorithms are used to infer the posterior distri-
butions (Blei et al. 2003).

2.4 Inference Algorithms for Latent Dirichlet Allocation

There are several inference algorithms that is used with LDA. Table 3 exhibits the
comparison between inference algorithms in LDA.

Table 3. Inference algorithms of Latent Dirichlet Allocation

Name Type Findings Way forward

Gibbs
Sampling
(Yildirim
2012)

Markov chain Monte Carlo Posterior samples
are generated by
going through each
variable to sample
from its conditional
distribution with
the remaining
variables with their
current values
unchanged
(Yildirim 2012)

Not as fast as
Variational
Expectation
Maximization when
it comes to large
sets of data

Variational
Expectation
Maximization
(Meila 2014)

An extension of the
Expectation-Maximization
(EM)

It uses deterministic
approximation
instead of direct
sampling from the
posterior which
resulting in faster
computation than
Gibbs Sampling

Although it is faster
than Gibbs
Sampling in
computing the topic
distribution, it will
also limit the
possible posterior
distribution
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As it is best to avoid the coupling of the hyper parameters, these two inference
algorithms had been widely used in LDA. Variational Expectation Maximization
(VEM) has been used by the original researcher as it produce a fast result given the
sample test data that they used (Blei et al. 2003). The time taken to infer the topic
distribution is faster than Gibbs Sampling when a large dataset is used (Meila 2014).
However, as it does not sample from the true posteriors, it will not be able to match the
accuracy of Gibbs Sampling. Besides that, it also uses a lot more computational
resources when larger dataset is used in comparison to Gibbs sampling. This will be a
major drawback as we are dealing with large dataset. Thus, in this research, Gibbs
Sampling is chosen as the inference for the LDA.

Gibbs sampling has several room of improvements such as in terms of the time
taken to compute the topic distribution. This creates a gap in improving the perfor-
mance of the algorithm in terms of the time taken to compute the total topic
distribution.

3 Methodology

In this research, there parameters that is studied are the performance and accuracy. The
parameter is selected based on the research gaps found from the existing implemen-
tations of LDA algorithm. Performance in this context is defined as having fast pro-
cessing speed of any jobs given. Hence, performance of the algorithm is measured as
the time taken to complete the tasks assigned. However, it is also important to ensure
that the result obtained from the inference algorithm is accurate. Based on the critical
analysis performed, LDA is selected as the search algorithm for this research.

The algorithm is written in Java. Most of the programming parts are referred from
(Blei et al. 2003; McCallum 2002; Nguyen 2007) (Fig. 2).

The main part of the program is to determine the topics of words in a collection of
documents. Through identification of the topic, the relation between the words and the
document can be established which will bring a more meaningful result for a search
request. The first step of the program will be to initialize a sampling method for the
algorithm.

The sampling method will generate the prior distribution of the words in the
documents using the value of a and b are entered. Value of a and b represents the
hyper parameters of the algorithm. If the value of a is high, each document is likely to
have a mix of most of the topics assigned. If the value of b is high, each topic is likely
to contain a mixture of most of the words. Both value of a and b basically deals with
the sparsity or the uniformity in the collection of documents. In this research, we are
initializing the value of a of 0.1 and value of b of 0.01. The values are decided based
on experiments conducted by (Griffiths and Steyvers 2004).

After all the prior distribution have been calculated, the values are passed to the
inference algorithm integrated in the LDA. Firstly, an initialization of Z, the number of
topics in the document is done. In the proof of concept, the value of 20 is used as
initialization. Gibbs sampling, as the inference algorithm, will update Z once it learns
the document through the drawing of Z dð Þ

n . After the first update has been completed,
the value of the hyper parameters are also updated to reflect the learned distribution
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through the maximization of the joint likelihood function. After all the updates have
been completed, the algorithm will then sample both the topic assignment and word
assignment from the documents. Through this sampling process, we can retrieve the
posterior distribution which is the topic distribution of the documents.

4 Experimentation

The aim for the experiment is to prove that Gibbs sampling of LDA able to discover the
optimal number of topic with better than Variational Expectation Maximization
(VEM), in terms of accuracy and performance.

4.1 Data Preparation

The data are in the form of unstructured documents. The dataset will undergo
pre-processing to ensure that it will be suitable for further analysed by the chosen
method. Details about the documents are as in Table 4.

Fig. 2. High-level graphical model of LDA with Gibbs sampling as the inference algorithm
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4.2 Experimentation Setup

This evaluation is done through computing the harmonic means of the inference algo-
rithm when learning the optimal number of topics for a dataset. LDA algorithm is
applied to each of the dataset with either Gibbs sampling or Variational Expectation
Maximization (VEM) as the inference algorithm. On each of the dataset, the algorithm
will compute the harmonic means for different number of topics. The highest point of the
harmonic mean reflects the optimal number of topic for the dataset (Wallach et al. 2009).

a = 0.1, b = 0.01 are used as initialization. It is important that all experiments are
given the same value of the hyper parameters to ensure a fair comparison.

The value of burn-in is set to 1000. It is a widely accepted value as to ensure that
the algorithm has properly learn the latent structure of the documents (Yildirim 2012).

5 Results and Discussions

In our experiments, we are aiming to evaluate the accuracy and performance of LDA to
discover optimal number of topics with both the inference algorithm without any
improvements or alterations.

Firstly, the algorithm will use the initialized the number of topics before analysing
the data to learn the structure of the data. Then, the trained algorithm will analyse the
data to compute the distribution of topics. Both evaluation will then be repeated for a
different number of topics. To find the optimum number of topics for each of the
datasets used, we analysed the harmonic mean of the algorithm when we choose
different number of topics. Several research have proved that the highest value of
harmonic means corresponds to optimal number of topics (Wallach et al. 2009). As the
problem is intractable, the heuristic approach (Harmonic mean method) is sufficient in
determining the number of topics of the dataset (Zhao et al. 2015). The formula used in
calculating the number of topics are

1
PðwÞ ¼

X
z

PðzjwÞ
PðwjzÞ ’

1
S

X
s

1

PðwjzðsÞÞ
; ð1Þ

Table 4. Parameters of dataset used in the experiments

Dataset A Dataset B

Source News articles in NYTIMES (Blei
et al. 2003)

Hydrocarbon Well Reports
(PETRONAS 2001)

Number of
words, N

90,000 35,127

Vocabulary, W 6525 1922
Number of
topic

13 3
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where w means the particular word that we are, z is the instance of the topic, S is the
total number of topics, P wjzð Þ;P zjwð Þ and Pðwjz sð ÞÞ are the Bayes probabilities of each
of the symbols. Z(s) is drawn from P(z|w). Through this calculation it gives an estimator
for P(w| u, a m):

PðwjU;amÞ ’ 1
1
S

P
s

1
PðwjzðsÞ;UÞ

¼ HM PðwjzðsÞ;UÞ
n oS

s¼1

� �
;

ð2Þ

/ represents the probability distribution of the topic in the corpus, a is the hyper
parameter of the Dirichlet distributions, HM denotes the harmonic means calculation
from the resulting equation.

Based on Figs. 3 and 4, we could analyse the harmonic means corresponds to the
number of topics tested against the dataset. All figures are summarized in Table 5.

Fig. 3. Harmonic means for Dataset A (Gibbs sampling (black line) versus variational
expectation maximization (yellow line))

Fig. 4. Harmonic means for Dataset B (Gibbs sampling (black line) versus variational
expectation maximization (yellow line))
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Based on Table 5, a comparison was done between the result obtained from Gibbs
sampling and Variational Expectation Maximization (VEM). The time taken for Gibbs
sampling to discover the optimal number of topics are longer on average than Varia-
tional Expectation Maximization (VEM). However, the difference is minimal as the
average difference of time taken is about 3–4 min.

Gibbs sampling performed better as the average difference of the number of topics
computed is 1.67. Variational Expectation Maximization (VEM) overestimates the
optimal number of topics as the average difference of number of topics is 15.67. One of
the possible reason is the Variational Expectation Maximization (VEM) would require
more iterations to arrive in the accurate optimal number of topics.

The results show that Gibbs sampling is better in discovering the optimal number of
topics of any given data. Even though there is still a difference of the computed number
of topics in comparison to the actual number of topics, it is still minimal when com-
pared to Variational Expectation Maximization (VEM).

6 Conclusion

An analysis conducted towards the LDA algorithm. Through this analysis, it was found
that the algorithm depends on inference algorithm to compute the topic distribution.
Further analysis on the existing implementations of inference algorithm were con-
ducted. Two inference algorithms, Gibbs sampling and Variational Expectation Max-
imization (VEM) were analyzed. Gibbs sampling was selected as it shows promising
result in comparison to Variational Expectation Maximization (VEM), especially in the
accuracy of the topic distribution. However, there is a gap of performance in the
implementation of Gibbs sampling in LDA. It takes a longer time to reach to a topic
distribution in comparison to Variational Expectation Maximization (VEM). Through
experimentation, the results confirm to the earlier mentioned studies, which depict
Gibbs sampling as a more robust inference algorithm.

Table 5. Time taken for calculating the harmonic means and optimal number of topics (Gibbs
sampling and Variational Expectation Maximization)

Gibbs sampling Variational
Expectation
Maximization (VEM)

Dataset A Dataset B Dataset A Dataset B

Time taken (minutes) 19.31865 8.50527 18.45791 6.735076
Optimal number of topics 14 4 48 8
Actual number of topics 13 3 13 3
Deviation 1 1 35 5
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Abstract. This paper aims to present a hypothetic theory of intelligent security
system. In society the threat of cyber-attacks is getting louder and the use of
computers, criminal activity has also changed from physical to cybernetic intru‐
sion. There had been many cyber security solutions used to counteract these
attacks, however we highlight the importance of self-protected systems in defense
and in a correct analysis of cyber attacks. The internet is vulnerable to cyber-
attacks as well as the information found in data systems and through a form of
recognition and extraction of relevant information, we can represent data as
shared data and integrated to intelligent system. What was used us a static firewall
is now intended to be dynamic and self-critical. By techniques of data analysis,
statistics, machine learning, data mining, the cybersecurity and privacy chal‐
lenges are within our reach. This paper examines data mining techniques in order
to predict pathways of Internet security and which considerations are involved in
the theoretical solutions presented for the privacy systems such as the e-Learning
environments.

Keywords: Data mining · Predictive models · Cybersecurity · Intelligent firewall ·
Intrusion detection systems

1 Introduction

In our current society, the threat of cyber intrusion is increasingly high and harmful.
With the rise of usage in computers, criminal activity has also shifted from physical
intrusion into cyber intrusion. Many well-known cybersecurity solutions are in place to
counteract these attacks.

The Web is typically our first source of information about new software vulnerabil‐
ities and cyber-attacks. Information is found in semi-structured vulnerability databases
as well as in text from security bulletins, news reports, cyber security blogs and Internet
chat rooms. It can be useful to cyber security systems if there is a way to recognize and
extract relevant information and represent it as easily shared and integrated semantic
data.

Increasingly, techniques from data analytics fields of statistics, machine learning,
data mining, and natural language processing are being employed for challenges in
cyber-security and privacy. This paper examines which techniques from these fields are
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essential for current and future cyber-security actioners and which considerations
involved in successfully solving security and privacy challenges of the future.

Intrusion detection systems provide the ability to identify security breaches in a
system by any action which is unauthorized. Current methods used for these systems
are anomaly detection or a trusted signature database.

Cyber security is the efficient and effective security of computer systems to ensure
the security of the data and security of communication processes between them. This
means blocking reading and unauthorized access especially by write actions in media.
Its important to define very clearly what we want to protect, we can know what are the
means indicated and actions more recommended. In general we can say that the function
of an effective cyber security system will be to protect vital, confidential and important
information, as well as to avoid manipulation and unauthorized modification of the vital
system parameters to the safety and survival of the system.

It is therefore necessary to identify correctly in each case, what are the real security
needs and what procedures applied. These depends on each threat in concrete, by
conducting a careful and comprehensive analysis of the types of attacks, the data analysis
by Date Mining techniques, make it possible to build directed defense systems precisely
against such attacks, specifically build optimized and focussed firewall systems.

Our solution provides knowledge to understand which data mining tools identi‐
fied a log file, detecting patterns that may be considered an unauthorized activity.
The tool gains additional patterns and grows more effective which allowed us to
detect password cracking and Denial-of-Service (DoS) attacks, between other kinds
of intrusion in the firewall systems. Such behaviour is introduced to enhance all
traditional security techniques.

In education systems the most vulnerable platforms are the e-learning and b-learning
systems. If in those laboratories harmful actions are pursued, safety and integrity can be
attacked because some includes access to remote labs (RCMS), and it can destroy or
damage some of its components.

E-learning systems or b-learning allow student to access the materials and exercises
that can be performed any day or time according to convenience, helping to create an
educational and training system, centralized on students. However, there are several
administrative information (notes, statements of work and other assessment elements)
that usually become a target for hackers.

It is therefore extremely important ensure proper protection of these systems, and to
do this it’s necessary identify what threats and common vulnerabilities exists and imple‐
ment effective defense systems, such as “Firewalls and Honey pot” that are more effec‐
tive and resistant to attacks. The objective is to enhance data mining analysis to build
effective defense systems that can predict these kinds of attacks.

2 What Is the Relation Between Data Mining and Predictive
Analysis?

As the role of information reaches a dimension that goes beyond what everyone thought,
this dimension becomes excessive. Data mining is a field of computer science, which

186 J. Manuel et al.



involves discovering patterns from large data sets through methods of artificial intelli‐
gence, machine learning, statistics, and database systems. The main aim of the data
mining process is to extract information from a data set and transform it into an under‐
standable format for future use. Apart from basic analysis, the data mining process
covers database and data management aspects, data pre-processing, inference consid‐
erations, complexity considerations, post-processing of discovered structures, and
online updating [1]. New data technology has been characterized by relational tech‐
nology and increased research and development activities in new and powerful data
systems, like promoting advanced data models such as extended, object-oriented, object-
relational, and deductive relationships models. Application-oriented database systems,
including spatial, temporal, multimedia, active, flow and sensor, scientific and engi‐
neering data, knowledge bases, and office information bases, have flourished. Issues
related to the distribution, diversification and sharing of data have been extensively
studied. Heterogeneous database and global information systems based on the Internet,
such as the World Wide Web, play a vital role in the information industry. Data streams
that include the World Wide Web flow in and out as in applications such as video
surveillance, telecommunications, and sensor networks. Effective and efficient analysis
of data in such different ways becomes a challenging task. Without powerful tools the
increasing amount of data collected and stored in large repositories (New arrival data
and Network data) are far of our human capacity to understanding [2].

It is through these precious tools that we can mine and supervise the data and find
patterns. Therefore, an increasingly important task in data mining is to explore complex
types of data. In addition, many data mining applications need to undermine standards
including sequential patterns, subgraph patterns, and features in interconnected
networks [3].

• Clustering – It is the task of discovering groups and structures in the data that are in
some way or another “similar”, without using known structures in the data.

• Classification – It is the task of generalizing known structure which can be applied
to new data. For example, an email programming attempts to classify an email as
genuine or spam. Regular algorithms are decision tree learning, Naïve Bayesian
classification, neural networks (soft computing) and support vector machines.

• Regression - Attempts to find a function which models the data with the least error.
Regression analysis is a statistical methodology that is most often used for numeric
prediction hence the two terms are often used synonymously. Classification and
numeric prediction are the two major types of prediction problems [4].

• Association Rule Learning - Searches for relationships between variables.

In literature, a number of data mining based algorithms have been proposed to deal
with the information security and privacy problems, by using approaches like classifi‐
cation, frequent pattern mining, and clustering methods to do intrusion detection,
anomaly detection, and privacy preserving [5]. Application of these data mining
methods have resulted in stimulating results that has concerned many researchers in both
data mining and information security areas.
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2.1 Data Mining Predictive Analysis

Databases are rich with hidden information that can be used for intelligent decision
making. Classification and prediction are two forms of data analysis that can be used to
extract models describing important data classes or to predict future data trends. Such
analysis can provide us with a better understanding of big data. Whereas classification
predicts categorical (discrete, unordered) labels, prediction models continuous valued
functions. Many classification and prediction methods have been proposed by
researchers in machine learning, pattern recognition, and statistics. Most algorithms are
memory resident, typically assuming a small data size. Recent data mining research has
built on such work, developing scalable classification and prediction techniques capable
of handling large disk-resident data [6].

Algorithms for Building the Predictive Model
The collected historical/log data from the network are learned by the classification algo‐
rithms for building the predictive model to identify the hackers and attackers. In this
section the most popular classifiers also called as supervised learners namely probabil‐
istic algorithm Nave Bayes (NB), tree based C4.5 (J48) and Instance based IB1
(Instance-based) like described [7].

NaiveBayes (NB): Bayesian classifiers are statistical classifiers. They can predict
class members’ hip probabilities, such as the probability that a given tuple belongs to a
particular class. Bayesian classifiers are statistical classifiers. They can predict class
member ship probabilities, such as the probability that a given tuple belongs to a partic‐
ular class. This classification algorithm uses Bayes’ theorem and the features of the
training dataset are assumed as independent to the given class labels for building the
predictive model. This classifier relies on discriminant function as seen in Eq. (1):

∫
i

(X) =
∏N

j=1
P
(
xi|Ci

)
P
(
Ci

)
(1)

This algorithm computes the conditional probabilities P(xj|ci) and prior probabilities
P(ci) on given training dataset to build the predictive model. P(ci) are computed by
counting data which present in the Class label Ci divides the resultant count based on
the number of the training data. The same way is followed to compute the probabilities
through observed frequency of feature distribution in xj within the training dataset which
is labelled. The posterior probability is computed on each class to predict the unknown
labelled data.

C4.5 (J48): This algorithm uses the decision tree1 to build the predictive model
(Fig. 1). The decision tree is constructed in numerous methods. All these methods

1 A decision tree is a tree data structure consisting of decision nodes and leaves. A leaf species
is a class value. A decision node species a test over one of the attributes, which is called the
attribute selected at the node. For each possible outcome of the test, a child node is present. In
particular, the test on a discrete attribute A has h possible outcomes A = d1, …, A = dh, where
d1;:::dh are the known values for attribute A. The test on a continuous attribute has two possible
outcomes, A t and A > t, where t is a value determined at the node, and called the threshold [8].
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convert the given dataset in to a tree structure. The nodes of the tree represent the features
and the edges represent the association between the features by value of features the
lowest level of the node represents the class label. Recursively the value of the features
are calculated by the information gain or entropy measure to convert the training datasets
in tree structure. The low entropy and high information gain value, the feature is selected
as repetitive node, split and convert the dataset in a tree structure. The tree structure is
used as a rule to predict the unlabeled data in prediction.

Fig. 1. Decision tree as a predictive model [8]

IB1: This algorithm uses the nearest neighbor principle to construct the predictive
model. In this approach, the distance between the training instance and the given test
instance are calculated by the Euclidean distance measure. If more than one instance
has the smallest distance to the test, the first found is used. Nearest neighbor is one of
the most significant learning algorithms; it can be adapted to solving wider problems.
Let a dataset D has X instances (X1, X2, X3, …, Xn) and F feature (F1, F2, F3, …, Fm)
with the class label Cj where j = 1, 2, …, K.

This algorithm ranks the distance value of the neighboring instances to predict the
unlabeled data X with the Class label. In this way the unlabeled data is predicted by the
weight to calculate the nearest neighbors of the particular class to predict the unknown
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data. The algorithm operates on a set of d-dimensional vectors, D = {xi|i = 1, …, N},
where xi ∈ Rd denotes the ith data point. The algorithm is initialized by picking k points
in Rd as the initial k cluster representatives or “centroids”. Techniques for selecting these
initial seeds include sampling at random from the dataset, setting them as the solution
of clustering a small subset of the data or perturbing the global mean of the data k times.
Each cluster representative is relocated to the center (mean) of all data points assigned
to it. If the data points come with a probability measure (weights), then the relocation
is the expectations (weighted mean) of the data partitions. The algorithm converges
when the assignments (and hence the cj values) no longer change [9]. The number of
iterations required for convergence varies and may depend on N, but as a first cut, this
algorithm can be considered linear in the dataset size. One issue to resolve is how to
quantify “closest” in the assignment step. In Eq. 2

∑N

i=1

(
argmin

‖‖‖xi − cj

‖‖‖
2
2

)
(2)

will decrease whenever there is a change in the assignment or the relocation steps, and
hence convergence is guaranteed in a finite number of iterations. The greedy-descent
nature of k-means on a non-convex cost also implies that the convergence is only to a
local optimum, and indeed the algorithm is typically quite sensitive to the initial centroid
locations.

Generally, volumes of tremendous and potentially infinite data flows are generated
by real-time surveillance systems, communication networks, Internet traffic, and online
transactions in the financial market or retail industry, electrical networks, manufacturing
processes in the industry, Scientific and engineering experiments, Sensors and other
dynamic environments. Unlike traditional datasets, data flow moves in and out of a
computer system and with different refresh rates. It may be impossible to store an entire
data stream or scan it multiple times because of its tremendous volume. To discover
knowledge or patterns from data flows, it is necessary to develop methods of processing
and analysis of single-scan, online, multilevel and multidimensional flow [9]. The
knowledge about these attacks is acquired from the huge volume of network data with
data mining tools. This knowledge facilitates the security system to identify the attackers
or hackers based on their behavior in a network. Since the internet access is getting
cheaper, people are always connected by computer or mobile phones. Therefore to
protect the information exchanged over internet, cyber security standards are required,
which enable organizations to practice safe security techniques to minimize the number
of successful cyber security attacks. In the current scenario cyber-attacks and digital
spying are identified as the biggest threat to any nation [5].

2.2 Data Mining Analysis on Cyber – Attacks in LMS and Remote Laboratories

There are several types of attacks to the informatics systems and networks [10]. Each
time they are more common and frequent and it’s necessary to find more effective
prevention measures and techniques that avoid or at least minimize the effect of these
attacks. In Fig. 2 the data is captured from the data communication traffic and they are
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classified in “package” section. By a filter process with the application of algorithms,
the patterns of cybernetic trends (virus, worms, Trojans, other more) is identified and
stored in “Detect know attacks” database that will be used as a data repository to the
deep analysis process. With this analysis the attack and hacker profile is built by the
system and confirmed by the human analyst. Through this identification a general
summary of attacks is produced and cataloged identifying the most important and serious
kinds of attacks.

Fig. 2. Data mining analysis of cyber attacks

Anomaly Detection
Anomaly detection approaches and builds models of normal data and detects deviations
from normal model in observed data. Anomaly detection applied to intrusion detection
and computer security has been an active area of research since it was originally
proposed by Denning. Anomaly detection algorithms have the advantage that they can
detect emerging threats and attacks (which do not have signatures or labeled data corre‐
sponding to them) as deviations from normal usage. Moreover, unlike misused detection
schemes (which build classification models using labeled data and then classify an
observation as normal or attack), anomaly detection algorithms do not require an explic‐
itly labeled training data set, which is very desirable, as labeled data is difficult to obtain
in a real network setting [11].

Profiling Network Traffic Using Clustering
Clustering is a widely used data mining technique which groups similar items, to obtain
meaningful groups/clusters of data items in a data set [12]. These clusters represent the
dominant modes of behavior of the data objects determined using a similarity measure.
A data analyst can get a high level understanding of the characteristics of data set by
analyzing the clusters. Clustering provides an effective solution to discover the expected
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and unexpected modes of behavior and to obtain a high level understanding of the
network traffic [11].

3 Application of Predictive Analysis to LMS, RCMS Cyber
Protection Systems

The browsers features define behaviours, than it is essential for students to understand
the functionalities and features of the browser they use. Understanding what features
can enable/disable the system, will help them to determine how they affect their privacy
and security of their computers. This indicates specially, what features does browsers
have to help protect the students from dangerous downloads and to help secure the
connection between them and browsed sites, helping to defend them against browser
attacks.

All browser vendors propose to their users through the graphical user interface,
options panels allowing them to enabling or disabling manually some features setting.
The application of this predictive technique intends that with the data obtained through
this technique of analysis, it is possible to predict more easily the computer attacks that
may occur and design more effectively the protection systems, especially the firewall
applications. In Fig. 3 the firewall is installed in the router [13].

Fig. 3. Firewall between tree area networks: Internet, DMZ an internal network

The main function of the router with a firewall is to protect the internal network of
external attacks. In this case the router protects the network and also makes the interface
between the internet, the Demilitarized Zone (DMZ) and the internal network. The
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firewall is strategically located between the 3 networks and specially protects all the
computers and devices on the internal network. Some firewalls today are already
included in the operating systems, protecting this way the computer where they are
installed. In Server operating systems is more common to use specific firewalls devel‐
oped by software houses.

The functions of a perimeter firewall are much deeper that the simple protection of
the computers against malicious code. They can also control all data traffic between the
networks, identifying the protocols and codes used allowing ones and blocking other
ones.

The perimeter firewalls, allow interconnect and secures several areas of a network
or interconnect different networks with distinct levels of trust and security.

In e-learning systems and remote laboratory systems the computers that provide the
physical access to the laboratories will be always on the internal network, and the LMS
and the Service Broker Server of the remote laboratory system, will be in the DMZ to
allow access from the internet. The Service Broker Server is a server that supports all
the schedule software to make an agenda of the experiences which users try, and guar‐
antees a secondary support to some databases (users, experiments, time scheduling),
which communicates with the remote lab controller computer.

To increase the level of security all the calls to the remote lab system should be done
through the LMS and the Server broker Service resident in DMZ. By this way all these
calls should cross the firewall twice (with different security levels). This firewall is daily
updated with Data Mining analysis techniques to define and constantly redefine their
access lists.

4 Development and Future Research

In the actual cybernetic world, every day appears new trends and new types of attacks
on systems. The traditional static Intrusion and Detection System and firewall it’s not
sufficient and efficient to properly protect a system. The solution is to create a complete
new protection system that learns from input data provided by trends databases produced
by software houses dedicated to security systems, which works as an intelligent system
learning with data mining analysis.

With this strategy the Intrusion Data System will be continuously improved and the
level of security and reliability of the system also increased. To reach this purpose is
necessary to develop two fronts of work: Increase the quality of the algorithms to classify
the trends patterns and develop continuously a major database and records of all types
of attacks suffered buy the system. In intelligent network philosophy of protection we
should aim for a system that, in addition to including intrusion detection systems and
dynamic firewalls, also shares security information (algorithms and databases with
properly classified threats) among all networks that should be protected to continuously
increase levels of security and reliability.
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Abstract. Associative classification is recognized by its high accuracy and
strong flexibility in managing unstructured data. However, the performance is
still induced by low quality dataset which comprises of noised and distorted data
during data collection. The noisy data affected support value of an itemset and
so it influenced the performance of an associative classification. The perfor-
mance of associative classification is relied on the classification where the
classification is worked based on the class association rules which generated
from frequent rule mining process. To optimize the frequent itemsets based on
the support value, in this research, we proposed a new optimization pruning
technique to prune decision tree according to the correlation of each decision
tree branches using genetic algorithm.

Keywords: Data mining � Associative classification � Genetic algorithm �
Association rules mining � Pruning � Decision tree

1 Introduction

When it comes to select a technique for a particular problem, the choice will be very
crucial since one single data mining technique could work well for a task and poor
elsewhere. There are many factors that must be considered before taking such decision,
such as the size of the data set, the attribute types, the number of attributes in the data
set, and the goal of the task [1].

Association rule mining, ARM is one of the fundamental parts in data mining
which it encounters rules that pass certain user constraints in a data set [2, 3]. ARM is a
solid tool to capture the relationships among items inside a transaction database [4–7].
The association rules illustrate how robust the relation between each attribute-value
pairs (or item) that grow repetitively in a specified data set [8]. The finding of asso-
ciation rules is based on frequent item-set mining or frequent pattern mining. Asso-
ciation rules must satisfy certain criteria regarding their accuracy (confidence) and the
proportion of the data set that they actually represent [4], thus, it is capable to achieve
global optimality.

Once the association rules are obtained, the classification took place and the
prediction process could be started by using the provided association rules.
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Classification is another fundamental task in data mining. Given a collection of records
in a data set, each record consists of a group of attributes and one of the attributes is a
class label. The classification task involves constructing a model from the classified
objects, in order to categorize earlier unseen objects as precisely as possible [9]. This
process involves prediction of future class labels, whereas ARM involves only the
description of the relationship among items in a database. In addition, there is one and
only one pre-specified target class in classification; however, the target classes for
association rule are not pre-specified.

By integrating the association rule mining and classification, a new approach is
introduced called Associative Classification. A few successful classifier based on
associative classification have been presented in last few years, such as CBA [10],
CMAR [11], CPAR [12].

The integration is done by focused on a special subset of association rules whose
right hand side is restricted to the classification class attribute. There are three basic
steps in associative classification: discretizing continuous attributes, generating all the
class association rules (CARs) and building a classifier based on the generated CARs.

A class association rule is generally expressed as IF-THEN rule, i.e., IF [term1
AND term2 AND …] THEN [class]. Each term of the antecedent is a pair of [attribute,
value]. The consequent is the result of classification that is the class value of the
attributes. However, the association rules that are generated are various and some of
them are inefficient. Therefore pruning techniques must be applied to prune out
redundant or shabby rules which will affect the classifier accuracy.

2 Problem Statements

2.1 Scoping Area of Problems

Associative Classification (AC) derive a large set of rules [11] because the classifi-
cation data sets are highly correlated and the ARM methods that are used for rules
discovery. As a result, there have been many attempts to reduce the size of classifiers
produced by AC approaches, mainly focused on preventing rules that are either
redundant or misleading from taking any role in the prediction process of test data
objects. The removal of such rules can make the classification process more effective
and accurate.

Several pruning methods have been used effectively to reduce the size of associative
classifier, some of which have been adopted from decision trees, such as pessimistic
estimation, others from statistics such as chi-square testing. These pruning techniques
are utilized during the construction of the classifier; for instance, a very early pruning
step, which eliminates association rules that do not passed the support threshold, may
occur in the process of finding frequent itemsets. Another pruning approach such as
chi-square testing may involve when generating the CARs, and late pruning methods,
such as database coverage, could also carried out while building the classifier.

In ARM, a transaction or training object can be used to generate many rules;
therefore, there are tremendous numbers of potential rules. Without adding support
value threshold on the rule discovery and generation phases or imposing appropriate
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pruning, the very large number of rules will decrease the understandability and the
maintainability of the outcome. Therefore, pruned out noisy and redundant rules
becomes an important task.

2.2 Narrowed Down to Statements

The problem attached to the current pruning technique is that the CARs generated from
the ARM are tending to overfit to the training data [13, 14]. The over fitting of rules is
mean by the CARs that has been generated is too specific to a case with the result that it
perform well on the training data but weak on unseen instances.

Consequently, the CARs generated from the training data must be general to all
cases and must allow a small loss of accuracy [11]. So that the CARs obtained from it
could accept new unseen data. The over fitting problem could be derived from the
factors such as the dataset is too small which could only provide limited association
rules to be mined out or the dataset contained too much of noise data.

The timing to prune a decision tree also plays an important role as if it is too early
the pruning process took place the decision tree is not yet matures and so it will killed a
lot of interesting rules. Therefore, the decision tree needed to be structured first before
pruning process begins.

The pruning technique proposed by [11] comes with a great loss of information as
the technique itself cut out the whole branch of nodes from the decision tree. With this
method, the decision tree is hard to achieve its optimal level as some of the nodes inside
a branch may be crucial. Therefore, it is needed to consider each tree node contribution
to a decision tree instead of blindly taken a branch away from decision tree.

When a decision tree is built, it consists of noise and misclassified data. Therefore,
it is needed to test each support value of a node to check its influence to the decision
tree. Besides that because an association rule is built up by a few nodes from the
decision tree which represented as a branch, all forms of combination should be tested.

Since a class is not decided just by using only one association rules, the correlation
between each branch also should take into account. To handle the complexity of the
evaluation process an optimization technique must be applied. Therefore, genetic
algorithm has been chosen to simplify the process.

However, the traditional genetic algorithm consumes quite an amount of time. The
calculation of the fitness value is also feed on the resources of an experiment process
such as the time, CPU bandwidth, and computer memory. Thus, an advanced genetic
algorithm is introduced to our proposed pruning technique to avoid resources being
dried out.

3 Research Questions

In order to produce a good pruning technique, there are some aspects that are needed to
focus on as in Fig. 1. In a decision tree, each node represents an itemset and a branch
from it is meanwhile part of an association rule [15]. Pruned out any part of the decision
tree will affect how the association rule being produced. If a pruning technique focuses
only on the accuracy, it will produce association rules that have small error rate.
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However, this kind of pruning technique tends to over prune the decision tree. On the
other hand, under pruned problem occurred if the decision tree does not clean deep
enough and left out those misleading branches.

Overfitting problem [16], the rules are created from an associative classification are
said over fitting when the rules are fit only to the training data set. When rules are
pruned by refer to the training set and make it perfectly in shape only to that particular
condition, it will has high classification accuracy on the training data but decreasing
when test against test data [11].

To produce an optimized decision tree, it must not only focus on the accuracy but
also the organization of the decision tree. A small error rate decision tree or a small size
decision tree is not always the most optimized one. As the nodes represent the frequent
itemsets and the class association rules are the branches, cut out any part of the decision
will distort the decision tree. In order to check a node effect in a decision tree, genetic
algorithm is used.

4 Objectives to Solve

Based on the problem background we discussed above, there are some research
objectives derived in order to enhance current AC pruning technique. Firstly, this
research we carried out is aimed to fine-tune a decision tree. By optimizing the decision
tree using this newly pruning technique, we able to subsequently solving the projected
problems: over fitting problem, under pruned problem, and over pruned problem.

Secondly, the research is sought to construct a genetic algorithm based pruning
algorithm in associative classification. This objective is response to the research
question questioning on how and when to pruning the decision tree and what is the
optimized size of a decision tree. In order to achieve this idea, the algorithm is focusing
in reducing the size of decision tree (to produce less frequent itemsets, less class
association rules, and less complexity of the classifiers).

Fig. 1. Questioning about targeted problems
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In order to decide the significance of class association rules, there are a few criteria
that the proposed algorithm abided in doing the judgment. Therefore, to embed
weighted Chi-Square in proposed GA based pruning algorithm is the crucial part of this
algorithm. By integrating weighted Chi-Square and GA, the proposed pruning algo-
rithm tends to handle statistical irregularity data, misclassified data, and dataset with
few records.

5 Experiment Setting

CMAR has been selected as AC technique to be enhanced of its pruning technique.
With support level of 1% and confidence level of 50%, the decision tree has been
generated using Apriori-TFP. After the total support tree is successfully created,
genetic algorithm will take place to optimize it by using 5% of random mutation and
80% of Roulette crossover as common GA operators.

6 Experiment Result and Analysis

The result in Table 1 shown that the number of association rules produced from the
corrosion dataset had successfully reduced from 44 rules to 8 rules, while improving the
accuracy of the prediction from 93.3333% to 98.6667%. By using the proposed genetic
algorithm enhanced pruning techniques, associative classification able to produce less
but general rules in order to predict a corrosion outcome for oil and gas pipeline.

While having the pros from accuracy, the proposed model is though suffered from
the increase of time from 0.15 ms to 27.979 ms. This increment is due to the extra
pruning algorithm injected into the proposed prediction model. However, the time
consumption in training and producing classifiers is insignificant as the training is run
once a time where in real time the generated classifiers are used.

From the Table 2, the average testing accuracy of CBA is increased compare to
previous experiment where in tenth fold cross validation CBA achieved 61.7% testing
accuracy. For the high standard deviation in CBA, 19.7993, it is proven that CBA
suffered from overfitting problem as discussed in Sect. 4. However, the proposed
technique managed to maintain the testing accuracy of 87.5% with 1.6499 low standard
deviation values. From the validation done, it is verified that the first objective of this
research achieved by consistently in successfully predict the corrosion severity level.

Table 1. Experiments result of CMARPGA

Before optimize After optimize

Number of frequent/large (supported) sets in T-tree 123 46
Number of generated CMAR classification rules 44 8
Accuracy 93.3333% 98.6667%
Time consumption 0.15 ms 27.979 ms
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Furthermore, from Table 2 we could find that the number of frequent itemset
generated from proposed technique is the lowest comparing to other techniques. With
the low amount of frequent itemset, the proposed techniques is managed to produce low
number of high quality association rules. Hence, the proposed technique is achieved the
third objective of maintaining or improving the testing accuracy while optimizing the
decision tree.

From Fig. 2, the line chart shown the stability of proposed algorithm which having
1.6499 low standard deviation values when running through 10 sets of 100 records
dataset. The low standard deviation is crucial to avoid high error rate in predicting the
severity of corrosion in oil industry as huge profit loss will caused when miscalculation
happened in shutting down the whole oil platform.

Table 2. Tenth fold cross validation on 100 records

Dataset Accuracy Frequent itemset Association rules

CBA CMAR CMARPGA CBA CMAR CMARPGA CBA CMAR CMARPGA

N100#1 71 84 88 1331.9 1331.9 244.3 25.6 73.9 17.6
N100#2 77 63 86 1219.8 1148.8 205 26.8 55.9 17.5

N100#3 79 82 87 1148.8 1148.6 199.1 25.2 69.6 13.3
N100#4 49 81 87 1148.6 1265.4 215.5 6.5 69.8 18.1

N100#5 36 79 90 1265.4 1061.4 172.9 8.1 45.6 15.6
N100#6 85 78 86 1061.4 977.9 148 24.8 53.1 16.3
N100#7 74 81 90 977.9 1121 191.2 21.9 83.2 17.3

N100#8 70 81 89 1121 1202.6 220 22.1 74.7 17.2
N100#9 28 77 86 1202.6 1212.6 166.6 2.8 73.4 16.9

N100#10 48 65 86 1212.6 1219.8 224.1 6.1 65.3 18.4

Fig. 2. Line chart of tenth fold cross validation on testing accuracy (100 records)
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Fig. 3. Line chart of tenth fold cross validation on number of frequent itemset (100 records)

Fig. 4. Line chart of tenth fold cross validation on number of association rules (100 records)
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As proposed technique able in providing stability and consistency in low records
quantity environment, it is proven that the proposed technique had generalized the
association rules by optimizing the decision tree. The generalization results we could
view it in Figs. 3 and 4 which will be further discussed by looking at the number of
frequent itemset and number of association rules from the tenth fold cross validation
results.

Figure 3 shows that the number of frequent itemset generated by the proposed
technique (green line) is the lowest amount among all other techniques which had
verified that the decision tree had been pruned down. With the decision tree had been
optimized, pruning out low quality nodes, the proposed technique able to produce a
more general association rules without over fitting to the training data.

The low number of association rules shown in Fig. 4 is a result from tenth fold
cross validation done toward 10 different set of 100 records dataset. The green line is a
result of proposed technique, while, blue and red line are CBA and CMAR. With tenth
fold cross validation, the proposed algorithm besides successfully in providing high
testing accuracy consistently. It is as well managed to produce low amount of asso-
ciation rules. By using fewer amounts of association rules to predict an outcome and
successfully in having high testing accuracy, it is verified that the second research
objective: avoiding over fitting problem in training phase is achieved.

References

1. Thabtah, F., Cowling, P., Peng, Y.: Real performance of categorization-based association
rule techniques (2005)

2. Agrawal, S., Pandey, N.K.: A comparison between two association rule mining techniques.
Curr. Trends Inf. Technol. 1 (2012)

3. Tran, A., Truong, T., Le, B.: Structures of association rule set. In: Intelligent Information and
Database Systems, pp. 361–370 (2012)

4. Agrawal, R., Imielinski, T.: Mining association rules between sets of items in large databases
(1993)

5. Agrawal, R., Srikant, R.: Fast algorithms for mining association rules, pp. 487–499 (1994)
6. Agrawal, A., Thakar, U., Soni, R., Chaurasia, B.K.: Efficiency enhanced association rule

mining technique. In: Advances in Parallel Distributed Computing, pp. 375–384 (2011)
7. Vedula, V.R., Thatavarti, S.: Binary association rule mining using Bayesian network (2011)
8. Tran, A., Truong, T., Le, B.: Structures of association rule set. In: Intelligent Information and

Database Systems, pp. 361–370 (2012)
9. Witten, I.H., Frank, E.: Data mining: practical machine learning tools and techniques with

Java implementations. ACM SIGMOD Rec. 31, 76–77 (2002)
10. Liu, B., Hsu, W., Ma, Y.: Integrating classification and association rule mining. Appeared in

KDD-98, New York (1998)
11. Wenmin, L., Jiawei, H., Jian, P.: CMAR: accurate and efficient classification based on

multiple class-association rules, pp. 369–376 (2001)
12. Yin, X., Han, J.: CPAR: classification based on predictive association rules. Society for

Industrial & Applied Mathematics, p. 331 (2003)
13. Chen, J., Wang, X., Zhai, J: Pruning decision tree using genetic algorithms, pp. 244–248.

IEEE (2009)

202 H. Chern-Tong and I.A. Aziz



14. Fürnkranz, J., Gamberger, D., Lavrač, N.: Pruning of rules and rule sets. In: Foundations of
Rule Learning, pp. 187–216 (2012)

15. Coenen, F., Leng, P., Ahmed, S.: Data structure for association rule mining: T-trees and
P-trees. IEEE Trans. Knowl. Data Eng. 16, 774–778 (2004)

16. Hawkins, D.M.: The problem of overfitting. J. Chem. Inf. Comput. Sci. 44, 1–12 (2004)

A Performance Evaluation of Chi-Square Pruning Techniques 203



A Hybrid Method Based on Intelligent Water
Drop Algorithm and Simulated Annealing

for Solving Multi-depot Vehicle
Routing Problem

Absalom E. Ezugwu(&), Micheal O. Olusanya,
and Aderemi O. Adewumi

School of Mathematics, Statistics and Computer Science,
University of Kwazulu-Natal, Westville Campus, Private Bag X54001,

Durban 4000, South Africa
{ezugwua,olusanyam,adewumia}@ukzn.ac.za

Abstract. The vehicle routing problem and its variants such as the multi-depot
vehicle routing problem are well-known NP-hard combinatorial optimization
problems with wide engineering and theoretical background. In this paper a new
hybrid technique based on intelligent water drop algorithm and simulated
annealing is proposed to solve the multi-depot vehicle routing problem. The
intelligent water drop algorithm is a stochastic population based metaheuristic
optimization algorithm that uses a constructive approach to find optimal solu-
tions of a given problem. Simulated annealing is a popular local search
meta-heuristic approach with the key features of being able to provide a means
to escape local optima by allowing hill-climbing moves with the hope of finding
a global optimum. The performance of the hybrid algorithm is evaluated on a set
of 23 benchmark instances and the results obtained compared with the best
known solutions. The computational results show that the proposed method can
produce good solutions, indicating that it is a good alternative algorithm for
solving the multi-depot vehicle routing problem.

Keywords: Multi-depot vehicle routing problem � Metaheuristics � Intelligent
water drops � Simulated annealing

1 Introduction

Managing fleet of vehicles which are outsourced for the distribution of specific number
of products to a set of customers with specific supply and demand is considered an
important challenge in distribution problems. The challenge here is not only restricted
to making decision on the number of vehicles to be dispatched on the road, but in
deciding how a customer receives a service and which customer receives services first
based on assigned priority [1]. This type of problem can be presented as a vehicle
routing problem (VRP) and modelled using graph based metaheuristic algorithms. The
expected performance metrics involve determining the optimal sequence of customers
to be visited by each vehicle, which satisfies the criteria such as travel time, the length

© Springer International Publishing AG 2018
R. Silhavy et al. (eds.), Applied Computational Intelligence and Mathematical Methods,
Advances in Intelligent Systems and Computing 662, DOI 10.1007/978-3-319-67621-0_19



of route, and the cost involved in the operation [2]. The VRP optimization problem is
widely-studied with several attractive solutions and different implementation tech-
niques proposed in the literatures [3–6]. Similarly, several variants of the VRP which
design concepts are based on the operational mechanism and mathematical modelling
of the problem’s diverse conditions in real-world applications have been studied
recently in the literatures [7–10]. Some of these variants include [10, 11], capacitated
vehicle routing problem (CVRP), heterogeneous fleet vehicle routing problem
(HFVRP), multi-depot vehicle routing problem (MDVRP), periodic vehicle routing
problem (PVRP), stochastic vehicle routing problem (SVRP), and vehicle routing
problem with time windows (VRPTW).

The intelligent water drop (IWD) algorithm is a graph-based metaheuristic algo-
rithm, which makes it suitable for solving VRP and its variants including the
MDVRP. The IWD algorithm is a very simple and effective population-based opti-
mization technique, which uses a constructive solution approach in finding optimal
solution to a given problem [12, 13]. The IWD is inspired by natural phenomena,
which is based on the idea of water drops and their interactions with the soils in the
river beds. The process is such that each water drop would construct a solution by
traversing in the problem search space and at the same time modifying its environment.
The IWD algorithm has found applications in a wide range of optimization problems
among which include the well-known travelling salesman problem [14], VRP and its
variants [15], software quality assurance testing [16], and so on. Results from different
literature show that the IWD algorithm compete favorably well with other
state-of-the-arts metaheuristic algorithms [15].

In this paper, a new hybrid algorithm that comprises of IWD algorithm and sim-
ulated annealing (SA) is proposed. The reason for the hybridization is basically to
optimize parameters that affect performance of the IWD algorithm using simulated
annealing local search characteristics. Since SA has been applied to solve a record
number of optimization problems and with fairly good results in most cases [17], it was
selected on the basis of its high and better objective values, and its ability to move from
the current solution to the neighborhood solutions. This invariably helps the search
process escape from local minima in its search for the global optima by using the
specified acceptance probability criteria to either accept or reject solutions with worse
objective values.

The proposed hybrid algorithm referred to as IWD-SA in this paper is enhanced by
the capability of the improved IWD and SA to explore and exploit the solution search
space of the MDVRP in more efficient and effective way. Therefore, this paper presents
a new metaheuristic hybrid algorithm based on the intelligent water drop algorithm and
simulated annealing to solve the MDVRP, while the main purpose of the paper is to
find even better search strategy and optimal set of performance parameters that will
achieve high quality solution and faster convergence speed, especially with MDVRP
benchmark problems with graphs ranging from 50 up to 360 nodes. In order to
demonstrate the effectiveness of the proposed algorithm, we chose the Cordeau’s
MDVRP benchmark instances taken from [18], to test the performance of the new
method. The experimental results obtained demonstrate the efficiency of our method
when compared to the best known solution.
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2 Multi-depot VRP Model

In [17], the MDVRP was presented as a least cost problem, with the objective of
finding routes with the least cost from each designated depots to a set of geographically
located customers. In modelling the MDVRP, certain assumptions are made regarding
the vehicle routing plan, capacity, and customers. First, each route begins and ends at
the same depot. Second, each customer is served exactly once by a vehicle. Third, the
total demand on each route is less than or equal to the capacity of the vehicle assigned
to that route. Finally, customer’s demand can be met. An example illustration of the
MDVRP with 2 depots and 15 customers is shown in Fig. 1. In solving the MDVRP,
three decision making processes are involved [19], first is clustering, which deals with
the grouping of the set of customers to be served by the same depot based on the
distance of each customer to the servicing depots, second is routing, which is the
assignment of customers of the same depot to several routs such that the capacity
constraint of the vehicle is not violated and lastly, the scheduling, which handles the
delivery sequence of each route in every depot.

The main objective of the MDVRP is to minimize the total delivery distance or time
spent in attending to each customer. As shown in Fig. 1, the two rectangular boxes
represent the actual depots, while the circles represent the actual customers to be
visited. If we defined Fig. 1 in terms of a complete undirected graph G ¼ V ;Eð Þ, where
the set V ¼ 1; 2; . . .; nf g is the node set and E ¼ i; iþ 1ð Þ : i; iþ 1 2 V ; i\iþ 1f g is
the edge set. A cost matrix D ¼ di;iþ 1; vi; viþ 1 2 V

� �
corresponding to the distance is

defined on E. The cost matrix satisfies the triangle inequality whenever
di;k þ diþ 1;l � di;l þ diþ 1;k for all 1� i\iþ 1� n; 1� k\l� n or di;iþ 1 � di;k þ dk;iþ 1,
for all i; iþ 1; k. In particular, this is the case of planer problems for which the nodes

are points pi ¼ xi; yið Þ in the plane, and di;iþ 1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xiþ 1ð Þ2 þ yi � yiþ 1ð Þ2

q
is the

Euclidean distance. The triangle inequality is also satisfied if di;iþ 1 is the length of a
shortest path from i to iþ 1 on G. For the given MDVRP, the distance between
customer i and depot h, can likewise be represented as d i; hð Þ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xhð Þ2 þ yi � yhð Þ2
q

. The calculated Euclidean distance between customers and

Fig. 1. MDVRP model with 2 depots and 15 customers
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depots can then be used to make grouping decision of assigning customers to specific
depots and routing decision of assigning customers on the same link to several routes.

3 Intelligent Water Drops Algorithm

The IWD algorithm problem solving approach is modelled in the form of a graph
G ¼ V ;Eð Þ, where V and E denote sets of nodes and edges. The structure of the graph
depends on the problem representation. The orientation of the problem for which the
IWD algorithm is supposed to optimize and find solution is usually viewed based on
the assumption that there exists a node source from which the water drop moves
through a selected path to the next unvisited node. The paths through which the water
drops traverses have some loads of soil, therefore, the choice of selecting a specific path
by the IWD is dependent on the amount of soil present on the unvisited path and the
path with less soil is usually selected. However, during this process the velocity of the
water drop may change depending on the quantity of soil is able to offset or accumulate
along the selected path of movement. The whole process is repeated iteratively and the
best path updated periodically until the best solution or global solution is found and
updated subsequently, after which the algorithm is terminated. The main algorithm
procedure is presented in Algorithm listing 1.

There are two type of parameter settings defined for the IWD algorithm; these
include static and dynamic parameter settings. Examples of the static parameters are,
termination criteria, which determine when the algorithm should be terminated, the
initial soil paths and velocity update parameters, which are constant throughout the
iterative execution of the algorithm. On the other hand, examples of the dynamic
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parameters includes list of visited nodes and initial amount of soil load on water drop,
these type of parameters changes their values with every increment in the iteration steps.

4 IWD Framework for Solving MDVRP

In accordance with the IWD algorithm working procedures presented in algorithm
listing 1, we adopt and configure the following steps to solve the MDVRP.

Solution Construction
The steps presented in this section help minimize the total dispatching cost of each
vehicle assigned to a customer. First, a graph with n nodes and n n� 1ð Þ=2 directed
edges is constructed, which is used by the IWDs as input to construct solutions for the
optimization process. In this case, a node denotes a customer, while an edge denotes a
route to a customer. Every IWDs begins its journey starting from the first or initial node
and terminate by visiting the end node on the graph. We therefore, discuss some of the
important factors and parameters employed by the IWD algorithm to solve the opti-
mization process of the MDVRP.

Parameter Initialization
The first step in the solution construction is the initialization of all the static and
dynamic parameters. In each step of the solution construction process by the IWD
algorithm, an empty set of list of nodes called tabu list, which the IWD is not allowed
to visit is created. Let denote this set by C ¼ f g.
Probability Distribution Function
In the proposed optimization method, each IWD utilizes a probability distribution
function assigned along each edge starting from the current node through to all other
nodes, which do not violate the assigned constraints of the problem under considera-
tion. The selection mechanism for choosing an edge connected to the next node by the
IWD is expressed as follows. Let an IWD be at the start node i, then the probability
distribution denoted by PIWD

i which is required to select an edge that would allow IWD
to be able to move from node i to node j is calculated using the fitness function given in
Eq. (1) as follows.

PIWD
i iþ 1ð Þ ¼ f soil i; iþ 1ð Þð ÞP

n 62C f soil i; nð Þð Þ ð1Þ

f soilði; iþ 1ð ÞÞ ¼ SM i; iþ 1ð Þ
eþ g soil i; iþ 1ð Þð Þ ð2Þ

SM i; iþ 1ð Þ ¼ d h; ið Þþ d h; iþ 1ð Þ � d i; iþ 1ð Þ ð3Þ

d i; hð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xhð Þ2 þ yi � yhð Þ2

q
ð4Þ
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where the function SM :ð Þ is the saving matrix proposed by Clarke and Wright [20],
which is used to compute the distance travelled by the IWDs along the edges to visit the
nodes or as in our case the distance travelled by the vehicles for serving the customers.
Here the saving matrix is constructed for every two customers i and iþ 1 on the same
link path to the given depot h. The parameter e is a very small positive number assigned
to prevent singularity or possible division by zero. The function g soil i; iþ 1ð Þð Þ serves
as a shift function that moves the soil through an edge joining any two nodes i and j
toward a positive value. The function is given as follows:

g soil i; iþ 1ð Þð Þ ¼
soil i; iþ 1ð Þ if min

n 62C
soil i; nð Þð Þ� 0

soil i; iþ 1ð Þ �min
n 62C

soil i; nð Þð Þ otherwise

8<
: ð5Þ

where C denotes the set of nodes that IWD is not allowed to visit.
Therefore the edge selection procedure between two nodes iþ 1 and k from node i

can be summarized based on the following conditions:

If PIWD
i iþ 1ð Þ\PIWD

i kð Þ, then select edge k to visit the connected node
If PIWD

i iþ 1ð Þ[PIWD
i kð Þ, then select edge iþ 1 to visit the connected node

If PIWD
i iþ 1ð Þ ¼ PIWD

i kð Þ, then select edge arbitrarily to visit any of the connected
node

Set of Visited Nodes
An updated list of the set of visited paths C created earlier is maintained by the IWD as
a means of keeping track of all the nodes already visited. Iteratively each node is first
evaluated on the basis of whether it has been visited or not, before a decision is taken
and if it is confirmed that the node has been visited previously, the node is deleted. The
check is performed so as to prevent the IWD from traversing the same path twice.
Relating this techniques with the MDVRP for example, having customer i on the route
of vehicle k from depot h, and after i has been visited by k, it is removed completely
from that route and any subsequently visit by k to i is declared tabu for a specific
number of iteration. This condition holds for as long as k is only allowed to serve i just
once. Otherwise, the tabu status of i can be revoked if the new solution is better than the
current solution on the same route as i.

Local Soil and Velocity Update
As IWD move from node i to node iþ 1, its velocity needs to be updated subsequently
as follows:

velIWD tþ 1ð Þ ¼ velIWD tð Þþ av
bv þ cv:soil i; iþ 1ð Þ ð6Þ
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where av, bv, and cv are the IWD velocity updating parameters and velIWD tð Þ is the
previous velocity of the IWD. The time taken by IWD to move from node i to node
iþ 1 is computed as follows:

Time i; iþ 1; velIWD
� � ¼ d i; iþ 1ð Þ

max ev; velIWDð Þ ð7Þ

d i; iþ 1ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xiþ 1ð Þ2 þ yi � yiþ 1ð Þ2

q
ð8Þ

The max :; :ð Þ returns the maximum value between its arguments’. This value is then
used to threshold the negative velocities to a very small positive number ev. The
function d :ð Þ represents the distance taken by IWD to move from node i to node iþ 1.

The amount of soil on the link will reduce, since IWDs carries some soil as it
traverses from node i to node iþ 1. Therefore, the soil carried by the IWD as it moves
along the link from node i to node iþ 1 is updated as follows:

Soil i; iþ 1ð Þ ¼ 1� qð Þ:soil i; iþ 1ð Þ � q:Dsoil i; iþ 1ð Þ ð9Þ

soilIWD ¼ soilIWD þDSoil i; iþ 1ð Þ ð10Þ

DSoil i; iþ 1ð Þ ¼ as
bs þ cs:Time i; iþ 1; velIWDð Þ ð11Þ

where as, bs, and cs are the IWD soil updating parameters, q is a small positive number
ð0\q\1Þ.
Fitness Function
The main reason for determining the fitness function is to increase the chances of
finding a global best solution and to also improve the convergence speed of the IWD
algorithm. The fitness function determines the ranking of the individual solution
obtained by calculating the total length of the constructed route traversed by each IWD
in the iterations. The solution with the minimum route length among all the IWD
constructed routes is then taken as the best solution. Since this is a minimization case,
then the route length denoted by TIWD can be expressed as follows:

TIWD ¼
Xn�1

i¼1

d TIWD
i ; TIWD

iþ 1

� �þ d TIWD
n ; TIWD

1

� � ð12Þ

Therefore, the fitness function can be defined as follows:

f ¼ min
X
8TIWD

TIWD
� � !

ð13Þ
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where n is the total number of nodes or customers and the function d :ð Þ is the Euclidean
distance between customer i and customer iþ 1.

Global Update
To prevent IWD from plunging into local minima, the amount of soil on each of the
current iteration’s best solution with the minimum route length TM is updated subse-
quently as follows.

Soil i; iþ 1ð Þ ¼ 1� qð Þ:soil i; iþ 1ð Þþ q:
2:soilIWD

n n� 1ð Þ 8 i; iþ 1ð Þ 2 TM ð14Þ

If at the end of each iteration process, TM is found to be shorter than the best
solution found so far denoted by TB, then the best route is updated as follows:

TB ¼ TM if f ðTBÞ� f TMð Þ
TB otherwise

�
ð15Þ

Termination Condition
The program is terminated once there is no further improvement on the global soil
updating, that is after a number of successive iterations have been performed and this
would also correspond to the value of the constant parameter referred to as the max-
imum number of iteration, which in our case is set to 100.

5 Simulated Annealing

Since its introduction as a solution method into the field of optimization techniques, SA
algorithm has been used to solve several optimization problems, either on the basis of
classical algorithm or as part of a hybrid algorithm with fairly good results in com-
parisons with other heuristic based algorithms [21–23]. The SA algorithm is deeply
studied in the literatures and in some cases specifically applied to solve the VRP and its
variants problems [24].

The introduction of SA into the IWD was on the basis of developing an improved
local search method that prevents the IWD from getting stuck at local minima.
Since SA can be viewed as a search process that can always attempt to move from one
current solution to another solution in its neighborhood solutions, it therefore has the
potential of providing better objective values. Unlike the hill climbing, SA is able to
escapes from being trapped into local minima by allowing worse moves (lesser quality)
or uphill steps to be taken at random some of the time. The SA choice of selecting best
solution, is based on its movement procedure, which is such that, if the anticipated
move is better than its current position then SA will always take it and if the move is
worse, then it will be accepted based on some probability. For the MDVRP, the SA
procedure begins by considering the solution TIWD

i ji ¼ 1; 2; . . .; n, obtained by the IWD
through the set of given customers with an update solutions TIWD

iþ 1 created by randomly
switching the orders of two customers. The cost function or fitness function, which
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represents the quality of the solution TIWD
i , is denoted by f TIWD

i

� �
. The relative change

in cost Df between TIWD
i and TIWD

iþ 1 is expressed as follows:

Df ¼ f TIWD
iþ 1

� �� f TIWD
i

� � ð16Þ

Beginning with the initial solution, only the solution which results in smaller fitness
value than the previous solution is accepted by the algorithm, in other words, a solution
is only accepted when the fitness value of f TIWD

iþ 1

� �
\f TIWD

i

� �
. However, accepting or

rejecting a new solution with higher fitness values for TIWD
iþ 1 can be based on the

probability acceptance function given in Eq. 17 as follows:

p f ; Tkð Þ ¼ exp � f TIWD
iþ 1

� �� f TIWD
i

� �
kTk

� 	
ð17Þ

However, for large problem sizes, instead of using Eqs. 17 and 18 can be employed
to improve the performance of the SA [25].

p f ; Tkð Þ ¼ exp � f TIWD
iþ 1

� �� f TIWD
i

� �
Tk

� 	
ð18Þ

where Tk is the temperature at the kth instance of accepting a new solution. The
probability of accepting a new solution is a function of both the temperature of the
system and the difference in the fitness value. It has been noted that the probability of
accepting a worse solution decreases as the temperature deteriorates, which means that
as the temperature reduces to zero, then only better solution will be accepted. In this
paper the following cooling schedule (Eq. 19) is adopted.

Tkþ 1 ¼ aTk ð19Þ

where, a denotes the rate at which the temperature is lowered each time a new solution
TIWD
iþ 1 is discovered.
The new IWD-SA algorithm introduces the SA probability of acceptance criteria in

determining between the current best cost and the new solution cost, which to choose
as a better solution to be updated. The algorithm is able to perform this process by
computing and comparing iteratively the quality of solution obtained by both the old
and new IWDs, which revolves around TM and TB. Therefore, the acceptance rule is
evaluated based on two conditions namely, the fitness function or quality of solution
and the environmental temperature. The acceptance criteria enable the IWD process to
easily avoid entrapment in local optima and thereby increasing the rate of the algo-
rithm’s convergence and exploitation and exploration capability (also referred to as
intensification and diversification). The detailed explanation of how the IWD and SA
methods work together to achieve the aforementioned steps is presented in Algorithm
listing 2, while Fig. 2 shows the flowchart of IWD-SA procedure.
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6 Numerical Results

This section presents computational results of the hybrid algorithm, which are com-
pared with the best known solution from the Cordeau’s instances taken from [18]. The
IWD-SA algorithms were executed on Windows 7 OS, Intel Core i7-2600
CPU@3.40 GHz 3.40 GHz with 4 GB of RAM. MATLAB R2015a was used as the
programming language. The MDVRP instances results described in [18] was bench-
marked to evaluate the performance of the proposed method. As mentioned earlier that
IWD has two types of parameters namely, static and dynamic parameters, the static

Fig. 2. Flow diagram of the proposed IWD
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parameters relative to the velocity update are set using similar theoretical values from
the work presented in [12] as follows: av = 1000, bv = 0.01, cv = 1. For the soil
updating parameters, we initialize the following variables as = 1000, bs = 0.01, cs = 1,
while we initialize the amount of soil on each path to be initial Soil = 1000, and the
IWD velocity to be initial Velocity = 100. Finally, for the SA parameters, we initialize
the following variables: initial temperature t0 = 200 and the temperature cooling rate
a = 0.99. Also, each instance of the problem was run 10 times for a maximum number
of 100 iterations.

Table 1 show that the solution quality of IWD-SA is better than that of the standard
IWD and in some cases competed favourably with the best known solutions (BKS). It
is obvious that the IWD is outperformed by the IWD-SA based on the compared
average values of the two techniques. This significant difference in the performance of
the proposed method can be attributed to the local search and hill climbing charac-
teristics of the SA introduced into the standard IWD. These two features of the SA are
efficient mechanisms which assist the IWD to escape from being trapped into local
minima and it increases also the explorative and exploitative power of the IWD within

Table 1. Computational results obtained for 23 Cordeau’s MDVRP benchmark instances for
improved IWD and IWD-SA

Instance IWD IWD-SA

S.
No.

Inst. n h BKS
[18]

AVE Best Std.
Dev

Gap
(%)

AVE Best Std.
Dev

Gap
(%)

1 P01 50 4 576.87 576.87 576.87 0.00 0.00 576.87 576.87 0.01 0.00

2 P02 50 4 473.53 491.17 473.53 0.48 0.00 479.03 473.53 0.07 0.00
3 P03 75 5 641.19 648.19 643.58 1.58 0.37 641.19 641.19 0.03 0.00
4 P04 100 2 1001.59 1010.23 1006.19 1.05 0.46 1002.23 1001.59 0.68 0.00

5 P05 100 2 750.03 758.13 754.84 1.01 0.64 752.13 750.03 0.52 0.00
6 P06 100 3 876.50 888.49 879.71 2.45 0.37 881.49 876.50 1.05 0.00
7 P07 100 4 885.80 901.83 885.82 4.80 0.00 889.12 885.80 2.04 0.00

8 P08 249 2 4437.68 4572.56 4492.39 24.56 1.23 4430.48 4430.48 0.66 −0.16
9 P09 249 3 3900.22 3942.81 3910.62 11.24 0.27 3912.81 3900.10 4.69 0.00

10 P10 249 4 3663.02 3689.54 3663.29 7.44 0.01 3662.54 3659.84 0.88 −0.09
11 P11 249 5 3554.18 3695.27 3565.17 4.72 0.31 3601.72 3552.34 7.89 −0.05
12 P12 80 2 1318.95 1376.03 1324.34 16.63 0.41 1321.41 1318.95 1.51 0.00

13 P13 80 2 1318.95 1353.95 1324.05 8.81 0.39 1318.95 1318.95 0.52 0.00
14 P14 80 2 1360.12 1371.91 1369.38 0.65 0.68 1360.12 1360.12 0.44 0.00

15 P15 160 4 2505.42 2565.02 2539.25 8.67 1.35 2515.02 2505.42 3.06 0.00
16 P16 160 4 2572.23 2596.83 2580.91 4.16 0.34 2580.18 2572.23 1.84 0.00
17 P17 160 4 2709.09 2729.23 2721.28 2.05 0.45 2709.09 2709.09 0.44 0.00

18 P18 240 6 3702.85 3807.22 3743.12 11.95 1.09 3713.92 3702.85 3.58 0.00
19 P19 240 6 3827.06 3951.21 3946.61 1.29 3.12 3839.21 3827.06 3.03 0.00

20 P20 240 6 4058.07 4168.37 4109.06 15.09 1.26 4060.37 4058.07 0.53 0.00
21 P21 360 9 5474.84 6101.68 5543.29 145.51 1.25 5531.48 5474.84 17.75 0.00
22 P22 360 9 5702.16 5984.87 5736.01 63.39 0.59 5741.03 5702.16 15.58 0.00

23 P23 360 9 6095.46 6145.58 6134.91 3.32 0.65 6091.43 6088.96 0.63 −0.11

A Hybrid Method Based on Intelligent Water Drop Algorithm 215



the given solution search space. To conclude our comparison, we now evaluate the gap
between the two algorithms.

The gap between the computed results for the two algorithms relative to the best
known solution is identified, the percentage gap being calculated as follows:

Gap ¼ Best result � best known solution
best known solution

� 100% ð20Þ

The computed percentage gap results presented in Table 1 and illustrated in Fig. 3
shows that the IWD-SA has solved all the instances efficiently compared to the IWD
algorithm and the deviations also never exceed 1% in all the instances considered. The
result thus shows that our proposed method (IWD-SA) is more stable than IWD, since
it’s computed average solution is very close to the best known solution. Figure 4 shows
that there is no significant difference between the run-time of the two methods, despite
the exponential calculation of the acceptance probability function that often incurs
additional computational cost for the IWD-SA approach. Therefore, we conclude that
the IWD-SA is more stable and very suitable approach for solving large scale problems.

Fig. 3. Percentage gap of each algorithm best solution to the best known solution for 23 instance
(over 10 runs)
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7 Conclusion

In this paper the multi-depot vehicle routing problem has been studied. A hybrid
algorithm that incorporates intelligent water drops algorithm and simulated annealing
based local search for the MDVRP is presented. This study utilizes both the IWD
algorithm and SA solution implantations to develop a better alternative algorithm for
solving MDVRP NP-hard problem. The two algorithms presented namely, basic IWD
and hybrid IWD-SA were tested using the Cordeau et al. [18] benchmark data, cov-
ering the instances P01-P23. Descriptive statistical analysis was also conducted to
verify the performances of the proposed methods. The computational results show that
the hybrid IWD-SA solution approach is effective and efficient in finding good and
promising results. Future research direction may consider analyzing the impact of the
exponential calculation of SA acceptance probability on the performance of the hybrid
algorithm.
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Abstract. It is possible that a technology affects other technologies.
In this paper, we explored the possibility to reveal the performance of
improved information retrieval through the extraction method of social
network. Any extracted social network structurally is not a complete
graph so it is possible to build the star social networks as the optimal
form of graph, which guides to model the implication of information
retrieval: the formulation of recall and precision, by using a sample, it
show better performance on average over 90% and 58%, respectively.

Keywords: Information space · Webpages · Recall · Precision · Graph ·
Degree

1 Introduction

The social network as a resultant of extraction method from Web is a repre-
sentation of relationship between web pages through any search engine [1]. The
resultant based on occurrence and co-occurrence [2]. It depends not only on
the logically relevance between the query and the webpage but also the similar-
ity between the query and the information available [4], i.e. the answer to the
required information as accurately as possible [3]. The latter case has become the
concentration of information retrieval that is knowledge technology that focuses
on the effectiveness and efficiency for retrieving information from information
space like Web [5].

The method of social network extraction from the Web not only gives birth
to social structure, but reveals the need for that information to be trusty [6,7].
Therefore, as a technology an extraction method of social networks must be
equipped with evaluation tools [8]. In other words, when the method produces a
resultant, another methods needs to be expressed from that result. This paper
aims to reveal an IR model based on analysis of the extracted social network.

2 Problem Definition

Completeness of social networks is generally expressed in graph G(V,E). The
set of vertices V = {vi|i = 1, . . . , I} as visual representations of a set of social
c© Springer International Publishing AG 2018
R. Silhavy et al. (eds.), Applied Computational Intelligence and Mathematical Methods,
Advances in Intelligent Systems and Computing 662, DOI 10.1007/978-3-319-67621-0 20
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actors A = {ai|i = 1, . . . , I}, ai are the names of possible social actors in/from
information space Ω, hit count |Ωai

| as the cardinality of ai [10]. The set of
edges E = {ej |j = 1, . . . , J} as a visual representation of relation between two
social actors ai, aj ∈ A in the information space Ω, hit counts |Ωai

∩Ωaj
| as the

cardinality of ai And aj [11]. Hit count of two occurrences and co-occurrence
computationally within similarity distance [12], e.g. using

simour(ai, aj) =
2|ai||aj |

|ai|2 + |aj |2 =
2|Ωai

∩ Ωaj
|

|Ωai
|2 + |Ωaj

|2 (1)

is to give weight to each relationship. The weight not only determines the rank of
any relation between social actors, but encourages the growth of social networks.
Moreover, semantically the weights indicate the proximity of webpages that are
not actually interlinked with each other [13]. Thus, social structures indirectly
form another structures of the documents scattered within the information space,
the different structures than links built into webpages or within the server in
which the webpage resides.

In general, if a webpage is accessed then another webpage that is inter-
linked to it will indirectly impacted by the click event. Likewise, if one of social
actor’s name becomes the keyword of another social actor’s name in the co-
occurrence form, through the extracted social network, then the different web-
pages, although having one of the social actor names, will be clustered by search
engine into appropriate cluster.

Proposition 1. If a vertex is representation of a social actor in the extracted
social network, then a cluster of webpages is representation of a social actor in
Web.

Proof. Based on Eq. (1) to get information about a social actor a ∈ A from
the Web is assigned a query q, and it generates a collection of webpages Ωa =
{ωk|k = 1, . . . , Ka} as a composition of information: a hit count |Ωa| and list of
snippets Lsa. Formally, |Ωa| ← q = a or Lsa ← q = a. In other words, for all
vi ∈ V we have

vi = q(ai) = Ωai
= {ωj |j = 1, . . . ,mi} (2)

where Ωai
is a cluster of webpages.

Proposition 2. If an edge is representation of the relation between two social
actors in the extracted social network, then a cluster of webpages is representation
of the relation in Web.

Proof. Equation (1) have shown that for getting information of the relation
between two social actors aiaj ∀ai, aj ∈ A from the Web is assigned a query q,
and it produces a collection of webpages Ωaiaj

= {ωk|k = 1, . . . ,Ka}i ∩ {ωk|k =
1, . . . ,Ka}j as a composition of information: a hit count |Ωai

∩ Ωaj
| and list of

snippets Lsaisaj
. In other words, for all el ∈ E we have

el = q(aiaj) = Ωaiaj
= Ωai

∩ Ωaj
= {ωk|k = 1, . . . , ml} (3)

where Ωaiaj
is a cluster of webpages.
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The cluster of webpages in either occurrence or co-occurrence consists of
webpages in general conical to intersection between a cluster based on ai and
a cluster based on aj . Therefore, to obtain a reliable technology for extracting
social network it is necessary to assess the performance of social network extrac-
tion methods. Assessment is done on the side of getting trusty information and
getting side of technology associated with it, i.e. information retrieval. Assume
Dr is the set of documents relevant to the query and Dc is an achieved doc-
uments, then the commonly used the assessment measures are recall Rec and
precision Prec as follows [14].

1. To measure the permissibility (approximate ability) of reaching approach to
all relevant documents based on query,

Rec =
|Dr ∩ Dc|

|Dr| (4)

2. To measure the ability of the approach by achieving only documents relevant
to the query and by rejecting the irrelevant documents,

Prec =
|Dr ∩ Dc|

|Dc| (5)

Theorem 1. If a social network is representation of social structure, then resul-
tant of method for extracting social network from Web is representation of web-
pages structure.

3 An Approach

If the social network extracted from the information source consists of n social
actors, then in general the social structure is formed can be expressed through
the degree of social actors. In this case, the social network theoretically consist
of two categories as defined below.

Definition 1. A social network is completely shaped or abbreviated a complete
social network consists n vertices and n(n − 1) edges. Hereinafter it denoted as
SN(n, n(n − 1)).

Definition 2. A star-shaped social network or abbreviated a star social network
consists n vertices and n − 1 edges. Hereinafter it denoted as SN(n, n − 1).

The comparison between the complete social network and the star social net-
work based on degree of all vertices is to reveal that the extracted social network
will be between two categories, see Fig. 1. Thus, the predictably extracted social
network may consist of parts, i.e. the subsets of social network are composed of
social actors as the center and the social actors who become the leaf.

Lemma 1. If social actor has the highest degree in social network, then the
social actor become candidate of center in social network.
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Fig. 1. Star and complete social network in comparison

Proof. Suppose there are m social actors within social networks within each
degree can be sorted as follow d(v1) > d(v2) ≥ d(v3) ≥ · · · ≥ d(vm). It is clear
that the social actor with the highest degree d(v1) is a candidate of center in the
social network.

Proposition 3. If there is more than one social actor is of the highest degree
and likely to have multiple leaves, the social actors are the candidates of center
in subs of social network.

Proof. Based on Lemma 1, if edges between the highest degree vertices in social
network are eliminated but each vertex still has leaves, it is clear that the social
actors represented by the vertices become the candidates of center in sub of
social network.

In graph theory, a tree is the optimal-shaped of graph, and the star is one of
tree forms.

Lemma 2. If there are vertices with the highest degree in social network, then
the sub of social network with social actors as the center are the optimal form of
social networks.

Proof. Based on Proposition 3, the sub of social networks have a center of can-
didate that makes them be a sub social network independently. Suppose that on
each sub social network there is mi vertices, by eliminating the edges that does
not cover the center and leaf vertices, or eliminating the leaf-linking edges, it
produces mi−1 edges within the sub social network. A sub social network is with
a center has a degree is mi − 1 while other vertices are of degree 1. This social
network is denoted by SNs(mi,mi − 1) be sub of star-shaped social network or
the star social networks.
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Proposition 4. If there are the star social networks in a social network, then
the collection of information spaces about social actors is conjoined into the social
actors’ information space as the center of star social networks.

Proof. In formally, SNs(mi,mi − 1) ⊂ SN(n, n(n− 1)) are star social networks,
and mi ≤ n, i = 1, . . . , I. Based on Lemma 2 and Proposition 2, for each star
social networks there are mi − 1 (Ωa ∩ Ωaj−1), where Ωa ∩ Ωaj−1 = {ωk|k =
1, . . . ,ml}i−1. In other words, for vertex as center of the star social network, we
have mi − 1 edges or number of |Ωa ∩ Ωaj−1 | is mi − 1, and

mi−1∑

j=2

|Ωa ∩ Ωaj−1 | =
∣∣∣
mi−1⋃

j=2

Ωa ∩ Ωaj−1

∣∣∣ ≈
∣∣∣
mi−1⋃

j=2

Ωa

∣∣∣ = |Ωa| (6)

or
∣∣∣
mi−1⋃

j=1

Ωa ∩ Ωaj−1

∣∣∣ ≈ |Ωa| (7)

So based on Eq. 1, whereby Proposition 1, 2 and 4 take the appropriate role
to structure the webpages, then Theorem 1 is proved.

Table 1. Statistic of dataset Dr

Personal name Position Number of documents

Abdul Razak Hamdan Professor (A1) 103

Abdullah Mohd Zin Professor (A2) 105

Shahrul Azman Mohd Noah Professor (A3) 160

Tengku Mohd Tengku Sembok Professor (A4) 210

Md Jan Nordin Professor (A5) 70

4 Information Retrieval

As the application of Theorem 1, we modelled the structure of webpages for infor-
mation retrieval in social network extraction perspective based on Eqs. 4 and 5.
The documents set Dr is modeled as a collection of all the collected webpages
based on the academic actor (professor), in which each document has the unique
identity that is URL address. From a collection of academic actors, there are the
star social networks in which each professor as a center and another academic
actors (who is not a professor) as a leaf, and each query is built from a pair
of such social actors. The documents Dc was obtained based on the query. For
evaluation of the approaches, in this case we use the sample based on the test
concept [15,16]. This sample is used as a representation of the population to
prove some of the above theories [17–19]. However, further testing is required



Information Retrieval Based on the Extracted Social Network 225

Table 2. Comparison between disambiguation method and based on social network
for recall and precision

Personal name Disambiguation Star social network

(Professor) Recall Precision Recall Precision

A1 47/103 (45.63%) 47/154(30.52%) 99/103 (96.12%) 99/194(51.03%)

A2 49/105 (46.67%) 49/158(31.01%) 101/105 (96.19%) 101/188(33.72%)

A3 72/160 (45.00%) 72/152(47.37%) 155/160 (96.88%) 155/222(69.82%)

A4 92/210 (43.81%) 92/148(62.16%) 200/210 (95.24%) 200/258(77.52%)

A5 32/70 (45.71%) 32/154(20.78%) 68/70 (97.14%) 68/164(41.46%)

by involving the large data including using the available dataset [20]. There-
fore, we have gathered and labeled a dataset of 648 webpages like Table 1. By
using concept the name disambiguation, Eqs. 4 and 5 produce Table 2.

In general, there is an increase in the performance of the access process by
means of involving social networks whereby the webpages of influential social
actors will be dug up by other social actors as keywords rather than keywords
that are not the names of social actors. Thus, the formulation of recall and
precision based on Proposition 4 are as follows:

Reca =
|Dr ∩ ⋃m

i=1 Dc|
|Dr| (8)

and

Preca =
|Dr ∩ ⋃m

i=1 Dc|
|⋃m

i=1 Dc| (9)

where m is degree of center in star social network.

5 Conclusion and Future Work

By studying the principle of social network extraction, from the extraction
method, there is a change in formulation on the implication of information
retrieval that is recall and precision, which in this sample it has better per-
formance based on computation. Furthermore, to test this formula will be built
larger datasets.
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Abstract. Strategic decisions are those that have a far reaching effect on the
environment and on the organization itself, however, they need a strategic
diagnosis. Decision makers, for lack of knowledge of the literature and without a
more efficient methodology, sometimes delay and/or make decisions that might
not have been the best. This work aims to mitigate this problem, proposing a
method that can assist the decision maker. The solution is based on two tools in
the field of business strategy: the SWOT matrix (strengths and weaknesses in
internal analysis and opportunities and threats in external analysis) and the map
of strategic postures (survival, maintenance, growth and development), with
support of the Multi-Attribute Global Inference of Quality (MAGIQ) multicri-
teria analysis tool [1]. Thus, depending on the situation of the strategic diagnosis
in which the organization is located, the solution would indicate what possible
strategic decisions the organization should adopt. A methodology for feeding,
filtering, calculating, positioning and selecting strategies, including inbound and
outbound reports, is proposed.

Keywords: SWOT Matrix � Strategic decision � MAGIQ

1 Introduction

The strategic process is based on four dimensions: diagnosis, decision, implementation
and monitoring. In the diagnosis, the internal analysis and external analysis of the
organization is carried out. Then, for the decision-making phase comes the positioning
and the strategic decision [2].

Among the known strategic diagnosis tools, the SWOT matrix (Strength, Weak-
ness, Opportunity and Threat) is the most widely used [3–5] and aims to integrate and
manage information in relation to four categories: strengths and weaknesses on the
internal side of the organization and threats and opportunities on the external side of the
organization [6], aiming for a strategic positioning of the organization [7, 8].

On the other hand, the literature on business strategy is abundant in strategic
typologies, one of the most detailed being the strategic posture matrix, with a link
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between the SWOT matrix [7] and the strategic posture maps, indicating four possible
situations in which an organization can be (Survival Strategic Posture = Weaknesses
and Threats; Maintenance Strategic Posture = Strengths and Threats; Growth Strategic
Posture = Weaknesses and Opportunities; and Development Strategic Pos-
ture = Strengths and Opportunities). Each strategic posture is composed of a set of
business strategies [9].

There are some methodologies for linking the SWOT matrix with business strategy
[3, 10–13] but a methodology was not found to select the strategies according to the
SWOT analysis and the strategic postures using the Multi-Attribute Global Inference of
Quality (MAGIQ) [1].

On the other hand, the links between the SWOT matrix and the map of strategic
posture have not been properly studied and therefore this research aims to contribute to
this theoretical and methodological gap.

Inserting the expression SWOT Matrix on Google Scholar in the title, there are 107
papers, in the position of August 2016. However, in studies dealing with the links
between SWOT matrix and business strategy, by any method, the studies do not adopt
theoretical reference for the establishment of pre-defined strategies [14].

Inserting the expression “Multi-Attribute Global Inference of Quality” in “any part
of the article” in Google Scholar’s “advanced search” link [14] in the September 2016
position, 47 papers were shown, and from 2000 to 2009 there were 10 papers published
and from 2010 to 2016, 37 papers were published, demonstrating that this technique
has already been used in the international scope and in the last five years the number of
papers practically quadrupled compared to the previous decade.

So, the research problem is how to make a connection between strategic positions
and business strategies with the SWOT matrix through the MAGIQ methodology?

The main objective of the research will be to build a method structured in multi-
criteria analysis that can support the strategic decision makers of organizations through
the SWOT matrix and strategic maps through the MAGIQ methodology.

The relevance of the work is methodological since it contributes to fill the gaps in
the field of the interconnection between diagnosis and strategic decision, and empirical
or practical, because it aims to support strategic decision makers in organizations.

The proposed method does not aim to operationalize how strategic decisions should
be implemented, but to indicate what possible paths the organization could adopt.

2 Process and Strategic Diagnosis

2.1 Strategic Diagnosis Process and Techniques

Strategic management is defined as the art and science of formulating, implementing
and evaluating some decisions to achieve the organization goals [15].

Many flows and frameworks on the strategic process are presented, but they
basically fit in cartesian decisions since the diagnosis phase until the prescription or
decisive, evaluation, monitoring, and review phases [2, 16].

As techniques of external analysis of the general environment there is the [16] model
of six dimensions (Legal and Political Conditions, Economic Climate, Demographic
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Trends, Cultural Changes, Technological Changes and Specific International Events),
and another model also diffused, The PESTEL model, which is divided into Political,
Economic, Social/Cultural/Demographic, Technological, Ecological (Environment) and
Legal variables [17].

The most used techniques of external analysis for industry analysis, i.e. the analysis
of the sector in which the company is inserted, also called specific environment,
industrial operational or simply task, are: the technique of analysis of the industry
structure (Five strengths of Porter) [16, 18, 19], the technique of Strategic Groups
(distinct strategic groups within the same industry) [19] and the Boston Consulting
Group (BCG) and General Electric/McKinsey matrices [20], used to evaluate the
portfolios of units and business areas of companies of the same industry.

In the internal analysis, the VRIO (Value, Rarity, Impersonability and Organiza-
tion) model of VBR (Resource Based View) by [16] and the Balanced Scorecard [21]
are used as techniques.

However, there is a technique that acts both in the external evaluation and in the
external evaluation, called SWOT Analysis, discussed below.

2.2 Multicriteria Analysis Between SWOT Matrix and Strategy

In a strategic planning process, the SWOTMatrix is one of themost widespread tools used
as a method of evaluating internal and external analysis of an organization [3, 4, 6, 8].

[22] recommends listing three to seven variables for each of the four factors or
dimensions: strengths, weaknesses, opportunities, and threats. [14] suggest from 10 to
20 factors or variables by internal dimensions (strengths and weaknesses) and external
dimensions (opportunities and threats). Therefore, there is no sizing or consensus.

The variables for analysis can be divided basically into three groups: (1) general
environment; (2) task environment; and (3) internal environment [19].

Based on these issues, a SWOT matrix can be constructed [7]. The strategic posture
of Survival is attributed when there is Weakness and Threat (Mini-Mini); The strategic
posture of Maintenance is attributed when there is Strength and Threat (Maxi-Mini);
The strategic posture of Growth is when there is Weakness and Opportunity
(Mini-Maxi), and finally the strategic posture of Development occurs when there is
Strength and Opportunity (Maxi-Maxi).

The junction of the AHP method with the SWOT matrix is also called A’WOT [8].
The prioritization process was developed based on the [23] scale, which varies from 1
to 9 according to the relative contribution of one event/variable over the other in
relation to the problem studied [23]. According to the amplitude of the criteria, the
comparisons generate a matrix A (n � n) where the matrices are normalized and the
relative weights are found. In order to find the importance of all the factors of the
SWOT matrix, the importance degrees of the second level are multiplied with those of
the third level [23].
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3 Research Methodology

As for epistemology, this research is classified as positivist [24] and the descriptive
type and by means of secondary data [25], using applicable approaches [26].

3.1 Research Process

The research was carried out from June 2016 to March 2017. For the assembly of the
SWOT matrix, it was based on the general, industry and enterprise environments as a set
of features. For the list of strategies, the Strategic Postures map was used as reference.

As a qualitative analysis technique, the content analysis [27] was used to structure
SWOT variables and Strategic Postures. As a support technique for the proposed
method, the [28] participant rule, Quartis [29], the Delphi technique [30] and the
MAGIQ methodology were used as well as the use of the Likert scale.

3.2 Multi-Attribute Global Inference of Quality (MAGIQ) Method

The MAGIQ is a multicriteria decision analysis method that supports the determina-
tion, by means of comparable weights, of the relative importance of factors and sub-
factors related to a basic question or decision [1]. This method has similarities to the
Analytical Hierarchy Process - AHP method [31, 32].

Because it does not use a paired analysis methodology of each variable for another,
which demands a great effort on the part of the respondents and a probability of
inconsistencies, the MAGIQ was among those cited by [33], the most feasible for
SWOT analysis and for the Strategies in this research.

For [34], MAGIQ is essentially a variation of the AHP technique, which explains a
large number of AHP-focused research. However, the AHP method has been the
subject of much criticism, including the use of an arbitrary scale inducing a
non-existent order [35] and changing rankings due to the addition of different criteria
[34]. Finally, according to [34], the AHP technique is highly correlated to MAGIQ
(R2 > 0,9), which further assures its use.

The first step of MAGIQ analysis is to determine the relative weights of factors at
the highest hierarchy levels for each “j” respondent using the “Rank Order Centroids”
(ROC) concept, which allows the conversion of sort orders (e.g., 1st, 2nd, 3rd etc.) into
numeric values (Formula 1):

XN

i¼k

ð1=iÞ
" #,

N for i ¼ 1; 2; 3; . . .N ð1Þ

After sorting and assigning the weights relative to each of the levels of the hierarchy,
the next step in the MAGIQ analysis is to calculate the quality global goal value. The
global value is given by the simple weighted sum of all weights of the comparison
attributes, the final sum of all vectors being equal to 1.0.
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4 Proposition of an Integration Method Between SWOT
Matrix and the Strategic Posture Map

4.1 Method Process

Phase (1) Development of the SWOT Matrix. Strategic external and internal deci-
sion makers are invited to take part on the Strategic Planning. It is suggested from 15 to
30 participants, according to Godet’s methodology for the construction of strategic
prospective scenarios [28].
Decision makers select a set of external analysis and internal analysis variables. The
external analysis variables are divided into the following categories: general environ-
ment and sector environment.

The External Variables - General Environment, incorporate the PESTEL model [8,
17] and the General Environment model [16]. The external variables of the Sector
according to [19] are formed by the industry; Customer-Market; Suppliers and Com-
petition (Rivalry, new entrants, substitute products).

According to [16, 21], the company variables are Financial, Strategy/Management,
Marketing/Commercialization, Process/Production/Engineering and Learning/Skills.

The tool presents a main table with variables to choose from, a database with
several other variables and an option to append a variable not available in the main list
and database.

This phase is divided into two rounds. In the first round the variables for judgment
will be chosen. Each decision maker chooses whether he/she prefers it to be an
Opportunity or Threat for external analysis or Strength or Weakness for internal
analysis. If a variable is not chosen, it will not be part of the SWOT matrix.

In case there is a divergence among the amount of opportunity or threat, or of
strength or weakness, the majority wins. Thus, the tool would only compute the winning
variables in frequency. If there is a tie, the process manager decides, or a Committee
decides, or a new voting round after a coordinated discussion (Delphi round).

If the study is carried out for a specific sector, the external variables to be con-
sidered will be those referring to the General Environment and the internal variables to
the Environment of the sector chosen for the study.

In the second round, the quartis technique [29] is used to reduce the variables for
later use of the MAGIQ technique. A Likert scale is applied from 0 to 4. The variables
that would be from the 4th quartile will be chosen, that is, where the average would be
in the closed range of 3 to 4.

For strengths the scale will be: 0 (negligible); 1 (slightly strong); 2 (moderately
strong); 3 (strong); 4 (very strong). For weaknesses it will be: 0 (negligible); 1 (slightly
weak); 2 (moderately weak); 3 (weak); 4 (very weak). For Opportunities the scale will
be: 0 (negligible); 1 (slightly opportune); 2 (moderately opportune); 3 (opportunity); 4
(great opportunity). For the Threats the scale will be: 0 (negligible); 1 (slightly
threatening); 2 (moderately threatening); 3 (Threat); 4 (great Threat).

If any variable gets an average score below 3, but one participant wants to defend it
to include it in the SWOT matrix, it is suggested a group discussion, or a new round
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(Delphi round), or the higher hierarchy manager decides whether it should be included
or not.

The Delphi technique (up to two new rounds) would serve to improve the con-
sensus of the score judgement, presenting to each decision-maker the average of the
group and the note that he applied. Then a report is issued showing only the variables
selected for the MAGIQ round (see Fig. 1 below).

Figure 1 already suggests that there are more weaknesses than strengths and more
threats than opportunities.

With the selected variables, a new round will be applied to the participants of the
strategic decision, this time using the Multi-Attibute Global Inference of Quality
(MAGIQ) technique.

To obtain the factor indices (S, W, O, T), the tool asks: Which factor represents the
company’s situation? Each participant chooses one of the four. The exercise repeats
itself now with three factors up to n − 1, that is, up to the third factor. Of course the
fourth factor would not be chosen. The tool establishes the relative weight of each factor.

Then, the same procedure is started for each sub-factor (variable) of each factor
(SWOT dimension). In the case of strong points, it is asked (which one is stronger?). In
the case of weaknesses (which is the weakest?). In the case of opportunities, it is asked
(which one favors our company/business?). In the case of threats, it is asked (which is
the one that most disadvantages our company/business)? Such an approach would
greatly facilitate the choice of priorities, rather than the respondent having to order the
priorities at once as the original MAGIQ methodology suggests. So, there would only
be one standard question (which one?).

As the exercise assumes several judges, the weight of each factor is the average
MAGIQ weights of each variable, that is, we add the MAGIQ weights of each judge
and then divide it by the amount of judges, a technique based on [36].

For all variables selected within the four dimensions of the Matrix, relative weights
are assigned so that the total is 1. The weights are calculated by the formula presented
in Sect. 3.2.

WeaknessesStrengths
Financial PerformanceCompany Brand 
Working capitalProduct quality
Product brandSales Process
Quality of ProcessesTeam Competence
Quality of Service
Team Motivation
ThreatsOpportunities
Dollar taxCustomer Satisfaction
Interest rateMarket Growth
CompetitionFund-raising
Environmental Image
Supplier Power

Fig. 1. SWOT matrix - example. Source: Made by the authors (2017).
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The global (final) weights of each variable are calculated within each SWOT factor
by multiplying the weights of the variables and by the weight of each SWOT factor to
which it belongs. The Table 1 below shows the distribution of the ordinations (example
of 4 participants):

Phase (2) Positioning in Strategic Posture. There are four Cartesian quadrants. The
right side of the X axis are the markings for the Opportunities weights and the left side
for the Threats. Each side ranges from 0 to 1 (right) and 0 to −1 (left). The Y axis
ranges from 0 to 1 (up) and 0 to −1 (down), with the top part being allocated to the
markings of the Strengths weights and bottom part to the Weaknesses weights.

The MAXI MAXI quadrant corresponds to the Development posture (opportunities
and strengths). The MAXI MINI quadrant corresponds to the Growth posture (weak-
nesses and opportunities). The MINI MAXI quadrant corresponds to the Maintenance

Table 1. Ranking and final weight of SWOT factors and variables (example)

Factors/Variables Ranking by participants Average Final weight #
P1 P2 P3 P4

Strengths 0,156225
S1. Company brand 0,5208 0,1458 0,1458 0,5208 0,3333 0,0520 2
S2. Product quality 0,1458 0,0625 0,2708 0,2708 0,1875 0,0293 3
S3. Sales process 0,0625 0,2708 0,0625 0,1458 0,1354 0,0212 4
S4. Team competence 0,2708 0,5208 0,5208 0,0625 0,3437 0,0536 1
Sum final weights 0,1562
Weaknesses 0,42705
W1. Financial performance 0,2566 0,0400 0,4566 0,0900 0,2108 0,0900 2
W2. Working capital 0,1566 0,0900 0,1566 0,1566 0,1399 0,0598 4
W3. Quality of processes 0,0400 0,2566 0,0400 0,0400 0,0941 0,0402 5
W4. Quality of service 0,4566 0,4566 0,2566 0,4566 0,406 0,1736 1
W5. Team motivation 0,0900 0,1566 0,0900 0,2566 0,1483 0,0633 3
Sum final weights 0,4269
Opportunities 0,187475
O1. Customer satisfaction 0,2777 0,2777 0,2777 0,1111 0,2360 0,0442 2
O2. Market growth 0,6111 0,6111 0,6111 0,6111 0,6111 0,1146 1
O3. Fund-raising 0,1111 0,1111 0,1111 0,2777 0,1527 0,0286 3
Sum final weights 0,1874
Threats 0,2292
T1. Dollar tax 0,2566 0,4566 0,0900 0,2566 0,2649 0,0607 2
T2. Interest rate 0,4566 0,2566 0,0400 0,4566 0,3024 0,0693 1
T3. Competition 0,1566 0,1566 0,4566 0,1566 0,2316 0,05307 3
T4. Environmental image 0,0900 0,0900 0,2566 0,0900 0,1316 0,0302 4
T5. Supplier power 0,0400 0,0400 0,1566 0,0400 0,0692 0,0158 5
Sum final weights 0,2292

Source: Made by the authors (2017).
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posture (threats and strengths). The MINI MINI quadrant corresponds to the Survival
posture (weaknesses and threats).

According to the [3] technique, the positioning is calculated by the difference
between the offensive capacity (Forces minus Weaknesses) and defensive capacity
(Opportunities minus Threats), and then the posture in which the company is located is
found (see Fig. 1).

In this methodology, an alternative path of Ingaldi’s methodology [3] is chosen,
since we also want to find the second, third and fourth postures to go through. The
ordering of the other positions will be given according to the diagonal result of the
other quadrants, when plotting the factor values (final weights) of the SW (Y axis) and
OT (X axis) axes.

Thus, there would be a link between strategy and the diagnosis variables, through
positioning (posture) and combinations of the variables SO, WO, TS and TW.

Thus, there is a sequence of postures from the most valued to the least valued.
In the example, it is: Offensive Capacity = Strengths - Weaknesses = 0.156225 -

.42705 = −0.2708. Defensive Capacity - Opportunities - Threats = 0,187475 -
0,22915 = −0,0417.

Figure 2 shows the positioning graph.

It is verified that the Offensive Capacity was positioned in the Mini-Mini quadrant,
that is, in the Survival Posture. There was also an alignment of the position with the
largest vector of the graph in the same Strategic Posture.

The second posture was the Mini-Maxi, or the Growth Posture. The third was the
Maxi-Mini, that is, the Maintenance or Competitive Posture. The fourth and last was
the Maxi-Maxi, that is, the Development Posture.

Phase (3) Strategies Selection. Once each posture is selected in an order sequence,
the literature strategies for each posture will be chosen using the same initial selection
method used with the SWOT variables.

Fig. 2. Strategic positioning chart. Source: Made by the authors (2017).
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In the first place, strategies will be chosen by posture using the frequency tech-
nique. In this way, the strategies of higher frequency of the decision group will enter.

In the same way as in the previous phase, a Likert scale with the following con-
figuration is applied to each variable (strategy) of each posture: 0 (will not be applied);
1 (slightly applicable); 2 (moderately applicable); 3 (applicable); 4 (strongly
applicable).

In the same way as the SWOT phase, the strategies which averages are below 3 are
excluded, and only the ones of the fourth quartile are included.

Also like in the SWOT phase, if the participants have discordance about the
excluded variables, there may be a discussion and once approved, a new round, using
the Delphi technique [30], should be applied, where each participant can adjust their
score in relation to the average of the group or consensus; or a larger decision.

Finally, the tool presents the framework for the chosen strategies, according to the
multicriteria analysis judgement of the MAGIQ tool (see Table 2).

As can be seen in Table 2, according to the final weights of the strategies, there is a
sequence of strategic decisions to be adopted in descending weight order.

Finally, participants will fill in a column for each taken strategy, indicating the
SWOT variables that will support those strategies, i.e., the TOWS matrix [13].

Table 2. Ranking e final weight of strategies (example).

Postures/Strategies Ranking by participants Average Final
weight

# TOWS
matrixGG GC GP GA

Survival 0,48455
Cost reduction 0,25 0,25 0,75 0,75 0,5 0,24227 1 W1;

W2
Debts
renegotiation

0,75 0,75 0,25 0,25 0,5 0,24227 2 W1,
T1, T2.
O3

Growth 0,466304
Market share
increase

0,25 0,25 0,75 0,75 0,5 0,23315 2 O1, 02

Quality
certification
program

0,75 0,75 0,25 0,25 0,75 0,34972 1 W3,
W4

Maintenance 0,27729
Product
specialization

0,25 0,75 0,75 0,75 0,625 0,17330 1 O2, S2,
S4

Outsourcing 0,75 0,25 0,25 0,25 0,375 0,10398 2 S4, W3
Development 0,24401
Develop. of new
markets

0,25 0,25 0,75 0,75 0,5 0,12200 2 S1, O2

Vertical backward
integration

0,75 0,75 0,25 0,25 0,5 0,12200 1 S1, S2

Source: Made by the authors (2017).
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5 Conclusion

The literature presents methodologies for interconnecting SWOT variables with strat-
egy through the MAGIQ method, which is easier to operationalize, implying in error
reduction, besides being strongly correlated with the AHP.

It is proposed that, based on the method presented in this paper, called Strong Deci-
sions, a tool is made based on a web environment that would have the following modules:
(1) registration of SWOT variables; company; decisionmakers. (2) selection, classification
and ranking of variables and strategies. (3) Strategic posture chart (positioning); (4) Array
of selected strategies and postures; (5) Queries and position and evolution Reports.

It is suggested to operationalize the web environment tool in the ASP.NET MVC
platform using the C# programming language and also to expand the tool including a
study of the selected strategies, integrating it with the scorecard indicators methodology
(monitoring by indicators).
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Abstract. The amount of unstructured documents daily produced has dra-
matically increased in the last few years. As a result, automatic structuring of
these contents has become an urgent need: it constitutes a prerequisite to any
further automatic processing in term of annotation, indexing, information
retrieval, etc. Nevertheless, a lack of automatic structuring methods for the
Arabic normative texts is perceived. In this context, a method for automatic
structuring of Arabic normative texts is presented in this paper. A standardized
structure of Arabic normative texts is defined: two levels of granularity are
identified: thematic and logic. A semantic annotation rule base is also developed
to automatically structure documents according to these levels of granularity.
Obtained results are very promising: the overall performance reached 94.53%
for Precision, 91.21% for Recall and 92.84% for F-score.

Keywords: Automatic structures � Normative texts � Thematic structuring �
Legal XML � DTD � Arabic natural language processing

1 Introduction

Nowadays, huge amounts of textual documents are daily produced in all areas. These
documents are produced in most cases in an unstructured way, which constitutes a brake
on their effective exploitation. Thus, the automatic structuring of textual documents is a
determinant task. It enables a better document modeling, a better content analysis and
thus a better knowledge management. It also enables a better access to the relevant
information hidden in these texts. The structural properties extracted from these docu-
ments could also be exploited to index them and to enhance the information retrieval
process. In this regard, proposing computational methods and developing effective
systems for automatic structuring of textual documents constitute an interesting task.

The need of automatically structuring these contents was increasingly felt in the
legal domain, which is characterized by a variety of legal documents categories: codes,
normative texts, jurisprudence, contracts etc. Each of which admits a different structure.
For instance, normative texts are characterized by a deep hierarchical logical structure:
articles constitute elementary elements, and are grouped under more general subdivi-
sions like sections, chapters, books, etc. In this concern, we argue that automatic
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identification and semantic annotation of these structural properties would facilitate
exploiting the wealth of information conveyed by these structures. In this way, it would
be easier to effectively index these contents and to enhance the performance of legal
information retrieval system.

Though the importance of this task, we have noticed that normative texts written in
Arabic language have not been yet processed. Thus, it would be wise to set up
structuring methods able to take into account the specificities of Arabic normative texts.
These methods should also be able to overcome the ambiguities raised by the Arabic
language in text segmentation such as the lack of capital letters and regular punctua-
tion, which makes conventional segmentation methods non appropriate to Arabic [1].

In the scope of this work, an automatic structuring method is proposed and eval-
uated over a corpus of Arabic normative texts collected from the Official Gazette of the
Republic of Tunisia1. These documents do not meet any standard structuring or markup
process. They are diffused in a raw unstructured format: structural portions constituting
the normative texts (articles, sections, etc.) are not tagged. Consequently, accessing to
the formal and semantic contents of texts could not be effectively done. In this concern,
we argue that proposing a structuring method of Arabic normative texts is a primordial
condition to enhance access of relevant information contained in these contents. The
remainder of this paper is structured as follows. Background and related work are
presented in Sect. 2. The proposed structuring method is detailed in Sect. 3. Evaluation
and obtained results are presented and discussed in Sect. 4. Conclusion and future work
are presented in Sect. 5.

2 Background and Related Work

The automatic processing of structural information in legal textual contents has been
processed over two major kinds of legal documents: juridical judgments and normative
texts. For juridical judgments, several approaches have been proposed. For instance, [2]
proposed an approach for automatic summarization of legal judgments written in
English. The authors extracted relevant units in the source judgments by identifying the
discourse structures constituting these judgments. To do so, the authors defined the
following thematic structures: Decision, Data, Introduction, Context, Juridicial Anal-
ysis and Conclusion. Then, the authors used the predefined structures to determine the
semantic roles of these segments in order to thematically structure documents. For this
purpose, the authors conducted a filtering step to eliminate unimportant quotations and
noises. Then, they selected candidate units to generate judgments summaries Prelim-
inary evaluation results reaches 90% of F-measure for thematic segmentation.

[3] proposed a system for document segmentation and automatic summarization of
legal judgments. To perform document segmentation, the authors made use of the
Conditional Random Field, a machine learning technique, to identify the rhetorical
roles and extract structured head notes from sentences. For automatic summarization,
the authors applied a set of probabilistic models to automatically extract key sentences

1 http://www.legislation.tn/.
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and compose the relevant chunks in the form of a headnote. The authors argue that the
determination of basic structures and distinct segments helps improving the final
presentation of the summary.

As argued by [2, 3], the automatic structuring of legal documents is very useful for
further Natural Language Processing applications like information extraction and text
summarization. Though the importance of this task, we have noticed a lack of com-
putational methods for the automatic structuring of Arabic legal documents expect the
work of [4, 5] who proposed a linguistic method for Arabic jurisprudence decisions’
structuring. In this work, the authors constructed a training corpus of Arabic
jurisprudence decisions and asked legal experts to manually annotate it. Then, they
conducted a linguistic analysis over the corpus in order to extract linguistic markers
expressing structural borders of the thematic segments constituting a decision. The
extracted markers were used in a further step to develop a set of linguistic patterns to
automatically structure the decisions.

On the other hand, automatic structuring of normative texts has been addressed in
the scope of the DEFT challenge [6]. Participants were called to propose methods to
segment an extract of a European Union law written in French into a series of articles.
Two types of approaches have been proposed: statistical approaches based on the
lexical cohesion concept and on statistical and distributional algorithms including the
TextTiling algorithm [7] and the C99 algorithm [8]; and linguistic approaches.

Statistical approaches consist on calculating terms repetition based on similarity
scores between sentences or on terms densities in the terms space of the text. Statistical
approaches have the advantage of being domain independent and they do not require a
learning phase. However, they give low accuracy levels. In the other hand, linguistic
approaches are based on cohesion linguistic markers. Linguistic approaches are less
used because they require a considerable learning effort over large corpora, and they are
domain dependent. Nevertheless, they provide more accurate results, compared with
statistical ones.

As shown along this section, almost all related work in the automatic structuring of
legal documents domain processed jurisprudence texts. There is a lack of work dealing
with normative texts, which admits different structures and employs different vocab-
ulary when compared with jurisprudence decisions. For this reason, we assume that
proposing a method dealing with the structural properties of normative texts written in
Arabic would be very interesting. As we are working on a domain dependant corpus,
we opt for linguistic approaches. We therefore propose a linguistic structuring method
for Arabic normative texts, which constitutes to our knowledge, the first method
proposed to automatically structure Arabic normative texts.

3 Proposed Automatic Structuring Method

To automatically structure texts, a corpus analysis was carried on as a first step to
identify structural regularities of Arabic normative texts. Based on the observed reg-
ularities, a Document Type Definition (DTD) was built. In a second step, a structuring
rule base composed of two parts was developed: a part grouping thematic rules, and a
part grouping organizational rules. Finally, an automation process was conducted to
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translate the performance of these rules on a computational algorithm. The enhanced
steps are detailed in what follows.

3.1 Definition of a Standardized Document Structure

The definition of a standardized structure of Arabic normative texts was done by
analyzing a corpus of 100 Arabic normative texts collected from the Official Gazette of
the Republic of Tunisia. At this stage it’s worth noting that an in-house corpus com-
posed from 200 texts was constructed: 100 texts were used as a training dataset and 100
texts were used as a test data set to evaluate the performance of the proposed method.
The corpus analysis allowed us to study the structural regularities of texts. Two dif-
ferent structures were identified as follows:

First Structure: Texts having this structure are short, generally constituted of a title
followed by a single paragraph or by a sentence followed by a series of indents. This is
the case for example of orders appointing persons in a given position. The title starts
with an expression indicating the type in the form: “By decree/ رمأىضتقمب ” or “By
Order/ رارقىضتقمب ”. An example of this first structure is shown in Fig. 1.

Second Structure: Texts having this structure are composed of four informational
blocks namely a title , a preamble ( ةئطوتلا ), a body ( ينوناقلاصنلا ) and a
signature ( عيقوتلا ). Each segment is composed in turn of a set of information.

For texts belonging to this second structure, examples belonging to different pos-
sible types (laws, decrees and orders) were studied. We noticed that the elements
constituting each segment differ slightly depending on the nature of the text. The
constituents of each segment are detailed in Table 1.

The segment “text body/ ” follows a hierarchical structure composed of
different subdivision levels. The presence/absence of these levels varies from one text
to another depending on their volumes. The following subdivisions could be found in a
normative text (from the broadest level to the lowest level): “Book/ باتك ”; “title/ ناونع ”;
“Chapter/ باب ”; “Section/ مسق ”; “Article/ لصف ”; “Paragraph/ ةرقف ”; “Indent/ ةطم ”. This
sequence of subdivisions is the most complete for a normative text. However, in most

Fig. 1. First possible structure of texts
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cases, the largest used level is the Article. Other levels are only used in case of long
texts that need to group Articles into Sections, Chapters and Titles according to their
topics. Note also that the Chapter subdivision may contain several sections (including
articles). In other cases, a Chapter may begin with one or more Articles followed by
one or more Sections. The complete architecture covering all possible cases was
translated in a DTD as shown in Fig. 2.

3.2 Automatic Structuring of Texts

Automatically structuring texts amount to develop a set of structuring rules able to
identify all segments borders and attribute tags delimiting them. Two structuring levels
were conducted: a thematic level and a logic/organizational level. This mechanism was

Table 1. Second possible structure of texts

Fig. 2. Document type definition of Arabic normative texts
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traduced throw the development of a tool which takes as input a raw unstructured text
file and produces an XML document thematically and logically structured (as shown in
Fig. 5). Texts were structured using a tree based modeling. For this purpose, the DOM
standard2 (Document Object Model) is used. The principle of structuring text by a node
tree is to create a root node which is the access point to all the segments constituting the
text. Thereafter, each text segment is assigned to a child node. In the scope of our work,
the root of a text has 4 children nodes corresponding to the 4 thematic segments. Then,
the textual content of each thematic segment is stored in its corresponding node. Thus,
access to a segment could be done by directly identifying the node in question. This
method greatly facilitates access to portions of text that meet users’ requirements.

Preprocessing: Sentence Splitting
As previously mentioned, the corpus study is published as plain unstructured texts,
constituted from a series of lines delimited by the sentence delimiter “\ n”. Thus, a
preprocessing step was carried on to segment this text into a set of sentences. For this
purpose, a sentence splitting method was developped as shown in Fig 3. It takes as
input an unstructured plain text and produces a tree nodes XML document by storing
the content of each line in a distinct node. The root node of the XML document is
labeled “Text صنلا ”. Each sentence is stored in a child node with an identifier and the
label “Sentence/ ةلمج ”. We deemed this step essential to guarantee text clarity at
the thematic and logical structuring steps. Indeed, DOM tree modeling considers all the
textual content of one node as a single sentence. Thus, the organization of the text into
distinct sentences within 4 thematic nodes would be lost. This solution was adopted to
keep a certain organization of the text. If not, all sentences belonging to a child node in
the DOM tree would be considered in following steps as a single sentence, which
would further complicate the structuring process.

Contextual Exploration Based Thematic structuring
Thematic structuring was achieved based on the Contextual Exploration (CE) method
[9]. CE is a linguistic method of textual analysis. It consists on identifying, for a given
notion, a set of linguistic markers having contextual dependencies. In a first step, a set

Let C be a raw corpus constituted of a series of lines Li; 
C={Li}
Create the text root TRx « »
Initialize the sentence counter Idi 0
For each line Li in the text Do

Create a new node Ni « »
Assign Idi to the node Ni as an Identifier
Add the content of Li to Ni
Increment Idi ; Idi Idi+1
Add Ni to the text root RTx

End For

Fig. 3. Our sentence splitting method

2 https://www.w3.org/TR/WD-DOM/introduction.html.
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of main indicators that could be used to express the sought notion are searched in text.
Once identified, complementary clues are then searched to confirm or infirm that the
pre-identified indicators do express the sought notion. Thus, the complementary clues
could be respectively categorized as positive/negative clues, once identified they help to
confirm/infirm the presence of searched notion in text. This method provides access to
the semantic content of a text without conducting morphological and syntactic analysis
or using external knowledge. Thus, we were able to overcome the lack of Arabic
natural language processing tools like deep syntactic analyzers and semantic role
labelers to determine syntactic dependencies between the relevant linguistic markers
and their corresponding semantic roles.

Several computational approaches were based on the Contextual Exploration
method to tackle different Natural Language Processing issues: Arabic Text segmen-
tation [10], Events extraction from News articles [11], Indexing and retrieval of
learning objects [12], Image and Text Mining [13], etc. Hence, we would investigate
the effectiveness of applying this method to process Arabic legal corpora. Thus, the
CE-based mechanism was used to propose a thematic structuring method to identify
discourse markers used by legislators to express the boundaries of thematic segments
constituting normative texts. The proposed method couples a thematic structuring rule
base and an automatic structuring algorithm.

Definition of the thematic structuring rule base.
Let BRST be a CE-based thematic structuring rule base. BRST admits a node tree
structure and is defined as follows:

BRST ¼ [ 4
1RSTj with j ¼ Title; Preamble; Text Body; Signaturef g

With:

• BRST: the tree root node
• RSTTitle, RSTPreamble, RSTText Body and RSTSignature four child nodes, grouping

respectively the structuring rules of the four thematic segments that constitute a
normative text.

Definition of a thematic structuring rule
Let Ri be a CE-based thematic structuring rule with:

BRST ¼ [ n
1Ri ð1Þ

Ri ¼ Id; Icnd; Icpgj; Icpdj; TSk
� �

with j ¼ 1; 2f g;
TSk ¼ fTitle; Preamble; Text Body; Signatureg ð2Þ

Each rule Ri is composed from:

• Id: a set of trigger indicators (main indicators)
• Icnd: a set of negative complementary clues searched in CnD
• Icpd1: a first set of positive complementary clues searched in CnD
• Icpd2: a second set of positive complementary clues searched in CnD

244 I. Berrazega and R. Faiz



• Icpg1: a first set of positive complementary clues searched in CnG
• Icpg2: a second set of positive complementary clues searched in CnG
• TSk: the type of the thematic segment in question
• CnD and CnG represent respectively the right and left contexts of the indicator Id in

the rule Ri

Fig. 4. Proposed thematic structuring algorithm
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(1) The set of all the rules Ri, whatever the segment to which they are applied,
constitute our base BRST.

(2) All rules admit a unified structure. This structure is defined based on the for-
malism of the Contextual Exploration method.

Proposed CE-based thematic structuring algorithm
Let BRST be a CE-based thematic structuring rule base; BRST ¼ [ n

1Ri

Let Ri a thematic structuring rule; Ri 2 RTitle; RPreamble; RText Body; RSignature
� �

From these two definitions, we can draw the following remarks:

1. From a structural point of view, the base BRST is constituted in the form of a node

tree having RST as a root, with RST ¼ S4
1
RSTj (def1).

2. From a content point of view, BRST is constituted from a set of rules Ri (def2).

Thus, it is possible to say that: BRST ¼ S4
1
RSTj ¼

Sn
1
RSi

Let CSP be a corpus segmented into sentences Phi; CSP ¼ Sn
1
Phi. CSP is consti-

tuted from a set of normatifs texts TNi with CSP ¼ Sn
1
TNi

Let be TNi ¼
S4
1
STj

� �
with STj ¼ Title; Preamble; Text Body; Signaturef g.

Each normative text TNi is composed from four thematic segments STj. The pro-
posed thematic structuring algorithm is detailed in Fig. 4.

Organizational Texts Structuring
Once the corpus was thematically structured, an organizational structuring step was
conducted. For each text, the Preamble segment was decomposed into a series of Visas
and the Text Body segment was decomposed into a series of Articles, Sections,
Chapters, etc. (as previously detailed in Sect. 3.1). Organizational structuring was
conducted by developing a set of organizational structuring rules based on regular
expression patterns.

For the visas, the identification of the beginning of a new segment was based on the
identification of expressions like “After seeing the Constitutive Act number…

“ or “And the Decision of… “, etc.
within the Preamble segment. Thus, the organizational structuring of the Preamble into
Visas consists on crossing the sentences nodes constituting the Preamble, until spotting
one of the pre-mentioned expressions in the head of a sentence.

For the Text Body segment, identifying the beginning of a new subdivision is based
on the identification of a term such as “Article لصفلا , Section مسقلا , Chapter بابلا , Title

ناونعلا , etc.” at the head of the current sentence node, followed by a sequential number
“2, 3, 4, etc.” in the case of Articles or by a term such as “First لولأا , Two يناثلا , Three

تلاثلا , etc.” in the case of subdivisions superior to Articles. The organizational
segmentation of the Text Body segment is conducted as follows: the sentence nodes
constituting the segment are crossed one by one. For each sentence, the presence of an
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expression denoting the beginning of a new subdivision is checked (while respecting
the hierarchical order defined in the DTD, namely: Book باتك /Title ناونع /Chapter باب /
Section مسق /Article لصف /Paragraph ةرقف /Indent ةطم ). If one of these expressions is found,
then a new node is created under the Text Body segment of the current normative text,
and three attributes are assigned to it: “number ددع ”, “title ناونعلا ” and “type عونلا ”.
Figure 5 shows an example of the identification of a Section having 1 as sequence
number and “On sanctions ” as title.

4 Evaluation and Obtained Results

To evaluate the performance of the proposed method, a test dataset composed of 100
texts was used. The choice of texts was based on a set of criteria to ensure better
representation from structural and content point of views. Selected texts admit different
types (28 laws, 42 orders and 30 decrees); address various topics; are published in
different dates (between 2000 and 2016); represent the two possible structures (16 texts
having the first structure and 84 texts having the second structure); have different
lengths (ranging from texts composed of one paragraph to texts composed of more than
80 articles) with a variation in terms of presence/absence of subdivisions. The total
number of Visas and Articles in the test dataset reached respectively 987 and 1274. The
total number of sentences in the corpus reached 7460: 3415 constitute the beginning of
a new segment and 4045 constitute normal sentences.

The performance of the structuring process was evaluated by calculating the Pre-
cision, Recall and F-score values. Precision and Recall are used to better assess the
degree of noise and silence of our structuring rules. The evaluation was performed for
the 4 types of thematic segments (Title, Preamble, Text Body and Signature); for all
Visas constituting the Preamble of each text; as well as for all Articles constituting the
body of each text. For the other organizational subdivisions (Books, Chapters, Sections,
etc.), Precision, Recall and F-score values were calculated one time for all subdivisions
to simplify calculations. The overall obtained results are shown in Table 2.

Fig. 5. Example of the identification of a section segment

Automatic Structuring of Arabic Normative Texts 247



The Precision, Recall and F-score values for all the thematic and logic segments
were calculated as follows:

Precision ¼ NCIS
NIS

Recall ¼ NCIS
TNS

F - score ¼ 2 � NCIS
NIS þTNS

With:

NCIS: Number of sentences Correctly Identified as a beginning of a Segment
NIS: Number of sentences Identified as a beginning of a Segment by the system
TNS: Total Number of sentences representing a beginning of a Segment in the
corpus

The overall performance of the proposed method reached 94.53% for Precision,
91.21% for Recall and 92.84% for F-score. The Precision values range from 79.54%
for the identification of the Visas to 100% for the other types of segments. The Recall
values range from 70.92% for the identification of the Visas to 100% for some of the
other types of segments.

Errors occurring in the identification of Visas are explained by the observation of
some new structural regularities in the test data set that have not been observed in the
training dataset. By consequence, their patterns do not exist in the rules base. This silence
could be explained by the changes occurring in the legislative power in Tunisia, starting
from 2011 until today in accordance with the establishment of new institutional bodies.

5 Conclusion

This paper presents an automatic structuring method for Arabic normative texts. This
method consists in a first step on defining a standard structure for Arabic normative
texts and building a legal DTD describing their structural content. The second step of

Table 2. Obtained results

Nom du segment NCIS NIS TNS P R F-S

Title 100 100 100 100 100 100
Preamble 75 75 84 100 89.28 94.33
Text body 100 100 100 100 100 100
Signature 80 80 84 100 95.23 97.56
Visas 700 880 987 79.54 70.92 74.98
Articles 1274 1274 1274 100 100 100
Other subdivisions 786 786 786 100 100 100
Total 3115 3295 3415 94.53 91.21 92.84
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this method consists on developing a structuring rule base allowing to thematically and
logically structure texts. The proposed method was trained and tested over a corpus of
Arabic normative texts collected from the Official Gazette of the Republic of Tunisia.
Obtained results are very encouraging. The overall performance of the proposed
method reached 94.53% for Precision, 91.21% for Recall and 92.84% for F-score.

We assume that this work would provide a considerable assistance in the pro-
duction of structured Arabic legal documents and to ensure the interoperability of data
represented in such content in order to facilitate their access and management by users.
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Abstract. This article describes computer aided analysis using com-
putational intelligence methods for analysis and simulation research of a
crane system during sequential movements. A parametric solid model has
been specified, designed with a CAD/CAE environment, which allows to
evaluate its stability for selected configurations and conditions of opera-
tion. Neural-network-supported analysis of varying contact forces exerted
by the outriggers onto the ground, stabilizing and overturning torques,
mass centre during handling allowed to specify trajectories ensuring sta-
bility of the crane. The results of the simulation research have been
presented as changes of stability conditions depending on: angular posi-
tion of the column with its telescopic arms and booms, the position of
the telescopic arms themselves, the mass of individual components of the
load system, as well as the load value applied onto it.

Keywords: Machine control · Mobile crane · Interactive system ·
Computer aided analysis · CAD/CAE · Neural networks · Artificial
intelligence · Computational Intelligence Methods

1 Introduction

This study presents computer aided analysis of the mobile crane handling system
using computational intelligence methods based on the methodology developed
with the use of a simulation model built in the integrated CAD/CAE envi-
ronment. The model proposed consists of the main crane assemblies coupled
together: the truck with outrigger system and the base, the slewing column, the
inner and outer arms, the six-member telescopic boom, the hook with lifting
sling and the transported load. In the modelling of the crane system, the masses
of the majority of the equipment and the assemblies that load the system were
taken into account. An example of the application of the method proposed to
determine an optimal trajectory of the handling assignment being performed
was presented as the results of simulation testing.

c© Springer International Publishing AG 2018
R. Silhavy et al. (eds.), Applied Computational Intelligence and Mathematical Methods,
Advances in Intelligent Systems and Computing 662, DOI 10.1007/978-3-319-67621-0 23
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2 Analysis and Simulation Research Methodology

In the computer aided simulation of the handling task of the mobile crane, the
methodology presented in Fig. 1 was used.

Fig. 1. Computer aided analysis and simulation of the mobile crane handling system.

The following are the basic elements of the method implemented:

– parametric modelling of the elements and the entire crane system in the CAD
system for the defined configuration;

– determination of the system stability conditions (a notation of equations that
constitute a mathematical model to calculate the following: the trajectory of
the mass centres of the elements of the crane system, the reaction of the base
on the crane outrigger system, the stabilizing torque Mu and the overturning
torque Mw as well as the safety indicator);
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– building of a kinematic model of the crane and carrying out simulation testing
in the integrated CAD/CAE system;

– an analysis of the kinematic and dynamic quantities of the crane system
during handling in connection with maintaining constant balance (stability);

– optimization of the trajectory of the displacements of the crane working ele-
ments for specified assignments taking limiting conditions into account.

Integrated CAD - SolidWorks software as well as the module for computations
and engineering analyses: CAE - SolidWorks Motion was used for the purpose
of the modelling and numeric tests of the crane handling system.

3 Model of the Handling Crane

The assemblies of the truck crane type HDS Hiab XS (Cargotec Poland) in
relation to which the voice control system was proposed [1,2], include the design
of all the main parts and sub-assemblies as well as other important elements of
the construction [3,4]. The model of the support system (Fig. 2A) is composed
of the following crane assemblies that are coupled together: the truck frame,
the outrigger system placed in the crane base frame connected with the frame
of the truck chassis, the crane base, the slewing column, the inner and outer
boom with the installed six-member telescopic boom and the hook including
lifting slings loaded with the transported cargo. A method for computer aided
analysis for the mobile crane handling system’s configuration during operation
is proposed (Fig. 2B), which consists of mapping of the position of the crane’s
working elements using self-organizing networks [5].

Configuration of the mobile crane’s cargo handling system as a combination of
connected elements was analyzed as sets of local coordinate systems connected
with the crane’s components. The cargo’s position vector −→q l, in the absolute
coordinate system Oxyz, is given with the following formula:

−→q l = L(xL, yL, zL) = [xL, yL, zL]T

= −→r f + −→r b + −→r k + −→r Ww
+ −→r Wz

+ −→r t + −→r h + −→r z + −→r l
(1)

where: −→r t = −→r t1 + −→r t2 + −→r t3 + −→r t4 + −→r t5 + −→r t6−→r f ,−→r b,
−→r k,

−→r Ww
,−→r Wz

,−→r t,
−→r h,−→r z,

−→r l - vectors defining local coordinate sys-
tems origins’ positions located at points F , B, K, Ww, Wz, T , H, Z, L, which
belong to the truck f , the crane’s base b, slewing column k, outer Ww and inner
Wz arms, six-member telescopic boom t, hook h, lifting sling z, and the cargo l.

A change to the configuration of the crane system is connected with its work-
ing movements [3,4]. An analytical description of the configuration of the crane
kinematic system involves strenuous conversions of vector-matrix equations [3],
until explicit dependences have been obtained that determine the variable angu-
lar and linear quantities. Knowledge of these dependences is very desirable.
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Fig. 2. (A) Mobile crane handling system’s configuration during operation; (B) map-
ping of the position of the crane’s working elements using self-organizing networks.
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4 Kinematic Model of the Handling System

In simulation testing, a kinematic model was used of the mobile crane handling
system with four degrees of freedom. Considering a large number of elements
and their construction characteristics [3,4], a number of necessary simplifications
were used in the kinematic model (Fig. 3).

Fig. 3. (A) Simplified kinematic model of the crane handling system, where: 1 - truck
including outrigger system, 2 - slewing column, 3 - inner arm, 4 - outer arm, 5 -
telescopic boom, 6 - hook, 7 - lifting slings, 8 - cargo, τL - trajectory of cargo gravity
centre, τH - trajectory of point H = Z (hang point: lifting slings and hook); (B)
Deep convolutional neural networks for recognition of motion strategies or unexpected
obstacles and corresponding sets of parameters of the selected crane’s working elements;
(C) Deconvolutional neural networks for recognition of indicating symbolic forms of
motion strategies or unexpected obstacles.

In order to determine dependences between the configuration coordinates (ε,
εb, εe, α, αb, αe, β, βb, βe, δt, δtb, δte, where: b and e - indices for the initial
and end positions) and the base coordinates of the location of the cargo, tempo-
rary 3D bonds were introduced into the simulation model, which determine the
location of the handling system and its elements. In the model developed, drives
were defined that perform the rotary motion of the crane column with velocity
ε̇ and linear drives that force the rotary motion of the inner and outer arms
with velocities α̇ and β̇ as well as sliding out of the six-member telescopic boom
with velocity δ̇t. The computer aided analysis includes a method (Fig. 3B) based
on deep convolutional neural networks [6] for recognition of motion strategies or
unexpected obstacles and corresponding sets of parameters of the selected crane’s
working elements, and a method (Fig. 3C) consisting of deconvolutional neural
networks [6] for recognition of indicating symbolic forms of motion strategies or
unexpected obstacles.
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5 Handling System’s Stability

Owing to the performance of simulation testing in line with the methodology
proposed in Fig. 1, it is possible to determine the optimum trajectory of cargo dis-
placements for a selected handling assignment. The value of the moment required
to maintain balance in relation to the tip-over axis may constitute the measure
of the risk of the crane tipping over. Loading with the moment from the mass of
the crane elements and the loads is additionally summed up with the moments
that originate from inertia forces (caused by the movement of the cargo and its
parts) and from the load with wind. The overturning torque Mw is counteracted
by the stabilizing torque Mu with an opposite direction that is dependent from
the mass and the location of the mass centre of the crane elements (Fig. 4A). The
computer aided analysis methods (Fig. 4B) include probabilistic neural networks
[7] for classification of vertical reactions and weights of the crane system to the
classes: stabilizing torque, overturning torque, stability indicator.

According to international standards, it is accepted that the crane is stable
if at any position of the boom loaded with lifting capacity with an adequate
extension, the stabilizing torque Mu is greater than the overturning torque Mw

by the value of ΔM .
ΔM = Mu − Mw > 0 (2)

Fig. 4. (A) Diagram of forces and torques that act on the crane outrigger system:
where: Gu - total weight of the crane system; Gf - weight of the truck including the
outrigger system; Gb - crane base weight; Gk - weight of the slewing column; Gww

- weight of the inner arm, Gwz - weight of the outer arm; Gm1, Gm2 - weights of
hydraulic cylinders; Gt1, Gt2,.., Gt6 - weights of the arms of the six-member crane
boom; Gh - hook weight, Gl - cargo weight; Ry1, Ry2, Ry3, Ry4 - vertical reactions
of the base; a&b - spacing of the crane outriggers; (B) Probabilistic neural networks
for classification of vertical reactions and weights of the crane system to the classes:
stabilizing torque, overturning torque, stability indicator.
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The following may also constitute the measure of the crane stability:

1. The value of the pressure on the base of the least loaded crane support and
the value of the changes of this force in time;

2. The location of the symmetric mass centre of the handling system of the crane
in relation to the support points. The system is stable if, in the projection on
the horizontal plane, the mass centre is located inside the quadrangle that is
established by the support points of the crane outrigger system;

3. Safety indicator Wb. The authors presented a new effectiveness assessment
method of the handling assignment that permits the determination of the
value of the safety indicator Wb as a criterion of the stability of the crane
system. The indicator Wb accepts values from 0 to 1. The value of the indi-
cator of Wb = 0 constitutes the lower limit of safe operation.

The stability indicator Wb was defined as follows:

Wb = min ∈
{

min(Ryi)t
Gu·k1·(1 − k2)

− k2
1 − k2

}
t

(3)

where:

t = te − tb t =
∑

Δtj (4)

– i = 1 - 4 - number of the outrigger,
– j = - number of the elementary fragment of the trajectory,
– min(Ryi), kN - the smallest of the vertical reactions of the base on the out-

rigger i,
– Gu, kN - total weight of the crane system,
– k1 - index of the maximum load of the crane outrigger, Rymax = Gu·k1,

where: k1 ≤ 0.25 - for a crane with four outriggers,
– k2 - index that determines the minimum load of the crane outrigger, Rymin

= Gu·k2,
– t, s - time of the working cycle of the handling assignment,
– tb = 0, s - start of the crane working cycle,
– te, s - end of the crane working cycle.

In order to guarantee the stability of the crane system, the value of the
indicator Wb should be greater than zero when min(Ryi) > k1·k2. The value of
the indicator k2 is determined considering safety on the level that depends from
the crane working conditions.

6 Handling Task

Simulation of the handling task was carried out for an example of a mobile
crane of the HDS Hiab XS-111 type. The configuration of the movement of
the working mechanisms of the crane during the execution of the four variants
of the handling assignment is presented in Table 1, where the denotations of
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Table 1. Parameters of sequential movements for four variants of handling assignment

Movement sequence I II III IV

1 Δβ = 15◦ Δβ = 15◦ Δβ = 15◦ Δβ = 15◦

2 Δε = 108◦ Δδt = 6m Δδt = −2.1 m Δδt = 6 m

3 Δδt = 6 m Δε = 108◦ Δε = 108◦ Δε = −252◦

4 Δα = −9.3◦ Δα = −9.3◦ Δδt = 8.1 m Δα = −9.3◦

5 - - Δα = −9.3◦ -

the location parameters were accepted according to Fig. 3. The cargo located
in position A was to be transported and positioned in location B (Fig. 5A).
Proposed methods using computational intelligence for analysis of the crane
handling system and process to support handling assignment presents (Fig. 5B).

For simulation purposes, the following assumptions were accepted in simula-
tion testing:

– the crane is positioned on a stable horizontal base (inclination up to 1%);
– the rotation angle of the crane column was measured from the plane Ozy and

its range ε = 0÷360◦ was determined; the lifting angle of the outer boom,
measured in vertically, changed in the range of α = 34.13◦÷185.16◦; the value
of the angle of rotation of the inner arm was β = 9.9◦÷182.5◦,

– in the simulation testing, the following propeller speeds were accepted: ε̇ = 18
deg/s, α̇ = 2.5 deg/s, β̇ = 5 deg/s, δ̇t = 0,3 m/s.

– the value of the extension of the telescopic boom was in the range of δt =
0÷11.85 m,

– the value of the safety indicator was k1 = 0.25. This means that in the most
favourable position of the centre of the mass Wu(xWu, zWu) of the crane
system, in a projection on the horizontal plane, all the vertical reactions in
the outriggers are identical and they constitute 25% of the total load Gu.

– the value of the safety indicator k2 = 0.05,
– it was accepted in the simulation testing that the crane is not subject to

the wind pressure force (the wind speed is smaller than υw <8.3 m and it is
neglected),

– the working movements of the crane are smoothly controlled, hence it was
accepted that inertia forces can be neglected,

– the values of the masses of the crane elements and the locations of their
gravity centres were taken into account in modelling,

– the mass of the cargo carried is ml = 560 kg,
– in the initial position, the configuration coordinates of the individual working

mechanisms are as follows: εp = 175◦, αp = 112◦, βp = 139.8◦, δtp =2.68 m.

The integrated CAD/CAE system with an additional computational applica-
tion was used in simulation testing, which permitted the following among others:

– an accurate determination of the coordinates of any point of the crane system
based on the mathematical model that describes its configuration [3,4],
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– establishing the trajectory of the gravity centre of the crane Wu(xWu, zWu),
– calculation of the reaction in the outriggers Ry1, Ry2, Ry3, Ry4 = f{Gl, Wu

(xWu, zWu), t},
– calculation of the difference of the torques ΔM = Mu − Mw = f{Gl, Wu

(xWu, zWu), t},
– calculation of the safety indicator Wb = f{Gl,Wu(xWu, zWu), t},
– determination of the values of the working loads and the crane lift curves,
– determination of the crane stability conditions in the function of its working

load and extension,
– evaluation of the stability of the performance of the entire crane handling

cycle,
– optimization of the movement trajectory of the crane working elements for

the accepted optimization criterion min Wb or min Ll.

7 Simulation Research Results

The trajectories presented in Fig. 6A that are determined by the gravity cen-
tres Wu(xWu, zWu) of the crane system are located inside the tip-over outline
S1S2S3S4. This is confirmed by the courses of the formation of the value of the

Fig. 5. Computational intelligence methods for analysis of the crane handling system
and process to support handling assignment consisting in carrying the cargo from its
initial position A to position in point B, for four displacement variants.
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of the crane onto the Oxz horizontal plane for four handling assignment variants; (B)
Courses of the value of the safety indicator Wb for the four variants of the handling
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values ΔMmin, (B) during displacement of the cargo for the four variants of handling
assignment.
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safety indicator Wb that are presented in Fig. 6B. It is evident for the handling
assignment example presented that the minimum value of the safety indicator
for all of the three cases is greater than 0; hence, the crane system is stable over
the whole range. For the fourth variant of the handling assignment, however,
the value of this indicator Wb = 0.002 is very small. This means that for the
trajectory of the load carried τH the working conditions are the least favourable
as there is a risk of a loss of the crane system stability. This is confirmed with
the diagrams from Figs. 7 and 8.

By analysing the courses presented it can be found that in spite of ensuring
the crane’s static stability, there may occur a risk to its operation (Fig. 7: variant
IV). In the time interval between the 9th and 11th second, the values of the hor-
izontal reaction force Rymin (Fig. 7A) and the torque differences ΔM (Fig. 7B)
are the lowest. The gravity centre Wu (Fig. 6B) is located too close o the tip-
over axis S1S4: as little as in the distance of d = 0.34 m. This is also confirmed
by the diagrams from Fig. 8 for the fourth case of the handling assignment. The
values of the vertical reactions Ry2 and Ry3 and the torque difference ΔM are
the lowest for this variant.
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Fig. 8. Courses of changes to the values of the vertical reactions of the base Ryi(i =
1, .., 4) for all the outriggers (A) and the difference of torques ΔMk(k = 1, 2, .., 4) (B)
in relation to all the tip-over axes of the crane outrigger system for the four variant of
the handling cargo.

8 Conclusion

In this article a crane simulation model allowing to analyze the crane’s stability
during sequential movements, that is rotation of its column, rotation of its inner
and outer arms as well as the extension pistons of its six-member telescopic
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boom. The model designed with a CAD/CAE environment allows to determine:
crane’s variable configuration setups in the Cartesian space, positions of mass
centres of the crane system, reactions and moments interacting with the out-
rigger system, as well as values of the safety indicator. The obtained results of
numerical simulations, which meet the stability criteria, allow to determine the
optimal trajectory of carrying the cargo for a given handling assignment. Imple-
mentation of trajectory correction of crane’s moving components may prevent
the outriggers from losing contact with the ground, which provides safe operation
in all conditions.

Acknowledgements. This project is financed by the National Centre for Research
and Development, Poland (NCBiR), under the Applied Research Programme - Grant
agreement No. PBS3/A6/28/2015.

References

1. Majewski, M., Kacalak, W.: Innovative intelligent interaction systems of loader
cranes and their human operators. In: Silhavy, R., Senkerik, R., Oplatkova, Z.K.,
Prokopova, Z., Silhavy, P. (eds.) Artificial Intelligence Trends in Intelligent Systems,
CSOC 2017. AISC, vol. 573, pp. 474–485. Springer, Switzerland (2017)

2. Majewski, M., Kacalak, W.: Smart control of lifting devices using patterns and
antipatterns. In: Silhavy, R., Senkerik, R., Oplatkova, Z.K., Prokopova, Z., Silhavy,
P. (eds.) Artificial Intelligence Trends in Intelligent Systems, CSOC 2017. AISC,
vol. 573, pp. 486–493. Springer, Switzerland (2017)

3. Kacalak, W., Budniak, Z., Majewski, M.: Crane stability for various load conditions
and trajectories of load translocation. Mechanik 2016(12), 1820–1823 (2016)

4. Kacalak, W., Budniak, Z., Majewski, M.: Simulation model of a mobile crane with
ensuring its stability. Model. Eng. 29(60), 35–43 (2016). PTMTS

5. Kohonen, T.: Self-Organization and Associative Memory. Springer, Heidelberg
(1984)

6. LeCun, Y., Bottou, L., Bengio, Y., Haffner, P.: Gradient-based learning applied to
document recognition. Proc. IEEE 86(11), 2278–2324 (1998)

7. Specht, D.F.: Probabilistic neural networks. Neural Netw. 3(1), 109–118 (1990).
Elsevier



The Study of the Impact of Technological
Innovation Network on Dual Innovation

Cheng Song1, Longying Hu1, and Haiyan Yuan2(&)

1 School of Management, Harbin Institute of Technology, Harbin 150001, China
2 Department of Mathematics, Heilongjiang Institute of Technology,

Harbin 150050, China
yhysc82_47@163.com

Abstract. According to the adaptive behavior of organizational innovation, this
paper explores the impact of organizational inertia on incremental innovation
and radical innovation from the dimensions of structural inertia and cognitive
inertia by analyzing the root of technological innovation network inertia, and
taking the network embeddedness as adjustment variable. The research is carried
out with the industry with high R & D intensity as the object, and the multiple
regression model is used to do the empirical test, it is proved that organizational
inertia has significant positive effect on incremental innovation, adaptive
behavior helps to reveal the organization of technological innovation network, to
enhance organizational innovation ability, and has important significance to
maintain the network stability.

Keywords: Technological innovation � Organizational network �
Organizational inertia

1 Introduction

In the fast changing market environment, the process of technological innovation
becomes a kind of network process [1]. The multi-agent collaborative innovation
network can not only share the information and complementary technology, but also
share the wind and improve the operational efficiency [2]. However, in the turbulence
of the technical and market environment, innovation network presents instability and
high failure rate, this constraints the organizational innovation capability [3]. It is
mainly because the organization is lack of effect adaptive behavior to the environment
and ignores its effect in the process of promoting innovation network. In the present,
many studies the organizational behavior from the two mutually exclusive perspective
of the “rational” and “irrational”, under the “environment-behavior” model, they think
that the organizational behavior will change with the environment and appear “delay”,
“slow”, then promote or inhibit the innovation performance [4]. However, these two
perspectives provide an incomplete view of the network organizational behavior and
the innovation, and ignore the promote and hinder effect of the inertia characteristics of
adaptive behavior to innovation. So, it is necessary to study the innovation efficiency of
the technology innovation network organizational inertia.
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The organizational inertia which has typical adaptive behavior characteristics is
generally recognized as the direct cause of Organizational failure which is similar to the
organizational rigidities [5], this could leads to the “self closing” behavior and then
inhibit innovation performance [6]. However, with the development, more and
morescholars believe that organizational inertia is the cognitive and behavioral orien-
tation of the organization, which is an adaptive outcome of flexible organizational
behavior, and it could be strengthen as the accumulation of environment and time, the
strong organizational inertia is conducive to the organization’s cooperative innovation
[7]. However, this verification ignores the internal structure of organizational inertia
and its different influence on different types of innovation.

For one thing, the organizational inertia has many forms which including structural
inertia, cognitive inertia and knowledge inertia, the different types of organizational
inertia have the corresponding rational or irrational act, they can directly impact the the
local or remote search methods, and then influence the innovation performance. For the
other thing, there are incremental innovation and breakthrough innovation, there are
differences in needs of the exploration learning and the use of learning, it needs a basis
to adapt to the learning methods. The two aspects show that the dual innovation needs
to match the organizational inertia so as to play its effectiveness. At the same time, as
the organization is embedded in the multi-agent cooperation innovation network, the
embeddedness acts on the organization inertia directly or indirectly, and promotes the
differentiated innovation strategy choice. Therefore, it is necessary to explore the
impact of organizational inertia on dual innovation from the perspective of network
embeddedness.

This paper combine the organizational inertia, the dual innovation and the network
embeddedness into the same framework, study the source performance of organiza-
tional inertia in technological innovation network, reveal the influence of different
organizational inertia on breakthrough and incremental innovation. It could also
explore the regulating effect of the network embeddedness on the dual innovation. So,
it has the theoretical and practical significance in revealing the adaptive behavior
characteristics of the technological innovation network organization and guiding the
smooth operation of the network.

2 Preparatory Knowledge

2.1 Theoretical Basis

1. The organizational inertia

The organizational inertia and the organizational flexibility are the opposite con-
cepts, the organizational flexibility is the performance of the rational allocation and
organic integration of the organizational resources. On the contrary, the organizational
inertia is the performance of maintaining the original state, curing and internal inertia, it
has the negative impact [8]. But with the in-depth study, scholars find that in the
multi-agent cooperation innovation network, organizational inertia of the network
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members present as they can strengthen the cognition of environment, adapt to the
changes of external environment and form a flexible organization.

The structural inertia of the network members performance present as the organi-
zation is vulnerable to other members, produce endogenous dependence, has main-
tained stable state and is not sensitive to the environment change, and these
characteristics will strengthen with the increasing of the diversification [9]. The
Structural inertia includes organizational structure, organizational practices, culture and
institutions, etc. Hou et al. [10] believed that in the stable environment, the higher the
structural inertia and the stronger the homogeneity of network organization. Although
the adaptation ability of the organizational dynamic is poor, it can maintain the
organizational gene and avoid the occurrence of mutation. The cognitive inertia is the
strategic characteristics of the network members, it is the organization of cognitive
activity practice, it depends on the historical experience, the memory and the learning
knowledge in the process of cooperation from other members and guide the organi-
zational activity practice in the new environment, this feature will strengthen with the
increase of knowledge diversity.

The cognitive inertia includes organizational experience, environmental awareness
and imprinting. Argot et al. [11] explain the cognitive inertia from the perspective of
organizational experience, they believed that the process of changing the experience
into knowledge is the main content of organizational learning, one can improve his
learning efficiency with the successful experience. We believe that the structural inertia
is the basis of the evolution of the organizational structure of the network, it need
continuity of practice to maintain. The cognitive inertia is the motivation of innovation
network organization evolution, it is the strategic basis for the organizational change.
Therefore, this study will explore the mechanism of organizational inertia.

2. The dual innovation

The study of organizational duality focuses on the stability and continuity of the
organization, it divide the dual innovation into breakthrough innovation and incre-
mental innovation according to the novelty of the innovation [12].

The breakthrough innovation will enters a new technical field, by through the
exploratory learning, it will subvert the existing technological knowledge, and reflect
the forward market orientation, it could guarantee the long-term strategic development
of organization [13]. The incremental innovation will enter the existing technology
fields, by through the use of learning, it will improve the existing technology knowl-
edge, and reflect the existing market orientation, it could guarantee the organization’s
robust development [14].

The dual innovation of technological innovation network is different from that of
non network members, the dual innovation of non network members originates in the
organizational development strategy. The dependence of the dual innovation of net-
work members on the structure of the whole network, leads to the paradox of in
compact networks and sparse networks [15], the compact networks which strengthened
by the organizational relationship and the knowledge, will promote the incremental
innovation, but, the excessive embedding and homogeneity will inhibit the break-
through innovation; because of the diversity and openness of the sparse network, it can
promote the breakthrough innovation, but the lack of trust and deep exchange will
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inhibit the incremental innovation. It can be seen that the formation of network
structure depends on the dynamic change of organization cooperation behavior. For the
network members, the two dimensions of innovation is closely related to the adaptive
behavior among network members, which is based on the difference between the
breakthrough and incremental innovation, in this paper, we think that the organization
will take different inertia behavior, for one thing, it can promote the differentiation of
the network structure, for the other thing, it can realize the innovation strategy which
will adapt to the organization’s development. Therefore, it is necessary to further
clarify the influence of the network members’ inertia on the dual innovation.

3. The network embeddedness

The cooperative innovation organization is embedded in the complex network
which has multiple relationships, the network embeddedness characterizes the rela-
tionships between the organizational network location and the cooperation, determines
the amount of resources allocation and integration, and affects the decision-making
behavior of the organization [9]. In the present study, the network embeddedness is
divided into relational embeddedness and structural embeddedness [16, 17].

The relational embeddedness which takes Granovetter as its scholar represent
emphasizes the social bonding relationship between organizations, it believes that the
strong and weak links between organizations can promote cooperation and promote the
organization to obtain heterogeneous knowledge. The relationship embeddedness can
not only maintain the stability in cooperative relations, influence the efficiency of the
knowledge transfer enhance the reputation of the organization, but also can inhibit
opportunism, coordinate the conflicts between groups and promote the norms of
reciprocity and cooperation consensus [7]. The structural embeddedness which takes
Burt as its scholar represent, emphasizes the structure of the organization network and
the location characteristics of the organization in the network, it believes that the
network position of the organization has a direct factor affecting on innovation per-
formance. On the one hand, the organization who occupies the center location is the
distributed knowledge and control node, the edge organization is willing to establish
cooperative relations with them, this will force the network structure core/edge for-
mation, and result in the differentiation of “strong stronger and weak weaker”. On the
other hand, the advantage of this kind of structure can make the organization contact
the heterogeneous resources in the network, make the resource internalization, com-
bination, externalization and socialization, and then use the knowledge to regulate and
coordinate the relationship between organizations.

Based on the above analysis, the innovative organization as a member of the
network inevitably is affected by external effects of complex network embedded in the
process of organizational inertia effect on the dual innovation, so we need further
explore the role of network embeddedness.

2.2 Some Assumptions

Hypothesis H1: Compared with the cognitive inertia, the structural inertia has the
stronger positive effect on the incremental innovation.
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The incremental innovation needs to expand and integrate the existing capacity and
technology development trajectory, which is based on the stable and appropriate
knowledge reservation. Whether the structural inertia or cognitive inertia and gradual
progress: Firstly, all of the two types of organizational inertia will adjust the learning
behavior to match organization and environment, ensure the organization’s resource
base with the learning ability, obtain some knowledge and technology and promote the
integration and improvement of the organization. These conform to the knowledge
requirements of incremental innovation [1]. Secondly, in the process of development,
the organization has accumulated many successful experiences, and has stronger ability
to identify the opportunities. It can guide the organization’s decision making by
updating the experience database. Thirdly, organizational inertia improves the stability
of the cooperative relationship, ensures the organization to carry out the use of learning,
support the implementation of incremental innovation.

Although both the structural inertia and the cognitive inertia can promote the
incremental innovation, but due to the differences of the root causes, the impact on
incremental innovation are different: Firstly, compared with the cognitive inertia, the
structural inertia depends on the stable state of the organizational structure too much,
which can promote the application ability, but limit the generation of the organization’s
exploratory learning behavior [10]. Secondly, the existence of cognitive inertia, means
that the organization will consolidate the previous knowledge reserves at the same time,
carry out a modest exploratory learning to expand the knowledge flow, update the
appropriate cutting-edge knowledge innovation in the meantime. Thirdly, because of
the path dependence characteristics of the structural inertia and the cognitive inertia of
the network organization, and the path dependence intensity of the structural inertia is
larger than that of the cognitive inertia, therefore, the uncertainty risk of organizational
learning is reduced.

Above all, the organizational inertia can help promote the sustainable development
of the network organization. The structural inertia and the cognitive inertia enhance the
knowledge’ utilization efficiency, and structural inertia can inhibit more uncertainty in
innovation than the cognitive inertia, and thus enhance the incremental innovation then
promote incremental innovation.

Hypothesis H2: Compared with the structural inertia, the cognitive inertia impacts
stronger U on the breakthrough innovation.

The breakthrough innovation needs to subvert and destroy the existing ability and
technology development track to carry out exploratory learning, which is based on a
variety of frontier knowledge [2]. Moderate organizational inertia will support the
breakthrough innovation in an effective way of learning, but it may produce the opposite
inhibitory effect when it exceeds a certain threshold value. Whether the structural inertia
or cognitive inertia and breakthrough innovation: Firstly, the excessive organizational
inertia can lead to over dependence on the path, the organization is too conservative to
resist external environmental changes, increase the probability of conflict between
internal and external knowledge, and it is affected by the distance between organiza-
tions, so it is likely to produce the relationship slicle and reduce the possibility of
breakthrough innovation [4]. Secondly, the organizational relationships maintenance
costs increase. The excessive inertia reduces the organization flexibility, produce rigid
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“isolation” mode, limit the incremental range, result in the rejection of outside study,
and then inhibit the organization’s ability to explore and use. Thirdly, the excessive
organizational inertia causes a limited “rational adaptation” behavior, curbs the adaptive
change of organizational behavior, causes the emergence of innovation delay.

The moderate organizational inertia can promote breakthrough innovation, but
because of the internal differences, the impact on the breakthrough innovation are
different: Firstly, compared with the structural inertia, the cognitive inertia emphasizes
to repeat the previous success strategic experience, not only the accumulation of
existing knowledge, but also the integration of external knowledge, which will cause
stronger exploratory learning ability. Secondly, the structural inertia has a higher effect
on the neighborhood of organizational innovation activities than the cognitive inertia,
which leads to the improvement of the knowledge of the organizational network, and
limits the breakthrough innovation to some extent. Thirdly, the effect of cognitive
inertia on the knowledge expansion is higher than that of structural inertia, and the
accumulation of knowledge is becoming more and more obvious, the impact on the
breakthrough innovation increases gradually.

Above all, moderate organizational inertia helps to promote the sustainable
development of network organization, on the one hand, the organizational inertia needs
to contact the appropriate diversified knowledge so as to carry out breakthrough
innovation, on the other hand, the impact of the cognitive inertia on the exploratory
learning effect is enhanced.

Hypothesis H3a: The influence of positive regulation on organizational inertia of the
relationship embeddedness on on dual innovation

Hypothesis H3b: The influence of positive regulation on organizational inertia of the
structural embeddedness on on dual innovation

The positive effects of cooperative innovation between organizations is rooted in
knowledge sharing and learning, it has a strong dependency on the organizational
network structure, so in the process of acquiring sustainable resources the organiza-
tional inertia the is influenced by the embedded external network [18].

Under the effect of the relationship embeddedness, firstly, the higher relationship
embeddedness provide knowledge transfer channels for the heterogeneous resources,
promote the internalization, combination, externalization and socialization of the
organizational knowledge, and improve the efficiency of resource exchange. Secondly,
the higher relational embeddedness is an important component of the network gover-
nance mechanism, which can guide the cooperation behavior of organizational inertia,
strengthen inter organizational trust, and reduce the probability of opportunistic
behavior. Thirdly, as the cooperative relationship becomes stable, the higher relational
embeddedness can reduce transaction costs and risks, and ensure the smooth operation
of the organization’s inertia orientation, reduce the environmental uncertainty in routine
search, improve the organization’s ability to use and explore, and promote the orga-
nization’s dual innovation performance.

Under the effect of structural embeddedness, firstly, the higher structure embedding
indicates that the organization is in the core position of the network, and its knowledge
power is high, and it has the ability to coordinate the knowledge transfer and knowledge
spillover among organizations. So, under the inertia action, its self strengthening
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becomes more and more obvious, and the cooperative relationship between the orga-
nizations tends to be stable, the ability of exploration and learning becomes stronger.
Secondly, the diversity of the structural embeddedness will enhance the organization’s
knowledge reserves, promote the scope and the efficiency of transmission spread, then,
guarantee the continued impact of inertia behavior. Thirdly, the diversity of the struc-
tural embeddedness means that network organization may occupy the structural holes,
have non redundant knowledge resources. This competitive advantage is not only the
basis of the structural inertia to maintain the stability of the organization, but also the
external source of successful experience, learning style and environmental perception.

In brief, the higher the network structure embeddedness and the relational embed-
dedness, the stronger the adaptability of the organizational innovation network. It will
not only guarantee the promotion of the structural inertia on the continuity and stability,
but also reduce the internal knowledge “lock” effect, maintain cognitive inertia’s ability
of adapting to the environment, and enhance the dual innovation performance.

3 The Study Method

3.1 The Collection of the Data and Samples

The first source of data was surveyed in 4 industries from computer, pharmaceuticals,
communication and automobile body and parts manufacture. The survey were carried
out in four steps. Firstly, select the 4 leading enterprises in the industries (Lenovo,
Sunflower pharmaceutical, Huawei and Volvo), by way of snowball sampling, the
enterprises are required to fill major cooperative innovation partner enterprises recently
in the questionnaire; Secondly, according to the questionnaires, send the partner

Table 1. Sample distribution

The industries The quantity The proportion

Industry characteristics The computer 106 35.81
The pharmaceuticals 74 25.00
The mobile communication 78 26.35
The parts manufacturing 38 12.83

Enterprise type Chinese 152 51.35
Joint venture 48 16.21
Foreign investment 96 32.43

Enterprise scale <300 95 32.09
200–500 163 55.06
>500 38 12.83

Total assets <1500 Millions 152 51.35
1500–5000 Millions 107 36.15
>5000 Millions 37 12.50

Founding time <5 years 108 36.48
5–10 years 155 52.36
>10 years 33 11.15
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companies new questionnaires; Thirdly, relying on the Harbin’s Pingfang industrial
park, Da Qing high tech industrial development zone, select four representative
enterprises in the development zone of the four major industries, a total of 472 ques-
tionnaires were collected, and a total of 176 valid questionnaires were deleted, and the
effective recovery rate was 296, and the effective recovery rate was 61.157%, and the
sample distribution was shown in the Tables 1 and 2.

3.2 Measuring the Variables

In order to ensure the reliability and validity of the variables involved in the research,
on the basis of combing the related literature at home and abroad, we select the
measurement structure for the relevant variables, and transform the characteristics of
the technological innovation network. Use the Likert 7 scale measurement, 1 denotes
that does not comply, and so on, 7 the full compliance with.

(1) The organizational inertia

In Lu [4] and Karim [17], the measure of organizational inertia was studied, the
structural inertia and cognitive inertia were measured respectively. The structure inertia
is measured by 4 items: the companies in the field of innovation will not compete with
the co-operative enterprise, the company will reject the new methods in the choice of
the work content because of the habit, the companies prefer to transform existing
products rather than design new ones, the company’s production method is complex
but the staff department link closely; The cognitive inertia is measured by 4 items: the
attention of companies paid influences the environmental dynamic changes in inno-
vation, companies change their the strategy faster than that of the partners as the turn of
market, the companies’ decision making is based on historical experience and current
system, the companies have a long research and development cycle.

Table 2. Information statistics

The category The quantity The proportion

Gender Male 190 64.19
Female 106 35.81

Age <25 75 25.34
25–35 102 34.45
35–50 84 28.38
>50 35 11.82

Education Junior college 103 34.79
Bachelor 126 42.56
Master 48 16.21
Doctor 19 6.41

Post Grassroots workers 47 15.87
Artisan 100 33.78
Middle managers 125 42.22
Top managers 24 8.11
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(2) Dual innovation

In Cao [18] and Dang [19], the dual innovation measure both the breakthrough
innovation and incremental innovation. The breakthrough innovation sets 5 items to
measure: develops new products and new technology, introduces of new technology,
eliminates the mature products and technologies, and introduces more new products in
the new market areas, be in the leading position in the industry; The incremental
innovation sets 4 items to measure: dedicates to the improvement of existing products
and technologies, improves product production equipment and production process,
dedicates to the application of current technology innovation, introduces more inno-
vative products which fit in with the development needs of enterprises.

(3) Network embeddedness

In Zhang [20], the network embeddedness measures both the relational embed-
dedness and the structural embeddedness. The relational embeddedness sets 4 items to
measure: the frequency of cooperation between partners, the scope of cooperation
between the partners, the duration of the relationship between partners, the degree of
understanding between partners; The structural Embeddedness sets 4 items to measure:
the number of partners in the enterprise innovation, the enterprises are easy to find an
ideal partner, most companies are willing to cooperate with us to innovate, enterprises
occupy a dominant position in the key resources of innovation.

(4) Controlled variables

In this paper, we choose the size of the enterprise and the age of the enterprise as
controlled variables, the larger the size of the enterprise, the higher the coordination
costs between members, monitoring costs and management complexity, it will have a
direct impact on enterprise innovation. The longer the establishment of the enterprise
has, the more conducive it is to the establishment of cooperation and innovation.

4 Empirical Analysis and Results of the Study

4.1 Reliability and Validity Analysis

First of all, the measured variables in this paper are maturity scales derived from the
domestic and foreign, and corrected according to characteristics of technological
innovation network, guarantee the reliability and validity of the variables to a certain
extent; secondly, we examine the reliability of the variable ‘Cronbach’ s alpha coef-
ficient using SPSS 18 statistical software, we test validity using KMO value of the
sample and the Bartlett sphere test. The results are shown in Table 3.

It can be seen in the results that the ‘Cronbach’s alpha ranged from 0.724 to 0.831,
which are higher than the critical value of 0.700. The KMO values of each variable are
greater than 0.665, and the Bartlett test are significant. The load of the measurement
factor is greater than 0.615, which indicates that the item can reflect the relevant
variables, show a good convergent validity.

The results show that the correlation coefficient of the 5 variables, namely, struc-
tural inertia, cognitive inertia, relational embeddedness, incremental innovation and
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breakthrough innovation, are less than 0.700, the variance inflation factor (VIF) and
tolerance are calculated, and the results showed that the VIF value is less than the upper
limit value 10, and the tolerance is greater than the lower limit value 0.100, this means
that there is no multicollinearity between the variables.

4.2 Data Processing

This paper uses hierarchical regression to test the hypothesis, and establishes 10 sub
models, model 1 and 2 analyzes the effect of the control variables on the dual inno-
vation model; 3 and 4 joins the argument structural and cognitive inertia; model 5 and 6
joins the regulation effect of relations embeddedness; model 7 and 8 joins the regu-
lation effect of structural embeddedness; model 9 and 10 joins the interactive items all.

The regression results are shown in Table 4.

Table 3. The reliability and validity of variables

Variables Cronbach’ s KMO Barlett result

Structural inertia 0.797 0.667 0.000
Cognitive 0.811 0.711 0.000
Relationship embeddedness 0.724 0.694 0.000
Structural embeddedness 0.754 0.686 0.000
Incremental innovation 0.831 0.734 0.000
Breakthrough innovation 0.811 0.706 0.000

Table 4. The regression analysis results

Gradual innovation Breakthrough innovation

Model
1

Model
3

Model
5

Model
7

Model
9

Model
2

Model
4

Model
6

Model
8

Model
10

Control variables
Enterprise
scale

0.242 0.223 0.202 0.244 0.240 0.251 0.312 0.276 0.221 0.251

Enterprise
age

0.102 0.114 0.117 0.122 0.127 0.131 0.105 0.136 0.121 0.111

Independent
variable

Structural
inertia

0.427 0.392 0.413 0.442 0.388 0.333 0.351 0.411

Structural
inertia square

−0.112 −0.127 −0.142 −0.288

Cognitive
inertia

0.393 0.377 0.208 0.221 0.41 0.476 0.454 0.433

Cognitive
inertia square

−0.213 −0.253 −0.231 −0.271

(continued)
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4.3 Empirical Results and Discussion

In model 1 and model 2, the enterprise scale and age has significant positive effect on
radical innovation and incremental innovation, the larger the enterprise is and the
longer the enterprise establishes, the more abundant the knowledge resources are, the
long-term cooperation experience can promote mutual understanding of the network
members, improve the performance of the dual innovation.

Table 4. (continued)

Gradual innovation Breakthrough innovation

Model
1

Model
3

Model
5

Model
7

Model
9

Model
2

Model
4

Model
6

Model
8

Model
10

Interaction term

Relational
embedding*
Structural
inertia

0.421 0.211 0.301 0.333

Relational
embedding*
Structural
inertia square

−0.142 −0.162

Relational
embedding*
Cognitive
Inertia

0.333 0.242 0.419 0.430

Relational
embedding*
Cognitive
inertia square

−0.256 −0.221

Structure
embedding*
Structural
inertia

0.333 0.288 0.232 0.259

Structure
embedding*
Structural
inertia square

−0.141 −0.132

Structure
embedding*
Cognitive
inertia

0.270 0.229 0.209 0.241

Structure
embedding*
Cognitive
inertia square

−0.333 −0.266

R square 0.070 0.281 0.292 0.312 0.400 0.091 0.302 0.403 0.419 0.592

Adjusted R
square

0.065 0.271 0.283 0.292 0.366 0.085 0.292 0.391 0.401 0.544

F 3.632 3.764 3.829 4.288 5.679 5.310 5.635 7.622 7.001 7.723
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Model 3 examines the effect of the variables’ structural inertia and the cognitive
inertia on the incremental innovation. The results of regression analysis in model 3
show that there is a significant positive relationship between the structural inertia, the
cognitive inertia and the incremental innovation (b ¼ 0:427, q\0:001; b ¼ 0:393,
q\0:001) the regression coefficient of structural inertia is larger than that of cognitive
inertia, so the hypothesis H1 has passed the test, which is similar to the results in Men
[6] and Sun [2]. Because of the path dependence characteristic of gradual innovation, it
is necessary for enterprises to improve their knowledge structure. However, compared
with the cognitive inertia, the path dependence of structural inertia is more obvious, and
the enterprises are willing to maintain the intrinsic and stable behavior, therefore, the
matching of structural inertia and incremental innovation has highly sensibility.

The model 4 examines the variables’ influence of the structural inertia and the
cognitive inertia and its squared term on the breakthrough innovation. The results of
regression analysis in model 4 show that there is a significant inverted U relationship
between the structural inertia, the cognitive inertia and its squared term (b ¼ 0:388,
q\0:001; b ¼ �0:112, q\0:050; b ¼ 0:418, q\0:001; b ¼ �0:213, q\0:010). The
change of direction confirms the threshold effect between the two inertia, and the
regression coefficient of the cognitive inertia is larger than that of the structural inertia,
so hypothesis H2 has passed the test, this is similar to the conclusions of Shipilov [9]
and Lu [3], the breakthrough innovation focuses on the development of the process of
organizational innovation. Because the cognitive inertia is based on the organization’s
successful experience and knowledge information, it will guide the organization carry
out new knowledge exploration activities under the cognition and understanding in the
past, so the matching of the cognitive inertia and the breakthrough innovation has a
strong sensitivity.

The model 5 and model 6 test the moderating effect of the relational embeddedness
The model 5 shows that there is a significant positive correlation between relational
embeddedness and structural inertia, the cognitive inertia and the incremental inno-
vation, the positive regulation of relational embeddedness is verified. The model 6
regulates significantly the inverted U relationship between the organizational inertia
and the breakthrough innovation, and regresses model 9 and model 10 completely, so
the hypothesis H3a passes the test, it is similar to the result in Polidoro and Ahuja [1].
On one hand, the stronger the strength of the relationships between enterprises are, and
the higher confidence the enterprises have, the higher level of the enterprises’ access
heterogeneous knowledge resources, this provides a solid foundation for the enterprises
to carry out dual innovation; on the other hand, the stable cooperative relationship can
promote the efficiency of organizational inertia, reduce the risk of uncertainty in inter
organizational cooperation, carry out local search and remote search better, then
strengthen the positive role of organizational inertia.

Model 7 and model 8 test the moderating effect of structural embeddedness, the
model 7 shows that there is a significant positive relationship between structural
embeddedness and organizational inertia and incremental innovation, in model 8, the
structural embeddedness adjustment and the structural inertia, the square of the
structural inertia and the breakthrough innovation have a inverted U relation-
ship. However there is no significant relationship between the interaction term of the
structural embeddedness and the cognitive inertia and its square interaction terms and
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the breakthrough innovation, so the hypothesis H3b passes the test partly. The effect
that the structural embeddedness moderates the cognitive inertia and the breakthrough
innovation is less remarkable owing to: Firstly, the higher structural embeddedness
gives the enterprises a competitive advantage in the network, improves the knowledge
transfer and spillover efficiency, gives the enterprises the strong ability to identify
opportunities, but it also inhibit the subjective initiative of the organization and the
correction of cognitive inertia [10]. Secondly, The higher structural embeddedness will
cause over dependence on the organization, which exceeds the carrying capacity of the
organization, sinks the organization into a dilemma in the environment of breakthrough
innovation, while the cognitive inertia could not play its role, so it limits the organi-
zation’s exploratory innovation behavior, cannot promote the effect of the cognitive
inertia on the breakthrough innovation effectively.

In order to understand regulation of network embeddedness between the organi-
zational inertia and the dual innovation better, this paper selects the variables and the
mean of moderating variables add or subtract a standard deviation, then takes them into
the regression model, Fig. 1 shows the relationships between the variables interaction
diagram. As shown in Fig. 1a–d, the relationship embeddedness plays a significant
regulatory role between the organizational inertia and the dual innovation. Figure 1e–h
shows that the structural adjustment supports partly, in which the moderating effect of
structural embeddedness on the cognitive inertia and the breakthrough innovation is not
significant.

5 The Conclusions

This paper studies the organizational inertia, distinguishes original difference between
the structural inertia and the cognitive inertia in the technological innovation networks,
explores the difference influence of organizational inertia on the dual innovation in the
technological innovation network, and regulates the relationship embeddedness and
structural embeddedness. Basing on the literature review and theoretical analysis, this
paper puts forward the research hypothesis and makes the following conclusions on the
base of the survey data: (1) The organizational inertia is conducive to the improvement
of incremental innovation performance, and the structural inertia is stronger than that of
the cognitive inertia. The organizational inertia can not only improve the efficiency of
knowledge utilization, but also restrain the uncertainty of the innovation process, and
then promote the gradual innovation, where the structural inertia can promote the
cooperation between the homogeneous organizations, and enhance learning ability,
then influence the progressive innovation stronger.

(2) Moderate organizational inertia can achieve the higher breakthrough innovation
performance, and the cognitive inertia is more effective than the structural inertia; but,
too much organizational inertia will cause the curing behavior, and inhibit the orga-
nization’s cooperative innovation ability. Compared with the structural inertia, the
cognitive inertia tends to further understand and process the past successful experience
and knowledge, guide the implementation of the network innovation strategy, then
influence the breakthrough innovation strongly.
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(3) The relational embeddedness has a significant effect on the relationship between
the organizational inertia and the dual innovation. The higher relational embeddedness
can promote the organization obtain a variety of technical and knowledge resources,
maintain a stable cooperative relationship, reduce the cost and risk of the organizational
cooperation, it can provide the heterogeneous information for the efficiency of orga-
nization inertia as the result of the elastic organization behavior adaptability.

(4) The structural embeddedness has a significant effect on the structural inertia and
the dual innovation, and partly supports the regulation of the cognitive inertia and the
dual innovation. The higher the structural embeddedness is, the stronger the structural
inertia is, the more stable the cooperative preference is, the stronger the organization’s
ability to explore and use, and thus to improve the performance of the dual innovation.
Although the structure embeddedness has higher ability to use in the process of
incremental innovation, but in the breakthrough innovation environment, it will lead
the organization into dependency dilemma, limits the exploratory organizational
innovation behavior.

The study, in this paper could help better understand the organizational behavior
and environmental adaptability of the innovation network, the theoretical contributions
include: (1) On the basis of existing research, we extend the organizational inertia to
the technological innovation network, we study the organizational inertia and the
technological innovation level of network innovation members, then enrich the
research perspective of organizational inertia. (2) We overcome the stereotype of the
original logic organization inertia and inert curing description, annotate the innovation
influence of the flexible form and adaptive behavior on organizational inertia, enrich
the theory of cooperative innovation network, and then give the extension and sup-
plement for the enterprise innovation behavior. (3) This paper studies the organiza-
tional inertia, the dual innovation and the network embeddedness in the same
framework, analyzes the influence of different types of organizational inertia on the
incremental and the breakthrough innovation under different network embeddedness,
which deepen the understanding of the technical innovation network’s regulation, and
enhance the credibility of the theory with the application of China’s high-tech enter-
prises to verify the data, it has important theoretical and practical significance for
enhancing the organization’s innovation and network stability.

From the perspective of concrete practice, we obtain the following management
enlightenment: (1) The organizational inertia as the internal strength for maintaining
the network organization, is the key point in coordinating the network movement. From
the perspective of the global network, the organizational inertia helps to improve the
robustness of the innovation network and reduce the network vulnerability caused by
the innovation risk; From the perspective of the relationships, it is helpful to regulate
the cooperative behavior and preference of the organization; From the perspective of
organization, it is an important path for the development of organizational innovation
to improve the embeddedness of organization and reduce the cost of cooperation.
(2) The innovation network organization needs to choose a different innovation mode
to fit its own inertia characteristic. The structural inertia and the cognitive inertia need
the organizational inertia which matches their strong situation dependence to maximize
the performance of the organization, then, to improve the organization flexibility and
promote the cooperation innovation performance. (3) The innovative network
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organizations should play its subjective initiative actively in using the network
resources, for one thing, it could improve the interaction frequency, form a moderate
interactions, further obtain heterogeneous resources; for the other thing, it could help
the organization occupy the control position in the network, maintain competitive
advantage, and improve the diversification of the organization.

There are some limitations in the study. First of all, we study the effect of orga-
nizational inertia on the dual innovation, select the network embeddedness as a
moderating variable without considering the microscopic process of topology and
network cooperation inertia effect; Secondly, the samples are obtained from the
industries which have a strong practical technology, there are limitations in the sample
differences. Therefore, in the future research, it is necessary to select the patent data-
base as a data source, and build a technological innovation network, then characterize
the corresponding network topology. Moreover, to increase the number of samples and
their differences and to analyze the role of organizational inertia in network governance
is an important issue to study in the future also needs.
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Abstract. Econometric analysis is a non-trivial discipline applied to different
areas of an enterprise or economy, in order to express economic reality and antic‐
ipate economic phenomena. This requires a great deal of econometric knowledge
using a number of sophisticated methods and their good capabilities for correct
and high quality interpretation of results. Currently, the intelligent system is a
solution that is capable of performing highly complex tasks in the same way as
people approach these tasks. In the context of ambient intelligence, it is possible
to use personalized, contextual awareness and adaptive attributes for the design
of an intelligent econometric system. In our work, we focused on the concept of
an intelligent econometric system together with the application of OLAP tech‐
nology for the creation of interactive analytical outputs. This new concept of the
system is presented in an example of a data analysis to derive the forecast from
the econometric model by designing a multidimensional view of the data.

Keywords: Econometric system · Intelligence system · OLAP · Ambient
intelligence · Multidimensional data model · Decision support

1 Introduction

Over the past period a number of publications dealing with econometric modelling [1]
were published but they were mainly focused on the design and the use of models and
only marginally on the issues of the development of econometric information systems.
The current robust approaches in econometrics require extensive knowledge of econo‐
metrists in both economic and mathematical disciplines but also in statistical methods.
This knowledgeable and expert personnel is then faced with a number of problems in
data processing and data cleaning, the creation of econometric models and their inter‐
pretation. The econometric interpretation is a crucial issue in implementing these
sophisticated solutions. Currently, there are only few approaches to the design of the
econometric systems. The first study [2] was about the creation of an active decision
support system for econometric analysis, including the design of the PERM (Progressive
Econometric Modelling). In another study [3] the power of expert systems was presented
and an examination of how the problem of an expert model could be used in the
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formulation of econometric models. In the recent years several other studies have
emerged such as a web-based decision support system for macro-econometric models
[4] or a design of automated predictive analytics as a service [5].

Expected benefits in the form of automation or the intelligent behaviour of such
systems have not yet been fully implemented. With the development of Ambient Intel‐
ligence (AmI), personalised, contextual awareness and adaptive attributes can be used
for such expert econometric systems which can be derived from environmental obser‐
vations (learning and recognition) including acquisition of sensor data and processing
of large quantities of econometric and contextual data.

1.1 The Ambient Intelligence

At present, the AmI approaches, as a multidisciplinary technological paradigm, are the
fastest growing area of intelligent systems [6–10]. AmI is a set of processes, applications,
and technologies designed to efficiently and effectively support human needs in many
areas (home, business, hospitals, automotive, etc.). The goal of AmI is to create an
adaptive, friendly, personalised digital environment that understands, learns, and inter‐
acts with the user’s needs [11].

As part of such efforts to develop intelligent systems, it is necessary to identify the
components of such an econometric system and to design its general architecture. In our
understanding of the econometric intelligent system, we consider as crucial both the
AmI approach [12] as well as the approaches enabling the online analytical processing
of data – the so-called OLAP technology.

1.2 The OLAP

OLAP describes a decision support approach that aims to obtain information from a data
warehouse or data marketplace [13]. OLAP lets you aggregate and summarise data
according to different points of view (dimensions). OLAP acquires aggregated indicators
by grouping different relational data from a multidimensional database. Multidimen‐
sional databases are suitable for storing large amounts of analytical data on which anal‐
yses and surveys are used to support decision-making. Conceptual and logical design
of these databases is usually done through the Star or Snowflake scheme. The physical
method of data organisation in a multidimensional database is performed through data
cubes (MOLAP) or relational databases (ROLAP).

2 Methods

The actual derivation of the prognosis from the econometric model precedes the verifi‐
cation of the prognostic properties of the individual equations which can be assessed
based on the analysis of the economical interpretability of the calculated parameters, the
multi-collinearity between the explanatory variables, the tightness of dependence, the
statistical significance of the parameters, the autocorrelation of the residues and the
standardized deviations. In the design of the data analysis application to derive a
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prognosis from an econometric model, we propose OLAP to analyse standardized devi‐
ation data and use a multidimensional data view. We identify dimensions, related attrib‐
utes and measures, which are based on the calculation of standardized deviations.

2.1 The Multidimensional Paradigm

In this paper, we adopt the formal apparatus of the data cube according to [14]. Let us
have a 6-tuple ⟨D, M, A, f , V , g⟩, where four components indicate the properties of the
data cube. These properties are:

1. The set of n dimensions D =
{

d1, d2,… , dn

}
, where each di is the name of dimension

from the particular domain domdim(i).
2. The set of k measures M =

{
m1, m2,… , mk

}
, where each mi is the name of measure

from the particular domain dommeasure(l).
3. The set of dimension names and measures is disjoint; i.e. D ∩ M = 0.
4. The set of t attributes A =

{
a1, a2,… , at

}
, where each ai is the name of attribute from

the particular domain domattr(r).
5. The one-to-many mapping f :D → A exists for every dimension and set of attributes.

The mapping is such that attribute sets corresponding are pair wise disjoint, i.e.

∀i, j, i ≠ j, f
(
di

)
∩ f

(
dj

)
= 0.

6. The set V  represents a set of values used to materialize data cube. Therefore, every
element vi ∈ V  is k-tuple ⟨𝜇1,𝜇2,… ,𝜇k⟩, where 𝜇i is instance of i-th measure mi.

7. The g represents a mapping g:domdim(1) × domdim(2) × … × domdim(n) → V. Thus, g
apping intuitively indicates which values are associated with a particular ‘cell’. Cells
are measures or values based on a set of dimensions.

2.2 Calculation of Standardized Deviations

The standardized deviation is the ratio between the offset of the actual value and its
standard deviation:

Nit =
ŷit − yit

Syi

, where i = (1… g) and t = (1… n) (1)

ŷit is a balanced value of the i-th endogenous variable at time t.
yit is the real/actual value of the i-th endogenous variable at time t.
Syi

 is the standard deviation of the i-th endogenous variable computed as the square
root of the total variance.

The standardized deviation of the i-th endogenous variable of the model is computed
according to the formula:
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Ni =

√
1
n

∑n

t=1
N2

it
, where i = (1… g) (2)

The standardized deviation for individual years of the time series is computed
according to the formula:

Nt =

√
1
g

∑g

i=1
N2

it
, where t = (1… n) (3)

The standardized deviation for the whole model is in the form:

N =

√
1
g

1
n

∑g

i=1

∑n

t=1
N2

it (4)

To compute the standardized deviations of the model is, according to the Formula
(1), possible to derive the standardized deviation matrix Nit. The matrix’s size is g*n.
Computing according to the Formulas (2) and (3) is the quadratic mean of the elements
per each row and column. This is important for calculation of a data cube matrix in a
multidimensional data model.

3 Results

In this section, we propose new econometric intelligence system concept that uses
OLAP. Consequently, we show the proposal of a multidimensional approach for the
analysis of standardized deviations for forecasting in econometric models.

3.1 The Econometric Intelligence System

We define the econometric intelligent system (EIS) as a system capable of implementing
econometric tasks in a way in which people approach these tasks on the basis of their
intelligence. EIS must include a knowledge base, ambient intelligence and OLAP prin‐
ciples to analyse and process very complex econometric tasks.

Intelligent systems based on the principles of ambient intelligence are new oppor‐
tunities for the development of intelligent environments. In connection with econometric
problems, a problem arises especially in the area of design of rapid and intelligent anal‐
yses of econometric data. For these purposes, we suggest using OLAP as an analytical
tool which is primarily used in Business Intelligence. OLAP allows you to dynamically
analyse a large volume of data coming from econometric variables. We suggest that the
OLAP in EIS can be used in the following areas:

1. OLAP as the final presentation tool of EIS - analyses. OLAP outputs will be auto‐
mated to meet the specific needs in econometric tasks.

2. OLAP as the core component of EIS:
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– OLAP for analysis of econometric data.
– OLAP for analysis of knowledge (context-awareness, user preferences etc.).
– OLAP for the support of the construction of econometric models in the following

areas:
• estimation of parameters of the econometric model;
• testing the significance of structural parameters and tightness of dependence of

the chosen function;
• derivation of the production or demand function and its economic interpretation;
• creation and computation of nonlinear consumer functions;
• construction of supply and production functions;
• analysis of relationships between production factors;
• verification of prognostic properties of the model.

3.2 The Concept of Econometric Intelligence System

The proposed EIS concept consists of two core components: Ambient Intelligence and
Business Intelligence. Ambient Intelligence allows to create a smart user environment
through multi-agent systems that decide in a cooperative way which action they should
prefer to adequately support econometric activities while solving econometric problems
(Fig. 1).

Fig. 1. Conceptual schema of Econometric Intelligence System

Analytical processes must be mostly considered in the framework of econometric
calculations. We suggest using Business Intelligence concepts to support these
processes. A large amount of economic and operational data can be transformed through
ETL (Extract-Transform-Load) systems into a form suitable for analytical processing.
Such analytical data can be stored in data warehouses and subsequently used to create
a multidimensional database. From the multidimensional database, it is possible to
perform online analytical processing of econometric data through the OLAP technology.
Analytical outputs provided by OLAP also enable to perform econometric analyses and
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create new knowledge that is stored in a knowledge base and used for decision-making
processes of econometric issues.

3.3 Decision Support of Analyses of Standardized Deviation

As an example, we introduce utilization of the EIS to support the verification of prog‐
nostic properties through a multidimensional view of the standardized deviations.

Let N be the set of all elements of standardized deviations in a particular domain,
i.e.

N =
{

n1, n2,… nn

}
(5)

where n ∈ E(endogenous variable) ∨ n ∈ T(time). The set of points of view on stand‐
ardized deviations (NOV) is defined as the set of matrices in which each matrix represents
the values of standardized deviations of specific econometric models. A NOV  is defined
as:

NOV =
{[

nv1 ],[ nv2 ]…[ nvm

]}
(6)

where each [nv] is a 2-dimensional matrix, as follows:

(7)

where each e represents an endogenous variable from E to dimension dn from D, each
t represents time from T  to dimension dn from D and each nv is a particular calculated
value of the standardized deviation to values vi from V. Formula (1) represents the
measure mk from M of the data cube.

Now, we will show an example of the output from the multidimensional point of
view of the calculated standardized deviation for i-th endogenous variable in the econo‐
metric model:

Contingency tables represent the most common output of OLAP. This solution
allows us to display indicators from two points of view. It is from the point of view of
endogenous variables and time in the Table 1. These points of view are possible to
switch, filter and in the case of hierarchy of dimensions also carry out the drill-down
and roll-up operations. This gives a very effective view on econometric data. It would
be possible to monitor more indicators, hundreds of variables and econometric models
with millions of records in multidimensional databases in such an EIS.

It is clear that the EIS could determine the quality of construction of econometric
models and be important for the work of econometrists.
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Table 1. Contingency table of the calculated standardized deviations

2010 2011 2012 2013 2014 2015 2016 2017 ∑
N2

it

y1 −0.2027 1.4217 0.5218 0.5666 0.8632 −0.9582 −0.7623 0.7174 2.1675
y2 −0.0890 0.9759 1.4398 0.2990 1.2320 −0.2437 −0.4924 0.3787 3.5003
y3 1.1133 1.0187 −0.7413 −0.0993 −0.8575 1.0438 −0.4522 1.4406 2.4661
y4 −0.4281 −0.0525 0.7563 1.2772 −0.3475 0.9808 0.9738 1.4077 4.5677
y5 −1.3381 3.4564 0.0779 1.9186 2.2474 −0.3999 1.4849 0.1908 7.6379
∑

N2
it

−0.9447 6.8201 2.0544 3.9622 3.1376 0.4228 0.7519 4.1352

4 Conclusion

The paper presented a concept of econometric intelligence system based on Ambient
Intelligence and Business Intelligence. Such an intelligent system could be a very effec‐
tive tool to support decision making in the areas of econometric analysis. This research
has shown the benefits of using OLAP in econometric methods as a precursor to the
current design of an econometric intelligent system. Our research mainly brings the
following benefits:

– We have identified the core components of the EIS among which belong:
• Ambient Intelligence – Intelligent system adaptation based on user preferences

and context-awareness;
• Business Intelligence – OLAP, Multidimensional databases, Data Warehouse,

etc.;
• Econometric Intelligence System – the core of an intelligent system using econo‐

metric methods and procedures including recording and utilising knowledge
gained from them.

– We have shown the use of the OLAP approach on analyses of the estimation of
standardized deviation in prognosis in econometric models.

Further research in this area of intelligent systems is promising. It can allow
designing a more adaptive system that will automatically select the most relevant content
according to preferences and present it to the user.

Presented results are only the first step of a more complex research. For further
research, we plan to address the issue of automatic interpretation of calculated standar‐
dized deviations in econometric models.
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Abstract. In this paper, we discuss the results of research on the
optimization modeling of ground motion attenuation in the subduction
zone of the model Youngs et al. [1] using two methods: the Levenberg-
Marquard and Bruce-Force method. This modeling is particularly impor-
tant in the case of seismicity. Given that it takes a good model for predict-
ing the strength of earthquakes in order to reduce the risk of the impact
of natural disasters. Two major contributions of this study are ground
motion attenuation model specific to the subduction zone that has been
optimized with the Levenberg-Marquard method and Bruce-Force uses
a model Youngs et al. [1] and a proof that the Levenberg-Marquard
method for optimization model is better than Bruce-Force method. The
Levenberg-Marquardt method has been proven to provide more accurate
results on the modeling of ground motion attenuation which is indicated
by a very small deviation between the values of PGA predictable results
with the PGA actual values.

1 Introduction

Indonesia is a country with high-intensity earthquakes. United States Geological
Survey (USGS) recorded four episodes of major earthquakes in Indonesia, Banda
earthquake (Mw 8.5) 1983 Sumatra earthquake (Mw 9.1) in 2004, Nias earth-
quake (Mw 8.6) in 2005 and the West Coast Sumatra earthquake (8.6 Mw) in
2012 [2]. High intensity seismic tectonic be the main character of the Indonesian
archipelago, located between three major plates, namely the Eurasian plate in
the north, the Indo-Australian plate and the Pacific plate to the south in the
northeast.

An earthquake with an intensity and a certain magnitude can result in dam-
age to the physical infrastructure and fatalities. Physical infrastructure damage
due to the earthquake is the most dominant building damage both supported
by the poor quality of construction and due to the environmental conditions in
which the building is situated. Significant damage to buildings was recorded in
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the city of Banda Aceh as a result of the Sumatra earthquake in 2004 with the
total destruction of the building reaches 35 percent of the existing building [3].
The same condition also occurs in some cities as a result of the earthquake as
different as the total damage to the building 140,000 units due to the earthquake
in Bantul, Yogyakarta in 2006 [4].

In order to mitigate or reduce the risk of natural disasters, especially earth-
quakes, we need a model that can predict how big or risk incurred as a result
especially in the area of epicenters and surrounding areas. This estimate can be
done by determining the value of Peak Ground Acceleration (PGA) using the
model as a representation attenuation acceleration that occurs on the surface of
the Earth from rest to hit the shock of the earthquake. PGA measure how strong
the earth’s surface moves in the earthquake which occurred in a region [5].

PGA nonlinear model development has been done, but the values obtained
for each model is different and not necessarily suitable for use in different areas.
The equation is commonly used to determine the value of PGA uses a model of
attenuation is equal Youngs et al. [1] developed from the data of earthquakes in
Alaska, Chile, Cascadia, Japan, Mexico, Peru, and the Solomon Islands, with a
magnitude ranging from 5.0–8.2 on the Richter scale. Several other researchers
conducted a case study to develop a model of ground motion for the PGA is
more general such as Atkinson and Boore [6] using the same area by Young et
al. [1] but the strength of the earthquake was raised to 5.0–8.3 on the Richter
scale. Several other developed equations to calculate the value of PGA among
others, as Petersen et al. [7], Gregor et al. [8], Kanno et al. [9], Lin and Lee [10],
and others. Youngs et al. [1] and Lin and Lee [10], using Nonlinear Least Square
(NLS) for modeling the PGA.

Recent research related to the earthquake has begun using optimization
methods such as methods of estimation Levenberg-Marquardt and Brute-Force
with goal of improving the calculation results by minimizing the value of the
residual sum of squares (RSS). Nascimento [11], in its publication modeling to
predict earthquakes like the wave velocity inversion using Levenberg-Marquardt
algorithm with ambiguity results in certain parameters for the captured data area
central part of Brazil. Underlying the still-optimal existing model, especially to
be applied to the area active region of earthquakes in the zone of subduction,
this research aims to optimize model ground motion attenuation of [1] to be able
to calculate the value of PGA with Levenberg-Marquardt and methods Bruce-
Force uses data seismicity in subduction zones in the west coast of Aceh and
surrounding areas, Aceh Province, Indonesia.

2 Ground Motion Attenuation Model in Subduction
Zone

Attenuation relationship is one of the key components of the seismic hazard
assessment of an area [12]. Development of various attenuation function to the
source of the earthquake due to the subduction (subduction earthquake) has been
done as it has been published by [1,6–8,10,12]. Youngs et al. [1] has proposed
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an attenuation function regression using earthquake data catalogs between the
plates with the variation of magnitude 5–8.2 recorded in the subduction area
in the area of Alaska, Chile, Cascadia, Japan, Mexico, Peru and the Solomon
Islands. Attenuation function is modified by Petersen et al. [7], by comparing the
results of observations and predicted using data catalog of earthquakes in 1991
and 2001 in the wider area include New Ireland, New Britain, Kamchatka, Santa
Cruz, Peru, Kurile Japan, and Sumatra. Modifications are done attenuation
function particularly in the case of the earthquake source within more than
20 Km with the earthquake magnitude 6.8–8.3 Mw.

Gregor et al. [8] have developed an attenuation function to the zone subduc-
tion in the Cascadia from the same functions as proposed by Young et al. [1] used
the model stochastic finite-fault ground motion from Silva et al. [8] with variation
in magnitude higher than 8.0 to 9.0 Mw. The advantage of using this model is
that unlike the empirical attenuation relationship, which requires samples to the
field and geometry are based on a series of strong-motion data is available, the
effect of such finite-fault rupture propagation, direction, and resources to the site
geometry, stochastic model with finite- fault can be systematically calculated.

The maximum similarity regression method with a moment magnitude of
5.0–8.3 Mw from various regions of the world such as the Alaskan subduction,
Japan, Mexico and Central America are used by Atkinson and Boore [6] to
develop attenuation function. Results of analysis of the regional variability of
the amplitude of the ground motion using a global database that is available
to support the fact that there are significant differences between regional, as
shown by the amplitude difference of more than two factors among the Cascadia
area and the area of Japan. This model uses only the shortest distance from the
earthquake source at a distance of 10–500 Km as used by Youngs et al. [1] and
Gregor et al. [8].

Lin and Lee [10], with the reference of the attenuation function previously
developed by Crouse [13] and Youngs et al. [6], developed a model of attenuation
function regression others use a recording movement of the earthquake in the
bedrock in the area subduction of the plates in the Northeast Taiwan and other
regions of the value of the low magnitude of about 4.1 to 8.7 on the Richter Scale.
The use of a low magnitude value < 5.0 Mw is something different from the
attenuation function which has been developed by previous researchers. Lin and
Lee [10] noted that the use of attenuation function to compute the value of the
acceleration in the bedrock or peak ground acceleration (PGA) where the value
of ground motion predicted higher than the value produced by using the equation
of attenuation that has previously been used in Taiwan and lowers compared to
using attenuation equations are used globally, especially in an earthquake zone
as a result of subduction.

Development of attenuation function latest local data Sumatra’s West
Coast done by Megawati and Pan [12] from attenuation function developed by
Megawati et al. [12] in the form of regression synthetic movement of the bedrock
in an earthquake zone as a result of subduction of the plates using a model
of a finite fault kinematic as adopted from Gregor et al. [8]. Validation of the
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model was done using the data megathrust Sumatra that includes a very large
earthquake with a strength of up to 9.0 Mw.

3 Levenberg-Marquardt and Brute-Force Method

Nonlinear regression equation has many methods to estimate the parameters.
The estimation methods include Ordinary Least Squares (OLS), Nonlinear Least
Square (NLS), Generalized Nonlinear Least Square and nonlinear Maximum
Likelihood. NLS is a form of least squares analysis used in modeling the nonlin-
ear regression by minimizing the Residual Sum of Squares-RSS [14]. Methods to
minimize the value of RSS is the parameter optimization. Some of these methods
include the Gauss-Newton, Hartley’s Method, Powell’s Hybrid Method, Quasi-
Newton, Levenberg-Marquardt Method and Brute-Force Method. Levenberg-
Marquardt method [15,16] commonly known as the damped least squares
method (DLS) which produces a numerical solution to minimize a nonlinear func-
tion of the parameters in the function. The Levenberg-Marquardt method is an
interpolation between the Gauss-Newton method and the method of Gradient-
Descent. The main application of the Levenberg-Marquardt method is the least
squares problem that aims to optimize the β parameters from f(xi, β+δ) model,
thus RSS became the minimal value.

Levenberg-Marquardt method using the iterative procedure. To start the
minimization process, the first step is to estimate the value of the parameter
vector, β. At each stage of iteration, parameter vector, β, will be replaced with
a new estimated value, i.e. β + δ. To find the value of δ, the function f(xi, β + δ)
is approached by making linear

(xi, β + δ) ≈ f(xi, β) + jiδ (1)

In where,

ji =
∂f(xi, β)

∂β
(2)

is the gradient (vector row) on the f of the parameter β. Approximation of
f(xi, β + δ) will produce,

S(β + δ) ≈
n∑

i=1

[yi − f(xi, β) − Jiδ]2 (3)

or in vector notation becomes,

S(β + δ) ≈ ||y − f(β) − Jδ||2 (4)

Levenberg-Marquardt method of modifying step of the Gauss-Newton became,

(JTJ + λI)δ = JT [y − f(β)] (5)

where J is the Jacobian matrix that has rows Ji in where f and y is a vector
with components f(xi, β) and yi as much as i. δ value is the value that gives
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descent direction to the vector parameter β. λ is the damping parameter value
that should not be negative and will be adjusted in each iteration.

The brute-force method commonly called Grid-Search. In nonlinear regres-
sion, it is a global grid-search method in which the entire space of model para-
meters is sampled. This method is used to determine the starting value, but
can also be used to estimate parameters of this method will eventually choose
the estimated value of which generates a smallest RSS value (Residual Sum of
Square). Suppose the nonlinear model f(xi, β) with parameter β, it estimate β
by selected value from starting value. Some of the research use the selected value
by pre-defined grid [17]. Brute-Force method is used if the known range of the
estimated value of the parameter. The brute-force method will iterate for each
value of the starting value. Iteration stops when all of the starting value has
been iterated and subsequently be selected RSS smallest of these iterations [18].

Tsagaan, Nappi, and Yoshida [19] states that brute force optimization has
the advantage that it can find a globally optimal solution. The algorithms based
on mathematical heuristics could be caught in a local minimum. They use brute
force for estimate nonlinear regression for pseudo-enhancement correction in CT
colonography. Also, Archontoulis and Miguez [20] use brute force to choose the
starting value for estimated parameter in agricultural nonlinear regression. It
was done by generating an extensive coverage of possible parameter values and
their combinations. Then, it evaluates the model at each one of these parameter
combinations.

4 Ground Motion Attenuation Model Optimation

Research conducted using secondary data in the form of the variable distance
of the location of the epicenters, the depth of the earthquake, the earthquake
magnitude, and the value of PGA-year data for 2005 to 2007 are sourced from
national meteorological, climatology, and geophysics agency (BMKG). The pop-
ulation and the sample used is the west coast of Sumatra in the area a radius of
500 KM from the center of Banda Aceh city, Aceh province, Indonesia (Fig. 1).

The analysis was conducted on the stage (1) determining descriptive statis-
tics for each variable, such as the calculation of average, variance, median, stan-
dard deviation, etc. (2) To test the linearity of the data with the test Ramsey’s
RESET (3) to determine a nonlinear model for the PGA. The model is a model
Youngs et al. [1] as follows:

ln(PGA) = C1 + C2 + C3ln
[
R + eC4−(

C2
C3

)M

]
(6)

(4) Estimating parameters by nonlinear regression method (Brute-Force and
Levenberg). Stages in the Brute-Force method is (a) Determine the starting
value for each parameter along with the increase, (b) calculate the value of
RSS, (c) take any chances starting value on each parameter and (d) comparing
RSS smallest of each iteration. Stages in the Levenberg-Marquardt method is
(a) determining the starting value for each parameter, (b) Determine the limit
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Fig. 1. Research area and spatial distribution of the data

iteration with ftol, (c) Calculated Value RSS and (d) Conducting iteration in
accordance with the decrease λk, (5) Testing the assumption of residual (identi-
cal, independent, and normal distribution) for each model is formed and (6) Com-
paring the method of nonlinear methods Brute-Force and Levenberg-Marquardt.
The comparison is done by comparing the average, variance value, the value of

Yes

No

Stop the interation
Compare the value of
each RSS iteration
and select the smallest

Initialization steps:
1. Determine the starting value for each parameter.
2. Determine the increase in the value of the starting value
3. Determine the maximum value

(opportunities that will occur for each trial)
= M

4. Determine value of k = 1
5. Choose starting point x1

1. Calculate RSS value
2. Move to the next value from starting point
3. Move to another variable if the starting point
was the maximum.
4. Change k = k + 1

k = M

(a)

No

Yes Stop

Initialization steps:
1. Determine the starting value for each parameter
2. Choose a starting point, x1

3. Determine, < 0
4. Determine, k = 1

6. Make a model or formula
5. Determine value of boundary iteration ftol

1. Determine dk = −∇f(xk)
2. Determine λk as the
optimal solution to the minimization
problem

4. Change k = k + 1
3. Specify xk+1 = xk + λkd

||∇f(xk)|| <

(b)

Fig. 2. Modeling stages using Brute-Forces (a) and Levenberg-Marquardt (b) Methods
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the residual standard error, residual assumption test, and plot between the actual
value of PGA and the predictive value. Stages of non-linear regression model-
ing using Brute-Force method (Fig. 2a) and the Levenberg-Marquardt method
(Fig. 2b) are as follows:

5 Result and Discussion

5.1 Nonlinearity Test

Nonlinearity test in this study was conducted to determine whether the data used
to follow the pattern of nonlinear models or not. Nonlinearity test conducted by
plotting the data between seismicity variable such as distance from earthquake
center, depth of the earthquake and earthquake magnitude with the PGA and
the nonlinearity pattern. Nonlinearity test can also be done by the method of
Ramsey’s RESET. The nonlinearity test generate result of Fvalue = 10.5256 with
df1 = 3 and df2 = 16 with P-value = 0.0004572. Testing concluded that the data
follows the nonlinear pattern because the value of F = 10.5256 greater than the
value of F (0.05, 3, 16) = 3.24. The value (P-value = 0.000452) also indicates that
the data follows the nonlinear pattern because the P-value less than the value
of α = 0.05.

5.2 Modeling and Model Comparison

Modeling in this study based on the model of Young et al. [1] which is optimized
in order to generate value Residual Sum of Square (RSS) is small with Levenberg-
Marquardt and Brute-Force methods. In Table 1 we can see the details of each
parameter estimation.

Table 1. Parameter estimation of Young et al. [1] with Levenberg-Marquardt and
Brute-Force Method

Levenberg-Marquardt method Brute-Force method

Parameter Estimation Parameter Estimation

C1 −1.101 C1 −1.1

C2 −0.0008244 C2 0.002

C3 0.005139 C3 0.005

C4 11.83 C4 3

C9 0.0000283 C9 0.0006

After modeling the nonlinear regression have conducted, then performed the
assumption that residuals must meet with ε ∼ IIND, namely residual must
meet identical test using Glejser test, independent test with Durbin-Watson
and lag1.plot, and the normal distribution test using Kolmogorov-Smirnov.
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Residual assumption test conducted showed that both models tested had ful-
filled all residual assumptions, as can be seen in the test results using computer
applications and summarized in Table 2.

Table 2. Residual assumption of Young et al. [1] model with Levenberg-Marquardt
and Brute-Force Method

Residual assumption Youngs et al. [1] model

Brute-Force Levenberg-Marquardt

Identical Yes Yes

Independent Yes Yes

Normal distribution Yes Yes

Once the model was obtained and a residual test showed good results, the
next is to compare the model by comparing the actual PGA value with predicted
PGA results. This comparison can be seen based on descriptive statistics of data
such as average value, variance, and the value of the residual standard error of
the model. In Table 3, it can be seen that the model developed has been able to
predict the value of PGA well. When viewed from the average of the closest to
the average generated from the value of PGA actual model Youngs, et al. 1997,
in the estimation by the method of Levenberg-Marquardt is the best because the
average value prediction results differ only 0.00004 of an average actual PGA.

Table 3. Descriptive statistics comparison between Levenberg-Marquardt and Brute-
Force Method

Descriptive statistics Actual PGA Youngs et al. [1] model

Brute-Force Levenberg-Marquardt

Averages 0.35383 0.35304 0.35379

Variance 0.0000002 0.00001 0.00000001

Residual standard error 0.007775 0.001251

In Fig. 3, shows that the model Youngs et al. [1] in the estimation of the
Brute-Force method, different with the numbers large enough rather than PGA
actual value. Results scatterplot between the predicted value and the actual value
shows that the two major values are further apart. This is also supported by the
average value of descriptive statistics in Table 3 that shows the similarity and
the difference PGA predictive values of a great range of 0.00079 PGA actual
value. Youngs et al. model [1] in the estimation of the Levenberg-Marquardt
method can produce PGA predictive value that is almost equal to the value of
actual PGA. This is indicated by the closeness between PGA scatterplot point
predictions with actual PGA.
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(a) Distance From Earthquake Cen-
ter (R)

(b) Depth of the Earthquake Center
(H)

(c) Earthquake Magnitude (M)

Fig. 3. Comparison between PGA Actual and PGA Prediction for each Levenberg-
Marquardt and Brute-Force Method

6 Conclusion

Modeling of ground motion attenuation generated for Youngs et al. [1] and the
model estimated by the Levenberg-Marquardt method and Bruce-Force is as
follows:

1. Youngs et al. [1] model were estimated by Levenberg-Marquardt method,

ln(PGA) = −1.101 − 0.00082M + 0.00514ln
[
R + e11.83−

(
−0.00082
0.00514

)
M

]

2. Youngs et al. [1] model were estimated by Brute-Force method,

ln(PGA) = −1.1 − 0.002M + 0.005ln
[
R + e3−

(
−0.001
0.005

)
M

]
+ 0.0006H

Youngs et al. model [1] in with estimation by Levenberg-Marquardt method
proven to provide better results on the modeling of ground motion attenuation
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shown by the divergence was very small both on the value of the average, vari-
ance and residual standard error are generated between the value predicted by
actual value. Besides all the residual assumptions are met and the results showed
similarities scatterplot predicted results with the actual value.
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Abstract. This paper will serve as a basic introduction to the observ-
ability of diffusion process as an example of distributed parameter sys-
tems. The aim of this research is to reconstruct initial state not well
known x0, which is known in certain subregions and unknown in oth-
ers, and to give important results related to internal pointwise sensor
in different geometrical situations. Many applications are investigated
whether in one-dimensional case or two-dimensional one.
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1 Introduction

Many systems from science, engineering and different industrial processes belong
to distributed parameter systems (DPS). They are modeled by sets of partial
differential equations, boundary conditions and initial conditions, which describe
the evolution of the state variables in several independent coordinates, e.g. space
and time. Most distributed parameter models are derived from first-principles
such as conservation of mass, energy and momentum. Advanced technolog-
ical needs such as semiconductor manufacturing, nanotechnology, biotechnol-
ogy, material engineering and chemical engineering, have motivated control and
observability of material microstructure, fluid flows, spatial profiles and prod-
uct size distributions [1]. Time and space is the most frequent combination of
independent variables, as is the case of some typical examples include thermal
process [2,3], fluid process [4–6], convection-diffusion-reaction process [7] and
flexible beam [8–10]. But, other combinations of independent variables are pos-
sible as well, for instance, time and individual size occur in population models
used in ecology, or to describe some important industrial processes like polymer-
ization, crystallization or material grinding.

Observability and control of linear and nonlinear distributed systems is
a cross-disciplinary and rapidly growing research area that brings together
c© Springer International Publishing AG 2018
R. Silhavy et al. (eds.), Applied Computational Intelligence and Mathematical Methods,
Advances in Intelligent Systems and Computing 662, DOI 10.1007/978-3-319-67621-0 27



Observability of Distributed Systems via Sensors 299

fundamental modeling, numerical simulation, nonlinear dynamics and control
theory [1]. In this paper, we consider a class of distributed parameter systems
and give various results connected with internal pointwise measurement applied
to diffusion process in different geometrical situations. Obviously, we are con-
cerned with the state observation not in the whole domain Ω where the system
is defined but only in a some subregions. This situation occurs in many practical
applications where we may be concerned with the knowledge of the state only
in critical subregions.

Let x be the state of a linear system (1) with the state space X = L2(Ω),
and suppose that the initial state x0 is not well known, in other words, x0 is
unknown in some subregions whereas is known in other subregions. Suppose now
that measurement are given by means of an output y ∈ Z (depending on the
number and the structure of the sensors, the measurement interval, etc.) [11].

This paper is organized as follows. The problematic of this research is revealed
and explained in the following section. The Sect. 3 deals with reconstructing ini-
tial state x0, not well known, and introduces improved approach to figure out
this problem. The Sect. 4 sheds light on diffusion process in one dimension where
three cases are studied: initial state unknown on one subregion, on two subre-
gions, and on several subregions. The Sect. 5 addresses diffusion process in two
dimensions where two cases are treated: initial state unknown on several subre-
gions and on one subregion. To end, conclusions are summarized and different
perspectives are revealed in the last section.

2 Problem Statement

Let Ω be an open regular bounded subset of Rn, with boundary Γ = ∂Ω and
time horizon T . Consider evolution system

ẋ (t) = Ax (t) ; x(t) ∈ L2(Ω)
x (0) is not well known (1)

with the corresponding measurements

y(t) = Cx(t) (2)

where C is the measurement operator, which can be bounded or not (depending
on the nature of the sensors).

C : L2(Ω) −→ R (3)

We introduce A infinitesimal generator of a strongly continuous semi-group
(S (t))t≥0, then

x(t) = S(t)x0, x0 ∈ L2(Ω) (4)

The observability question deals with the question of while not knowing the
initial state, whether one can determine the state from the input and output.
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This is equivalent to the question of whether one can determine the initial state
x(0) when given the input x(t) and the output y(t).

The originality of this work is to assume that x0 is not well known, in detail,
x0 is unknown on subregions ω1, ω2, .., ωp, whereas x0 is known on subregions
ωp+1, .., ωn., thus the expression of initial condition is given by

x0 =
p∑

i=1

αiΠωi +
n∑

j=p+1

βjΠωj (5)

with these conditions

Ω = ω1 ∪ ω2 ∪ ... ∪ ωn

ωi ∩ ωj = ∅ for 0 ≤ i ≺ j ≤ n.
ωi 	= ∅ for i = 1..n.

(6)

The vector (α1, α2, .., αp) is unknown, but (βp+1, .., βn) is known. In other words

x0(θ) =
αi if θ ∈ ωi for 1 ≤ i ≤ p
βj if θ ∈ ωj for p + 1 ≤ j ≤ n

(7)

The problem consists of knowing if Eq. (1) together with the output (2) is suf-
ficient to observe the initial state in subregions (ω1, ω2, .., ωp), then it will be
possible to observe the system at any time t.

In the light of observability of distributed systems, the problematic is the pos-
sibility of reconstructing this vector (α1, α2, .., αp) just from measurements y(t).

3 Advanced Approach for Observability of Distributed
Parameter Systems

A infinitesimal generator of strongly continuous semi-group (S (t))t≥0 given by

St :
L2(]0, 1[) −→ L2(]0, 1[)

f −→ ∑∞
n=1 eλnt ≺ f, Φn 
 Φn

(8)

with
λn = −n2π2

Φn(.) =
√

2sin(nπ.)
(9)

In addition to this, we have

C :
L2(]0, 1[) −→ R
x(.) −→ Cx(.) = x(δ); δ ∈]0, 1[ (10)

We have y(t) = Cx(t) = CStx0 = CSt (
∑p

i=1 αiΠωi) + CSt

(∑n
j=p+1 βjΠωj

)

Then, we put

ȳ(t) = y(t) − CSt

⎛

⎝
n∑

j=p+1

βjΠωj

⎞

⎠ (11)
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This quantity is measurable and well known, and the unknown vector
(α1, α2, .., αp) obeys to this equation

p∑

i=1

αiCStΠωi = ȳ(t) (12)

Furthermore K (α1, α2, .., αp)
T = ȳ(.) and K is the operator defined as follows

K :
Rp −→ L2(0, T,R)

(γ1, γ2, .., γp)
T −→ ∑p

i=1 γiCStΠωi

(13)

For the purpose of giving a signification to this problem, we should guarantee a
single initial state leading to ȳ(t).

Theorem 1.

x0 =
p∑

i=1

αiΠωi +
n∑

j=p+1

βjΠωj (14)

with these conditions

Ω = ω1 ∪ ω2 ∪ ... ∪ ωn

ωi ∩ ωj = ∅ for 0 ≤ i ≺ j ≤ n.
ωi 	= ∅ for i = 1..n.

(15)

x (0) is not well known: the vector (α1, α2, .., αp) is unknown, but (βp+1, .., βn)
is known.

The system
ẋ (t) = Ax (t) ; x(t) ∈ L2(Ω)
x (0) is not well known (16)

provided with y(t) = Cx(t), is recalled observable on [0, T ] if

K :
Rp −→ L2(0, T,R)
(γ1, γ2, .., γp)

T −→ ∑p
i=1 γiCStΠωi

(17)

injective. Furthermore, (γ1, γ2, .., γp)T = (K∗K)−1K∗ȳ(.)
K∗ is the adjoint operator of K.

Proof. We have K(γ1, γ2, .., γp)T = ȳ(.)
K∗K(γ1, γ2, .., γp)T = K∗ȳ(.).
We mention that K∗K : Rp −→ Rp.
≺ K∗Kx, x 
= ‖Kx‖2 ≥ 0 and if ≺ K∗Kx, x 
= ‖Kx‖2 = 0 then Kx = 0.
K injective then x = 0.
As result, K∗K definite positive.
Now, we conclude (γ1, γ2, .., γp)T = (K∗K)−1K∗ȳ(.).
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4 Diffusion Process in one Dimension with Internal
Pointwise Sensor

The diffusion equation is a partial differential equation which describes density
fluctuations in a material undergoing diffusion. The equation can be written as

∂x(r, t)
∂t

= ∇. (D (x(r, t), r) ∇x(r, t)) (18)

where x(r, t) is the density of the diffusing material at location r = (x1, x2, x3)
and time t. D(x(r, t), r) denotes the collective diffusion coefficient for density x
at location r. If the diffusion coefficient doesn’t depend on the density, i.e., D is
constant, then Eq. (18) reduces to the following linear equation

∂x(r, t)
∂t

= D∇2x(r, t) (19)

Equation (19) is also called the heat equation.
Consider the diffusion equation in one dimension, where the initial state x0

is not well known.

∂x(x1,t)
/ ∂t = D ∂2x(x1,t)

∂x2
1

]0, 1[×]0, T [ (20)

The boundary and initial conditions are given as well

x(0,t)=x(1,t)=0 ]0, 1[×]0, T [ (21)

x(x1, 0) = x0(x1) supposed not well known (22)

The system (20)–(22) can be written as a state-space system

ẋ(t) = Ax(t); x(0) = x0 (23)

where A = D∂2/∂x2
1.

4.1 One-Dimensional System: x0 Unknown on one Subregion

The interval ]0, 1[ is divided into two parts ]0, 1/2] and ]1/2, 1[.
We assume that the density of the diffusing material evolves very slowly in

each subregion as we can consider it constant. The value of the diffusing material
in subregion ]1/2, 1[ is known and we look for its value in the second one.

Theorem 2. x0 is given by

x0(θ) =
α if θ ∈]0, 1/2]
β if θ ∈]1/2, 1[ (24)

x (0) is not well known : α is unknown whereas β is known.
The system

ẋ (t) = Ax (t) ; x(t) ∈ L2(]0, 1[)
x (0) is not well known (25)
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provided with y(t) = Cx(t); is recalled observable on [0, T ].
Furthermore, α = (K∗

1K1)−1K∗
1 ȳ(.)

where

K1 :
R −→ L2(0, T,R)
γ −→ γCSt(.)Π]0,1/2]

(26)

K∗
1 is the adjoint operator of K1.

Proof. In this case, we put

K1 :
R −→ L2(0, T,R)
γ −→ γCSt(.)Π]0,1/2]

(27)

Consider internal pointwise sensor defined by

C :
L2(]0, 1[) −→ R
x(.) −→ Cx(.) = x(δ); δ ∈]0, 1[ (28)

Now, we study the injectivity of K1

K1γ = 0 ∀t ∈]0, T [, so γCSt(.)Π]0,1/2] = 0 ∀t ∈]0, T [
γC

(∑∞
n=1 eλnt ≺ Π]0,1/2], Φn 
 Φn

)
= 0 ∀t ∈]0, T [

γ
(∑∞

n=1 eλnt ≺ Π]0,1/2], Φn 
 Φn(δ)
)

= 0 ∀t ∈]0, T [
∑∞

n=1

(
γeλnt

(∫ 1/2

0

√
2sin(nπx)dx

) √
2sin(nπδ)

)
= 0.

Based on analyticity γeλnt
(∫ 1/2

0

√
2sin(nπx)dx

) √
2sin(nπδ) = 0 ∀t ∈]0, T [

γ
(∫ 1/2

0

√
2sin(nπx)dx

) √
2sin(nπδ) = 0; γ

√
2

nπ

[
1 − cos(nπ

2 )
] (√

2sin(nπδ)
)

= 0

nπδ 	= kπ then
√

2sin(nπδ) 	= 0, we deduce γ
√
2

nπ

(
1 − cos(nπ

2 )
)

= 0.
For n = 1, we have γ = 0, so, K1 is injective.
Further, K1α = ȳ(.), so K∗

1K1α = K∗
1 ȳ(.)

K1 is injective then K∗
1K1 is definite positive.

Finally, we conclude α = (K∗
1K1)−1K∗

1 ȳ(.)

4.2 One-Dimensional System: x0 Unknown on two Subregions

In this subsection, the interval ]0, 1[ is divided into three parts ]0, 1/4], ]1/4,
1/2] and ]1/2, 1[. We assume that the density of the diffusing material evolves
very slowly in each subregion as we can consider it constant. The values of the
density of the diffusing material in subregion ]1/2, 1[ is known and we look for
its value in subregions ]0, 1/4] and ]1/4, 1/2].

Theorem 3. x0 is given by

x0(θ) =
α1 if θ ∈]0, 1/4]
α2 if θ ∈]1/4, 1/2]
β if θ ∈]1/2, 1[

(29)

x (0) is not well known: α1 ≥ 0 and α2 ≥ 0 are unknown but β is known.
The system

ẋ (t) = Ax (t) ; x(t) ∈ L2(]0, 1[)
x (0) is not well known (30)
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provided with y(t) = Cx(t); is recalled observable on [0, T ].
Furthermore, (α1, α2)T = (K∗

2K2)−1K∗
2 ȳ(.)

where

K2 :
(R+, R+) −→ L2(0, T,R)
(γ1, γ2)T −→ γ1CSt(.)Π]0,1/4[ + γ2CSt(.)Π]1/4,1/2[

(31)

K∗
2 is the adjoint operator of K2.

Proof. In this case, we put

K2 :
(R+, R+) −→ L2(0, T,R)
(γ1, γ2)T −→ γ1CSt(.)Π]0,1/4[ + γ2CSt(.)Π]1/4,1/2]

(32)

Consider internal pointwise sensor defined by

C :
L2(]0, 1[) −→ R
x(.) −→ Cx(.) = x(δ); δ ∈]0, 1[ (33)

Now, we study the injectivity of K2

K2(γ1, γ2)T = 0 ∀t ∈]0, T [, so γ1CSt(.)Π]0,1/4] + γ2CSt(.)Π]1/4,1/2] = 0
γ1C

(∑∞
n=1 eλnt ≺ Π]0,1/4], Φn 
 Φn

)
+

γ2C
(∑∞

n=1 eλnt ≺ Π]1/4,1/2], Φn 
 Φn

)
= 0

γ1
(∑∞

n=1 eλnt ≺ Π]0,1/4], Φn 
 Φn(δ)
)
+

γ2
(∑∞

n=1 eλnt ≺ Π]1/4,1/2], Φn 
 Φn(δ)
)

= 0 ∀t ∈]0, T [
∑∞

n=1

(
γ1e

λnt
(∫ 1/4

0

√
2sin(nπx)dx

) √
2sin(nπδ)

)
+

∑∞
n=1

(
γ2e

λnt
(∫ 1/2

1/4

√
2sin(nπx)dx

) √
2sin(nπδ)

)
= 0 ∀t ∈]0, T [

∑∞
n=1

(
γ1

√
2

nπ eλnt
(
(1 − cos(nπ

4 )
) √

2sin(nπδ)
)

+
∑∞

n=1

(
γ2

√
2

nπ eλnt
(
cos(nπ

4 ) − cos(nπ
2 )

) √
2sin(nπδ)

)
= 0 ∀t ∈]0, T [

∑∞
n=1(γ1

√
2

nπ eλnt((1 − cos(nπ
4 ))

√
2sin(nπδ)+

γ2
√
2

nπ eλnt(cos(nπ
4 ) − cos(nπ

2 ))
√

2sin(nπδ)) = 0 ∀t ∈]0, T [∑∞
n=1

(
eλnt 2

nπ sin(nπδ)
(
γ1 − γ1cos(nπ

4 ) + γ2cos(nπ
4 ) − γ2cos(nπ

2 )
))

= 0.
Based on analyticity
eλnt 2

nπ sin(nπδ)
(
γ1 − γ1cos(nπ

4 ) + γ2cos(nπ
4 ) − γ2cos(nπ

2 )
)

= 0 ∀t ∈]0, T [
sin(nπδ)

(
γ1 − γ1cos(nπ

4 ) + γ2cos(nπ
4 ) − γ2cos(nπ

2 )
)

= 0
nπδ 	= kπ then sin(nπδ) 	= 0
we deduce

(
γ1 − γ1cos(nπ

4 ) + γ2cos(nπ
4 ) − γ2cos(nπ

2 )
)

= 0.
For n = 2, we obtain γ1 + γ2 = 0
γ1, γ2 ≥ 0 then γ1 = γ2 = 0, so, K2 is injective.
We have K2(α1, α2)T = ȳ(.)
K∗

2K2(α1, α2)T = K∗
2 ȳ(.)

K2 is injective then K∗
2K2 is definite positive.

Finally, we conclude (α1, α2)T = (K∗
2K2)−1K∗

2 ȳ(.)
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4.3 One-Dimensional System: x0 Unknown on Several Subregions

Subdivision of the interval ]0, 1[ in just two or three parts may not be suffi-
cient to assume that the density of the diffusing is constant in these subregions.
Therefore, we divide the interval ]0, 1[ into m equal parts where the density is
supposed constant in each ones.

The values of the density of the diffusing material are unknown in p areas,
whereas they are known in m − p areas.

Theorem 4. x0 is given by

x0(θ) =

αi if θ ∈ ωi =
]

i−1
m , i

m ] for 1 ≤ i ≤ p

βj if θ ∈ ωj =
]

j−1
m , j

m ] for p + 1 ≤ j ≺ m

βm if θ ∈ ωm =
]

m−1
m , 1

[
(34)

with αiαi+1 ≤ 0 for 1 ≤ i ≤ p − 1.
The system

ẋ (t) = Ax (t) ; x(t) ∈ L2(]0, 1[)
x (0) is not well known (35)

provided with y(t) = Cx(t); is recalled observable on [0, T ].
Furthermore, (α1, α2, ..., αp)T = (K∗

pKp)−1K∗
p ȳ(.)

where

Kp :
(Rs

1, R
s
2, .., R

s
p) −→ L2(0, T,R)

(γ1, γ2, .., γp)
T −→ ∑p

i=1 γiCStΠωi
(36)

K∗
p is the adjoint operator of Kp.

Rs
i = R+orR−, in addition to this Rs

i and Rs
i+1 have different signs for 1 ≤ i ≤

p − 1.

Proof. In this case, we put

Kp :
(Rs

1, R
s
2, .., R

s
p) −→ L2(0, T,R)

(γ1, γ2, .., γp)
T −→ ∑p

i=1 γiCStΠωi
(37)

with Rs
i = R+orR−, further, Rs

i and Rs
i+1 have different signs for 1 ≤ i ≤ p − 1.

Consider internal pointwise sensor defined by

C :
L2(]0, 1[) −→ R
x(.) −→ Cx(.) = x(δ); δ ∈]0, 1[ (38)

Now, we study the injectivity of Kp

Kp(γ1, γ2, ..., γp)T = 0 ∀t ∈]0, T [∑p
i=1 γiCSt(.)Πωi

= 0 ∀t ∈]0, T [∑p
i=1 γiC

(∑∞
n=1 eλnt ≺ Πωi

, Φn 
 Φn

)
= 0 ∀t ∈]0, T [∑∞

n=1

(∑p
i=1 γie

λnt ≺ Πωi
, Φn 
 Φn(δ)

)
= 0.

Based on analyticity eλntΦn(δ) (
∑p

i=1 γi ≺ Πωi
, Φn 
) = 0 ∀t ∈]0, T [
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nπδ 	= kπ then Φn(δ) 	= 0

we deduce
∑p

i=1 γi

∫ i
m
i−1
m

sin(nπx)dx = 0,
∑p

i=1 γi

[
cos(nπ(i−1)

m ) − cos(nπi
m )

]
= 0.

For n = m, we obtain
∑p

i=1(−1)i+1γi = 0
knowing that γiγi+1 ≤ 0 for 1 ≤ i ≤ p−1, we get γi = γi+1 = 0 for 1 ≤ i ≤ p−1.
Then, Kp is injective.
We have Kp(α1, α2, ..., αp)T = ȳ(.), so K∗

pKp(α1, α2, ..., αp)T = K∗
p ȳ(.)

Kp is injective then K∗
pKp is definite positive.

Finally, we conclude (α1, α2, ..., αp)T = (K∗
pKp)−1K∗

p ȳ(.)

5 Diffusion Process in Two Dimensions with Internal
Pointwise Sensor

Consider the diffusion equation in two dimensions, where the initial state x0 is
not well known.

∂x(x1, x2, t)/∂t = D
(

∂2x(x1,x2,t)
∂x2

1
+ ∂2x(x1,x2,t)

∂x2
2

)

]0, 1[2×]0, T [
(39)

The boundary and initial conditions are given as well

x(x1, 0, t) = x(x1, 1, t) = x(0, x2, t) = x(1, x2, t) = 0 ]0, 1[2×]0, T [ (40)

x(x1, x2, 0) = x0(x1, x2) supposed not well known (41)

The system (39)–(41) can be written as a state-space system

ẋ(t) = Ax(t); x(0) = x0 (42)

where A = D
(
∂2/∂x2

1 + ∂2/∂x2
2

)
.

A infinitesimal generator of strongly continuous semi-group (S (t))t≥0 given by

St :
L2(]0, 1[2) −→ L2(]0, 1[2)

f −→ ∑∞
n=1 eλnt ≺ f, Φn 
 Φn

(43)

with
λn = −(n2 + 1)π2

Φn(x, y) = 2sin(nπx)sin(πy)
(44)

In addition to this, we consider internal pointwise sensor given by

C :
L2(]0, 1[2) −→ R

x(.) −→ Cx(.) = x(δ1, δ2); (δ1, δ2) ∈]0, 1[2
(45)
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5.1 Two-Dimensional System: x0 Unknown on Several Subregions

In this subsection, the area ]0, 1[×]0, 1[ will be divided into mm′ rectangular
subregions. We assume that the density of the diffusing material evolves very
slowly in each subregion as we can consider it constant. The values of the density
of the diffusing material are known in mm′ − pq subregions ωij where p + 1 ≤
i ≤ m and q + 1 ≤ j ≤ m′, but we look for its value in pq subregions ωij where
1 ≤ i ≤ p and 1 ≤ j ≤ q.
Theorem 5. x0 is given by

x0(θ) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

αij if θ ∈ ωij =
]
i−1
m

, i
m

]× ] j−1
m′ , j

m′ ] for 1 ≤ i ≤ p and 1 ≤ j ≤ q

βij if θ ∈ ωij =
]
i−1
m

, i
m

]× ] j−1
m′ , j

m′ ] for p + 1 ≤ i ≺ m and q + 1 ≤ j ≺ m′

βmm′ if θ ∈ ωmm′ =
]
m−1
m

, 1
[×
]
m′−1
m′ , 1

[

(46)

x (0) is not well known: the matrix B = (αi,j) 1≤i≤p

1≤j≤q
is unknown, but βi,j with

p + 1 ≤ i ≤ m; q + 1 ≤ j ≤ m′, are known.
The system

ẋ (t) = Ax (t) ; x(t) ∈ L2(]0; 1[2)
x (0) is not well known (47)

provided with y(t) = Cx(t), is recalled observable on [0, T ] if

Kpq :
Mp,q −→ L2(0, T,R)
B = (γij) 1≤i≤p

1≤j≤q
−→ ∑q

j=1

∑p
i=1 γijCSt(.)Πωij

(48)

injective. Furthermore, B = (K∗
pqKpq)−1K∗

pq ȳ(.)
K∗

pq is the adjoint operator of Kpq.

Proof. We have

y(t) = Cx(t)
= CStx0

= CSt

(∑q
j=1

∑p
i=1 αijΠωij

)
+ CSt

(∑m′

j=q+1

∑m
i=p+1 βijΠωij

)

in this case, we put

ȳ(t) = y(t) − CSt

⎛

⎝
m′∑

j=q+1

m∑

i=p+1

βijΠωij

⎞

⎠ (49)

and

Kpq :
Mp,q −→ L2(0, T,R)
B = (γij) 1≤i≤p

1≤j≤q
−→ ∑q

j=1

∑p
i=1 γijCSt(.)Πωij

(50)

we obtain KpqB = ȳ(.).
If Kpq injective then K∗

pqKpq definite positive, we can conclude B =
(K∗

pqKpq)−1K∗
pq ȳ(.).
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5.2 Two-Dimensional System: x0 Unknown on one Subregion

The area ]0, 1[×]0, 1[ is divided into two rectangular subregions ]0, 1/2]×]0, 1[
and ]1/2, 1[×]0, 1[. The value of the diffusing material in subregion ]1/2, 1[×]0, 1[
is known and we look for its value in the second one.

Theorem 6. x0 is given by

x0(θ) =
α if θ ∈]0, 1/2]×]0, 1[
β if θ ∈]1/2, 1[×]0, 1[ (51)

x (0) is not well known : α is unknown whereas β is known.
The system

ẋ (t) = Ax (t) ; x(t) ∈ L2(]0, 1[2)
x (0) is not well known (52)

provided with y(t) = Cx(t); is recalled observable on [0, T ].
Furthermore, α = (K∗

dKd)−1K∗
d ȳ(.)

where

Kd :
R −→ L2(0, T,R)
γ −→ γCSt(.)Π]0,1/2]×]0,1[

(53)

K∗
d is the adjoint operator of Kd.

Proof. In this case, we put

Kd :
R −→ L2(0, T,R)
γ −→ γCSt(.)Π]0,1/2]×]0,1[

(54)

Now, we study the injectivity of Kd

Kdγ = 0 ∀t ∈]0, T [
γCSt(.)Π]0,1/2]×]0,1[ = 0 ∀t ∈]0, T [
γC

(∑∞
n=1 eλnt ≺ Π]0,1/2]×]0,1[, Φn 
 Φn

)
= 0 ∀t ∈]0, T [

γ
(∑∞

n=1 eλnt ≺ Π]0,1/2]×]0,1[, Φn 
 Φn(δ1, δ2)
)

= 0 ∀t ∈]0, T [
∑∞

n=1

(
γeλnt

(∫ 1/2

0
2sin(nπx)dx

) (∫ 1

0
sin(πy)dy

)
2sin(nπδ1)sin(πδ2)

)
= 0.

Based on analyticity
γeλnt

(∫ 1/2

0
2sin(nπx)dx

) (∫ 1

0
sin(πy)dy

)
2sin(nπδ1)sin(πδ2) = 0 ∀t ∈]0, T [

nπδ1 	= kπ and πδ2 	= kπ, then sin(nπδ1)sin(πδ2) 	= 0
we deduce γ

(
cos(nπ

2 ) − 1)
)

= 0.
For n = 1, we have γ = 0, so Kd is injective.
We have Kdα = ȳ(.), so K∗

dKdα = K∗
d ȳ(.)

Kd is injective, then K∗
dKd is definite positive.

Finally, we conclude α = (K∗
dKd)−1K∗

d ȳ(.).

6 Conclusions and Perspectives

This paper establishes various results related to observability of thermal process
in two different geometrical situations: one-dimensional and two-dimensional sys-
tem. Various interesting results concerning reconstruction of initial state x0, not
well known, are given and illustrated in different specific situations.
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It’s very important to clarify that this new approach is not limited to diffu-
sion process, but can be extended to many other distributed parameter systems
such as: fluid process, convection-diffusion-reaction process, flexible beam, poly-
merization process, etc. On top of that, we can also make use of different kind of
measurements depending on the number and structure of the sensors: internal
zone sensors, zone boundary sensors, pointwise boundary sensors, etc.
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Additional Manpower Needs in Murmansk Region

Vitaliy Bystrov1, Svetlana Malygina1,2, and Darya Khaliullina1(✉)

1 Institute for Informatics and Mathematical Modelling of Technological Processes,
Kola Science Center Russian Academy of Sciences, Apatity, Murmansk Region, Russia

{bystrov,malygina,khaliullina}@iimm.ru
2 Apatity Branch of Murmansk Arctic State University, Apatity, Murmansk Region, Russia

Abstract. The research has application-oriented character and is aimed at
solving practical task of forecasting additional manpower needs in the regional
economy of the Murmansk region. The authors propose to integrate the existing
methods for determining manpower needs with simulation modeling. Models of
system dynamics (simulation models) are used to design tools to determine a
number of employed people and job vacancies for each type of economy activity.
The peculiarity of the developed tools is the possibility to consider large regional
investment projects.

Keywords: System dynamics · Forecasting · Manpower needs · Multimodel
complex

1 Introduction

At present time, management of the regional workforce capacity remains an urgent task.
This is due to the fact that such management is the most important factor influencing
the development of social and economic spheres of a region. There are many different
researches in the field of formation of regional personnel policy but some issues still are
disputable, in particular, the problem of forecasting manpower needs.

When using the notion of manpower needs (MN) it is necessary to understand accu‐
rately what this notion means. So the notion of general MN means total number of
workers, specialists and clerks that are required for release of the planned volume of
production (goods and/or services) in the region. This notion includes current (basic)
MN and additional MN. The notion of additional manpower needs (AMN) reflects the
number of workers, specialists and clerks that are required in planning period in addition
to the existing number of workers, specialists and clerks at the beginning of the period.
AMN arise from workers retirement from enterprises for various reasons, and from
creation of new jobs caused by launch of new production facilities or expansion of
existing enterprises, including as a result of implementation of investment projects.
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2 Background

Additional manpower needs are the most interesting for the regional authorities to plan
personnel because AMN are the reason of fluctuations in the annual balance of
manpower resources. It should be noted that a change of this type of needs occurs in
conditions of partial uncertainty which is caused by the following factors: presence of
migration processes in the region, changing of social and economic attractiveness of the
region, climatic conditions and ecological situation, etc.

Currently several Russian researches techniques allowing to estimate and/or forecast
the correspondence between employment market and personnel training of secondary
professional and higher education are offered. These techniques are based in different
approaches and can be divided into 3 groups [1]:

1. Techniques are based on expert assessments (Matushkina N.N., Stolbova I.D.,
Shcheglov, P.E., Nikitina N.Sh., etc.).

2. Analytical techniques are based on data from statistical offices and take into account
the development programs of the region and the country (Korovkin A.G., Gurtov
V.A., etc.).

3. Mixed techniques combine statistical reports and expert knowledge (Sangadiev
Z.G., Skotnikov S.N., Zhirnov A.Yu., etc.).

Foreign works also represent researches in the field of determining of balance of
manpower resources and macroeconomic modeling for medium-term forecasting of
manpower component that is necessary for stable development of national economies.
Researches in the following countries are most brightly presented: United States (Bureau
of labor statistics of U.S. Department of Labour), Germany (INFORGE and Ifo models),
Australia (MONASH model), UK (model MDM) and others.

The considered models of forecasting of manpower demand have a number of
general characteristics. Most of these techniques are applied at the regional level and
use econometric approach based on the notion of “required manpower resources”. Also
they use the results of the macroeconomic forecast of production of goods and services
according to economy branches as input parameters for models [2].

Shortcoming of the existing techniques is the lack of consideration of the following
parameters: processes of natural migration of population, the level of demand for special‐
ists, the existing educational structure and others. In particular, techniques based only on
statistical data are not accurate enough to forecast future indicators because they do not
take into account the development strategy of enterprises and the region as a whole.
Expert methods are more accurate but more labor-consuming and more time-consuming;
they are also very subjective [1]. These methods (expert methods and techniques based
only on statistical data) cooperatively used allow assessing the correspondence between
employment market and system of personnel training.
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3 Technique to Determine Additional Manpower Needs

This paper represents computation of forecast values of manpower needs of socio-
economic system in Murmansk region. The computation was carried out with combined
use of several calculation methods:

• the official technique for development of the forecast balance of manpower resources;
• the technique of Budget monitoring center (BMC) of Petrozavodsk state university

(PetrSU);
• methods of data extrapolation;
• simulation modeling;
• expert assessments;
• compliance matrixes.

The process of determining of additional manpower needs of economy branches in
Murmansk region can be dividing into seven stages [3]:

1. Processing of data (the number released jobs, of vacancies, employed people, of
appeals to Employment Center of Murmansk region) in the context of OKPDTR
(Russian Classification of Workers’ and Employees’ Occupations and Wage Grades)
that were obtained in the period from 2007 to 2015.

2. Creating of time series of workers professions and employees occupations by means
of methods of mathematical statistics.

3. Updating time series by data obtained from questionnaires filled by employers.
These data contain information about planning and realization of investment projects
in Murmansk region.

4. Obtaining forecasts of manpower needs on enterprises using system dynamics
models and agent-based models that are constructed in the conditions of incomplete
information about the planned investment projects.

5. Combining data obtained at stages 3 and 4, and carrying out an expert assessment
of the generalized results of the computation of AMN.

6. Creating of compliance matrixes. The matrixes are used to transformation of
obtained data represented in the context of OKPDTR to data in the context of types
of economic activity (OKVED - Russian Classification of Economic Activities).
This data are the information about manpower needs of enterprises and organizations
in Murmansk region.

7. Computation of additional manpower needs in the context of types of economic
activity and education levels using created compliance matrixes.

The main stages of the proposed methodology are presented in Fig. 1.
The proposed technique allowed us to obtain the table of distribution of additional

manpower needs on professions of workers and employees occupations in the context
of types of economic activity and education levels. The size of the matrix made up 2168
on 160.

In the offered technique simulation modeling is used as means that compliments
information about possible scenarios of regional economy development. In particular,
the technique compliments information about changes of manpower needs in separate
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enterprises and organizations in Murmansk region. To solve such task, complex of
simulation models was developed. The complex can structurally be presented as the
following generalized components (units):

• «Regional employment market (official and illegal)»;
• «System of education (training/retraining of personnel)»;
• «Demography»;
• «Regional economy»;
• «Investment project».

A conceptual scheme of the model complex is presented in Fig. 2.
Simulation model «Regional employment market» allows determining demand and

supply of manpower resources in Murmansk region and comparing them. Demand is
formed by vacancies at enterprises and organizations of the region. Supply is a set of
manpower resources that were received from the unit «System of education (training/
retraining of personnel)» and the unemployed. Manpower resources can be changed by
the processes occurring in the unit «Demography».

The component «System of education (training/retraining of personnel)» takes into
account the regional processes of qualified personnel training (graduates). Such
processes include training with secondary professional and higher education, and voca‐
tional training in the enterprise. Input parameters of this unit are the number of matric‐
ulates and also the number of the people directed to retraining. The output of the unit is
the distribution of qualified manpower resources by level of education and integrated
groups of directions of education.

Fig. 1. The main stages of the methodology of determining of additional manpower needs of
economy branches
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The unit «Demography» represents simulation model of population distribution by
age groups. This model reflects the demographic processes in the region. Input param‐
eters of the unit can be conditionally divided into such categories as:

• economic attractiveness (average salary in the region, availability of housing, vacan‐
cies, etc.),

• social attractiveness (accessibility of medical care, educational services, crime rates,
etc.),

• ecological situation.

The output of the unit is the number of economically active population and basic
demographic indicators (fertility, mortality, migration, etc.).

The component «Regional economy» is a set of agents implemented in the form of
simulation models. These models describe the functioning of economic branches in
accordance with the main type of economic activity. The main attention is paid to
processes of forming demand on manpower resources in enterprises and organizations
of the industry. The demand is estimated in the conditions of the normal mode of enter‐
prises work without considering significant changes in their activities. Macroeconomic
indicators for each type of economic activity (for example, industry share in GRP, GRP,
total energy consumption by the branch of industry, etc.) are used as input parameters.
The main output parameter of the unit is vacant workplaces of branch by category of
workers.

The unit «Investment project» is intended for modeling of main stages of life cycle
of investment project (IP). This unit represents a set of model agents each of which is a
system dynamics model. In this research IP is regarded as starting of new enterprises or

Fig. 2. A conceptual scheme of the model complex
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modernization of the existing enterprises. Such processes are accompanied by the crea‐
tion of additional workplaces. Input parameters of this unit are the volume of invest‐
ments, the planned manpower sources, deadlines and others. The main objective of this
unit is obtaining the forecast of additional manpower needs necessary to implement
planned investment projects.

4 Results

The presented units are parts of multimodel complex. Verification of this complex was
carried out by comparing the forecasted data distribution of manpower resources with
the balance of manpower resources, calculated by the Ministry of Economic Develop‐
ment of the Murmansk region according to the official technique. Manpower resources
were categorized by types of economic activity. The forecast was made for the period
from 2016 to 2018. On average, the data values of the real research differ from the
forecast of the Ministry of Economic Development from 0.5 to 9.6% depending on the
type of economic activity (Fig. 3).

Fig. 3. The average error of the forecast of additional manpower needs in the context of types of
economic activity

The total error for all types of economic activity amounted to 3.5%. In general, nature
of changes in the number of employed population of the Murmansk region in both cases
is the same. Exceptions are such types of economic activity as wholesale and retail trade,
financial activities, public administration and military security, providing other
community services, social and personal services. In such cases there is insignificant
divergence in forecasts.
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Applying of the developed technique allowed us to obtain the forecast of additional
manpower needs in enterprises and organizations in Murmansk region. The forecast was
obtained in the different contexts (education level, types of economy activity). In partic‐
ular, Fig. 4 shows the forecast of the number of workers with different levels of education
that are required in the region. The forecast interval is 10 years.

Fig. 4. Forecast of additional manpower needs in the context of education level

Analyzing the obtained results, we can conclude that the number of employees with
higher education increases slightly (by approximately 100 people to the year 2025). The
number of vacancies for other categories of employees at the enterprises and organiza‐
tions of the Murmansk region will decrease.

5 Conclusion

Received long-term forecast of the additional manpower needs shows that the number
of required employees of organizations and enterprises of the Murmansk region will
gradual decline. Such dynamics of this indicator is observed in the estimates of experts
in the field of personnel policy of the region.

However, the reduction of AMN will not cause of deterioration of the social tensions.
This is due to the fact that migration processes and processes of natural population
decline result to a reduction in the total number of economically active population by
2025 [3].

The nature of the processes occurring in the labour market of the Murmansk region
necessitates all stakeholders (employers, municipal authorities and regional authorities,
educational institutions) to solve tasks of effective management of available human
resources. The solution of this task requires use science-based methods and technologies
for the estimation of possible scenarios of regional economy development.

316 V. Bystrov et al.



References

1. Il’ina, L.A., Prosvirina, D.A.: Evolution to develop of techniques of forecasting of regional
manpower needs. Vestnik Samara State Univ. Econ. 12(134), 57–62 (2015)

2. Moroz, D.M., Pitukhin, E.A., Sigova, S.V.: The methodology for forecasting the needs of
workers in the context of economy branches. In: Collection of Papers on Materials of the
Twelfth all-Russian Scientific-Practical Internet-Conference «Supply and Demand in the
Labor Market and Educational Services Market in Russian Regions», vol. 1, pp. 124–143
(2015)

3. Khaliullina, D.N., Bystrov, V.V., Malygina, S.N.: Forecasting additional staffing needs of the
Murmansk region economy branches. In: Proceedings of the Kola Science Centre RAS.
Information Technology, vol. 7, pp. 94–107 (2016)

Using the Method of System Dynamics to Forecast AMN 317



Ordinary Kriging and Spatial Autocorrelation
Identification to Predict Peak Ground

Acceleration in Banda Aceh City, Indonesia

Rokhana D. Bekti1, Edy Irwansyah2(B), Bayu Kanigoro2, and Theodorick3

1 Department of Statistic, Institut Sains and Teknologi AKPRIND,
Yogyakarta 55222, Indonesia

2 School of Computer Science, Bina Nusantara University, Jakarta 11480, Indonesia
{eirwansyah,bkanigoro}@binus.edu

3 Department of Statistic, Bina Nusantara University, Jakarta 11480, Indonesia

Abstract. Peak ground acceleration (PGA) is a measure of earthquake
acceleration in the ground. The prediction information about PGA is
important to minimize the effect of earthquake. The method for predic-
tion is Ordinary Kriging. It is geostatistic method used to predict data
in certain locations which have autocorrelation. The sample data used
in this research are PGA in Meuraxa, Banda Aceh 2006. The steps of
research methodology consist of autocorrelations identify by Moran’s I
and LISA, build semivariograms, and prediction by Ordinary Kriging.
The results is Ordinary Kriging can be applied to predict PGA. It was
shown by evaluate of mean and MSE value. According to mean value
of three prediction, all models (Gaussian, Spherical, and Exponential)
have mean 0,3534; 0,3584; and 0,3555 which approaches the actual PGA
mean 0.34. According to MSE value, it can be seen that all models have
small MSE or relatively closed to zero.

1 Introduction

There are some location in Indonesia which is vulnerable to natural disasters,
such as earthquake. Earthquake is an earth vibrant event which is caused by
a sudden explosion of energy inside earth. It is indicated by the cracks of rock
layers in earth crust [1]. Sumatera Island is one of the islands that experiences
earthquake regularly. It is caused by its position that is near to the path where
two tectonic plates collide. In the last six years, there are many earthquakes
that happen in Indonesia, the most terrifying one is Aceh Earthquake happened
in 2004, which is also followed by tsunami. The impact of the earthquake and
tsunami was severe loss of life and property, and severe environmental damage.
The most casualties as a result of earthquake followed by tsunami in Aceh are
110,229 people died, 12,123 people missing and 703,518 people evacuated [2].

The earthquake hazard assessment can be performed using the acceleration
value in the ground or peak ground acceleration (PGA) [2,3]. PGA is a scale
used to measure the speed at ground level. According to Seismic Hazard Analysis
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(PSHA) research, PGA in Aceh region is 0.3–0.4 g. This number is quite high and
it explains that Aceh region is potentially going to experience earthquake in the
future. Then, the prediction information about PGA is important to minimize
the effect of earthquake.

The information about PGA characteristic caused by earthquake can be
obtained from the records of earthquake events in the past. There are some
methods for calculate PGA value, such as using the attenuation function [3–5].
This method can be used if there are the data about distance to the location
of epicenter, depth of the earthquake, and magnitude. The problem was how
to predict PGA in certain locations which no information about it. The spatial
statistics methods can be used to perform it.

The current spatial statistic and geostatistic have been developed and able
to both explain and analyze variance caused by natural and artificial (human-
made) phenomenon in air, under sea, and on earth surface. Geostatistic has been
applied in many fields, one of them is geology. Geostatistic is used to predict
data at locations that are yet to be measured [6]. Spatial statistics perform
based on autocorrelation among locations. One of the prediction methods for
geostatistic is Kriging which used to utilize spatial interpolation in a certain
region to estimate values in other non-sampled regions. There are several Kriging
methods that are commonly used, such as Ordinary Kriging, CoKriging, and
Robust Kriging. Ordinary Kriging is use for one variable and can be use to
predict PGA. The research about kriging is [2,7–9].

Based on the problems, the purpose of this research is to predict PGA in
Banda Aceh based on the desired location points. The method which used is
Ordinary Kriging. It predicts PGA based on spatial characteristics or autocor-
relation spatial among locations.

2 Autocorrelation Spatial and Ordinary Kriging

PGA value at one location has relationship with other locations. The location
which closed to earthquake epicenters relatively has high PGA. It was show
that there an autocorrelation among locations. It corresponds to the first law of
geography by Tobler, “Everything is related to everything else, but near things
are more related than distant things” [10]. Spatial method can be used to analyze
the autocorrelation in PGA. Spatial method is a method to get information
of observations influenced by space or location effect. The spatial methods for
identify autocorrelation spatial are Moran’s I and Local Indicator of Spatial
Association (LISA).

Moran’s I coefficient is used to test the spatial dependence or autocorrelation
between observations or location [11,12]. The formula of Moran’s I is Eq. (1).

I =
n

n∑

i=1

n∑

j=1

wij

n∑

i=1

n∑

j=1

wij(xi − x̄)(xj − x̄)

n∑

i=1

(xj − x̄)2
(1)
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The xi is the variable in location i, x̄ is mean of xi, wij is weighted of i and j
location, and n is the total locations. The value of Moran’s I is between −1 and
1. Value I > − 1

n−1 is shows the positive autocorrelation and I < Io is shows the
negative autocorrelation [11].

LISA is used to identify autocorrelation in each local locations [12]. It use
the hypothesis test

H0 : Ii = 0 (no autocorrelation among location)
H1 : Ii �= 0 (autocorrelation among location)

The conclusion is reject H0 if P-value of LISA test less than significance level α.
Ordinary Kriging is geostatistic method which is used to predict data in cer-

tain location. Consider that a random variable Z has been measured at sampling
points or locations, xi with i is location i = 1, 2, 3, . . . , n. It uses to predict or
estimate the value at a point x0 [7]. The data point Z(xi) was obtained from
coordinate latitude and longitude in i location. The prediction is,

Ẑ(x0) =
n∑

i=1

λiZ(xi) (2)

where,
n∑

i=1

λi = 1 (3)

The value of λi is calculate from Eq. (4). C is covariance matrix among data
point xi and D is the vector of covariance between data point (xi) and the
estimation target (x0).

λ = C−1D (4)

The covariance matrix C can be estimated from variogram model, such as
Gaussian, Spherical, Pentaspherical, Exponential, or Stable exponential model.
In these models, there are parameter nugget, sill, and range. These parameters
can be performing by empirical semivariogram in Fig. 1. Semivariogram is a plot
of semivariance versus lag. It commonly represented as a graph that shows the
variance in measure with distance between all pairs of sample locations. It also
indicates spatial correlation in observations measured at sample locations. The
empirical semivariance can be calculated by Eq. (5) [6].

γ̂ =
1

2n(h)

n(h)∑

α=1

[z(xi + h) − z(xi)]2 (5)

where z(xi) and z(xi + h) are the actual values of Z at location (xi) and
(xi + h), and n(h) is the number of paired comparisons at lag h.
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Fig. 1. Semivariogram

3 Research Methodology

This research was use the secondary data. It was from Sengara research in 2006
about microzonation and hazard mapping of Meuraxa District - Banda Aceh
[13]. It was also from Meteorological, Climatological and Geophysics Agency.
The methods for predict PGA is Ordinary Kriging. All the calculation was done
by spdep and gstat package in R [14]. The steps are:

1. Descriptive analysis which is done to know the characteristic of PGA through
average, minimum value and maximum value of actual data.

2. Calculate Moran’s I by Eq. (1) and LISA to identify the autocorrelation spa-
tial.

3. Prediction by Ordinary Kriging.
(a) Partitions of data by randomly selected data, 17 were actual data and 3

were testing data.
(b) Determine empirical semivariogram, which its purpose to show the char-

acteristic of spatial correlation among locations and to determine the
initial value of sill, range and nugget.

(c) Determine empiric semivariogram, which consist of Gaussian, Spherical
and Exponential.

(d) Calculate the prediction of PGA.
(e) Calculate Mean Square Error (MSE) to evaluate the prediction.

4 Results and Discussion

Fig. 2 shows PGA explorations, and the location of the actual (training) data
and testing data for predict the PGA. In this figure there are 17 actual data and
the 3 testing data. The data testing is locations 18,19, and 20. The PGA average
of actual data was 0,34. It implies that the average speed of earthquake from
earthquake epicenters toward towards the points surrounding area was 0,34. The
center point was at the latitude 5,553 and longitude 95,31. The minimum value
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Fig. 2. PGA Exploration

Table 1. Result of LISA Test

Location Latitude Longitude PGA P value Location Latitude Longitude PGA P-Value

1 5.56363 95.2933 0.33 0.296 11 5.55568 95.2909 0.32 0.425

2 5.56092 95.2877 0.32 0.473 12 5.55081 95.2867 0.40 0.263

3 5.55884 95.2836 0.33 0.298 13 5.54139 95.2938 0.31 0.305

4 5.554 95.2851 0.36 0.139** 14 5.54278 95.2869 0.41 0.1998**

5 5.56243 95.3345 0.32 0.427 15 5.54744 95.2953 0.35 0.001*

6 5.55841 95.2887 0.41 0.176** 16 5.54643 95.3065 0.37 0.247

7 5.56149 95.2939 0.33 0.306 17 5.55637 95.2959 0.34 0.203

8 5.55558 95.3169 0.32 0.457 18 5.55603 95.3139 0.32 0.463

9 5.56201 95.3032 0.42 0.057* 19 5.55344 95.3072 0.35 0.001*

10 5.55874 95.3082 0.41 0.204 20 5.54974 95.3012 0.35 0.001*

of PGA was 0.31 at latitude 5,541 and longitude 95,294. The maximum value
of PGA was 0.41 at latitude 5,562 and longitude 95,303. This figure also shown
that there were some locations have PGA which closes together. Example, PGA
in location 1, 7, 15, 17, 19, and 20 was between 0,33 and 0,35.

Detection of spatial autocorrelation is very important to show the PGA rela-
tionship in every locations. It can perform by Moran’s I and LISA. The value
of Moran’s I by Eq. (1) was -0,038 and expected value of Moran’s I was -0.053.
Moran’s I was greater than expected. It means that there was an autocorrelation
between PGA in Meuraxa, Banda Aceh. The autocorrelation shows that PGA
has the cluster pattern based on neighbours location. Location which neighbor-
hood have the same characteristics of PGA. It was shown in Fig. 2 and explained
by the previous paragraph. Example is PGA in location 1, 7, 15, 17, 19, and 20.
They relatively close to location 6, 9, 10, 12, and 14 which have PGA between
0,40 and 0,42. Then location 4 or 16 which have PGA 0,36 and 0,37, was closed
to location 9, 10, 12, and 14.

The results of LISA (see Table 1) was performed by P-value. It show the
detail autocorrelation characteristics for each location. P-value which less than
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Fig. 3. Semivariogram Model: (a) Gaussian, (b) Spherical, and (c) Exponential

significance level (α) is show that the location has significant autocorrelation
with nearest locations. The LISA test α = 10% and α = 20% conclude that
there were four and three locations which have significance autocorrelation with
nearest locations. That locations tend to have high PGA and close to each other.
The results of Moran’s I and LISA show that to predict PGA was better perform
by kriging which based on autocorrelation spatial.

The first Ordinary kriging process is build empirical semivariogram by
Eq. (5). It uses to determine the characteristic of spatial correlation among loca-
tions, sill, range, and nugget. After that, semivariogram model will be created. It
consists of three models: Gaussian, Spherical, and Exponential. Semivariogram
model has different results on each of its plot (see Fig. 3). The blue line shows the
semivariance model. The points show that there were 14 groups of data and their
spatial autocorrelation. The interpretation of this is very important to identify
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the characteristic relationship among locations, as same as in Moran’s I or LISA.
Example in semivariogram, there was a point which has 3 locations. It has the
distance among locations about 0,003 and semivariance about 0.003. The points
which were at distance more than 0,005 have the constant semivariance and it
means that there were no autocorrelation among locations.

After determining semivariogram model, the next step was predicting the
PGA value. The prediction result of three testing data was shown in Table 2.
Locations with 5,556 latitude and 95,314 longitude has the PGA prediction
0,3499; 0,3554; 0,3526 from Gaussian, Spherical, and Exponential models. The
results of prediction was evaluated by mean and MSE. According to mean value,
all models have mean 0,3534; 0,3584; and 0,3555 which approaches the actual
PGA mean 0.34. According to MSE value, it can be seen that all models have
small MSE or relatively closed to zero. This evaluation showed that ordinary
kriging give better prediction in PGA or earthquake case. This methods works
based on autocorrelation characteristics or spatial methods. The calculation was
from semivariance which performs autocorrelation among locations.

Table 2. PGA Ordinary Kriging

No Locations Semivariogram Models

Latitude Longitude Gaussian Spherical Exponential

1 5.556025 95.31391 0.3499 0.3554 0.3526

2 5.553439 95.30772 0.3533 0.3613 0.3575

3 5.549742 95.30116 0.3569 0.3584 0.3563

Mean 0.3534 0.3584 0.3555

MSE 0.00095011 0.00145588 0.00115661

5 Conclusion

The Ordinary Kriging can be applied to predict Peak Ground Acceleration
(PGA). The methods perform prediction based on autocorrelation among loca-
tions. The calculation was from semivariance which performs autocorrelation
among locations. Based on Moran’s I and LISA, it can be conclude that there
was an autocorrelation spatial among locations. According to mean value of three
prediction, all models (Gaussian, Spherical, and Exponential) have mean 0,3534;
0,3584; and 0,3555 which approaches the actual PGA mean 0.34. According to
MSE value, it can be seen that all models have small MSE or relatively closed
to zero. This evaluation showed that ordinary kriging give better prediction in
PGA.
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Abstract. Technology has become a vital component for organizations. Thus,
it is necessary to ensure quality and efficient IT solutions to meet the expecta-
tions of the business areas. In this scenario, we realize the need to optimize
decision-making in the IT infrastructure problem management process, thus
ensuring greater availability of IT solutions that support business. The objective
of this work is to propose a model for selection and prioritization of IT
infrastructure problems in the Multiple Criteria Decision Analysis. We present
the context of the decision of the problem and by applying cognitive mapping
we identify the most relevant criteria in order to detect the problems that gen-
erate the most impacts in the business.

Keywords: IT infrastructure problems � Multicriteria decision analysis �
Decision analysis

1 Introduction

In the last few decades, technology has become a fundamental part of organizations, so
IT areas have become extremely demanding and charged for services with higher
quality, performance and availability.

Models focused on management of the operation of IT services have emerged in the
last decades with the dissemination of quality, management and IT governance
frameworks, among them: ITIL (IT Infrastructure Library) and COBIT (Control
Objectives for Information and related Technology). There is a need to combine the
practices suggested according to the reality of each company, in order to meet a
demand for IT solutions that require increasingly integrated and efficient processes.

The reality of the IT environments of the organizations is that there are countless faults
because of the diversity of hardware and software that support the solutions the business
demands. The IT areas in the organizations need to act in a timely and assertivemanner on
IT infrastructure failures to ensure a minimum of degraded or stopped services.
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The problem management process proposed by the ITIL methodology aims not
only to diagnose the causes of the failures and to correct them, but also to proactively
eliminate the recurrences, or even avoid them. However, the decision-making process
of on which problems to act and in which order of priority in order to minimize the
impact on business, ensuring greater availability of services, is quite complex.

In face of this reality, a study is needed to optimize the decision-making process of
problem management.

This work presents the structuring phase of the multicriteria decision-making
problem in the problem management process. Through the use of cognitive mapping,
we structure the problem in question and identify the criteria and their most relevant
instances to be considered in the selection and prioritization of IT infrastructure
problems. The purpose of this study is to identify the key-concerns and the Value Tree
originated in the structuring process of the multicriteria problem for the selection and
prioritization of the IT infrastructure problems idealized by [14].

2 The Multicriteria Methodology to Support the Decision

According to [10], the decision is strongly related to the comparison of different points
of view, some in favor and others against a certain opinion. This means that the decision
is intrinsically related to a plurality of points of view, which can be defined as criteria.

On the other hand, [13] affirms that support for decision is the activity of the person
who, through the use of explicit but not necessarily completely formalized models, helps
to obtain elements of answers to the questions posed by an interested party in a decision.

At least thirty years ago, researchers and professionals began to look at decision
problems in a different way. This new approach explicitly considers the pros and cons
of a plurality of viewpoints, called Multiple Criteria Decision Analysis (MCDA).
Despite the diversity of approaches, methods and techniques of existing MCDA, three
basic elements are common: a finite or infinite set of potential actions (alternatives or
solutions), at least two criteria and, of course, at least one decision maker. In this way,
the MCDA is an activity that helps to make decisions mainly in terms of choice,
classification or ordering of actions [10].

According to [15], the choice of the multicriteria methodology to support the
decision-making process depends directly on the subject matter. According to [12, 17],
the choice of method should be the result of an evaluation of the parameters chosen, the
type and accuracy of the data, the decision maker’s way of thinking, and his/her
knowledge of the problem.

Thus, [13] states that in a multicriteria decision-analysis study, three concepts play
a fundamental role in analyzing and structuring the decision-making process, since they
have a close relationship with decision-making itself. They are:

Potential action is the object of the decision, or the one to whom the decision
support is directed. An action is qualified as potential when it is possible to implement
it, or simply when it deserves some interest within the decision support process [13].
Known as an alternative, it can be identified at the beginning of the decision process or
in the course of it, and may become a solution to the problem being studied [11].
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Criterion is a tool built to evaluate and compare potential actions according to a
point of view that must be well defined. This assessment shall take into account, for
each action, all relevant effects or attributes linked to the point of view considered [13].
Vincke [19] defines a criterion as being a function g, defined in a set A, which assigns
order values of set A, and which represents the preferences of the decision maker from
a given point of view.

Decision support problems – decision support should not be viewed solely in the
perspective of solving a choice problem. In some cases, it consists only in elaborating
an appropriate A-set of potential actions, building a suitable F-family of criteria, and
determining, for all or some of the a Є A, their performances, sometimes supplemented
by additional information. To designate this way of conceiving the objective of deci-
sion support, without seeking to elaborate any prescription or recommendation, the
term Problem of Description (P.d) is used. Three other reference problems are currently
used in practice: Problem of Choice (P.a); Problems of Classification (P.ß) and
Problems of Ordination (P.y) [13]. The problems of Choice, Classification and Ordi-
nation lead to a specific result related to the evaluation of alternatives and the Clas-
sification problem is based on absolute judgments, where each alternative is associated
with a specific group based on a pre-defined rule [8].

According to [2], the decision support process comprises three phases: (i) struc-
turing; (ii) evaluation and (iii) recommendation.

2.1 Structuring

For [3], the structuring process should generate a well-defined operational basis to
assist the analyst in guiding the decision-maker and other actors to identify key points
of view and to operationalize the criteria for evaluating the impacts of the options and
to compare the advantages and disadvantages. The authors also suggest that the
structuring phase be divided into the following activities: (i) the definition of the
problem; (ii) the structuring of the model and (iii) the analysis of the impacts (esti-
mation of the consequences of each of the options considered).

The structuring of the problem is an interactive process of constructing a model of
representation that integrates the objective components of the problem and the sub-
jective objectives of the actors, in such a way that the value system of the actors is
explicit. Thus, [3] point out that once the problem has been defined, decision support
activities should focus on the structuring of the points of view according to which we
intend to analyze the impacts and the attractiveness of the options.

A key-concern is an individual isolated point of view, or a set of points of view in
which the actors agree upon analyzing their impacts and options separately, indepen-
dently of the other points of view. The organized list of impacts is the impact table. It
provides an overview of the impacts of the options on the main points of view iden-
tified in the structuring process. Two conditions are necessary to organize an impact
table: (1) it must be possible to describe at least qualitatively the plausible impacts in
terms of the key-concerns in the specific context of the problem and (2) it should be
possible to estimate, with greater or less certainty, the impact of each option in relation
to the key-concern [3].
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On the other hand, [3] define “impact descriptor” as being an orderly set consisting
of plausible levels of impact, according to a given fundamental point of view that:
measures (quantitatively or qualitatively) to what extent the fundamental point of view
is satisfied; Describes, as objectively as possible, the impacts of the options in a
fundamental point of view; Establishes a plausibility domain for impacts (from a more
attractive level to a less attractive level) and verifies the ordinal independence of the
corresponding key-concern.

According to [9], the use of maps to describe and explore the cognitive structures of
members of organizations that are facing complex issues has become well established in
recent years. The author also affirms that in the face of ill-defined and complex situa-
tions, involving several actors and with many questions to be addressed, the construc-
tion of cognitive or causal maps facilitates the structuring of the points of view and
defines cognitive map as a representation of the thought about a problem that follows the
mapping process. According to [5], the experiences that people develop in organiza-
tional environments are structured into personal patterns of knowledge and can be called
cognitive maps, and are used to understand organizational situations and deal with them.

For representational purposes, a cognitive map is usually drawn as small pieces of
text attached to one-way arrows to link them together. In the general case, an affir-
mation at the tip of an arrow is taken to cause or influence the affirmation at the tip of
the arrow. In cognitive mapping we try to identify each statement (knot) as having two
contrasting poles. The connection between concepts is carried out by means of arrows,
each one indicating a different way. Thus, we have: (i) if the arrow enters a concept A,
then concept A can be explained by - or is the cause of - a concept B; And (ii) if the
arrow comes from a concept A, then concept A can lead to - or have implications for or
have as consequence - a concept B [12].

The main result of the structuring process is the family’s definition of the
key-concerns. It is common, in complex problems, to organize the areas of concern or
interest and the key-concern in a tree structure, often referred to as a tree of values. It is
noteworthy that [12] states that based on the family of key-concerns, it is possible to
evaluate the attractiveness of the options for each interest.

3 Application of the Structuring of the Multicriteral Problem

3.1 Decision Context

According to [16], the growth in the use of multicriteria methodologies in decision
support is characterized by giving decision-makers the possibility of obtaining the best
solution adjusted to the needs of the business.

The multicriteria methodology supports the decision-making of the problem pro-
cess in the problem prioritization activity by allowing definitions of impact and urgency
to be obtained by defining the best order of performance in the existing problems,
considering the scope of the failure, impact on the business, available resources and
risks that are difficult to identify by the organization.

The multicriteria methodology is inserted in the flow of the problem management
process, supporting the decision-making process in the “Problem Prioritization” step,
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according to Fig. 1. However, it is of fundamental importance to categorize the
problems in the “Categorization” activity, prior to prioritization. In this activity, the
importance of cognitive mapping for generating the tree of values is highlighted.

Figure 2 shows the flow of the categorization activity of the problem management
process using cognitive mapping to define the relevant criteria for the organization and
its descriptors.

To structure the problem, initial interviews were conducted with specialists and
decision makers of the problem management process of a medium-sized financial
organization to map the solutions to the problem in question. Five meetings were held,
two with all involved, a third one to refine the ideas with the main decision makers of

Fig. 1. Flow of the ITIL problem management process (Source: Adapted from ITIL Service
Operation [7])

Fig. 2. Cognitive mapping in the categorization of problems (Source: Formatted by the author)
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the process, another with all involved to agree on the final strategic map and a last one
to define the fundamental points of view and their descriptors. In the first contact, to
contextualize all and to align the problem for which a solution was being sought, the
main objectives of the research were clarified and the following key question was
posed: How to optimize the problem management process in order to minimize the
impacts on organizations’ businesses?

3.2 Cognitive Mapping

In the second meeting, from this question, the participants were encouraged to
co-locate ideas to reach the solution, using the cognitive mapping technique that
suggests the use of connection between concepts, always seeking cause and effect when
structuring the value tree. To support the use of the technique, the Decision Explorer
tool [6] was used, in order to record all the information that the actors judged relevant
to the problem, according to Fig. 3.

To organize what had been discussed with the whole group of actors, a third
meeting was held only with the key decision makers of the process which resulted in a
more organized and non-redundant cognitive map with twenty concepts. Then a new
meeting was held with all those involved, where the new improved cognitive map was
presented and agreed by all with few adjustments. Figure 4 shows the final cognitive
map with the twenty concepts.

Several concepts were analyzed and it was concluded that the key point to solve the
problem would be to define the criteria for categorizing the problems, since only then
would it be possible to optimize and automate the decision on which problems to act as
a priority and thus, minimize the impacts of IT failures on the organizations’
businesses.

Fig. 3. Initial cognitive mapping on the problem
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According to [18], modeling helps decision-making, because it helps to make its
objectives explicit, forcing the identification of variables, their forms of measurement
and also forces the recognition of limitations.

3.3 Key-Concerns

From the strategic map built, it was possible to propose a tree of value, identifying the
Points of Fundamental Views. According to [4], the structuring process results in the
identification of the family of fundamental points of view, organized and branched into
a tree of value. Figure 5 shows the value tree constructed through a mind map tool,
highlighting the fundamental points of view grouped into two groups of impact and
urgency, as recommended by ITIL for the categorization of IT failures. This tree was
structured in the fourth meeting with all the involved in structuring the problem.

Fig. 4. Cognitive map of the problem

Fig. 5. Value tree of key-concerns
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3.4 Impact Analysis

For [1], the fundamental point of view (FPV) becomes operational if there is a set of
levels of impact associated to it, defined by Nj, that must be ordered in a decreasing
order according to the decision makers. Thus, they constitute a scale of local prefer-
ence, limited by the upper level N*j, which has greater attractiveness, and by the lower
level N*j, of lower attractiveness, having to meet the following pre-ordering condition:
N*j > ��� > Nk+1,j > Nk,j > Nk−1,j > ��� > N*j.

For each of the eight fundamental points of view of the problem their descriptors
were listed, that is, a set of options so that each reflects the weight of the impact and its
characteristics of actions for the business of the organization. In this stage of con-
struction of the descriptors, the decisions were taken in a meeting with all the actors
involved in the process.

Comprehensiveness of Users or Customers
This key-concern was operationalized through a qualitative descriptor, fixed and dis-
crete, aiming to evaluate the comprehensiveness of users affected by the problem. For
this point of view, three levels with different weights of impact in the business were
defined. These levels were defined according to the experience of the actors in the
process verifying that the most impactful level is when the problem affects all the users
of the organization. Table 1 shows the key-concern descriptors.

It is emphasized that the descriptors have a structure so that a higher level is always
preferable to a lower level, that is, it is the higher level that most compromises the
business of an organization.

Criticality of the Service or Application
This key-concern was operationalized through a qualitative descriptor, fixed and dis-
crete, aiming to evaluate the characteristic of the problem solution taking into account
its impact in the accomplishment of the company’s business. An analysis of the types
of IT solutions existing in a company was made, grouping them by similarity. In this
way, we reached the five levels of groupings, according to Table 2.

Table 1. Descriptors for comprehensiveness of users or customers

NI Description Order

N3 All customers or users 1°
N2 Unit/area/part of the customers 2°
N1 Group of users or customers 3°

Table 2. Descriptors for criticality of the service or application

NI Description Order

N5 Critical to business (external customers) 1°
N4 Business support 2°
N3 Production planning and control 3°
N2 Administrative systems 4°
N1 Not critical 5°
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Category
This key-concern was operationalized through a qualitative and fixed descriptor,
aiming to identify the technical specialty of the failure to evaluate its impact on the
company’s business. Thus, ten categories were defined according to their criticality to
the organization, according to Table 3.

Workaround Existence
This key-concern was operationalized through a qualitative descriptor, fixed and dis-
crete, aiming to identify the existence of some alternative to overcome the problem.
Often, in the technological field, some repetitive action temporarily solves a problem
that subsequently occurs again, but it is a way of minimizing the impacts of the
problems. In this way, three options were defined, according to Table 4.

Frequency of Failures Related to the Problem
This key-concern was operationalized through a qualitative and fixed descriptor,
aiming at identifying the frequency with which an IT component is failing and
impacting users. This criterion aims to identify the number of times the solution failed.
In this way, by discussing with the actors of the process, three groups were defined,
according to Table 5.

Table 3. Descriptors for category

NI Description Order

N10 Database 1°
N9 Connectivity 2°
N8 Operating environment 3°
N7 Storage 4°
N6 Safety 5°
N5 Application distribution 6°
N4 Planning and production control 7°
N3 Backup and restore 8°
N2 Antivirus 9°
N1 Email 10°

Table 4. Descriptors for workaround existence

NI Description Order

N3 No 1°
N2 Do not know 2°
N1 Yes 3°
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Time to Resolution
This key-concern was operationalized through a qualitative and discrete descriptor,
aiming at identifying the impact of the failure from the estimated time for diagnosis and
resolution of the problem. Considering the experiences of the actors involved in problem
solving, four time slots for definitive resolution of IT failures were reached in order to
measure the impact on the affected businesses. Table 6 shows the defined ranges.

Number of Complaints Registered in the HelpDesk
This key-concern was operationalized through a quantitative and discrete descriptor,
aiming to identify the impact of the failure based on the amount of complaints from
users. We attempted to identify ranges of quantities according to the impact generated,
in conformation with Table 7.

Problem Source
This key-concern was operationalized through a qualitative and discrete descriptor,
aiming to identify where the complaint of the failure originated, since this origin can
affect the priority of action or not. For example, if the complaint came from the user
(N5 - Service Desk 1ª Order) it is a sign that the failure is already affecting the business
front line, but if came from the proactive problem management (N3-3rd order) it can be
a failure that will still be felt by the final user. Table 8 shows the options.

Table 5. Descriptors for Frequency of failures related to the problem

NI Description Order

N3 Three (or more) times a week 1°
N2 Three (or more) times a month 2°
N1 Less than three times a month 3°

Table 6. Descriptors for time to resolution

NI Description Order

N4 Until 1 h 1°
N3 Up to 24 h 2°
N2 Up to 1 week 3°
N1 Up to 1 month 4°

Table 7. Descriptors for number of complaints registered in HelpDesk

NI Description Order

N4 � 100 1°
N3 � 50 e <100 2°
N2 >10 e <50 3°
N1 � 10 4°
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4 Final Considerations

The problem management process is a key element in ensuring the availability of IT
solutions for an organization’s business. This process being well structured, imple-
mented following the best market practices and supported by multicriteria method-
ologies in the decision stage can generate productive and profitable results for the
organization. To act in the main problems that are causing major impacts in the gen-
eration of business is of fundamental importance in face of the reality of the competitive
market that the organizations live in the present day.

The structuring of the multicriteria problem for selection and prioritization of
infrastructure problems served the objectives of identifying the key-concerns and
creating the value tree with the purpose of supporting those involved in the decision
making of which problems to act on as a priority in order to minimize the impact on
business.

The structuring of the problem helped process decision making to make it more
impartial and less subjective, since criteria and their descriptors were listed for use in
the categorization of problems. In this way, the comparison and definition of the most
urgent problem will be facilitated.

By optimizing the problem management process and optimizing the
decision-making time to prioritize the problems that generate the greatest business
impact, we minimize financial losses and save the time and effort of the professionals
involved in the process.

One of the main contributions of this work is to allow the decision-making process
to be carried out more objectively and efficiently, since there is a standardization of the
criteria to be considered in the decision.

As a proposal for improvement and extension of the work, we suggest to apply the
fundamental points of view listed in companies as a way of validating the contribution
of this work in the decision making process of problem management.
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Table 8. Descriptors for problem source

NI Description Order

N5 Service desk 1°
N4 Incident management 2°
N3 Proactive problem management 3°
N2 Event management 4°
N1 Supplier or contractor 5°
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Abstract. We propose an agent-based model to simulate internal migration of
workers. The model is based on mathematical equations describing the
socio-economic characteristics of the agents and their behaviors. The main
assumption of the model is the objective of individuals to find decent (formal)
employment.
The model simulates the migration of agents from a rural-type region of

origin to a destination region with more important economic activities. The
model consists of two main stages: before and after migration. In the first stage,
potential migrants and migrants are determined. The second stage involves job
search and demographic and socio-economic updates. The model is divided into
several modules: (i) Initiation and migration, (ii) Job search module, and
(iii) Module of economic and demographic transitions.

Keywords: Agent-based model � Internal migration � Mathematical equations
labor market

1 Introduction

Thanks to the evolution of computers in the late eighties, computational and simulation
methods have invaded all fields of research from robotics to ecology and from medicine
to geography. Among these methods, Agent Based Models (ABM) represent a (rela-
tively) new branch of artificial intelligence with a continuously growing interest. ABMs
use metaphors inspired from biology and sociology to implement intelligent artificial
systems to model real processes.

ABMs consider the basic elements constituting a process and allow analysing the
emerging global dynamics of this system. This ability to reconcile the analysis’ levels
microscopic and macroscopic, is one of the most important advantages of their use in
studying heterogeneous systems. In addition, ABMs allow the integration of new
agents and the test of different hypotheses without attempting real experiments.
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The facilities that ABMs offer, make them a powerful tool used in various disci-
plines, notably in economics.

For economic analysis, ABMs have gained notoriety and interest in recent years.
ABMs allow for more flexibility in economic modelling and more realistic analysis
than conventional methods. ABMs were used in economic modelling at the end of the
seventies with the model of [1] on spatial segregation. The model was realized with a
chessboard and pieces were moved by hand. Nether less, this model highlights the
individual preference of agents to have a majority of neighbors belonging to the same
ethnic group.

Generally, ABEMs use a bottom-up approach to explain the emerging global
dynamics of an economic system from the individual dynamics of autonomous and
heterogeneous agents that act and interact according to certain rules in a particular
environment [2].

The economic models based on agents overcome several limits of standard eco-
nomic modelling. If conventional economic models adhere to an infinite maximization
of individual utility, a complete information and a perfect rationality of individuals, the
ABEMs allow us to overcome these simplistic and restrictive assumptions by taking
into account agents’ heterogeneity in terms of characteristics, behavior and objectives.
So agents in ABEMs live their own experience, have a limited perception of their
environment and learn from their previous actions.

ABEMs constitute an extension of conventional economic approaches and con-
tribute to their renewal. They are also closer to experimental and behavioral sciences
than deductive logic methods.

ABEMs have a wide range of applications ranging from labor market modelling
and employment policies [3, 4] to simulation of financial market dynamics [5].

Recently, migration movements have been modeled by ABMs. Generally, Migra-
tion ABMs are based on behavioral theories (random utility and planned behavior) and
their decision to migrate depends mainly on maximization of expected utility.

Some models integrate the individual’s life cycle by taking into account some life
events (marriage, divorce, graduation or retirement) that change the status of the
individual and thus his objectives. Given the impact that migrations can have on
individuals’ trajectories, studies taking simultaneously into account migration and the
life cycle have known a growing interest.

Even if the use of ABEMs in migration analysis still in its early stages, it allows
migration model to be more and more realistic. Few authors have been interested in
modeling the decision to migrate by minimalist models or more sophisticated models.
For example, the work of [6] who takes into account the expected benefits, wealth, age
and migrants’ network in the migration decision. Naqvi and Rehm [7] considers
migrations resulting after natural disasters and leading to a decrease of incomes and an
increase of food prices. Hassani-Mahmooei and Parris [8] made a model in which the
decision to migrate takes two steps: selection of potential migrants then determination
of migrants. Espındola et al. [9] and El Saadi et al. [10] translate an economic model
[11] into ABM.

Unlike the majority of ABM of migration that are based on its demographic aspect,
we propose an ABEM of internal migrations of workers. The model differs from
conventional economic migration models by: (i) taking into account factors other than
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economic factors in the decision to migrate such as the socio-demographic character-
istics of Agents; (ii) considering individuals’ heterogeneity; (iii) and by introducing the
selective character of migration (little exploited in the literature). Compared to ABEM
of migration, this work introduces the evolution of individuals throughout their life
cycle. In fact, the proposed model simulates the main events they will face throughout
their lives (studies, marriage, divorce, etc.), allowing perpetuation of individuals’
heterogeneity.

The structure of the paper is as follows. Section 2 introduces the proposed model.
Section 3 presents the results of the simulations. A conclusion summarizing the
essentials of the work done and model’s prospects finishes the article.

2 The Agent Based Migration Model

The aim of this work is to model the process of labor migration using agent based
model. The main assumption of the model is the objective of individuals to find decent
(formal) job and we opt for the maximization of income in the job search process.
Decisional processes and agents’ characteristics are described by mathematical
equations.

The model involves two main stages: before and after migration. In the first stage,
potential migrants and migrants are determined. The second step involves job search
process and updating demographic and socio-economic characteristics.

For each step, a system of relations presenting different behaviors of the agents is
defined. The model is decomposed into several modules: (A) Initiation and migration
module, (B) Job search module, and (C) Module of economic and demographic
transitions.

2.1 Initiation and Migration Module

Initiation
The model includes two types of agents: Agent Individu and Agent Region.

Agent Individu
We consider the person and not the household as the main actor of the model even if
the new migration theory rejects the individualistic character of the neoclassical models
(like the model of [11]) and places the decision to migrate within a wider societal
context taking into account the impact of household support [12]. From this point of
view, the model developed here is a step back from this theoretical advance, but it is a
deliberate simplification. Modelling household support remains difficult in practice.
Also, the main objective of the model is to describe individual dynamics of labour
migration and therefore mainly concerns the job seeker. Agent Individu may be either
an employee affiliated to the social security system, an employee who is not affiliated to
the social security system, an unemployed person or an inactive person. He is described
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by a set of socio-economic characteristics such as age, marital status, employment
status and educational attainment.

Agent Region
Agent Region represents the firms through the creation and destruction of employment.
Two types of regions are considered. An origin region with a low rate of decent job
creation, a large dispersion in incomes, an undeveloped formal sector, and a destination
region with more potential (more important economic activities). These characteristics
generally describe the two environments rural and urban.

Each Agent Region is described by the unemployment rate, the tension of the labour
market, the probability of finding a job, wages and a set of demographics transitions
rates. Firms are not explicitly simulated, but jobs are created according to a job creation
rate specific to each region. As the first objective of the model is to analyze the migration
of workers and not the recruitment process within firms, it seems preferable to simplify
this dynamic by creating and destroying employment within the regions.

Migration Process
Decision to migrate takes place in two stages. Initially, potential migrants are deter-
mined on the basis of certain socio-economic characteristics. Next, potential migrants
estimate the expected profit of migration by taking into account wages and the prob-
ability of finding a job.

Determination of Potential Migrants
The decision to migrate depends strongly on the individual characteristics of migrants.
This is called self-selection that determines the ability to migrate for different categories
of people.

In this model, the individual characteristics chosen are age, gender, employment
status, educational level, marital status and the existence or absence of migratory
networks. All these variables have a great selective influence in the propensity to
migrate.

The determination of potential migrants is based on the calculation of a discrimi-
nant function relatively to these variables for unemployed or informally employed
individuals aged between 16 and 59 and living in the rural. This function is presented
as a linear combination of these variables (FjðtÞ). A worker is considered as a potential
migrant if he satisfies the following condition:

FjðtÞ � u � h [ Threshold ð1Þ

With Threshold a constant determining by user.
Once potential migrants are determined, they will have to choose between

migrating or staying.

Decision to Migrate
Potential migrant individuals now have to calculate the expected gains with or without
migration. These gains are weighted by the probability of finding formal job, which
depends on agent’s qualification. Skilled workers may apply in contrast to unskilled
workers for skilled and unskilled job positions, increasing their chances of having a
formal job:
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Gj
i ¼ p j

i �We
i;j ð2Þ

Where

• Gj
i is the expected gain for individual i in region j;

• p j
i is the probability of finding a decent job in region j;

• We
i;j is the expected wage for individual i in region j. The expected urban and rural

wages are calculated as follows:

W ¼ SNMG� Qþ rW � Rð0; 1Þ ð3Þ

With

• SNMG the National Minimum Wage;
• Q Individu’s qualification;
• rW Wage Dispersion;
• Rð0; 1Þ Realization of the uniform law (0, 1).

Wage differentials between the region of origin and destination regions are cal-
culated. If wage differential is greater than zero, then the potential migrant will decide
to migrate.

After determining the migrants, job prospecting is the next step in the model for
migrants and non-migrants.

2.2 Job Searching

All unemployed or informal workers aged between 16 and 59, are concerned by job
search. Those who are qualified can apply for skilled and unskilled job positions and
those who are not qualified will have to settle for unskilled job positions.

In each region and every year, a number of jobs are released following retirements,
others are created and some can be destroyed.

Individuals with the highest probability of finding formal employment will be the
first to be hired.

However, individuals will not be able to remain indefinitely in a situation of
unemployment, they will be discouraged after a certain number of attempts.

We suppose that the probability to be required increase with the qualification and
the time spent on the search. This probability is defined by [13]:

Pj
i ðtÞ ¼ Pj

i ðt � 1Þþ ð1� Pj
i ðt � 1ÞÞ � p j

i ðtÞ ð4Þ

Where

• Pj
i ðtÞ is the probability to be required for agent i in region j at time t,

• p j
i ðtÞ is the probability to find a job for agent i in region j at time t.

Once the job search process is completed, an update of the demographic and
socio-economic variables begins. The module starts a new cycle.
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2.3 Demographic and Economic Updates

The individuals’ state evolves in time and changes throughout their life cycle. Since our
model depends largely on individual characteristics of the population and on the current
and expected demographic changes, a particular attention is made to the sociodemo-
graphic updates. The main simulated demographic events are births, deaths, marriages,
divorces, promotions and school dropouts.

First, death individuals are removed from the database and the age of the remaining
individuals is increased by one year. Then new agents are created, others divorce while
some get marry. Children who have reached the age of six are enrolled in school. Some
students (primary, secondary or high school) and students (university or vocational)
drop out of school and become inactive. The rest of the students move on to the next
higher level. At the end of each model cycle, students complete their studies. Some of
them start looking for work and become unemployed and others become inactive.

Economic transitions of individuals are also simulated. Unemployed persons who
have spent a long period seeking employment, will abandon and become inactive while
a part of the inactive persons will undertake a job search and become unemployed.
Some more ambitious unemployed will embark on the entrepreneurial adventure, while
some of the entrepreneurs will be forced to give up their business and will be among
the new unemployed.

3 Simulation and Results

3.1 Simulator

The migration model proposed is realized on GAMA platform.1 GAMA is a free
modelling and simulation development environment dedicated to agent-based mod-
elling. GAMA allows the modelling and simulation of several processes of different
fields ranging from epidemiology, land use to urban mobility or reconstruction of
geo-historical events. The development environment offered by GAMA includes a
GAML code editor that facilitates the writing of templates (auto-compilation of models,
auto detection and correction of errors, etc.). GAML is an agent-oriented programming
language that is simple to use and assimilate and even allows novice modellers to create
templates. The GAMA platform has been enriched since its creation in 2007 and
incorporates many powerful tools for space management, 3D visualization, or geo-
graphic data integration.

The simulator realized is an experimental tool for visualizing evolution of rural and
urban labour market under labour migration. Two databases are necessary to model
such evolutions. The first database is relative to individuals and regions. The second
base regroups the set of probabilities of transitions between states as well as the
probabilities of occurrence of the events. The simulator performs the following tasks
for each agent:

1 gama-platform.org.
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Migration process
For each unemployed (or informal) worker in the rural
area

Calculate the score;
Is it a potential migrant?
Yes 
Add to the collection of potential migrants.

For each agent in the collection of potential migrants
Calculate the expected salaries (rural and urban);
Calculate the wage differential.
Is wage differential > 0
Yes 
Define as a migrant;
Initialize job search time;
Migrate 
Delete agent from rural population;
Add the agent to the list of unemployed agents

in the urban area.
Job Search Process
For each unemployed (or informal) worker in the two
regions

Calculate the probability to find a job;
Classify the unemployed by the probability of

recruitment
Assigning these unemployed persons to vacant posts 

as follows:
Assign qualified individuals to qualified positions

first;
Assign the rest of qualified individuals to

unskilled positions;
Assign unskilled individuals to the remaining

unskilled positions;
Increment the search time
Search time > maximum search time 
Set Employment Status = inactive 

Demographic Update
For each region 

Delete death Agents;
Increase ages of remaining agents;
Add new agents;
Get divorced a part of married agents;
Get married a part of single agents
Let a proportion of students leave school;
Promote the remaining students
Do the Economic transitions between different

employment statuses.
Update global variables
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3.2 The Scenarios Tested

The proposed agent-based migration model allows simulations for a large set of
parameters (economic or demographic parameters). We chose to focus on those related
to job creation in presence and absence of workers’ migration. The realized simulator
considers two regions:

– Origin Region representing Rural. The agricultural employment predominates the
labor market. Employment in this region is therefore mostly seasonal and
precarious;

– Destination region with urban character and preponderance of services and indus-
trial activities.

The number of individuals considered in each region is 9900. The evolution of
unemployment and employment are studied according to three rates of job creation:
3%, 5%, and 10%. For demographic characteristics, the table below summarize the
most important (Table 1).

3.3 Simulations Results

By looking at the evolution of the unemployment rate in the urban area, we can see that
developments with or without migration are similar in terms of trend. In fact, for a job
creation rate (UJC) of 3%, the unemployment rate remains very high with or without
migration (69.1% with migration and 66.7% without migration). For UJC values of 5
and 10%, the rate of unemployment decreases and stagnates around 3% (in the pres-
ence or absence of migration). However, it converges faster towards this value for an
UJC of 10% in the absence of migrations (Fig. 1).

Concerning urban employment, we find that the higher is the UJCs, the higher is
the occupancy rate. When considering migration, the proportions are more important
for UJCs above 3%. For an UJC of 3%, the proportion of the occupied is greater
without migration. This is certainly due to the fact that an UJC of 3% does not allow
the absorption of urban unemployment (native + migrants) and therefore decreases the
proportion of the population occupied (Fig. 2).

For a Rural Job Creation rate (RJC) of 3%, rural employment decreases. This rate
of job creation does not allow for the expansion of the rural sector either in the presence
or in the absence of labour migration. For a RJC of 5%, there is a stabilization of rural
employment in the absence of mobility of workers and a decline with migration.
The RJC of 5% lets the population’s occupancy rate around 20%.

Table 1. Demographic settings

Variable Rural Urban

Birth rate 0.02478 0.02478
Death rate 0.00441 0.00441
Marriage rate 0.01 0.01
Divorce rate 0.001 0.0015
Success rate baccalaureate 0.455 0.554
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(a) (b)

Fig. 1. Variations of unemployment rate in urban area for different values of UJC: UJC = 0.03
(solid line); UJC = 0.05 (dotted line) and UJC = 0.1 (dashed line). (a) In presence of massive
labour migration, (b) in absence of labour migration

(a) (b)

Fig. 2. Variations of employment in urban area for different values of UJC: UJC = 0.03 (solid
line); UJC = 0.05 (dotted line) and UJC = 0.1 (dashed line). (a) In presence of massive labour
migration, (b) in absence of labor migration
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When considering migration, this RJC decreases the occupancy rate less rapidly
than for a RJC of 3%. The chances of finding a formal rural job with a 3% RJC are
lower than in urban area. This incites the rural unemployed to migrate and deprives the
rural sector of a potential workers. For a RJC of 10%, the rural sector develops more

(a) (b)

Fig. 3. Variations of employment in rural area for different values of RJC: RJC = 0.03 (solid
line); RJC = 0.05 (dotted line) and RJC = 0.1 (dashed line). (a) In presence of massive labor
migration, (b) in absence of labour migration

(a)                                         (b)

Fig. 4. Variations of unemployment in rural area for different values of RJC: RJC = 0.03 (solid
line); RJC = 0.05 (dotted line) and RJC = 0.1 (dashed line). (a) In presence of massive labour
migration, (b) In absence of labour migration
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markedly in the absence of migration (occupancy rate in the presence of migration is
21%, and in their absence 32%) (Fig. 3).

For rural unemployment, the higher is the RJC, the lower is the unemployment rate.
In the absence of migration and for a RJC of 3%, the unemployment rate exceeds 35%,
and for RJCs of 5 and 10%, unemployment rate decreases and stabilizes around 7 and
4% respectively. However, in presence of migrations, the unemployment rate remains
at a very low level and does not reach 5% (Fig. 4).

These results show the importance of migration flows and their effects on the two
regions of departure and arrival in terms of employment and unemployment in par-
ticular for rural area which is deprived of a potential labour force by migration.

For Urban area, the incidence of migrations is more important in terms of volume
than in terms of trends.

4 Conclusion and Perspectives

The proposed model represents a first prototype of an agent based labour migration
model with heterogeneous agents. We attempt in this first version to introduce the
agents’ heterogeneity in the decision to migrate to reflect the selective nature of
migration and in the job search through hiring probabilities and searching times. The
model allows us to identify the incidence of migration on labour markets of origin and
destination areas and their evolution through several scenarios in contrast to the most
migration models (conventional or agent based models).

The simulation results show an impoverishment of the origin area in favour of
destination’s region. We have also remarked the existence of thresholds in terms of Job
creation rates (rural or urban) above which rural workers do not migrate.

We notice also that despite very high job creation rates, residual unemployment
persists. This is certainly due to a bad matching between jobs and agents qualification.

Some results of the model are not exploited because of the lack of pertinence of
data (such education and creation of firms).

A second version of the model is in progress improving the process of job
searching. Workers will have the choice between integrating an informal job and
remaining unemployed. We will introduce also the effect of social network in the job
search.
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Abstract. In this paper the application capabilities of the heuristic method of
mathematical statistics - classifications trees - are considered. Based on the anal‐
ysis of sociological research results of the political tolerance of students in the
Murmansk region, an algorithm for identifying and forecasting risk groups for
intolerant behavior is described.

Keywords: Math statistics · Classifications trees · Sociological research · Factors
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1 Introduction

Modern social practice demonstrates examples of extremism. Extremism refers to the
extreme forms of manifestation of intolerance in society. Nowadays, this problem has
a global character and is actualized at the international level. The British Institute of
Economics and Peace published the “Global Terrorism Rating of 2015” [1]. Researchers
found that in 2014, the terrorist threat in the world has increased significantly: the number
of attacks and the number of their victims has increased. Since 2000, the number of
deaths in terrorist attacks has increased nine-fold: from 3329 to 32658 people [2]. Russia
is no exception. According to the “Portal of Legal Statistics” website, the total number
of registered crimes in the territory of the Russian Federation in 2016 declined. Never‐
theless, the number of crimes of a terrorist nature increased by 44.8% and the number
of extremist crimes increased by 9.1% (Fig. 1) [3]. For the period from 2010 to December
2016, the number of extremist crimes in the Russian Federation increased from 656 to
1410, that is more than 2 times (Fig. 2) [3].
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Fig. 1. Dynamics of certain types of crime in Russia in 2016. Source: The state of crime in Russia
in January–December 2016. - M., 2016. - 52 p. Access mode: Portal of legal statistics http://
crimestat.ru/

Fig. 2. The dynamics of registered crimes of extremist orientation in the Russian Federation, in
absolute terms. Source: According to the Portal of Legal Statistics. URL: http://crimestat.ru/

In the context of statistics of extremism, the methods of preventing intolerance in all
its forms become important. Tolerance in this context is seen as a means of conflict-free
coexistence of representatives of diverse social groups. The classic definition of toler‐
ance was given by Peter Nicholson, who defines tolerance as: “the virtue of refraining
from exercising one’s power to interfere with others’ opinion or action although that
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deviates from one’s own over something important and although one morally disap‐
proves of it.” [4] The scientific basis for preventive measures for intolerance is its socio‐
logical support for identifying centers of intolerance in society - the so-called risk groups
of intolerance. These risk groups of intolerance are target groups for specialists of
different profiles: social psychologists, social educators, representatives of law enforce‐
ment officials and others.

Mass polls of the population using adequate empirical indicators of tolerance and
methods of mathematical statistics in the process of statistical analysis of a large volume
of primary empirical data make it possible to capture moods in the society, analyze it in
dynamics, measure the level of social tension and social distance, conduct comparative
analysis on various sociological criteria in specific social groups. Such a statistical anal‐
ysis makes it possible to diagnose and predict intolerant behavior in specific socio-
demographic groups. These data provide a basis for timely and prompt preventive work
to prevent negative socio-political processes, extremism, xenophobia, violence and
hatred in society and specific socio-demographic groups [5].

2 Methods

At the same time, the problem of choosing adequate methods of mathematical statistics
in the process of analyzing a large array of primary sociological data for identifying
possible social factors of intolerant behavior is being actualized. Wrong choice of
methods of mathematical statistics for the processing of sociological research data can
lead to a non-valid result. At present, there is no universal method that allows us to study
the statistical relationships between variables. Therefore, different researchers choose
the most suitable methods for mathematical statistics. Among the methods of studying
social factors, traditionally popular among sociologists are:

• statistical analysis of the conjugacy of variables attributes and the calculation of the
coefficients of mutual conjugation of Chuprov, Pierson, Cramer, Goodman, and
Kruskal, Fechner, and others;

• correlation analysis and calculation of the Spearman and Kendall coefficients;
• regression analysis;
• statistical methods of comparing the average;
• cluster analysis;
• discriminant analysis;
• factor analysis;
• analysis of the main components (component analysis) and others [6–11].

The peculiarity of studying the factors of intolerant behavior is that it is necessary
to analyze large volumes of social information. This is a large set of hypothetical vari‐
ables of influence, describing the socio-demographic status of respondents. In the
process of sociological research, large amounts of data are collected on various param‐
eters, for example, sex, age, financial position, characteristics of socialization condi‐
tions, professional status, educational level and other characteristics of respondents.
Using traditional methods to identify the relationships between variables is an extremely
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routine job that requires significant time, material and other resources. Among the
various statistical methods for studying the relationship between variables, the classifi‐
cation tree method is beneficially different. The purpose of this paper is to describe the
possibilities of using the method of classification trees in predicting the risk groups of
intolerant behavior.

The method of classification trees can be considered as a method of exploratory
analysis or as a “last resort” when all traditional methods are rejected. Classification
trees, according to many researchers, is one of the best for researching a large amount
of data. Classification trees are a classification analysis method that allows you to predict
the belonging of objects to a particular class, depending on the corresponding values of
the characteristics that characterize the objects. Classification trees are able to perform
one-dimensional branching on variables of various types (categorical, ordinal, interval).
There are no restrictions on the law of distribution of quantitative variables. The method
makes it possible to analyze the contributions of individual variables to the classification
procedure. Classification trees sometimes have a very complex structure, which depends
on the data. However, the use of special graphical procedures makes it possible to
simplify the interpretation of results even for very complex trees. The ability to graph‐
ically represent the results and simplify the interpretation largely explains the great
popularity of classification trees in applied fields. But the most important distinguishing
features of classification trees are its hierarchical structure and wide applicability. The
method allows the user to construct trees of arbitrary complexity, using controlled
parameters and minimizing classification errors. A wide range of applicability of clas‐
sification trees makes them a very attractive tool for data analysis.

To date, there are several different algorithms for constructing classification trees
(or decision trees). The most famous of them are implemented in the SPSS (Statistical
Package for the Social Sciences) Classifications Trees: CHAID, ECHAID, CRT,
QUEST. It is generally accepted that CHAID is the most flexible algorithm, allowing
to build both classification trees and regression trees with any number of branches in
nodes. In this paper we used a method of constructing decision trees, called CHAID
(Chi square automatic interaction detection).

In classification studies, in particular, limited to studying demographic and behav‐
ioral information or based on data extracted from customer databases, often only cate‐
gorical (nominal) information can be available. In addition, the number of variables of
this type can be extremely large. To study the relationship between a single predictor
and an interesting response, you can use the contingency table. However, if there are
many potential predictors, then it is necessary to build a set of tables. When considering
two-factor, three-factor interactions, and also interactions of higher order, the number
of required tables increases with the rate of geometric progression. CHAID offers a
method of effectively searching for the relationship between predictor variables and
categorical response. The resulting output is a tree graph that visualizes combinations
of predictor categories (which provide the most significant difference in percentages of
observations) that fall into the variable response category. Therefore, CHAID is an
effective means of identifying segments that maximize the interest of the response.

CHAID is a heuristic statistical method based on a decision tree that examines the
relationship between the set of categorical predictor variables and the categorical target
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variable. It forms a tree diagram that reveals the categories of predictors that most
significantly predict the interest categories of the target variable. More detailed infor‐
mation on the method of classification trees can be obtained in the special literature
[12–14].

3 Results

In this article, we would like to share our experience of applying the method of classi‐
fication trees in the process of sociological research of students’ political tolerance. This
is a long-term sociological study covering the period from 2007 to 2016. This study
makes it possible to demonstrate the possibilities and applied value of the method of
classification trees in solving the specific applied sociological problem. This is the task
of diagnosing and predicting the risk groups of intolerant behavior as a way of early
warning of extremism in the youth environment.

The research included three stages of collecting primary sociological data. Each
stage implemented a specific research task:

1. “Representations of tolerance in the subculture of students of the Murmansk
Region”. This stage included: (a) the collection of field information (2007); (b)
questionnaire survey of full-time students of The Kola branch of Petrozavodsk State
University (Apatity, Murmansk region). The survey was conducted on a stratified
sample (proportional selection), the volume of which was 319 people.

2. “Attitudes of political tolerance in the political subculture of students in the
Murmansk region”. This stage included: (a) the collection of field information
(2007); (b) questionnaire survey of full-time students of The Kola branch of Petro‐
zavodsk State University (Apatity, Murmansk region). The survey was conducted
on a stratified sample (proportional selection), the volume of which was 449 people.

3. “Values and attitudes of political tolerance in the subculture of students in the
Murmansk region”. This stage included: (a) the collection of field information
(2011); (b) questionnaire survey of full-time students of The Kola branch of Petro‐
zavodsk State University (Apatity, Murmansk region). The survey was conducted
on a random sample (repetition-free selection), the volume of which was 421 people.

The main scientific task of the research is to study the political tolerance in the
subculture of student youth in conditions of the Russian border region (Murmansk
region) and the identification of risk groups for intolerant behavior [15].

The general direction of empirical sociological research was determined by the
strategy of quantitative sociology. The students of the full-time department of the Kola
branch of Petrozavodsk State University (Apatity, Murmansk Region) were questioned.

Based on the idea of a verbal representation of values and attitudes, the method of
“pencil and paper” was used in the process of studying the students’ political tolerance.
For the purpose of research, special scales were designed. These scales allow measuring
the political tolerance of the respondents. Respondents were offered judgments, each of
which was to be evaluated on a numerical scale. The technique represents a set of judg‐
ments and five-member scales. Using scales, respondents need to express their degree

354 I.V. Vicentiy et al.



of agreement with the judgments. The methodology includes 26 scales formulated as
tolerant and intolerant value judgments.

We designed these scales specifically for our research and tested its validity. These
scales allow measuring the level of political tolerance among respondents. The basis for
the development of our scales, which fix values and attitudes of political tolerance, was
the scale of R. Likert (the scale of summary estimates). Our methodology “The level of
political tolerance”, designed according to the rules of Likert’s scaling and allows to
reveal the existence of differences in the indicators of political tolerance in different
socio-demographic groups.

For these purposes, in the questions of the questionnaire, we have included empirical
indicators that measure the socio-demographic status of the respondent, and hypothet‐
ically are factors that determine the intolerant behavior of individuals:

• Demographic characteristics (gender and age);
• Educational capital (course of study, faculty of training, form of training, etc.);
• Economic capital;
• The configuration and characteristics of the family in which the respondent was

brought up (type of family, parents’ education, professional status of parents, political
activity of parents, etc.);

• Religious identity (religion, religious practices);
• Socio-political practice (or integration into the system of social relations, which are

represented by labor, political, leisure associations of individuals);
• Social environment (which is represented by agents of primary and secondary social‐

ization, such as the institution of the family, the institution of education, the institution
of religion, socio-political associations and the mass media).

The target (dependent) variable in our research is the variable “political tolerance”.
A predictor (independent) variables are variables that describe the socio-demographic
status of the respondents.

In such researches, the problem of processing and analyzing large amounts of data
often arises. These data are necessary to obtain predictive information about the most
likely groups of intolerant behavior and the formation of an effective strategy for the
prevention of intolerance and extremism in the social environment. As a result of our
empirical research, we obtained data on whether students demonstrate tolerance or
intolerant attitudes on each of the 26 scales, as well as socio-demographic information
about them (age, sex, income category, etc.). It was necessary to find out which
subgroups are more likely to demonstrate intolerance attitudes in order to focus on them
within the framework of social prevention programs for intolerance.

The traditional approach to solving this problem is the approach related to the
construction of a set of conjugacy tables and the identification of variables that are
statistically related to the variables of the installations for political intolerance. The
disadvantage of this approach is that all variables should be analyzed separately.
However, since the intolerance attitudes can depend on combinations of socio-demo‐
graphic characteristics, it is necessary to study three-dimensional, four-dimensional
tables and, possibly, tables of even greater dimension. Studying such multidimensional
tables requires a lot of effort, time, and can lead to confusion. As a result, this way of
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data analysis is often ineffective. Also, for constructing a model of the relationship of
variables in a multi-input contingency table, we can use log-linear models, but they
usually require large samples. CHAID allows us to solve this problem without ever
considering the complete tables of large dimension. Instead of processing high-dimen‐
sional tables, CHAID examines all two-input tables and looking for the social charac‐
teristic most closely related to the target variable. In the next step, CHAID examines the
splitting of the categories of this predictor using the next most important predictor.

In this way, the CHAID method can provide useful information about which demo‐
graphic characteristics are associated with an interesting response in a situation where
the use of formal models encounters difficulties (such as a large number of categorical
predictor variables or an insufficient sample size). Questions that can be answered by
the CHAID procedure can be stated as follows. At first, Which of the predictor variables
are interrelated with the target variable? In other words, which of the predictors can help
predict the target variable. Secondly, which combinations of categories of these predic‐
tors give the highest percentage of hits in the desired category of response variable?
These predictors are the target groups most interesting for further study.

CHAID is the most popular of the methods of predictive modeling and data mining,
from implemented in AnswerTree. It is not binary, that is, it can form more than two
categories at any level of the tree. Therefore, it seeks to build a tree with more branches
than binary methods of constructing a tree. It works with all types of variables and allows
both observation weights and frequency variables. The decision tree methods allows the
researcher to perform sequential separation operations automatically until the specified
criterion is met. Thus, the decision tree method provides a means of “searching”
(“ransacking”) a data set to discover key relationships.

Formalization, processing and statistical analysis of the data obtained during the
questionnaire survey was carried out in the SPSS Base 17.0 software environment, as
well as with the help of an additional module called “Classifications Trees”. Carrying
out a statistical analysis to identify the relationship between attitudes to a certain type
of demonstrated behavior and the socio-demographic characteristics of students, we
checked the connection on the scales that measured the attitudes of tolerance to political
parties.

As a method of statistical analysis, which allows us to identify relationships between
variables, their tightness and direction, we used dependency analysis based on the deci‐
sion tree model by the CHAID method. At the stage of selecting the statistics used for
our target nominal variable, we used the likelihood ratio test. This is a statistical test that
is used to check the limitations on the parameters of statistical models evaluated on the
basis of sample data. This method is considered more stable than Pierson’s chi-square,
but requires more time-consuming calculations (but this does not really matter much
when very powerful processors have appeared in modern computers). In addition, for
small samples this method is preferable, in contrast to Pearson’s Chi-square method.

Further, as an example of the implementation of the method of classification trees
in the process of revealing the factors of intolerance, the analysis of factors of intolerance
is presented according to one of the 26 appraisal judgments (scales) of the methodology.

Figure 3 shows the final diagram of the tree, which shows the variables that were
found to be statistically significant in the study, as well as a system of hierarchical
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relationships between them. The tree represented in Fig. 3 is implemented by a special
set of commands. A fragment of the batch file is shown in Fig. 4.

Fig. 3. The tree diagram “Factors of political intolerance”.

Statistical analysis of empirical data using the CHAID decision tree model has made
it possible to identify several social factors that influence the actualization of the attitudes
of students’ political intolerance. They are associated with the socio-demographic and
socio-cultural characteristics of the individual. With regard to stratification within the
student subculture, the variables that determine the intolerance attitudes were male sex,
younger respondents, labor employment (involvement in the labor relations system).

Table 1 presents the node ranking and shows that node 8 is the best. The “response”
cell shows that 79.1% of observations from node 8 belong to the category of intolerance
attitude, which is described by such characteristics of respondents as unemployed
respondents over twenty-one years old.
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Table 1. Winnings for nodes, target category intolerance.

Winnings for nodes
Node Node Winning Response Index

Number of
observations

Percent Number of
observations

Percent

8 43 12,9% 34 18,3% 79,1% 141,6%
7 70 21,0% 43 23,1% 61,4% 110,0%
3 119 35,7% 66 35,5% 55,5% 99,3%
6 33 9,9% 16 8,6% 48,5% 86,8%
4 68 20,4% 27 14,5% 39,7% 71,1%

Method of construction: CHAID.
Dependent variable: political intolerance attitude.

The results of the statistical analysis made it possible to conclude that the risk group
for intolerant behavior includes, first of all, male students 20 years or younger (that is,
the demographic factor of intolerance was actualized) and also working students older
than twenty years.

4 Discussion

The method of classification trees is an effective tool for processing sociological data,
which was confirmed by the application of this method in predicting the risk groups of
intolerant behavior. Sociological studies based on methods of mathematical statistics
are an operative means of predicting and early warning of intolerant behavior and
extremism in the youth environment. The results of the research have practical impor‐
tance, since they serve the purposes of identifying the risk groups of intolerant behavior
using statistical methods.

The described algorithm for processing sociological data can be used as the basis for
creating an information and analytical system for predicting intolerant behavior in

Fig. 4. Fragment of the batch file of the classification tree in the process of identifying the risk
groups of intolerance.
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society. Replenishment of the bank of sociological data (including an increase in the
sample size) based on the proposed list of variables (or even extended ones) will allow
further classification with accuracy and identify variables that are more conducive to
intolerance in society.
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Abstract. Honeypots are unconventional tools to study methods, tools,
and goals of attackers. In addition to IP addresses, these tools collect also
timestamps. Therefore, time series analysis of data collected by honey-
pots can bring different view for prediction of attacks. In the paper, we
focus on the model AR(1) and bootstrap based on AR(1) model to pre-
dict attacks against honeynet. For this purpose, we used data collected
in CZ.NIC honeynet consists of Kippo honeypots in medium-interaction
mode. The prediction of attacks is based on 75 weeks data and it has
been verified by five weeks data. In the paper, we have shown that pre-
diction model AR(1) and bootstrap based on AR(1) model are suitable
for prediction of attacks.

Keywords: Honeypot · Attack · Prediction · Time series analysis ·
Bootstrap

1 Introduction

There are increasing security threats in current information society. Therefore, an
important part of information security is the protection of information. Common
security tools, methods and techniques used before are ineffective against these
new threats and it is necessary to use other tools and techniques. It seems that
the network forensic tools, especially honeypots and honeynets, are very useful.

A honeypot is “a computing resource, whose value is in being attacked”
[1]. Lance Spitzner defines honeypots as “an information system resource whose
value lies in unauthorized or illicit use of that resource” [2]. Honeypots are
very useful for learning about attackers and their objectives, methods and tools.
The honeypots are classified based on the level of interaction. We know low-
interaction, medium-interaction honeypots, and high-interaction honeypots. The
difference between these types is the extent, to which the attacker is allowed to
interact with the system. For purpose of this paper, the medium-interaction
honeypots are important. These types of honeypots emulate network services

c© Springer International Publishing AG 2018
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and allow attackers to access to emulated environment. Example of this type
of honeypot is SSH honeypot Kippo [3]. In our research we used honeynet,
which extends “the concept of a single honeypot to a highly controlled network
of honeypots” [4].

Collection of data from honeypots and honeynets and subsequent analysis of
these data is the main purpose of using these security tools. Learning new uncon-
ventional information about the attackers and their methods helps with protec-
tion of the organizations. Honeypots and honeynets capture a number of different
data. Each record collected by these security tools contain at least a timestamp,
type of service, IP addresses of honeypot and attacker and specific data per
type of honeypots. Important collected data are timestamps. Timestamp can
be defined as an unambiguous representation of some instant in time [5]. Honey-
pots add the timestamp to each record. Therefore, data collected by honeypots
can be considered as time-oriented data. In the time-oriented data collected by
honeypots, there is a relationship between attacks and time period [6]. In other
words, attacks in one period affect attacks in the others time periods. Based on
this, data collected by honeypots will be used for time series analysis and
modeling. Time series models “attempt to make use of the time dependent
structure present in a set of observations” [7].

In this paper, we apply very well-known and useful approach, Box-Jenkins
methodology [8,9]. It is based on ARMA/ARIMA modeling. Since we deal
with stationary data, we do not discuss ARIMA models here. ARMA(p,q)
models are time series models, which can be expressed as:

Xt = εt +
p∑

i=1

φiXt−p +
q∑

i=1

θiεt−q (1)

where Xt is the sum of a weighted average of the previous p values in time with
weights φi and a weighted average of the previous q random error terms with
weights θi. εt is an additional random error term. The error term is generally
assumed to be sampled from a white noise process of a zero mean and constant
variance.

Special cases of general ARMA(p,q) model are Auto-regressive (AR) model
and Moving average (MA) model. AR(p) model can be expressed as:

Xt = εt +
p∑

i=1

φiXt−p (2)

On the other hand, MA(q) model can be expressed as:

Xt = εt +
q∑

i=1

θiεt−q (3)

In the paper, we also apply bootstrap [10–13] as an alternative app-
roach for point predictions and as a tool to gain prediction intervals which
cannot be obtained directly from model when residuals are non – Gaussian.
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Bootstrap methods are computational methods with statistical background and
employ the computational power of computers while they are based on Monte
Carlo simulations. They can be helpful in cases when theory says nothing or is
hard to develope.

The main aim of this paper is to predict number of attacks using the time
series analysis. This prediction also helps with protection of the organizations,
since the administrators are better informed and they can be better prepared
for security incidents in their organizations. To formalize the scope of our work,
we state following research questions:

– Is it possible to use Box-Jenkins methodology for attack prediction?
– Is it possible to use model-based (residual) bootstrap to obtain accurate pre-

dictions of attacks?
– Which of the above approaches is better for attack predictions?

This paper is organized into five sections. Section 2 focuses on the review of
published research related to time series analysis and prediction of attacks and
security incidents. Section 3 outlines the dataset and methods used for experi-
ment. Section 4 focuses on prediction of attacks in honeypots and discusses the
results. The last section contains conclusions and our suggestions for the future
research.

2 Related Works

As it was mentioned before, the main aim of safety tools like honeypots and hon-
eynets is to capture an enormous number of time-related data order to detection
of attacks or prediction of attacks. The most part of the papers focuses on detec-
tion of attacks rather than prediction of attacks [14]. This section provides an
overview of papers that focus on the prediction of attacks or security incidents
using time series analysis.

Papers [7,15] focus on prediction of security incident based on ARIMA
time series model. In [7] authors discuss time series models with a large set
of security incident data. Authors also compare the forecasts from time series
models with forecasts from Non-Homogeneous Poisson Process (NHPP) software
reliability growth (SRG) models. Another paper focused on prediction of attack
based on ARIMA time series is [15]. Paper aims to exploit temporal correlations
between the number of attacks per day in order to predict the future intensity
of cyber incidents. They were interested in 4 types of attack - denial of service
(DOS), malicious email, malicious URL, and attack on internet facing service
(AOIFS). For this purpose, they proposed system used ARIMA time series fore-
casting on all previously collected incidents.

On the other hand, paper [16] focuses on prediction of attack based on
ARMA time series model. It proposes an intrusion detection system for
wireless networks for industrial automation-process automation (WIA-PA). In
the paper, authors focused on modeling and analyzing traffic flow data by time-
sequence techniques. Also, they proposed a data traffic prediction model based
on autoregressive moving average (ARMA) using the time series data.
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Another research groups conduct research in field of prediction of attack
based on generalized ARCH (GARCH) models. In [17] authors propose a
framework for statistically analyzing long-term vulnerability time series between
January 1999 and January 2016. For this purpose, generalized ARCH (GARCH)
models and SARIMA model are used for National Vulnerability Database.
Another example is paper [18]. Authors use gray-box FARIMA+GARCH models
and discuss the integration of Extreme Value Theory (EVT) and the Time Series
Theory (TST). In this paper, they show that EVT can offer long-term predic-
tions (e.g., 24-hour ahead-of-time), while graybox TST models can predict attack
rates 1-hour ahead-of-time at an accuracy that can be deemed practical.

In the field of prediction of attacks it is necessary to mention also paper
[19]. Authors focus on the problem of forecasting attack sources based on past
attack logs from several contributors. They evaluate and combine several factors -
attacker-victim history using time-series, attackers and/or victims interactions
using neighborhood models and global patterns using singular value decompo-
sition. In terms of time series analysis, they use an Exponential Weighted
Moving Average (EWMA) model.

3 Data Collection and Analysis Methodology

The time series data were collected from the honeynet located in the CZ-NIC
network. This honeynet consists of Kippo [3] honeypots, which run on 22 port
in medium-interaction mode. The honeypots allow attackers to log into shell
in this mode and capture data from attackers. These data, which are used for
Turris greylist [20], are transformed to the following format:

– IP IP address of device which connected to honeypot
– MD5 MD5 hash of malware captured by honeypot
– KIPPO COMMANDS - number of commands entered to honeypot
– SHA256 - SHA256 hash of malware captured by honeypot

The honeypots have collected authentication attempts from 2nd November
2014 to 8th May 2016. During this period 179.540 records were collected.
Dataset contains 80 weeks. Data from 75weeks (167.862 records) are used for
training and data from 5 last weeks (11.678 records) are used to compare
with predicted data. The first step of analysis (in finding the right model)
is a visualisation of data (Fig. 1). Data seems to be stationary due to following
aspects: no apparent trend – just constant one, stable variance and no apparent
seasonality.

Since we would like to use a class of models ARMA, it is needed to test data
for stationarity. For this purpose, we used tool R [21] and two tests implemented
in R packages mentioned in parentheses:

– Augmented Dickey-Fuller (ADF) Test (tseries) [22,23] and
– KPSS (Kwiatkowski–Phillips–Schmidt–Shin) Test (tseries) [24].
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Fig. 1. Number of attacks collected by honeypots

Table 1 summarises p – values of previous tests for our data. Both tests
admit the stationarity of data or refuse the hypotheses of non-stationarity.

The next step of analysis is to eliminate the trend from data. In our
case, it is sufficient to subtract the constant trend (mean). However, one can try
to estimate some quadratic trend, but no better results can be achieved. We also
follow Occam’s razor (law of parsimony) [25]. For this reason, we estimate as
little parameters as possible. The goal is to find the simplest adequate model for
data.

Table 1. P-values of stationarity tests

Type of test p-value

ADF 0.010

KPSS 0.100

Figure 2 shows autocorrelation function (acf) and partial autocorrela-
tion function (pacf). According to results from these plots it is obvious there
is some correlation among time series components in different time lags. These
functions are also helpful in choosing the appropriate auto-regressive (AR) model
or moving average (MA) model. More precisely according to graph of partial
autocorrelation function we chose AR model of the 1st order - AR(1).
AR(1) is determined by equation (2) for p = 1. The same model is chosen by
automatic model selection or by considering Akaike Information Criterion – AIC
[26] of different models.
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Fig. 2. Data without trend with autocorrelation function (left) partial autocorrelation
function (right)

Next step of analysis consists of fitting model − estimating model parame-
ters from data. We chose AR(1) model. It has just one coefficient as a parameter
and its estimate is equal to 0.629. Figure 3 shows that estimated model fits our
data very well.

Fig. 3. Model fitting data

It is just the first verification that fitted model is appropriate for the data.
However, we would like to be more certain of the model so that we can obtain
good predictions of future time series values. Therefore, we need other diagnostics
of residuals. At first, it is needed to focus on residuals themselves. The residuals
of our data after application of AR(1) are shown in Fig. 4. Subsequently, we
check the existence of significant correlation, but this time among residuals.
The autocorrelation function of residuals are shown in Fig. 5(left) and partial
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Fig. 4. Residuals

autocorrelation function of residuals are shown in Fig. 5(right). In Fig. 5 we can
see that there is no significant correlation anymore. Another possible diagnostic
plot for residuals is cumulative periodogram.

Fig. 5. Residuals - autocorrelation function (left) partial autocorrelation function
(right)

It is also necessary to do numerical tests of residuals independence. We used
Box-Pierce test [27] and Box-Ljung test [28]. Both tests do not reject null
hypothesis about residuals independence, because their p-values are 0.8948 and
0.8927 respectively. All introduced diagnostic tools for residuals confirm that
AR(1) model is appropriate for our data.

At this place, we can approximate a prediction. We have found good model for
data. Due to this fact it is possible to do predictions for future values of time series.
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In our case it will be prediction for number of attacks during the next weeks. We
also would like to construct 95% prediction intervals for the numbers of attacks to
have some certainty/confidence where should true future values belong (interval)
if we assume that the model found is valid. For this purpose, it is needed to test for
residuals normality. The first insight can be obtained by histogram of residuals.

We also used Shapiro-Wilk normality test [29]. The p-value of this test
is equal to 0.0041. It means that null hypothesis about normality is rejected.
In this case, we cannot use traditional derived prediction/forecast intervals [26].
We decided to implement our own bootstrap procedure in R language [30]
inspired by Chernick and LaBudde bootstrap prediction intervals [30]. This boot-
strap procedure uses boot R package [31]. When a theory is not available or fails,
bootstrap can be useful. We can gain some information from it, but one should
be careful when dealing with bootstrap methods [12,13].

4 Prediction of Attacks and Discussion

In this paper, we focus on two point prediction approaches such as prediction
based directly on AR(1) model and bootstrap prediction. Moreover, we include
interval predictions based on bootstrap. At first, we predict attacks directly
from model. Figure 6 shows the green coloured real numbers of attacks and
red coloured predicted values in five future time points (five weeks). Numerical
results are summarised in the Table 2. It is obvious that real and predicted values
are close enough to each other. So, the point predictions are quite good, but we
can do somewhat (at some time points of time) better using bootstrap approach.

Figure 7 shows the fact that bootstrap point predictions (connected by
red line) are also very good. They are sometimes closer to true values than in the

Fig. 6. Predictions directly from model
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Table 2. Results from model

Week Predicted number of attacks Real number of attacks

76 1795 1693

77 1959 1743

78 2063 2355

79 2123 2401

80 2169 2486

previous approach (prediction based directly on AR(1) model). More important
finding is fact that true numbers of attacks (green line) lie in our 95% confidence
interval. It gives us a 95% confidence, that this prediction interval - PI (blue lines)
will contain real future numbers of attacks if we assume that model we found is
valid for our data. Tests confirmed that model is valid for our data. Numerical
results are summarised in Table 3.

Fig. 7. Bootstrap predictions

For comparison of prediction approaches, we computed four forecast accuracy
measures [26] in R. We specifically calculated MAE (Mean Absolute Error),
RMSE (Root Mean Squared Error), MAPE (Mean Absolute Percentage Error)
and MASE (Mean Absolute Scaled Error). Table 4 shows the results of forecast
accuracy measure for both approaches. These measures just confirm our previous
conclusion that bootstrap point predictions are a little bit more accurate than
predictions made directly from model AR(1).
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Table 3. Results of bootstrap predictions

Week Predicted number Real number Prediction

of attacks of attacks interval (PI)

76 1848 1693 (1659,2246)

77 1947 1743 (1642,2324)

78 2361 2355 (1590,2509)

79 2376 2401 (1604,2462)

80 2385 2486 (1578,2541)

Above mentioned results show prediction of attacks against honeynet. Since
honeypots within honeynet collect activities of no-legitimate users, it can be
stated that they only collect attacks. If we use data from production network
(e.g. data flow), we will have to make pre-processing data (determine attacks).
For this reason, prediction of attacks against honeynet can be used like baseline
for network intrusion detection system (NIDS) based on anomaly detection.

Table 4. Results of forecast accuracy measure

Approach/Forecast accuracy measure MAE RMSE MAPE MASE

AR(1) model 241 253.02 11.03 1.22

Bootstrap 98.20 123.70 5.24 0.50

5 Conclusion and Future Works

Data collected by honeypots and honeynets are interesting source for further
analysis. In this paper we focus on prediction of attacks. Using the model AR(1),
bootstrap based on AR(1) model we predicted number of attacks against hon-
eynet. For this purpose, we used data from honeypot Kippo. The prediction of
attacks is based on 75 weeks data and it has been verified by five weeks data.

As we have shown above, prediction model AR(1) and bootstrap based on
AR(1) model are suitable for prediction of attacks. We also obtained predic-
tion intervals. Predicted attacks based on these approaches are near to the real
attacks. For prediction of attacks, it is better to use the bootstrap based on AR(1)
model. We can also conclude that prediction intervals (Table 3 and Fig. 7) will
contain the real number of attacks with approximately 95 % certainty.

In the future, we are primarily planning to discuss other time series models
(integer/count models) applicable in this field of cyber security (e.g. honeypots).
Also, we would like to focus on their comparison and multivariate time series
analysis to predict attacks. We would like to include some other variables (e.g.
publicly known information security vulnerabilities), which could influence the
number of attacks.
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Abstract. The important contemporary issue of VLSI design verification is its
time-consuming. The hardware model, written, for instance, with VHDL, is
verified by formal and dynamic verification approaches. Dynamic verification
(simulation) is widely-used due to the possibility of full automation of the
process, but takes too much time due to its redundancy.
The concept of the coverage-directed test generation is to redirect the test

generator such as to reach uncovered metric points. There are several approa-
ches for this, including genetic algorithms using, Bayesian network, Data
mining, etc.
The new cognitive approach to the coverage-directed test generation (CA

CDG) is proposed within this paper. It is based on a cognitive map usage.
The CA CDG is described, some simulation results are given. Also the future
work areas are outlined.

Keywords: VHDL � Verification � Simulation � Coverage-directed test
generation � Cognitive map

1 Introduction

Functional VLSI (very large scale integration) verification is one of the most chal-
lenging issues in the last decade [1]. Functional verification is the task of verifying that
the logic design conforms to specification. There are two fundamental approaches in
functional verification: formal [2] and dynamic verification [3], or, as it is usually
called, “simulation”.

Each approach has its own pros and cons. Ideally, formal verification is able to locate
all design errors, but is too complicated and requires the huge effort of qualified engineers.

Simulation, and random testing in particular, is considered as a mean to discover
errors automatically. In practice, around 80% of the target coverage can often be
achieved within 20% of the overall verification time. It means that the last 20% of
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target coverage consumes 80% of the overall time [4]. Random testing can be fully
automated, so the large number of tests can be easily generated. This allows to exercise
repeatedly the RTL(register transfer language) code with varying conditions. It is
known that for most coverage metrics, constrained random verification rapidly achieves
80% coverage and then asymptotically approaches 100% [4]. The slow convergence of
random conditions to complete coverage is well known and referred to as the “coupon
collector problem” [5].

Nowadays no one approach prevails, and, as a consequence, in practice the veri-
fication process involves both of them. We concentrate on the simulation approach
within this paper.

Random testing is based on several coverage metrics. Coverage metric allows to
evaluate the completeness of the testing process. There is a vast number of coverage
metrics [6], which has been developed. Some of them are used widely, and some of
them are just proposed for particular problem solving. But, independently of metric
used, main issue of the random testing – the redundancy and time-consuming and the
next effort to normalize the situation was the concept of “coverage-directed test gen-
eration” (CDG).

There are two approaches towards CDG: one is by construction using formal
methods and the other is based on feedback [7–9]. The main idea of CDG based on
feedback is that there is a closed loop between the metric value and the test generator
with an element, which automatically directs the test vectors generation to reach the
uncovered metric points.

The machine learning techniques are used for such feedback implementation. They
are classified according to the learning methods (supervised learning, unsupervised
learning and reinforcement learning).

There are several technique examples, which are used in CDG:

• evolutionary algorithms;
• probabilistic methods;
• data mining;
• inductive logic programming approach.

Evolutionary algorithms, and, genetic algorithms in particular, are used in CDG in
works [10–12].

Probabilistic methods relate to the Bayesian network and Markov Models usage.
The short list of related works includes [13, 14].

Also, Data mining techniques and inductive logic programming are used [15, 16],
but much less often then evolutionary algorithms and methods based on the Bayesian
network.

The new approach to the coverage-directed test generation is presented within this
paper. It is based on cognitive maps usage. Cognitive maps are the convenient mod-
eling tool, usually categorized as a neuro-fuzzy method, for modeling and simulation of
dynamic systems. In the scope of this paper the cognitive map is used to implement the
feedback between the coverage metric value and the test generator.

The formal model of the approach is given, some simulation results are represented
and discussed.
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2 The Cognitive Maps

A cognitive map is an image of cognitive processes and an attempt to utilize expert
opinion and cognition about ill-structured social relationship [17, 18].

Also cognitive map is determined as cause-effect network, with nodes representing
concepts articulated by individuals, and directional linkages capturing casual depen-
dencies [19].

The simplest cognitive model is represented by a signed directed graph of basic
elements, which are:

• Concept variables (graph vertexes);
• Relationships between concepts;
• The signs of the relations.

Formally the simple cognitive map is described as follows:

G ¼ hV ;Ei; ð1Þ

where V is the set of concepts, E is the set of relations.
Nowadays much more complex cognitive models are developed: functional vector

graph, parametric functional vector graph (2), a modified functional graph and their
modifications.

U ¼ G;X;F;Hf g; ð2Þ

where X = x ið Þ
g

n o
, g = 1,2,… k, F = F (X, E) = F (xi, xj, eij) is the edge transformation

functional that assignes a sign (“+”or «-») to each edge, or a weight coefficient wij, or a
function f(xi, xj, eij) = fij.

Within this paper the simplest cognitive map (1) is used for the cognitive approach
to the coverage-directed test generation (CA CDG). The CA CDG is described in the
next section.

3 The Cognitive Approach to the Coverage-Directed
Test Generation

The CA CDG represented within this paper is based on a cognitive map using, as it was
mentioned above. As a metric for the simulation the assertion coverage was chosen. It
is proved, that simulation time with assertion usage is up to 10% of the overall project
time, while the general time and effort benefit is up to 80% [20].

The preliminary steps of the CA CDG are the forming of the test vector space and
the set of assertions.

Test vector is described by a set of values, which are the input variables for the RTL
module (or the integrated modules): v = (v1, v2, … vk), where k – the number of input
variables, so the test vector space is k-dimensional.
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We make an assumption, that test vectors are generated according the appropriate
predefined constraints. The problem of test vector generation relates to the constraint
satisfaction problem and out of the scope of this paper.

Then, we assume that there is a method of test vector space V fragmentation to the
set of disjoint areas: V ¼ V1 [V2. . .Vn, V1 \V2. . .Vn ¼ ;.

Every generated test vector vi belongs to the region j if:
vi ¼ ðvi1; vi2; . . .; vikÞ 2 V j ecpu vi1 2 ðV j

1 ;V
j
1 þDV1Þ;

vi2 2 ðV j
2 ;V

j
2 þDV2Þ;

. . .

vik 2 ðV j
k ;V

j
k þDVkÞ;

where DVk � the preliminary defined incrementation of the dimension k:
Also we define the set of assertions, which are located in the RTL code: A = {A1,

A2, … Am}.
If Aj is a precessor of Ai independently of input test vector, Ai and Aj are linked with

the positive relation Aj ! Ai. Such links can be formed on the stage of assertion
writing. At the next stage of the CA CDG the cognitive map is formed. This map
describes the relations between test vector space regions and assertions. The cognitive
map forming takes place through the testing process.

So, the cognitive map for the coverage-driven testing includes concepts, which
describe the test vector space regions, concepts, which describe the assertions, and
relations between linked assertions. Every concept is weighted by 0-value (Fig. 1).

Fig. 1. The general structure of CA CDG cofnitive map.
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Then, the test generating process begins:

1. The threshold value D is chosen, where D is the sufficient and goal coverage metric
value (for instance, D = 60%). The current coverage metric value is Dfact.

2. While Dfact < D
a. Generate test vector vi 2 Vi from the test vector space V;
b. If Ai is reached, unite the concepts vi and Ai by relation with sign “+”;
c. The value of concept vi is incremented;
d. The stimulus from the vi propagates to the approachable vertexes;
e. Modify Dfact.

While coverage metric points reach the chosen coverage threshold, some concepts
Vi and Ak have the positive values.

The next important variable of the CA CDG is the critical weight C of the concept
Ai, which determines that this assertion was reached C times. For example, C = 3
means that from the test vector space Vi the assertion Ai were reached for 3 times. The
elimination of Vi from the test vector space allows to direct the test generator to the
unexplored test vector space areas. The description of the next stage of the CA CDG is
given below:

1. While there are concepts Ai without any relations with Vi

2. {Eliminate from the test vector space Vk where C > num;
3. Generate new test vector according the new constraints;
4. If Aj is covered with the test vector, increment the concept values Vj, unite concepts

with positive relation and propagate the stimulus from the Vj.}

Following the steps above, the test vector space is shrunk through the simulation
process. It adds the new constraints and makes the test generator – if there are any
uncovered assertions - explore new test vector space regions.

The proposed approach has its own pros and cons.
+ there is no separate learning stage. The cognitive map is formed through the

simulation process till the coverage metric reaches the threshold value D. Hence, the
time consuming is reduced.

+ cognitive map proposed is implemented simply.
− There is a possibility to loose some useful test vectors due to the test vector space

regions eliminating. This issue can be solved by the increasing of parameter C. It is
important to note, that such strategy also increases the time-consuming of the overall
testing process.

4 Simulation Results

The approach represented above is the effort to use the cognitive maps for the
coverage-directed simulation. The cognitive map is used in an unusual manner – to
implement the feedback between the coverage metric value and test vector generator.
The usage of a cognitive map is simple and doesn’t need the supervised learning stage.

Also the main distinguish between the cognitive map and Bayesian Network usage
must be emphasized:

376 A. Klimenko et al.



• Bayesian network helps to provide the stimulus needed to cover the particular
metric point (branch, assertion, etc.)

• The cognitive map eliminates the explored regions of the test vector space to reduce
the redundancy of the test generation and to redirect the test generator to the
unexplored regions.

Some simulations were made as an experiment: the first one contains the com-
parison of the simple random test and CA CDG.

It is seen (Fig. 2), that with the CA CDG 80% assertion coverage is reached faster
then with simple pseudorandom testing. At the beginning of the testing the coverage
rates are almost equal, but while explored regions are eliminated from the search space,
the coverage rate grows. The next simulation shows the reducing rate of the test vector
regions.

It is shown on Fig. 3, that as the threshold C is low, the rate of the vector space
region eliminating is high. It leads to the search space reducing and, hence, increases
the possibility to generate the required test vectors.

On the other hand, if we exclude test vector regions too fast, it is possible to loose
some “good” test vectors from these regions. The graphics on Fig. 4 illustrates the
situation. It is seen, that with the fast test vector space reducing the coverage rate is
high enough at the beginning, but then stagnates, some assertions are unreachable till
the end of the testing. When the test vector space reduces slower, the coverage metric

Fig. 2. Results of the pseudorandom testing (black) and CA CDG (red).
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Fig. 3. The vector space region eliminating rate. When C = 2, the number of vector space
regions reduces faster than with the eliminating C = 6.

Fig. 4. The coverage metric value depends on the region eliminating threshold. When the
threshold is small, the test vectors can be lost.
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value does not grows as fast as in previous case, but the overall metric coverage
becomes better. Such particularities of CA CDG raises the question of the appropriate
CA CDG parameters choice.

5 Conclusions and Future Work

A new approach to the coverage-directed test generation based on cognitive map usage
is represented and described in the current paper.

The cognitive maps are simple enough to implement and does not require the
special learning stage, in our particular case. The forming of the cognitive map is
spread through the part of testing process and does not consume additional time. The
main concept of the CA CDG is to eliminate test vector space regions through the
testing procedure and so redirect the test generator to the unexplored ones. The search
space reducing and the possible loss of the “good” test vectors are the additional effect
of CA CDG, but this is the question of the appropriate parameter value choice.

The paper contains the CA CDG description and some simulation results. It is seen
that the coverage rate of the CA CDG is higher than the coverage rate of simple random
testing. So, CA CDG seems to be rather prospective.

The proposed future work contains the research of the following areas:

• CA CDG comparison with other based on the machine learning CDG techniques;
• CA CDG optimization through the appropriate parameter C and D values choice;
• Development and research of the stochastic CA CDG.

Acknowledgement. The reported study is funded by the 16-58-00191 Bel_a RFBR project.

References

1. ITRS. International Technology Roadmap for Semiconductors, Design Chapter, 2008
Edition (2008)

2. Wile, B., Goss, J., Roesner, W.: Comprehensive Functional Verification: The Complete
Industry Cycle (Systems on Silicon). Morgan Kaufmann Publishers Inc., Burlington (2005)

3. Bergeron, J.: Writing Testbenches: Functional Verification of HDL Models, 2nd edn.
Springer, Cham (2003)

4. Butka, B.: Advanced verification methods for safety-critical airborne electronic hardware.
Office of Aviation Research and Development. Washington (2013). (https://www.faa.gov/
aircraft/air_cert/design_approvals/air_software/media/AdvancedVerifAEHFinalDraft-
101813.pdf

5. Blom, G., Holst, L., Sandell, D.: 7.5 Coupon Collecting I, 7.6 Coupon Collecting II, and
15.4 Coupon collecting III. Problems and Snapshots from the World of Probability, pp. 85–
87. Springer, New York (2004)

6. Jerinic V., Langer J., Heinkel U., Miller, D.: New Methods and Coverage Metrics for
Functional Verification. In: Proceedings of Design, Automation and Test in Europe, pp. 1–6
(2006)

The Cognitive Approach to the Coverage-Directed Test Generation 379

https://www.faa.gov/aircraft/air_cert/design_approvals/air_software/media/AdvancedVerifAEHFinalDraft-101813.pdf
https://www.faa.gov/aircraft/air_cert/design_approvals/air_software/media/AdvancedVerifAEHFinalDraft-101813.pdf
https://www.faa.gov/aircraft/air_cert/design_approvals/air_software/media/AdvancedVerifAEHFinalDraft-101813.pdf


7. Ur, S., Yadin, Y.: Micro architecture coverage directed generation of test programs. In:
Proceedings of the 36th Annual ACM/IEEE Design Automation Conference, pp. 175–180.
ACM, New Orleans (1999)

8. Bose, M., Shin, J., Rudnick, E., Dukes, T., Abadir, M.: A genetic approach to automatic bias
generation for biased random instruction generation, pp. 442–448 (2001)

9. Tasiran, S., Fallah, F., Chinnery, D.G., Weber, S.J., Keutzer, K.: A Functional Validation
Technique: Biased Random Simulation Guided by Observability-Based Coverage, pp. 82–
88. Institute of Electrical and Electronics Engineers Inc., Piscataway (2001)

10. Habibi, A.: Efficient assertion based verification using TLM. In: Proceedings of Design,
Automation and Test in Europe Conference (IEEE Cat. No. 06EX1285C) (2006)

11. Yu, X., et al.: A genetic testing framework for digital integrated circuits. In: Proceedings of
14th IEEE International Conference on Tools with Artificial Intelligence (ICTAI 2002).
Washington, DC, USA, pp. 521–526 (2002)

12. Samarah, A., et al.: Automated coverage directed test generation using a cell-based genetic
algorithm. In: 11th IEEE International High Level Design Validation and Test Workshop
(IEEE Cat. No.06EX1547), pp. 19–26. IEEE, Piscataway

13. Baras D., Ziv. A.: Automating boosting of cross-product coverage using Bayesian networks.
In: Proceedings of Conference: Hardware and Software: Verification and Testing, 4th
International Haifa Verification Conference, HVC 2008, Haifa, Israel, 27–30 October (2008)

14. Fine, S., Ziv, A.: Coverage directed test generation for functional verification using Bayesian
networks. In: Proceedings of IEEE Xplore Conference: Design Automation Conference
(2003)

15. Braun M., Rosenstiel W., Schubert, K.-D.: Comparison of Bayesian Networks and data
mining for coverage directed verification category simulation-based verification. In: IEEE
Xplore Conference: High-Level Design Validation and Test Workshop, Eighth IEEE
International (2003)

16. Eder, K., Flach, P., Hsueh, H.-W.: Towards Automating Simulation-Based Design
Verification Using ILP. In: Proceedings of DBLP Conference: Inductive Logic Program-
ming. 16th International Conference, ILP 2006, Santiago de Compostela, Spain, 24–27
August, Revised Selected Papers (2006)

17. Axelrod, R.: Structure of Decision: The Cognitive Maps of Political Elites. Princeton
University Press, Princeton (1976)

18. Lee, S., Courtney Jr., J.F., O’Keefe, R.M.: A system for organizational learning using
cognitive maps. OMEGA 20(1), 23–36 (1992)

19. Srinivas, V., Shekar, B.: Applications of uncertainty-based mental models in organizational
learning: a case study in the Indian automobile industry. Account. Manag. Inf. Technol. 7(2),
87–112 (1997)

20. Functional Verification of a Multiple Issue, Out of Order, Superscalar Alpha Processor. DAC
(1998)

380 A. Klimenko et al.



An Agent Based Model to Study the Impact
of Intra-annual Season’s Variability on the

Dynamics of Aedes Vexans and Culex Poicilipes
Mosquito Populations in North Senegal (Ferlo)

Python Ndekou Tandong Paul1,2,3(B), Alassane Bah1,2,3,
Papa Ibrahima Ndiaye1,2,3, and Jacques André Ndione1,2,3
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Abstract. We present an agent-based model for studying the dynamics
of Aedes vexans and Culex poicilipes mosquito populations taking into
account interactions with animal herds, water ponds and climate fac-
tors in the Ferlo region (Senegal). The main objective of this work is to
show the impact of intra-annual season’s variability on the Aedes vexans
and Culex poicilipes mosquito populations dynamics. We have designed
a UML class diagram representing interactions between animal hosts,
mosquitoes, and water ponds and used this diagram to create an agent
based model which helps us to carry out the sensitivities analysis on dry
spells. The obtained results show that there is a growth of Aedes vexans
mosquito populations at the end of each dry spell following by rainfall
and the appearance of Culex poicilipes mosquito populations at the end
of August coinciding with the disappearance of Culex poicilipes mosquito
populations. The developed model provides a tool for understanding and
predicting the dynamics of Aedes vexans and Culex poicilipes mosquito
populations in the short and long term. It can also be used to study the
sensitivities analysis of daily rainfalls of other types of vectors.

Keywords: Rift Valley fever · Mosquito populations modeling · Agent
based model · Multi-agent · Dry spell · Rainfall variability

1 Introduction

RVF is an infectious disease transmitted by mosquito species called Aedes vexans
and Culex poicilipes. It is transmitted through interactions between mosquitoes,
humans and animals. The eradication of this disease is almost impossible, what
can be done is to control the dynamics of their populations by finding a way to
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shorten their life cycle duration. The Modeling of the life cycle of Aedes vexans
and Culex poicilipes mosquitoes taking into account climatic factors could help
to understand the different mechanisms of RVF outbreak and to know the peri-
ods of excessive growth of the mosquito populations. Several studies have been
carried out on the modeling of the dynamics of mosquito populations [6,12,16].
The control of the life cycle of mosquito populations studied by Becker N. et al.
(2003) [1] has allowed researchers to develop different strategies to reduce the
number of mosquitoes that can leave the aquatic phase to the adult phase. Cli-
matic changes plays a major role in the emergence and re-emergence of vector-
borne diseases [3,12,13]. Several researchers have developed different types of
models to describe the dynamics of mosquito populations [15,16]. Intra-seasonal
climatic variability influences the egg’s hatching rate of mosquitoes that trans-
mit RVF [13]. To predict and map areas at risk of Rift Valley fever virus in Ferlo
(Senegal), it is essential to understand the epidemiology of the disease. This
includes the understanding of interactions between hosts, vectors and the envi-
ronment. The Knowledge about spatial and temporal behaviors of mosquitoes
could help to plan and control this disease. Mosquitoes are the main vectors of
RVF transmission [9]. Several types of mosquitoes (Aedes vexans, Culex poi-
cilipes) are naturally infected [7,12]. An entomological campaign carries out in
Mauritania and all along the Senegal river valley highlighted the role of mosquito
Culex poicilipes in the spread of RVF virus. The infected Aedes vexans female
can transmit the virus to the eggs [4]. The population of Aedes vexans, which
is mostly present at the beginning of the rainy season, declines in the middle
of the rainy season [10,13]. The eggs of Mosquitoes are able to survive on the
dry soil until the next rainy season, which will produce a favorable condition
for the hatching of mosquito eggs [5]. The impact of environmental factors on
the epidemiology of RVF is well known, the impact of climate factors (daily
precipitation, daily temperature, humidity, wind speed) influences the life cycle
of mosquitoes [8]. The multi-agent systems have been used to model complex
systems [2]. They have also been used in epidemiology in the field of vector-
borne diseases [14]. The agent-based models based allow to model and simulate
many complex phenomena [2]. These models are increasingly used in environ-
mental science [17]. Nowadays, very few studies have used agent-based systems
for studying the epidemiology of vector-borne diseases [11] and the dynamics
of mosquito populations. Previous studies have suggested a correlation between
precipitations and the abundance of mosquitoes [15,16], but no study in West
Africa region have used agent-based models to study the impact of a dry spell
after rainfalls on the mosquito population dynamics. The aim of our work is to
design a static model based on an unified modeling language (UML) and build an
agent-based model on the CORMAS multi-agent platform that will allow us to
study the impact of dry spell after rainfall and their sensitivities on the dynamics
of the populations of the mosquitoes Aedes vexans and Culex poicilipes.
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2 Presentation of the Ferlo Area

The region of Ferlo is a Sahelian zone in northern Senegal, covered with vegeta-
tion and water ponds during the winter. This zone is characterized by a Sahelian
climate. Our study area is about 25 km2 and includes different types of water
ponds and vegetation during the period of winter. Each water pond is a habi-
tat for Aedes vexans and Culex poicilipes mosquitoes. The climate of the Ferlo
region is characterized by two main seasons: a dry season and a rainy season.
The mean annual rainfall is ranges from 300 mm to 500 mm. From the begin-
ning of the first rains in June, the first proliferation of mosquitoes Aedes vexans
appears, but this proliferation will increase with the dry spell which will allow
the desiccation of the mosquito eggs. The first Culex poicilipes mosquitoes occur
in August. The eggs of Culex poicilipes mosquito populations do not need dry
spells before hatching. The number of animal herd arriving in the Ferlo region
during the winter is very important, they are exposed to the biting of the Aedes
vexans and Culex pocilipes mosquitoes.

3 Description of the Model

The environment of study is composed of several interacting entities that can be
modeled by a UML class diagram. We have identified the following classes: the
Mosquito class, it is the superclass of the MosquitoAedes and MosquitoCulex
classes. A mosquito is characterized by its physiological state (egg, larva, pupa),
the duration of the desiccation of eggs, its health status, the minimum amount
of water within the ponds required for the hatching of eggs. Each Mosquito
class has the following methods: searchHost( ), bitingHost( ), beInfected( ),
layEgg( ), beDrying( ), dead( ), detectWaterLevel( ). DetectDayNumber( ). The
Host class is a class that allows to model animals and human species, a Host
class is characterized by its: degree of mobility, the list of the ponds where
it can move, the list of resources, the name of its settlement, Its physiologi-
cal state, its period of Incubation. Each Host class must perform the following
methods: searchWater( ), searchPasture( ), consummeWater( ), consummePas-
ture( ), MoveToWaterPond( ), returnToSettlement( ), beInfected( ). The Pond
class is a class which allows managing the dynamics of the water pond charac-
terized by: the list of Mosquito objects it contains, its water level, the status of
the water pond, the list of the daily climatic variables. Each water pond class
must perform the following methods:waterPonddynamic( ), waterPondState( ),
evaporation( ), infiltration( ). The climate class is a class that allows managing
the climatic data essential for the survival of mosquitoes and animals. This class
is characterized by: daily temperature, humidity, daily precipitation. All those
methods are implemented in the CORMAS [2] platform.

4 Experimental Description and Results

In the model, a simulation was carried out in 215 steps corresponding to 215 days
of the wintering period when studying the dynamics of the Culex poicilipes
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mosquito populations. Another 90 steps of simulation (90 days) was also car-
ried out for studying the population dynamics of Aedes vexans mosquitoes. The
first part consists of initializing the virtual environment of study, the parameters
allowing to create the different agents that will have to interact, the number of
water ponds, the number of settlements, the climatic parameters such as the
intensity of the daily rainfall, the daily temperature, and the daily humidity.
The second part consists of integrating the climatic data of year 2010 in the
multi-agent platform. The last part consists of carrying out several sensitivities
analysis on the dry spells. The corresponding rainfall data was collected during
the wintering period of the year 2010. This period starts from June to October
or December (about 215 days). All mosquitoes at the beginning of each simula-
tion are In the form of eggs. The hatching of Aedes vexans eggs begins at the
beginning of the first rains of June while the hatching of the eggs of the Culex
poicilipes mosquitoes will only take place towards the end of August to amplify
the infections of the rift valley fever. Each mosquito has its life duration between
21 and 28 days. The different agents are randomly placed in the environment at
the beginning of the simulation. Only the hosts move towards the water ponds,

Fig. 1. A Simplified UML diagram showing the interactions between mosquitoes, ani-
mals, water ponds and climate.
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the mosquitoes in this model do not leave the water ponds. The results are
structured as follows:

Figure 1 shows The UML class diagram of the interactions between Hosts,
mosquitoes, water ponds and climate.

Figure 2 shows the dynamics of the water pond in Ferlo (Senegal) during the
winter season 2010 on a period of 215 days (Fig. 3).

Figure 4 shows the dynamics of the water pond and the dynamics of the
population of Aedes vexans mosquitoes when occurring two dry spells during
the winter season.

Fig. 2. Dynamics of each water pond using the climatic data of year 2010.

Fig. 3. Presentation of the screenshot of a simulation showing hosts in yellow, mos-
quitoes in red, settlements in black triangle, water ponds in blue and gray yellow.
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Figure 5 shows the dynamics of the water pond and the dynamics of the
population of Culex poicilipes mosquito populations during the winter season
2010.

Figure 6 shows the dynamics of the water pond and the dynamics of the
population of Aedes vexans mosquito populations for a single dry spell at the
beginning of the winter season during the year 2010.

Figure 7 shows the dynamics of water pond and the dynamics of the popu-
lation of Aedes vexans mosquito populations for a single dry spell in early July
during the winter season of year 2010.

Figure 8 shows the dynamics of water pond and the dynamics of the Aedes
vexans mosquito populations without dry spell during the winter season in year
2010.

5 Discussion

The life cycle of Aedes vexans and Culex poicilipes mosquito populations
depends on the dynamics of water ponds (Fig. 1). The wintering period of 2010 in
the Ferlo region has 23 days of dry spell (23 consecutive days without rain) dur-
ing the month of June, followed by a second (Fig. 4) days of a dry spell between
the beginning of July. Each dry spell leads to a decrease of the level of the water
within ponds. The eggs of Aedes vexans mosquitoes which are laid from the first
day of each dry spell will undergo a desiccation for at least 7 days and will hatch
as soon as they are completely immersed. (Fig. 4) shows that the rate of the
evolution of Aedes vexans mosquito populations between the start of the first
dry spell in June and the end of this first dry spell is 200%. The rate of change
between the start of the second dry spell and the end of this second dry spell is
250% (Fig. 4). We can say that the more the dry spell succeed each other, the

Fig. 4. Dynamics of the water pond (in blue color) and dynamics of the Aedes vexans
mosquito populations(red color) for two dry spell during the year 2010.
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more the growth of the Aedes vexans mosquito populations tends to be exponen-
tial. It is also observed that the presence of the two dry spell leads an evolution
rate of the Aedes mosquito populations of 850% compared to the numbers of
Aedes vexans mosquitoes obtained from the date of the beginning of the first
dry spell. It should also be noted that these rates of evolution take into account
the death of adult mosquitoes. During the winter of 2010, after the complete
disappearance of the mosquitoes Aedes vexans at the end of August, we noted
the appearance of Culex poicilipes mosquito populations (Fig. 5) because at this

Fig. 5.Dynamics of the water pond and dynamics of culex mosquito populations during
the winter period 2010. This curve shows the appearance of Culex mosquitoes 10 days
after the beginning of August.

Fig. 6. Dynamics of the water pond and the dynamics of the Aedes vexans mosquito
populations when there exist a single dry spell at the beginning of winter season during
the year 2010.
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period all the ponds are full. The results confirm the work of several researchers
who state that the growth of mosquito populations plays an important role in
the transmission of valley fever Rift in Senegal [18]. We have found that the year
where there are several infected animals coincides with the fact that there are
too many mosquitoes. The abundance of rains does not necessarily lead to an
excessive multiplication of mosquitoes. The variability of daily rainfall is more
important than the abundance of successive rains over several days in the process
of the hatching of eggs. Our results confirm what other researchers have proved
in Senegal that the alternation between rainfall (rainfall variability) causes dry
spells that which lead to the multiplication of Aedes vexans mosquitoes. For 90
steps of simulation corresponding to 3 months from the beginning of the winter-
ing period of the year 2010, a large population of Aedes vexans mosquitoes was
observed after the second dry spell (Fig. 4). This population of Aedes vexans was
relayed by the Culex poicilipes population at the end of August (Fig. 5). Until
the appearance of the Culex poicilipes mosquitoes at the end of August, we noted
a complete disappearance of Aedes vexans mosquito populations in the absence
of dry spells. We carried out sensitivities analysis on dry spells duration during
the 2010 wintering period, first, we asked ourselves how many adult mosquitoes
can be obtained during the first three months of winter if the dry spell Between
the 30th day and the 38th day were canceled by the intermittent rainfall? If this
were the case, it would remain the only dry spell that goes from the 10th day to
the 22nd day. A simulation performed in this case for a single dry spell at the
beginning of the rainy season gives a population of 81 mosquitoes Aedes vexans
(Fig. 6) between the beginning of the dry spell and the end of the dry spell.
Assuming that a dry spell from 10 June to 22 June was canceled by intermittent
rainfall, the only dry spell between 30 June and 8 July 2010 allows mosquitoes

Fig. 7. Dynamics of the water pond and the dynamics of the population of Aedes
vexans mosquito population when there exist a single dry spell in early July during
the year 2010.
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Fig. 8. Dynamics of the water pond and the dynamics of the Aedes vexans mosquito
populations without dry spell during the winter season of the year 2010.

to reach a population of 103 (Fig. 7). It can, therefore, be said that, as soon
as the first mosquitoes were born, the late arrival of the first dry spell caused a
considerable increase in the Aedes vexans mosquito populations. In the situation
where there are two dry spells (Fig. 4), 186 Aedes mosquitoes were obtained at
the end of the second dry spell, so the sequence of dry spells followed by inter-
mittent rains amplifies the growth of Aedes vexans mosquito populations. In the
absence of dry spells (Fig. 8), the 50 eggs of mosquitoes used in the initialization
of the simulation will emerge as adult mosquitoes will bite animals and lay the
eggs again, these eggs will never hatch due to a lack of dry spell, the population
of the Aedes mosquitoes will disappear before The beginning of August. The
Culex poicilipes mosquitoes will appear (Fig. 5) when Aedes vexans mosquitoes
have disappeared 2 weeks or 3 weeks in advance which is an advantage for the
spread of RVF.

6 Conclusion

This work allows us to show that the abundance of mosquitoes is not directly
related to the abundance of rainfall in the Ferlo region. This justification was
done by modeling the interactions between rainfall, water ponds, mosquitoes
Aedes vexans and Culex poicilipes using the multi-agent approach. The results
showed that the continuity of the infections of the animals during the winter-
ing period persist until the end of August because of the presence of the Culex
mosquito populations which did not need dry spells for the desiccation of their
eggs. The developed model can be used to estimate the number of mosquitoes
capable of reaching the adult phase as a function of daily rainfall and dry spell
period. To model the dynamics of the mosquito populations, we have only consid-
ered the water pond dynamics taking into account evaporation and infiltration.
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This model could be used to study the impact of rainfall variability on other
species of insects living in water ponds in Senegal. We also observed that the
eggs of Aedes vexans at the end of the dry spell are closely related to the water
level of the ponds responsible for the immersion of these eggs. Agent-based mod-
eling is a powerful tool because it gives the privilege to simulate the behaviors
of mosquitoes in the environment. The developed model thus allows us to better
understand the notion of a dry spell, as well as its impact on the filling and
drying of ponds and their effect on the life cycle of mosquitoes.
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11. Muller, G., Grébaut, P., Gouteux, J.: An agent-based model of sleeping sickness:
simulation trials of a forest focus in Southern Cameroon. C. R. Biol. 327, 1–11
(2004)

12. Ndiaye, P.I.: Modélisation de la dynamique de population des moustiques Aedes en
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