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Advances in Feature Selection for Data
and Pattern Recognition: An Introduction

Urszula Stańczyk, Beata Zielosko and Lakhmi C. Jain

Abstract Technological progress of the ever evolving world is connected with the
need of developing methods for extracting knowledge from available data, distin-
guishing variables that are relevant from irrelevant, and reduction of dimensionality
by selection of the most informative and important descriptors. As a result, the field
of feature selection for data and pattern recognition is studied with such unceasing
intensity by researchers, that it is not possible to present all facets of their investiga-
tions. The aim of this chapter is to provide a brief overview of some recent advances
in the domain, presented as chapters included in this monograph.

Keywords Feature selection · Pattern recognition · Data mining

1.1 Introduction

The only constant element of the world that surrounds us is its change. Stars die and
new are born. Planes take off and land. New ideas sprout up, grow, and bear fruit,
their seeds starting new generations. We observe the comings and goings, births and
deaths, neglect and development, as we gather experience and collect memories,
moments in time that demand to be noticed and remembered.

Human brains, despite their amazing capacities, the source of all inventions, are
no longer sufficient as we cannot (at least not yet) grant anyone a right to take a
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direct peek at what is stored inside. And one of irresistible human drives is to share
with others what we ourselves notice, experience, and feel. Mankind has invented
language as means of communication, writing to pass on our thoughts to progeny and
descendants, technologies and devices to help us in our daily routines, to seek answers
to universal questions, and solve problems. Both human operators and machines
require some instructions to perform expected tasks. Instructions need to be put
in understandable terms, described with sufficient detail, yet general enough to be
adapted to new situations.

A mother tells her child: “Do not talk to strangers”, “take a yellow bus to school”,
“when it rains you need an umbrella”, “if you want to be somebody, you need to study
hard”. In a factory the alarm bells ring when a sensor detects that the conveyor belt
stops moving. In a car a reserve lights up red or orange when the gasoline level in a
tank falls bellow a certain level. In a control room of a space centre the shuttle crew
will not hear the announcement of count downunless all systems are declared as “go”.
These instructions and situations correspond to recognition of images, detection of
motion, classification, distinguishing causes and effects, construction of associations,
lists of conditions to be satisfied before some action can be taken.

Information about environment, considered factors and conditions are stored in
some memory elements or banks, retrieved when needed and applied in situations
at hand. In this era of rapid development of IT technologies we can observe un-
precedented increase of collected data, with thousands and thousands of features and
instances. As a result, on one side we have more and more data, on the other side,
we still construct and look for appropriate methods of processing which allow us to
point out which data is essential, and which useless or irrelevant, as we need access
to some established means of finding what is sought and in order to do that we must
be able to correctly describe it, characterise it, distinguish from other elements [15].

Fortunately, advances in many areas of science, developments in theories and
practical solutions come flooding, offering new perspectives, applications, and pro-
cedures. The constant growth of available ways to treat any concept, paths to tread,
forces selection as an inseparable part of any processing.

During the last few years feature selection domain has been extensively studied
by many researchers in machine learning, data mining [8], statistics, pattern recog-
nition, and other fields [11]. It has numerous applications, for example, decision
support systems, customer relationship management, genomic microarray analysis,
image retrieval, image andmotion detection, and text categorisation [33]. It is widely
acknowledged that a universal feature selection method, applicable and effective in
all circumstances, does not exists, and different algorithms are appropriate for dif-
ferent tasks and characteristics of data. Thus for any given application area a suitable
method (or algorithm) should be sought.

The main aim of feature selection is the removal of features that are not in-
formative, i.e., irrelevant or redundant in order to reduce dimensionality, discover
knowledge, and explore stored data [1]. The selection can be achieved by ranking of
variables according to some criterion or by retrieving a minimum subset of features
that satisfy some level of classification accuracy. The evaluation of feature selection
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technique or algorithm can be measured by the number of selected features, perfor-
mance of learning model, and computation time [19].

Apart from the point of view of pattern recognition tasks, feature selection is also
important with regard to knowledge representation [17]. It is always preferable to
construct a data model which allows for simpler representation of knowledge stored
in the data and better understanding of described concepts.

This book is devoted to recent advances in the field of feature selection for data and
pattern recognition. There are countless ideas and also thosewaiting to be discovered,
validated and brought to light. However, due to space restriction, we can only include
a sample of research in this field. The book that we deliver to a reader consists of 14
chapters divided into four parts, described in the next section.

1.2 Chapters of the Book

Apart from this introduction, there are 14 chapters included in the book, grouped
into four parts. In the following list short descriptions for all chapters are provided.

Part I Nature and Representation of Data

Chapter2 is devoted to discretisation [10, 13]. When the entire domain of a
numerical attribute is mapped into a single interval, such numerical attribute
is reduced during discretisation. The problem considered in the chapter is
how such reduction of data sets affects the error rate measured by the C4.5
decision tree [26] generation system using cross-validation. The experiments
on 15 numerical data sets show that for a Dominant Attribute discretisation
method the error rate is significantly larger for the reduced data sets. However,
decision trees generated from the reduced data sets are significantly simpler
than the decision trees generated from the original data sets.
Chapter3 presents extensions of under-sampling bagging ensemble classifiers
for class imbalanced data [6]. There is proposed a two phase approach, called
Actively Balanced Bagging [5], which aims to improve recognition of mi-
nority and majority classes with respect to other extensions of bagging [7].
Its key idea consists in additional improving of an under-sampling bagging
classifier by updating in the second phase the bootstrap samples with a limited
number of examples selected according to an active learning strategy. The re-
sults of an experimental evaluation of Actively Balanced Bagging show that
this approach improves predictions of the two different baseline variants of
under-sampling bagging. The other experiments demonstrate the differenti-
ated influence of four active selection strategies on the final results and the
role of tuning main parameters of the ensemble.
Chapter4 addresses recently proposed supervisedmachine learning algorithm
which is heavily supported by the construction of an attribute-based decision
graph (AbDG) structure, for representing, in a condensed way, the training
set associated with a learning task [4]. Such structure has been successfully
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used for the purposes of classification and imputation in both stationary and
non-stationary environments [3]. The chapter provides the motivations and
main technicalities involved in the process of constructing AbDGs, as well as
stresses some of the strengths of this graph-based structure, such as robustness
and low computational costs associated to both training and memory use.
Chapter5 focuses on extensions of dynamic programming approach for opti-
misation of rules relative to length, which is important for knowledge repre-
sentation [29]. “Classical” optimising dynamic programming approach allows
to obtain rules with the minimum length using the idea of partitioning a de-
cision table into subtables. Basing on the constructed directed acyclic graph,
sets of rules with the minimum length can be described [21]. However, for
larger data sets the size of the graph can be huge. In the proposed modification
not the complete graph is constructed but its part. Only one attribute with the
minimum number of values is considered, and for the rest of attributes only
the most frequent value of each attribute is taken into account. The aim of the
research was to find a modification of an algorithm for graph construction,
which allows to obtain values of rule lengths close to optimal, but for the
smaller graph than in “classical” case.

Part II Ranking and Exploration of Features

Chapter6 describes an overview of reasons for using ranking feature selection
methods and the main general classes of this kind of algorithms, with defini-
tions of some background issues [30]. There are presented selected algorithms
based on random forests and rough sets, and a newly implemented method,
called Generational Feature Elimination (GFE) is introduced. This method is
based on feature occurrences at given levels inside decision trees created in
subsequent generations. Detailed information about its particular properties,
and results of performance with comparison to other presented methods, are
also included. Experiments were performed on real-life data sets as well as
on an artificial benchmark data set [16].
Chapter7 addresses ranking as a strategy used for estimating relevance or im-
portance of available characteristic features. Depending on applied method-
ology, variables are assessed individually or as subsets, by some statistics
referring to information theory, machine learning algorithms, or specialised
procedures that execute systematic search through the feature space. The in-
formation about importance of attributes can be used in the pre-processing
step of initial data preparation, to remove irrelevant or superfluous elements.
It can also be employed in post-processing, for optimisation of already con-
structed classifiers [31]. The chapter describes research on the latter approach,
involving filtering inferred decision rules while exploiting ranking positions
and scores of features [32]. The optimised rule classifiers were applied in
the domain of stylometric analysis of texts for the task of binary authorship
attribution.
Chapter8 discusses the use of a method for attribute selection in a dispersed
decision-making system. Dispersed knowledge is understood to be the knowl-
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edge that is stored in the form of several decision tables. Different methods
for solving the problem of classification based on dispersed knowledge are
considered. In the first method, a static structure of the system is used. In more
advanced techniques, a dynamic structure is applied [25]. Different types of
dynamic structures are analyzed: a dynamic structure with disjoint clusters,
a dynamic structure with inseparable clusters, and a dynamic structure with
negotiations. A method for attribute selection, which is based on the rough set
theory [24], is used in all of the described methods. The results obtained for
five data sets from the UCI Repository are compared and some conclusions
are drawn.
Chapter9 contains the study of knowledge representation in rule-based knowl-
edge bases. Feature selection [14] is discussed as a part of mining knowledge
bases from a knowledge engineer’s and from a domain expert’s perspective.
The former point of view is usually aimed at completeness analysis, consis-
tency of the knowledge base and detection of redundancy and unusual rules,
while in the latter case rules are explored with regard to their optimization, im-
proved interpretation and a way to improve the quality of knowledge recorded
in the rules. In this sense, exploration of rules, in order to select the most im-
portant knowledge, is based in a great extent on the analysis of similarities
across the rules and their clusters. Building the representatives for created
clusters of rules bases on the analysis of the premises of rules and then selec-
tion of the best descriptive ones [22]. Thus this approach can be treated as a
feature selection process.

Part III Image, Shape, Motion, and Audio Detection and Recognition

Chapter10 explores recent advances in brain imaging technology, coupled
with large-scale brain research projects, such as the BRAIN initiative in the
U.S. and the European Human Brain Project, as they allow to capture brain
activity in unprecedented detail. In principle, the observed data is expected
to substantially shape the knowledge about brain activity, which includes the
development of new biomarkers of brain disorders. However, due to the high
dimensionality selection of relevant features is one of the most important
analytic tasks [18]. In the chapter, the feature selection is considered from
the point of view of classification tasks related to functional magnetic reso-
nance imaging (fMRI) data [20]. Furthermore, an empirical comparison of
conventional LASSO-based feature selection is presented along with a novel
feature selection approach designed for fMRI data based on a simple genetic
algorithm.
Chapter11 introduces the notion of classes of shapes that have descriptive
proximity to each other in planar digital 2D image object shape detection [23].
A finite planar shape is a planar region with a boundary and a nonempty inte-
rior. The research is focused on the triangulation of image object shapes [2],
resulting in maximal nerve complexes from which shape contours and shape
interiors can be detected and described. A maximal nerve complex is a col-
lection of filled triangles that have a vertex in common. The basic approach is

http://dx.doi.org/10.1007/978-3-319-67588-6_9
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6 U. Stańczyk et al.

to decompose any planar region containing an image object shape into these
triangles in such a way that they cover either part or all of a shape. After
that, an unknown shape can be compared with a known shape by comparing
the measurable areas covering both known and unknown shapes. Each known
shape with a known triangulation belongs to a class of shapes that is used to
classify unknown triangulated shapes.
Chapter12 presents an experimental study of several methods for real mo-
tion and motion intent classification (rest/upper/lower limbs motion, and
rest/left/right hand motion). Firstly, EEG recordings segmentation and fea-
ture extraction are presented [35]. Then, 5 classifiers (Naïve Bayes, Decision
Trees, Random Forest, Nearest-Neighbors, Rough Set classifier) are trained
and tested using examples from an open database. Feature subsets are selected
for consecutive classification experiments, reducing the number of required
EEG electrodes [34]. Methods comparison and obtained results are given, and
a study of features feeding the classifiers is provided. Differences among par-
ticipating subjects and accuracies for real and imaginarymotion are discussed.
Chapter13 is an extension of the work presented where the problem of clas-
sifying audio signals using a supervised tolerance class learning algorithm
(TCL) based on tolerance near sets was first proposed [27]. In the tolerance
near set method (TNS) [37], tolerance classes are directly induced from the
data set using a tolerance level and a distance function. The TNSmethod lends
itself to applications where features are real-valued such as image data, audio
and video signal data. Extensive experimentation with different audio-video
data sets was performed to provide insights into the strengths and weaknesses
of the TCL algorithm compared to granular (fuzzy and rough) and classical
machine learning algorithms.

Part IV Decision Support Systems

Chapter14 overviews an application area of recommendations for customer
loyalty improvement, which has become a very popular and important topic
area in today’s business decision problems. Major machine learning tech-
niques used to develop knowledge-based recommender system, such as deci-
sion reducts, classification, clustering, action rules [28], are described. Next,
visualization techniques [12] used for the implemented interactive decision
support systemare presented. The experimental results on the customer dataset
illustrate the correlation between classification features and the decision fea-
ture called the promoter score and how these help to understand changes in
customer sentiment.
Chapter15 presents a discussion on an alternative attempt to manage the grids
that are in intelligent buildings such as central heating, heat recovery ventila-
tion or air conditioning for energy cost minimization [36]. It includes a review
and explanation of the existing methodology and smart management system.
A suggested matrix-like grid that includes methods for achieving the expected
minimization goals is also presented. Common techniques are limited to cen-
tral management using fuzzy-logic drivers, and redefining of the model is

http://dx.doi.org/10.1007/978-3-319-67588-6_12
http://dx.doi.org/10.1007/978-3-319-67588-6_13
http://dx.doi.org/10.1007/978-3-319-67588-6_14
http://dx.doi.org/10.1007/978-3-319-67588-6_15


1 Advances in Feature Selection . . . 7

used to achieve the best possible solution with a surplus of extra energy. In
a modified structure enhanced with a matrix-like grid different ant colony
optimisation techniques [9] with an evolutionary or aggressive approach are
taken into consideration.

1.3 Concluding Remarks

Feature selection methods and approaches are focused on reduction of dimensional-
ity, removal of irrelevant data, increase of classification accuracy, and improvement
of comprehensibility and interpretability of resulting solutions. However, due to the
constant increase of size of stored, processed, and explored data, the problem poses
a challenge to many existing feature selection methodologies with respect to effi-
ciency and effectiveness, and causes the need for modifications and extensions of
algorithms and development of new approaches.

It is not possible to present in this book all extensive efforts in the field of feature
selection research, however we try to “touch” at least some of them. The aim of this
chapter is to provide a brief overview of selected topics, given as chapters included
in this monograph.
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