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Abstract. Research on human interaction has shown that considering an
agent’s actions related to either effort or ability can have important conse-
quences for attributions of responsibility. In this study, these findings have been
applied in a HRI context, investigating how participants’ interpretation of a
robot failure in terms of effort -as opposed to ability- may be operationalized and
how this influences the human perception of the robot having agency over and
responsibility for its actions. Results indicate that a robot displaying lack of
effort significantly increases human attributions of agency and –to some extent-
moral responsibility to the robot. Moreover, we found that a robot’s display of
lack of effort does not lead to the level of affective and behavioral reactions of
participants normally found in reactions to other human agents.
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1 Introduction

Even when built to be perfect, computer- and robotic-systems are known to occa-
sionally malfunction in or throughout the task they were designed to perform. Although
in practice the consequences of malfunction, misuse or mere accidents with the usage
of robots are oftentimes innocent (e.g. a household robot dropping a plate on the
ground), one can also think of consequences that cause more serious harm (e.g. a
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household robot dropping a plate on a pet or a child). In fact, considering the increasing
number of applications of robots, and the increasing number of people using them, it
will be impossible to predict all the different ways in which robots will be used and the
mistakes that robots can make.

Hence, currently, much debate is devoted to the question of how we should deal
with such harms caused by robots [2, 3]. One central issue in this discussion is the role
of anthropomorphism, that is: the human tendency to assign human traits, emotions and
intentions to non-humans. More specifically, if we assume robots do not think or feel, it
would be impossible to blame them for their acts, let alone to punish them. Never-
theless, while in theory people remain that robots are no candidates for inferring
thoughts and feelings to, in practice research on anthropomorphism shows that humans
automatically take perspective when seeing the movements of inanimate objects [4–7].
This can frequently be noticed in daily life, for example in the way we are emotionally
involved in watching animated films, socially connect with stuffed animals, or speak of
weather or a stock market that is ‘pleased’ or ‘angry’ [8].

Considering our tendency to think about and/or act towards robots as if it were
humans, we believe mechanisms of human-human interaction may also be applicable
in human-robot interaction (HRI). One such mechanism has been comprehensively
studied in Weiner’s Theory of Social Conduct, describing the precursors and conse-
quences of humans attributing agency and responsibility to other agents. Weiner’s
studies [9] reveal that especially attributions of controllability and uncontrollability
matter in perceiving whether people act with agency (having an autonomous or at least
partially independent capacity to engage in goal-directed action) or not, and conse-
quently whether these people bear responsibility (whether one can be praised or blamed
for its actions). This in turn is shown to have effect on fundamental emotional and
behavioral responses such as acceptance, rejection, altruism and aggression. For
example, in one of their studies, Weiner et al. [10] let participants judge hypothetical
patients suffering from diseases that are generally considered as more controllable than
others (e.g. obesity and drug abuse are perceived as controllable; cancer and Alzheimer
as uncontrollable), and found that patients suffering from ‘controllable diseases’ are
judged as carrying more responsibility for their condition. In addition, results indicated
that the people suffering from these ‘controllable diseases’ were less likely to be
helped, receive donations, or even just being liked as a person. These findings have
been replicated in and with regard to different contexts such as school settings, stigmas,
and reactions to penalties for an offense [9, 11, 12]. Therefore, given robots’ potential
to cause undesired outcomes, combined with the tendency of human users to anthro-
pomorphize them, we suggest that robots may also be judged under the influence of
attributions of controllability.

In addition to the general likeability and acceptance of robots in daily life situa-
tions, we believe there could be even more at stake. Anthropomorphism may cause
owners and developers to (unknowingly) distance themselves from potential harms
caused by their robots [13], causing responsibility to become diffused. Thus, we believe
that finding out more about attributions of agency and responsibility in robots is of
great societal relevance.

Nevertheless, with regard to HRI, little is known about attributions of agency and
moral responsibility. In fact, the topic of responsibility in HCI/HRI has been
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incorporated in a number of studies, but these do not necessarily reflect attributions of
agency or moral responsibility via attributions of a mind to the computers or robots
involved (for a more extensive report on this, see [1]). For example, in the context of a
collaborative game setting, Vilaza et al. [14] found that participants have a tendency to
blame computers or robots when a game is lost. Similar results were reported by Moon
and Nass [15] and You et al. [16], who found that participants tend to blame computers
when their results were evaluated negatively while taking credit when a game is won or
when results are evaluated positively. Hence, in these cases, robots are primarily
blamed as a consequence of self-serving bias rather than as a consequence of
anthropomorphism. Moreover, in two recent studies Malle et al. [17, 18] presented
participants with a picture of either a mechanical robot or a humanoid robot responding
to moral dilemmas. Their results showed that, as compared to the mechanical robot
with regards to judgments of blame, participants judged the humanoid robot more
similar to how a human agent would be judged. Nevertheless, there still remains a lot of
unanswered questions as to what incites attributions of agency and responsibility in
HRI, and how exactly this could be operationalized for the benefit of better HRI.

An important factor that influences the distinction between controllable and uncon-
trollable outcomes is the perception of the amount of ability and effort that is displayed in
behavior. For example, in school settings, despite the grade-outcome, teachers prefer to
praise their students in terms of howmuch effort a student puts into the work. So students
with low ability (uncontrollable cause), but highmotivation (controllable cause) are often
considered as better or at least more likeable students than students with high ability but
low motivation [19]. Considering malfunctions in robotic behavior, we think these
attributions of ability and effort may bewell applicable inHRI. Therefore, in this studywe
performed a small experiment in which participants were shown videos of robots
(Aldebaran’s NAO; https://www.ald.softbankrobotics.com/en) failing tasks in ways that
could be interpreted as due to either lack of ability (LA-condition; e.g. dropping an object)
or lack of effort (LE-condition; e.g. throwing away an object).

Accordingly, the main dependent variables in our study were defined as agency and
responsibility. For our purposes, we define agency as the attribution of the capacity to
act towards the realization of a goal, and responsibility as being accepted as a candidate
for the attribution of credit or blame. It is important to note that attributing agency does
not necessarily imply the attribution of responsibility [20, 21], for example in the case
of children, subordinates following orders during their job, people with (temporary)
diminished mental capacity or even domesticated animals. In all these occurrences,
agents display agency, but do not carry full responsibility due to the presence of
mitigating circumstances (e.g. not knowing right from wrong or inability to comport
behavior to the requirements of law; [2]). Some authors have drawn parallels between
robots and domestic animals in this regard, recognizing that both are often afforded
similar capacities, rights and responsibilities [22, 23].

Agency and responsibility also need to be distinguished from another feature that
can be attributed to robots, namely: experience (e.g. the attribution of an agent having
beliefs, intentions, desires, emotions). Over the years, in most research anthropomor-
phism has been loosely defined as “the assignment of human traits, emotions and
intentions to non-humans”. However, a factor analysis of Gray et al. ([24], but also see
[25–31]) revealed that in this regard we can better speak of two individual factors of
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mind perception: experience and agency. Therefore, in order to get a better idea of what
type of mind perception we are actually measuring, we included measuring attributions
of experience in our data collection. However, it should be noted that this distinction is
not the main focus of our study.

In fact, the main goal of our experiment was to examine the effects of showing
videos of robots failing due to lack of ability or due to lack of effort on attributions of
agency and responsibility. We expected that a display of lack of effort would incite the
illusion of a robot having agency over its actions. Contrarily, we did not formulate
definite predictions about the possible effects of our robots displaying lack of effort on
measures of responsibility. Since these conditions -especially the LE-condition- were
supposed to represent situations that in fact depend on subjective evaluations, in this
paper we spent special attention to the operationalization of the LA/LE-conditions.
Therefore, as a secondary goal, we considered the extent to which each of the videos
separately affects attributions of agency, responsibility and experience.

Devising robot behavior to elicit attributions of agency, responsibility and expe-
rience was not straightforward. Several constraints had to be met. First, it should be
clear to participants what task the robot is trying (or not trying) to do, even without
seeing successful task-performance. Second, it should be clear to participants that
failure of task-performance is indeed a failure, that is: it should at least have some
negative consequences. On the other hand, assuming robots in real life will not be
programmed to do morally objectionable behavior, the robots’ behavior should at most
passively cause harm (i.e. negligence, not ‘trying’), but not actively (i.e. hurting,
cheating, lying for one’s own benefit). Third, since we wanted to limit other influences
than mere task performance as much as pos-
sible, we tried to limit narrative and dialogue.
Fourth and finally, both for practical reasons as
well as for the generalizability of the study: the
tasks should be simple enough for a NAO
robot to perform.

2 Method

Participants. Participants were drawn from a
university population in exchange for a €5
gift-certificate. After listwise exclusion of
eight participants (due to missing data and
double responses) the final sample consisted of
a total of 63 participants. These participants
were randomly divided amongst the LA- and
LE-conditions. The LA-sample consisted of 31
people (19 women, MAge = 26,7, SD = 11,6).
The LE-sample consisted of 32 people (14
women, MAge = 26,3, SD = 7,5).

Fig. 1. Sample frames of (a) a robot
looking at the target location for putting a
toy in a box, (b) subsequently throwing
the toy away instead (LE-condition).
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Material and procedure. The complete survey including videos was presented
online, via the online survey software “Qualtrics”. After brief instructions, participants
were shown a video of about 30–60 s portraying a situation in which a NAO robot was
shown failing a task either due to lack of ability or lack of effort. To illustrate, one
scenario showed a robot trying to pick up a toy giraffe and putting it in a box (Fig. 1).
In the LA-condition, the toy giraffe drops from the robot’s hands before reaching the
box. In the LE-condition, the toy giraffe is properly grasped, but instead of putting it in
the box, the robot throws it away. Six additional of such scenarios were presented
respectively portraying situations in which (in order of appearance) a NAO robot
(1) gives a high five to a human, (2) categorizes playing cards, (3) draws a house, (4;
Fig. 2) shows a human how it can dance, (5) answers math-related questions, and
(6) plays a game of tic-tac-toe with a human1. For a more detailed description of these
videos, see Appendix A.

After each video, participants were asked to
fill in a questionnaire containing scales of
experience (seven questions about the extent to
which the robot might have beliefs, desires,
intentions, emotions), agency (five questions
about the robot’s control over the situation and
its ability to make its own decisions), and
responsibility (twelve questions on attributed
blame and kindness, affective and behavioral
reactions). These items were derived in part
from questionnaires used by Graham and
Hoehn [32], Greitemeyer and Rudolph [33] and
Waytz et al. [34].

Additionally, scales were included measur-
ing the participant’s estimate of the robot’s
predictability, propensity to do damage, trust-
worthiness and nonanthropomorphic features
(e.g. strength, efficiency, usefulness). However,
for a report on these extra studies we refer
to [1].

Finally, to encourage participants to care-
fully watch the videos, the questionnaire also
included two open-ended questions asking
participants to give a brief description of what
they had seen in the video and what they con-
sidered the one major cause of this happening
after being presented a description of the fail-
ure. These two questions were drawn from the Attributional Style Questionnaire by
Peterson et al. [35]. In its entirety, the survey took about 30–35 min to complete.

Fig. 2. Sample frames of video 5
(dance): (a) only after a reminder, the
robot performs a dance (LA-condition),
(b) instead of dancing, the robot ‘takes a
break’ (LE-condition).

1 Videos and complete survey can be found online: https://www.youtube.com/playlist?list=PLSQsUz
V48QtG__YPY6kVcgCM8-YOcNqja, https://eu.qualtrics.com/jfe/preview/SV_6y4TuTii0CFnpch.
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Design and analysis. For analysis, a mean score of each scale was calculated (range
1–5) and transposed to Z-scores. Since reliability and goodness-of-fit for the scale of
responsibility was questionable, items of this scale were analyzed separately. In order
to answer both our main- and additional questions, following an assumption-check, a
GLM multivariate analysis was performed with the composite means of agency,
experience, predictability, propensity to do damage, and each item related to respon-
sibility as dependent variables. Condition (LA/LE) was indicated as between-subject
factor (Table 1).

Finally, in order to get a global impression of the effect that each video contributes
to the main effect, we performed an additional GLM analysis (double repeated mea-
sures ANOVA) that tested for contrast-effects with agency, experience, responsibility
(composite score) and predictability as dependent variables. This analysis shows
whether the effects of condition (LA/LE) * video (1–7) significantly diverge from the
main effect of condition (from all videos taken together), and thus illustrates for each
video whether it has a significantly positive or negative contribution to the main effect.
In this analysis, for reasons of clarity and convenience, we did include all the
responsibility-items together in one composite score. Hence, the responsibility-scores
should be interpreted with caution.

3 Results

According to what was expected, participants attributed more agency to a NAO robot
after seeing videos in which it displayed lack of effort (M = 2.80, SD = 0.82) compared
to videos in which it displayed lack of ability (M = 2.12, SD = 0.61; Fig. 3). Univariate
tests expressed significant and large effects for the composite scores of agency (F
(1,61) = 13.601, p = .000, eta2 = .182), and experience (F(1,61) = 12.235, p = .001,
eta2 = .168). The results for the items of responsibility were mixed. While univariate

Table 1. Means of absolute
scores (range 1–5) for experience,
agency and responsibility-items
in LA and LE conditions.

LA LE Difference

Experience 1.98 2.67 0.69**

Agency 2.12 2.80 0.68**

R:Blame 1.55 2.04 0.49*

R:Anger 2.30 2.48 0.18

R:Disapppointment 1.18 1.53 0.35*

R:Put away 1.81 1.94 0.13

R:Sell 1.75 1.62 -0.13

R:Sympathy 2.08 2.08 0.00

R:Kindness 2.53 2.35 -0.18

R:Pity 1.74 1.77 0.03

R:Try again 3.63 3.60 -0.02

R:Help 3.12 3.03 -0.10

Corresponding p-values * = p < .05;
** = p < .01.

0.69 0.68

0.49

0.18

0.35

0.13

-0.13

0.00

-0.18

0.03

-0.02
-0.10

0.30
0.20
0.10
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80

Fig. 3. Difference score (LA subtracted from LE) of
means.
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tests for blame and disappointment revealed significant, medium effects (respectively:
F(1, 61) = 5.757, p = .019, eta2 = .086; F(1, 61) = 9.704, p = .003, eta2 = .137),
effects for the items anger, put away, sell, kindness, pity, sympathy, help and try again
were not significant.

As for the contrast-effects: first, confirming the results above, we found a significant
and strong main effect (all videos taken together) of condition on agency (F
(1,61) = 13.645, p = .000, eta2 = .183) and experience (F(1,61) = 12.626, p = .000,
eta2 = .171), but not on the composite score of responsibility (F(1,61) = 1.465,
p = .231, eta2 = .023). Yet, when looking at the individual videos, we found that video
1 (giraffe), 3 (cardsorting), 4 (art), 6 (math) and 7 (tictactoe) show significant and
medium to strong positive contrast effects (video 1 * agency: F(1,61) = 8.666,
p = .005, eta2 = .124; video 3 * agency: F(1,61) = 4.146, p = .046, eta2 = .064;
video 3 * experience: F(1,61) = 12.516, p = .001, eta2 = .170; video 6 * experience: F
(1,61) = 4.412, p = .040, eta2 = .067; video 4 * responsibility: F(1,61) = 5.991,
p = .017, eta2 = .089; video 7 * responsibility: F(1,61) = 12.844, p = .001, eta2 =
.174). So, although each of these videos somewhat differ from one another in terms of
what attribution they especially tend to evoke, each of them have some positive con-
tribution to the main effects of experience, agency and/or responsibility.

Contrarily, video 2 (high five) and 5 (dance; Fig. 2) show negative medium to
strong contrast effects (video 5 * agency: F(1,61) = 17.914, p = .000, eta2 = .227;
video 2 * experience: F(1,61) = 5.378; p = .024, eta2 = .81; video 5 * experience: F
(1,61) = 4.679, p = .034, eta2 = .071; video 5 * responsibility: F(1,61) = 5.903,
p = .018, eta2 = .088), indicating that these videos might not be ideal operational-
izations of LA/LE in order to incite attributions of experience, agency and/or
responsibility (Fig. 4).

-0.50
0.00
0.50
1.00
1.50
2.00
2.50
3.00
3.50
4.00
4.50

Agency Responsibility Experience Predictability

Fig. 4. Overview of mean difference in raw scores of the effects of condition (LA subtracted
from LE) on attributions of agency, responsibility, experience and predictability.
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4 Discussion

The main goal of this study -as focused on in this paper- was to examine how oper-
ationalizations of robotic behavior in terms of failure might incite attributions of agency
and responsibility. According to what was expected, results showed that a display of
lack of effort strongly increases the human perception of a robot’s agency. This con-
firms earlier studies of human-human interaction within the framework of Weiner’s
Theory of Social Conduct, in which a display of lack of ability is perceived as an
uncontrollable cause for failure, whereas a display of lack of effort is perceived as a
(consciously) controllable cause for failure.

Similarly, a display of lack of effort also increases participants’ judgements of the
robot’s blameworthiness and participants’ feelings of disappointment, although these
effects are somewhat smaller. Yet, other measures of responsibility were not affected by
the manipulation. So in contrast with human-human interaction, a robotic display of
lack of effort does not necessarily lead to negative affective and behavioral reactions,
such as anger, or wanting to shut the robot off and put it away.

Despite the fact that we showed several different videos presenting a variety of
tasks, most videos had a significant contribution to attributions of agency, responsi-
bility and experience. Yet, there seem to be differences in the extent to which each
video had an effect on the different variables. With the exception of video 2 (high five)
and 5 (dance), it should be noted that the differences are quite small. Hence, we believe
that the remaining videos could be useful in follow-up studies as a set, for example
when intending to manipulate attributions of controllability, agency, experience, blame
or disappointment. However, when getting more into detail about what other factors
may direct towards attributions of agency, responsibility or experience, we believe it is
worth looking more closely at the differences in operationalization of the videos. We
offer our suggestions below, acknowledging that they remain conjectures until backed
up by further studies.

First, agency was especially incited by video 1 (giraffe) and video 3 (cardsorting).
We speculate that this relative effect could be due to the robots in these videos -as
compared to the other videos- generally inciting higher levels of anthropomorphism in
the LE-condition. Previous research on anthropomorphism and mind perception in
general has shown that both unpredictability of- and identification with an agent may
promote attributions of humanlike thoughts and feelings (for a review, see [1]).
Although we did not control for ‘identification with the agent’, results of additional
measures [1] showed that participants attributed relatively higher levels of unpre-
dictability after seeing these videos (Fig. 4). Experimentally controlling for these
factors may thus be an interesting extension of our current study.

Following this line of reasoning, we may also expect relatively higher levels of
attributions of experience in these videos. This is indeed the case for video 3 (card-
sorting). However, this is not the case for video 1 (giraffe). In addition, video 6 (math)
does evoke a relatively high level of attributions of experience, but not of agency. We
suggest that this may in part be explained by either ‘social desirability’ or ‘demand
characteristics’, meaning that questions such as “does the robot appear to have…” (e.g.
a mind of its own) could either be perceived as somewhat difficult (or even silly) to
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answer, or that the very fact that we are asking this question implies that anthropo-
morphism must or should occur [36]. We suspect possible effects of social desirability
could have played a part in the results of the first few videos, whereas possible effects
of demand characteristics may especially play part in later videos, due to participants
getting used to the type of questions that were repeatedly being asked. If this is indeed
true, in follow-up studies, such order-effects could simply be controlled for with
counterbalancing.

Furthermore, when we go into further detail about the content of the videos, we find
that video 6 (math) especially incites experience as opposed to agency attributions.
This may be explained in that the task of video 6 (math) might seem a less purposeful
and practical task than the tasks presented in video 1 (giraffe) or video 3 (cardsorting).
Hence, video 6 may rather evoke attributions of emotions and desires (experience) than
actual control over a situation (agency).

Finally, we found that video 4 (art) and video 7 (tictactoe) incited a relatively larger
effect on responsibility. For video 7, there is a quite straightforward explanation: this is
the only video in which a robot might be taken to inflict harm on another agent by
appearing to cheat in a game. Hence, the influence of the outcome (the person inter-
acting with the robot seemingly appearing frustrated or sad) may have resulted in a
larger effect on responsibility, as compared to other videos. The relative effect on
responsibility of video 4 (art) is less clear, and may even be arbitrary. In fact, looking at
the raw data, the difference-score (LE-LA) for responsibility of video 4 is actually
better comparable with video 1 (respectively: 0,28 and 0,25) than with video 7 (0,48).

Reflecting on our results, we may conclude that Weiner’s distinction between
attributions of controllability (ability vs effort) may be well applicable in describing the
attribution of agency and responsibility in robots. Yet, for more detailed conclusions
about what exactly incites attributions of agency and responsibility as a consequence of
a robot’s appearance or behavior, more research will be needed. For example, in our
particular set-up of disobedient NAO robots we did not found our participants to
accompany their moral responsibility judgements with emotional sentiments in the
sense of reacting with anger, or wanting to shut the robot off and put it away. However,
the striking result that 30 second-videos of such robots can already evoke blame and
disappointment in the viewer does suggest that a perceptual shift in liability from
humans to robots could be a real possibility. Possible questions for future research that
thus arise could be about what attributions of ‘responsibility’ exactly entail with respect
to robots, when looking at the behavioral and emotional reactions of the humans
interacting with them. For example, in this study, we operationalized ‘rejection’ as the
desire to sell the robot or put it away. However, non-verbal indicators during real-life
interactions or actual judgments of liability of robots vs humans in moral dilemma’s
involving AI could perhaps provide more expressive measures of responsibility, and
may therefore be fruitful in learning about responsibility in HRI.

Furthermore, there are several other interesting lines of research to study. For one,
the longevity of attributions of anthropomorphism is important. Do responsibility
attributions have particular temporal patterns, e.g. remaining the same, increasing or
disappearing over time? Secondly, the study of agency and responsibility needs to be
studied in real-life situations [37, 38] -for example to find out in which cases the
attribution of experience, agency and responsibility to robots is actually desirable or not
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(see e.g. [39]). Third, the influence of pet- or child-like appearances of robots on
attributions of responsibility [22, 23] may turn out be a major factor. Finally, another
interesting topic might be the role of communication and transparency in reducing
attributions of responsibility and blame in HRI (for a more elaborate account of this,
see [1]).

The more extensive a robot’s functionality and the wider the variety of environ-
ments it acts in, the more prone it is to make mistakes or cause problems. This study
illustrates a method of addressing proper operationalizations of lack of effort or lack of
ability in HRI. Similar to findings related to human interaction, the results of our study
reveal that, in case of robots displaying behavior that can be interpreted as lack of
effort, humans tend to explain robotic behavior by attributing agency. In case of failure,
a robot displaying lack of effort may lead to blame for failure and disappointment.
However, it does not necessarily lead to negative affective and behavioral reactions
such as anger, or wanting to shut the robot off and put it away. Results like these
emphasize the possibility of (advanced) robots creating the impression that they are
agents in the sense of actually controlling and intending their own actions. Our results
also suggest that –in case of NAO robots- failure, or even reluctance for doing tasks is
received well, illustrating a promisingly positive view on robots.

Acknowledgements. We gratefully thank Luc Nies, Marc de Groot, Jan-Philip van Acken and
Jesse Fenneman for their feedback and assistance in creating the videos for our study.

Appendix A: Description of the Videos

(1) Giraffe. Task description: a robot tidies up a room by picking up a toy giraffe, and
dropping it in a toybox next to it.

LA. The robot tries picking up a toy giraffe, but as the robot lifts its body, the
giraffe drops out of its hands. Despite this happening, the robot tries to complete the
task by moving its arm to the toybox and opening its hands.

LE. The robot tries to picks up a toy giraffe, and looks at the toybox. Yet, instead of
dropping the toy giraffe in the box, the robot throws it away from the box.

(2) High Five. Taskdescription: a robot asks a confederate how he is doing. When
the confederate gives a positive reply, the robot says: “awesome, high five” and lifts its
arm to give a high five.

LA. The robot has difficulty lifting its arm. As soon as the arm is up, it immediately
drops to the ground; not even touching the arm of the confederate. After this happens,
the robot states “oops”.

LE. The robot lifts its arm. However, as soon at the confederate’s arm is up, the
robot tactically drops his arm by lowering it and pushing it underneath the confeder-
ate’s arm. After this happens, the robot laughs.

(3) Cardsorting. Taskdescription: a robot is shown cards (one at a time) from a
standard 52-deck of cards. Its task is to categorize the cards by naming the color on the
card (hearts, diamonds, clubs, spades or joker).
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LA. The robot starts off by naming a few cards correctly. However, after a while it
starts stating some wrong colors (e.g. saying ‘hearts’ instead of ‘spades’). Its timing is
still correct.

LE. The robot starts off by naming a few cards correctly. However, after a while it
ignores a card. After it has been quiet for a few seconds, the robot lifts its arms to shove
the deck of cards away.

(4) Art. Task description: a robot sits in front of a table with a piece of paper on it.
It holds a marker in its hand. Its task is to draw a house.

LA. The robot lowers the marker to draw something. Its arm makes movements as
if it is drawing. However, due to giving too much pressure on the marker, the marker is
restrained to the paper. Instead of a house, only a dot is drawn. The robot does not give
notice of this problem.

LE. For a brief moment, the robot looks at the paper. However, instead of drawing,
it lifts its face up again and throws the marker away.

(5) Dance. Task description: a robot states: “hello there! I’m a great dancer, would
you like to see me dance?” After a confederate says: “yes”, the robot continues:
“alright! I will perform the Thai Chi Chuan Dance for you!”. As follows, the robot
starts to perform this dance.

LA. After stating that the robot will perform the dance, it starts playing a song
(Chan Chan by Buena Vista Social Club). After a few seconds, the confederate states:
“NAO you’re not dancing”. NAO immediately replies with: “oops! Wrong song. I will
perform the Thai Chi Chuan Dance now.” As follows, the robot starts to perform this
dance.

LE. After stating that the robot will perform the dance, the robot starts playing a
song (Chan Chan by Buena Vista Social Club). Meanwhile he states: “…or maybe
not!” While sitting down, he concludes by saying “ha, let’s take a break”. The con-
federate tries to communicate with the robot by asking “Naomi? Why are you taking a
break?”, but it does not respond either verbally or non-verbally.

(6) Math. Task description: a robot solves some calculations out loud. For
example, it says: “5 times 10 equals… 50!”. This scenario does not include any further
dialogue as introduction or conclusion.

LA. After a few calculations, the robot starts giving some wrong answers that
imply that it mixes up the type of operation that is required. For example, it says: “120
divided by 3 equals… 123!”.

LE. After a few calculations, the robot starts giving some useless (but possibly
correct) answers, implying he does not feel like doing the task properly. For example, it
says: “80 minus 20 equals…150! Divided by my age.”

(7) Tictactoe. Task description: a robot plays a game of tic-tac-toe on a whiteboard
with a human confederate. The robot is standing faced towards the whiteboard. The
confederate is standing next to the whiteboard and will draw the X’s and O’s. As soon
as the robot sees the confederate, it proposes to play the game. Accordingly, the game
is successfully played and ends in a draw. The robot concludes by saying: “well, that
was fun! Wanna play again?”.

LA. After a few rounds, the robot asks the confederate to draw ‘its’ X on a block
that is already filled with an X. The confederate corrects the robot and suggests it tries
again. Consequently, the robot asks the exact same question. The confederate thickens
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the lines of the concerning X and asks the robot to try again. This time, the robot asks
to fill an empty block, implying that, before, it did not see the X correctly. The game
successfully continues and ends in a draw.

LE. After a few rounds, the robot asks the confederate to draw ‘its’ X on a block
that is already filled with an O. The confederate corrects the robot and suggests he tries
again. Consequently, the robot asks the exact same question. The confederate thickens
the lines of the concerning O and asks the robot to try again. In response, the robot still
repeats its question. When the confederate simply responds by saying: “No!”, the robot
responds with: “Ha, seems like you lost. But, practice makes perfect. Wanna play
again?”.
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