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Abstract Conversational agents are increasingly popular in various domains of
application. Due to their ability to interact with users in human language, anthro-
pomorphizing these agents to positively influence users’ trust perceptions seems
justified. Indeed, conceptual and empirical arguments support the trust-inducing
effect of anthropomorphic design. However, an opposing research stream that has
widely been overlooked provides evidence that human-likeness reduces agents’
trustworthiness. Based on a thorough analysis of psychological mechanisms related
to the contradicting theoretical positions, we propose that the agent substitution type
acts as a situational moderator variable on the positive relationship between
anthropomorphic design and agents’ trustworthiness. We argue that different agent
types are related to distinct user expectations that influence the cognitive evaluation
of anthropomorphic design. We further discuss how these differences translate into
neurophysiological responses and propose an experimental set-up using a combi-
nation of behavioral, self-reported and eye-tracking data to empirically validate our
proposed model.

Keywords Conversational agents � Trustworthiness � Anthropomorphism
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1 Introduction

Substantial advances in artificial intelligence make conversational technology
increasingly relevant. Conversational agents are software systems that are able to
process, understand and produce natural language interactions [1, 2]. These systems
are also referred to as chatbots or intelligent virtual assistants [3]. Business analysts
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are expecting conversational agents to revolutionize the way humans interact with
information systems in various fields of application [4, 5]. Conversational agents
promise to provide convenient, instant and accurate responses to a wide range of
user inquiries on the basis of natural language. Users are expected to benefit from
greater accessibility and more intuitive interactions. Providers are expected to
benefit by reducing costs and improving quality of standardized and recurring tasks
[6]. An agent that is able to satisfy users’ expectations, thus, creates a win-win
situation. Real world use cases include shopping bots that assist consumers in
finding and purchasing desired products and services, health assistant bots that
provide patients with personalized health information and guidance as well as
enterprise software bots that enable professionals to interact with enterprise systems
such as Customer-Relationship-Management (CRM). The successful design of
conversational agents, however, is contingent upon an understanding of users’
expectations and perceptions in order to assure that users are willing to rely on these
agents. Therefore, users’ trust is a prerequisite for successful adoption. Indeed,
numerous information systems (IS) studies have addressed the role of trust for
technology acceptance and use [7–9].

Two opposing theoretical positions exist that explain human–agent trust by
adopting either a human–human or a human–machine trust perspective [17].
Table 1 provides an overview of the two perspectives. The Computers are Social
Actors (CASA) paradigm [10, 19, 20] is a prominent conceptual basis for research
interested in understanding how to make computer agents more trustworthy. Studies
in this tradition adopt the human–human trust perspective. CASA research builds
upon the media-equation hypothesis that proposes that humans place social
expectations, norms and beliefs on computers [10, 11]. This stream of research
produced experimental evidence indicating that anthropomorphism—the extent to
which computational systems are perceived to have human characteristics—in-
creases users’ trust into computer agents [21–24]. Inspired by these findings,
designers could conclude that making conversational agents more human-like is
essential to create a sustainable trust relationship between agents and users. But is
human-likeness of conversational agents really unconditionally beneficial for
agents’ trustworthiness? Another stream of literature adopts the human–machine
trust perspective and argues that humans place more trust into computerized sys-
tems as opposed to humans [25, 26]. Researchers explain this phenomenon with the
automation bias—humans’ propensity to trust computerized decision support in
order to reduce own cognitive efforts [27]. Cues of automation are used as a
heuristic in decision making because humans perceive computer systems as more
objective and rational if compared to other humans [18]. Experimental evidence
supports the trust-inducing effect of highly computerized systems [16, 25, 28, 29].

These two opposing positions bring about an interesting research puzzle. While
the human–human trust perspective suggests that anthropomorphic design is ben-
eficial for agents’ trustworthiness, the human–machine trust perspective suggests to
minimize anthropomorphic design to make agents’ more trustworthy. Some
researchers have investigated the difference between human–human and human–
machine trust [17, 28, 29]. However, the issue regarding the trust-inducing effect of
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anthropomorphism remains unresolved. Understanding what situational factors
influence the validity of the two positions is important to increase our conceptual
understanding of human–agent trust and to inform designers of conversational
technologies. We address this gap with the following research question:

What factors determine whether anthropomorphic design increases users’ initial trust into a
conversational agent?

As conversational agents use human language to interact with users, anthropo-
morphism appears to be a natural characteristic of this technology. Nevertheless, we
posit that also in the light of software agents that are able to use human language, it
is not unconditionally beneficial to assign them human characteristics and behavior.
Thereby, this research enhances the literature on trust into technology by consid-
ering the distinct nature of conversational technologies. In order to address the
formulated research question, we are investigating the psychological mechanisms
that relate anthropomorphic design to users’ trusting behavior towards a conver-
sational agent. By doing so, we seek to identify the situational factors that explain
whether or not anthropomorphic design has a positive effect on agents’ trustwor-
thiness. We are examining this relationship by considering extant research in the
context of trust into technology [7, 30, 31], the CASA paradigm [10] and the
automation bias literature [25]. To test our proposed research model, we plan to
conduct a NeuroIS experiment that allows us to broaden our understanding of the
cognitive processes related to the evaluation of anthropomorphic design and
trustworthiness of conversational agents.

Table 1 Overview of perspectives on human–agent trust

Perspective on
human–agent trust

Human–human trust Human–machine trust

Description The same psychological
constructs and mechanisms can
be applied to explain
interpersonal and human–agent
trust

Interpersonal trust
conceptualizations provide only
limited explanation. Distinct
psychological constructs and
mechanisms need to be
considered to explain human–
agent trust

Theoretical foundation Computers are social actors:
media-equation hypothesis

Automation bias: authority
hypothesis

Main references Nass et al. [10]; Reeves and
Nass [11]; Bickmore and
Cassell [13]; Cassell and
Bickmore [12]

Dijkstras et al. [15]; Madhavan
and Wiegmann [17]; Dijkstras
[16]; Mosier and Skitka [18]
Muir [14]

Anthropomorphism
and initial trust

Anthropomorphized agents are
related to higher initial trust

Anthropomorphized agents are
related to lower initial trust

Main explanation Anthropomorphism makes
novel systems more familiar
and controllable

Computer systems are believed
to be more capable, rational and
objective than humans
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2 Theoretical Development: Trust
and Anthropomorphism

Trust on an individual level is defined as “a psychological state comprising the
intention to accept vulnerability based upon positive expectations of the intentions
or behavior of another” [32]. The initial evaluation of characteristics of another
actor determines the perceived trustworthiness and, ultimately, influences the
decision to trust [33]. Three conceptually distinct trust dimensions have been
acknowledged by extant research on technology use [30, 34]. First, competence
reflects perceptions of a trustee’s ability to produce the desired outcome. Second,
benevolence reflects the extent to which the trustee is perceived to be motivated to
put the interest of the trustor first. Integrity, finally, reflects the extent to which the
trustee is perceived to adhere to generally accepted principles and to be honest.
Keeping the objective of the present research in mind, we posit to further distin-
guish between qualification- and goodwill-based trustworthiness in order to account
for potential variations related to anthropomorphic design. The dimensions of
benevolence and integrity are classified as goodwill-based trustworthiness as these
consider a trustee’s intentions and motives to fulfill the raised expectations.
Intentions and thoughts are a central differentiating aspect between humans and
computers. Therefore, we believe it is important to contrast these from the com-
petence dimension which is purely qualification-based. The distinction between the
volitional and non-volitional dimensions of initial trust is in accordance with the
reconceptualization of trust proposed by Barki et al. [35].

Anthropomorphism refers to the human tendency to attribute humanlike char-
acteristics such as intentions, emotions or motivations to non-human agents [36].
According to psychological theory, the tendency to anthropomorphize is not uni-
versal but is triggered when humans feel the urge to increase their perceived control
of an otherwise unpredictable agent [37]. When the behavior of an agent is
unpredictable, anthropomorphizing this agent helps to increase the perceived level
of familiarity and control with regard to that agent [21]. Correspondingly, anthro-
pomorphism is positively related to perceived predictability. Predictability is a
construct closely related to trust as it reflects the extent to which one is certain about
the motives and intentions of a trustee [34]. Yet, predictability in contrast to trust is
a neutral construct and can have positive or negative implications. Perceived pre-
dictability can foster the positive effect of perceived trustworthiness on trusting
behavior (H4, H5) [34]. The study of anthropomorphism in the context of human–
computer interaction is closely related to the CASA paradigm [10]. Studies
adopting the CASA perspective find evidence that anthropomorphic design, for
example via the use of social cues (names, appearance) or human behavior (po-
liteness, gestures), increases perceptions of computer agents’ trustworthiness [21–
23, 38]. IS studies interested in users’ trust towards recommendation agents [39–42]
and trust in e-commerce [9, 43] confirm the positive effect of anthropomorphic
design. In this context, it is important to also consider research on the role of
perceived agency on social expectations and behavior (i.e. trusting behavior) in
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human–computer interactions [44, 45]. Appel et al. [45], for example, found sup-
port that knowledge about the agency (human vs. computer) of the interaction
partner is related to feelings of social presence (human agency: high social pres-
ence). However, they also found evidence indicating that the displayed human
characteristics (i.e. anthropomorphic design) are more important for social behavior
in human–computer interactions than the knowledge about the agency of the
interaction partner. In examining the role of anthropomorphism on trust towards
conversational agents, it is thus important to make the agency condition explicit to
minimize potential confounding effects. In sum, research on agency and anthro-
pomorphic design supports the perspective of the CASA paradigm on the positive
relationship between human-likeness and trust.

While, thus, one stream of literature argues that anthropomorphism—by
increasing perceptions of control and familiarity—is positively related to trust-
worthiness (H1, H2) and predictability (H3), automation bias literature proposes the
opposite [25, 27]. In accordance with that perspective, humans tend to trust com-
putational systems more than other humans because humans are expected to be
imperfect while the opposite is true for automation [28]. Therefore, humans use
cues of automation as a heuristic to assess the perceived competence of an agent
[27]. As humans naturally seek to minimize cognitive effort, heuristics provide a
convenient way to perform such assessments [46]. Accordingly, anthropomorphic
design is negatively related to trustworthiness and predictability as cues of
humanness indicate lower qualification and also cause more cognitive evaluation
efforts.

We, however, propose that both perspectives are valid in the context of con-
versational agents and that the agent substitution type acts as a moderator on the
effect of anthropomorphic design on perceived trustworthiness and perceived pre-
dictability. We propose to differentiate between the agent as human-substitute and
system-substitute. The former refers to instantiations where a conversational agent
is implemented in order to substitute a human expert (e.g. sales person, teacher).
The latter refers to conversational agents that are implemented to provide a more
user-friendly interface to computer systems (e.g. enterprise software, databases).
We expect that, in accordance with the CASA paradigm, agents as
human-substitutes in contrast to system-substitutes benefit from increased anthro-
pomorphism in terms of trust. We theorize that different expectations are triggered
by the substitution type that translate into cognitive processes related to assessing
an agents’ trustworthiness.

More precisely, we expect that due to humans’ desire to decrease uncertainty
anthropomorphic design will be positively related to trustworthiness and pre-
dictability for human-substitute agents through increased feelings of control and
familiarity (H6a, H7a, H8a). Anthropomorphizing unknown and novel interaction
partners increases the perceived level of control and similarity because humans can
use existing social knowledge in assessing the non-human other [36]. Exclusively
human characteristics including intention, emotion and consciousness are assigned
to an anthropomorphized non-human agent [21, 22]. This is beneficial for agents of
a human-substitute type because in their role they need to meet not only
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qualification-related but also goodwill-related expectations. On the other hand, we
expect that due to humans’ qualification-focused expectations and their desire to
decrease mental effort the positive effect of anthropomorphic design will be neg-
atively moderated by a system-substitute agent type (H6b, H7b, H8b). The rationale
behind this is that the conveyance of human characteristics causes cognitive eval-
uation effort that does not add value to the predictability and qualification assess-
ment of a system-substitute agent who is primarily expected to efficiently perform
non-human tasks.

We further expect that the differences in cognitive processing related to the trust
assessment can be revealed by the use of neurophysiological measures. Riedl et al.
[47] conducted a brain imaging study and found mentalizing effort in interactions
with computer agents. Moreover, they found less effort if compared to interaction
with humans. Because increased mentalizing implies increased cognitive effort, in
accordance with the Riedl et al. [47] study, we expect to find more cognitive effort
caused by anthropomorphic design if compared to non-anthropomorphic design.
The underlying rationale for this theorizing is also supported by evidence showing
that whenever people perceive human attributes in other agents even in objects,
they tend to activate mentalizing (e.g. [48]). Because eye movement measures allow
to infer cognitive states of attention and mental processing [49], we plan to use
eye-tracking to investigate the trust evaluation effort. Based on our theoretical
discussion, we propose the following research model (Fig. 1).

3 Proposed Experimental Design

To empirically validate our research model, we plan to conduct a controlled
experiment that allows us to capture behavioral, self-reported and neurophysio-
logical measures. We propose a 2 � 2 within-subjects factorial design to examine

Fig. 1 Proposed research model
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the effects of anthropomorphism and agent type on users’ perceptions of agents’
trustworthiness and trusting behavior. Two levels of anthropomorphic design (high
vs. low) and two types of agents (human-substitute vs. system-substitute). To
ensure that agency of the conversational agent does not confound our findings, we
are informing the participants that all conversational agents are representations of
computer algorithms (non-human agency; see [45]). Participants will be provided
with a task scenario. They are assigned a role as an associate in a marketing team of
a company. They are told that their manager wants to capitalize on the latest
progress in chatbot technology and asked them to evaluate and decide which
enterprise chatbot should be implemented to efficiently perform transactions in the
CRM system (system-substitute) and which customer service chatbot should be
implement as a first touching point for customers (human-substitute). In order to
make the manipulation of the agent type more explicit, participants will initially be
informed how the respective task is currently performed. For each chatbot type the
participants are provided with a highly and a slightly anthropomorphized agent
(high vs. low). To provide a cover story the participants will be asked to evaluate
and decide on the implementation of two other tools for the team. The order of the
decision tasks will be randomized.

Measurements. Established self-rating scales for trustworthiness and pre-
dictability will be adapted from prior literature [9, 30]. During the study, we will
use eye-tracking to capture participants’ eye movement, fixation and pupil dilation.
According to the eye-mind hypothesis [50], eye movement data is closely related to
cognitive processing of cues in view of a person. The use of eye-tracking to
understand cognitive processes in human–computer interactions is in accordance
with prior IS studies (e.g. [43, 51]). In relation to our hypothesis that anthropo-
morphism results in more cognitive effort required to evaluate agents’ trustwor-
thiness, we expect this to translate into longer fixations. Combining this with
self-reports on perceived trustworthiness, we expect that more intensive processing
(fixation data) aligns with higher perceived trustworthiness in the human-substitute
condition and with lower perceived trustworthiness in the system-substitute con-
dition. In addition, we attempt to include data on pupil dilation to measure the
uncertainty related to the assessment of anthropomorphic design in the two agent
type conditions. According to research in neuroscience, fluctuations in pupil
diameter are triggered by states of arousal in cognitive demanding situations such as
decision-making under uncertainty [52, 53]. A series of experiments has success-
fully related perceptions of uncertainty and unexpected outcomes to increased pupil
diameter [54–56]. Based on these findings we are confident that the diagnosticity—
the precision of a physiological measure to capture the target construct [57]—of
pupil dilation as a measure for uncertainty is established. In line with this body of
research Xu and Riedl (2011), for example, propose to include pupil dilation to
measure perceptions of uncertainty in e-commerce decision-making tasks [58].
Similarly, we expect that the uncertainty triggered by the inadequate use of
anthropomorphism (human- vs. system-substitute type) is reflected in fluctuations
of pupil diameter.
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In addition to the self-rating scales and neurophysiological measures, the choice
decision made between the offered chatbots represents the behavioral trust measure.
Finally, the following control variables will be included due to their established
importance in the context of trust and anthropomorphism in human–computer
interactions: gender [59], trust propensity [30], computer self-efficacy [60], dispo-
sitional anthropomorphism [61] and need for cognition [15].

4 Discussion and Expected Contributions

We identified an existing contradiction regarding the use of anthropomorphic
design to stimulate users’ trust into computer agents. Because conversational agents
are characterized by their ability to interact in human language, it appears intuitive
to conclude that such systems benefit from anthropomorphic design. By building
upon theoretical knowledge on anthropomorphism, cognitive heuristics and trust
we challenge this intuition. More precisely, we are proposing that the agent sub-
stitution type changes user expectations and perceptions regarding anthropomor-
phism. Our experimental approach seeks to assess these differences through a
combination of self-rating, eye-tracking and behavioral data. By adopting a
NeuroIS perspective, we seek to confirm that a misuse of anthropomorphisms
results in cognitive responses that damage an agents’ trustworthiness. We expect
this research to enhance existing understanding of cognitive processes triggered by
anthropomorphic system design and their effect on trust perceptions. In this context,
future research will also need to consider the role of the uncanny valley effect—the
phenomenon that as non-human objects appear more human-like (anthropomorphic
design) they increase perceptions of familiarity and trust until a certain threshold is
reached that triggers sudden perceptions of disturbance and rejection due to the
objects’ non-human imperfections [62]. Finally, this project also provides new areas
for IS research on user trust. Future studies can investigate how trust-violation
and -repair dynamics differ between human- and system-substitution type and how
this relates to cognitive and emotional responses.
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