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Abstract. In this demo, we will showcase a platform we are currently
developing for experimenting with situated interaction using mixed re-
ality. The user will wear a Microsoft HoloLens and be able to interact
with a virtual character presenting a poster. We argue that a poster
presentation scenario is a good test bed for studying phenomena such
as multi-party interaction, speaker role, engagement and disengagement,
information delivery, and user attention monitoring.

1 Introduction

Interacting with a virtual character on a 2D display is very different from a
physical robot or another human being. When viewed on a display, the ani-
mated agent does not share the same space as the observer. This makes it very
hard to engage in situated interaction with the agent, where the shared space is
of importance. For example, the agent cannot have exclusive mutual gaze with
one of the observers: it will either appear to look at nobody, or at everyone in the
room, the so-called Mona Lisa effect [2]. Also, it becomes hard to reach joint at-
tention to objects in the shared environment. This is why situated interaction so
far has been explored mostly in human-robot interaction scenarios, where these
problems are avoided [2]. However, physical robot platforms are typically very
expensive to build, alter and maintain. A consequence is that most researchers
use the same platforms, which limits the exploration of possible designs, and
by extension the possibilities for various forms of interactions. Some platforms
provide flexibility in appearance, such as the Furhat robot head [1], where an an-
imated face is back-projected on a mask, allowing for different animations to be
displayed. Such flexibility makes it possible to study how the robot’s appearance
affect the interaction, including phenomena like the uncanny valley [4]. However,
most robots still have very limited flexibility when it comes to the rest of the
body, which can have important communicative functions (such as posture and
pointing gestures).

We are currently developing a platform which will allow for situated inter-
action with virtual agents, and thereby provide a possibility to experiment with
the effects of agent appearance on the interaction. The idea is to use Mixed
Reality (MR), a technology that facilitates the overlay of computer graphics
constructs onto the real world. Unlike Virtual Reality (VR), the graphics does
not completely replace the environment. This is important for social interaction,
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Fig. 1. The virtual presenter in mixed reality, as seen from the user’s perspective.

since it allows the user to directly perceive her own body in a natural way. Also,
physical objects (such as a table or objects under discussion) can be mixed with
virtual objects, or augmented with virtual artifacts. Using this platform, we will
investigate interactional phenomena that are specific to situated interaction, for
example the impact of multimodal behaviour (speech, facial expression, full-body
motions, conversational formations) and embodiment on turn-taking and joint
attention.

A virtual agent in mixed reality can of course have important applications,
such as virtual museum guides, tutors, pets, companions, etc. But the platform
could also be used for the development of virtual replicas of robots, and test them
out in interaction with humans, before they are manufactured, greatly reducing
the development costs and increasing the room for experimentation.

In this ”meta” demo, we will showcase the current status of the platform by
allowing the user to interact with a virtual character which is presenting a poster
that shows the current status of the platform, as illustrated in Figure 1. We think
that a poster presentation scenario is a good test bed for studying phenomena
such as multi-party interaction, speaker roles, engagement and disengagement,
information delivery, and user attention monitoring (cf. [3]).

2 Platform

The platform involves four major components: The IrisTK multi-modal dialogue
framework (www.iristk.net), a full-body animation controller [6], Unity3D, and
the Microsoft HoloLens. An overview of the architecture is shown in Figure 2.

IrisTK has previously been used in several studies on human-robot inter-
action, and is especially targeted towards multi-modal, situated interaction [5].
IrisTK provides a set of modules for receiving sensory data from the users and
the environment (e.g., speech recognition, body locations, item locations), and
merges these into a 3D model of the physical situation (i.e., the status of agents
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Fig. 2. Platform architecture.

and objects). This situation model can then be used to make higher-level infer-
ences about when users enter and leave the interaction space of the robot, the
conversational roles of the users, and where the agents’ attention is targeted.
When applied to human-robot interaction scenarios, IrisTK typically uses a sen-
sor like Microsoft Kinect to track users and receive audio from the user. In this
setting, we instead use the input and output modalities provided by the Mi-
crosoft HoloLens. The HoloLens scans the room in order to be able to track the
users position and head pose, and contains gyro and accelerometer sensors. This
allows it to position virtual agents and objects in the 3D environment and render
them on the see-through display. The HoloLens can also give binaural audio to
the user, effectively simulating the auditory experience of different locations of
the virtual agent.

The full-body animation controller is part of a character behaviour toolkit
supporting and enabling the development of expressive social interaction be-
haviours for small groups of virtual characters [6] . It supports parameterised
control of their facial expressions, gaze, body gestures and posture using the
face and body animation controller (see Figure 2), as well as locomotion, body
orientation and free standing formations using a formation controller. Coor-
dinated multimodal behaviours (facial expressions animated via blendshapes,
gaze motions and full-body motion-captured animations) are controlled through
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a behaviour controller and defined using hierarchical FSMs. The controller and
toolkit are embedded in Unity 3D, a real-time game engine providing sophisti-
cated modern rendering, animation and audio capabilities. Unity supports real-
time interaction through its support of a variety of virtual reality and augmented
reality devices, including the Microsoft HoloLens.

3 Discussion and Future work

In addition to quick experimentation and control over the agent’s embodiment,
we plan to also use the mixed reality setting to explore unorthodox but situation-
ally appropriate interaction cues, and study human acceptance and adaptability
to these signals. For example, important objects in the setting can be high-
lighted instead of pointed to by the agent, or attention can be drawn by using
sound localized on the target object. The agent also has access to unique ways
of expressing its inner state, or its understanding of the affective state of their
human counterpart. These methods will be explored to enable a platform which
provides multimodal interactive settings unique to mixed reality environments.

While the HoloLens is capable of rendering holographic imagery at very high
resolution, it does so at the expense of its field of view. The boundaries of the
visible view screen are relatively small, and may often truncate holographic con-
tent as the wearer turns their head. This presents a drawback for the interaction,
as the view cuts off objects that the wearer feels that they should be able to see,
especially on the vertical view axis. We have to consider carefully the scale and
placement of holograms in the interaction settings, so that the immersiveness of
the experience is minimally affected.
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