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Stem cells, 3D tissue models, bioprinting, artificial organs and regenerative 
medicine are becoming widely accepted as new venues in pursuit of human 
knowledge. The growing need and substantial progress experienced by these 
biomedical science and engineering areas over the recent years lead mankind 
to the coming ‘age of biomaterials’.

The multidisciplinary territory of 3D tissue models formed by the success-
ful fusion of developmental and cell biology, physics, chemistry, mathematics 
and engineering holds great promise for translational applications such as can-
cer biology, regenerative medicine, ‘clinical trial on chip’ and personalized 
medicine-aided ‘healthy ageing’. However, newcomers and even experts 
working with 3D tissue models should not be mistaken by apparent ease of 
growing artificial tissues—with some exceptions, a great number of technical 
challenges exist, which must be faced and solved. Thus, the microheterogene-
ity and the single-cell level analysis of metabolism, hypoxia, cell proliferation 
status and other biomarkers have to be measured, quantitatively and with live 
tissue material. Indeed, majority of research groups try to avoid these issues 
and still rely on the use of fixed or artificially treated, optically cleared tissue 
samples or end-point assays inherited from the twentieth century, without real-
izing that the ‘future’ is already here.

Live cell imaging uses novel microscopy techniques and extensively 
developing probe chemistries to help in facing and solving this problem.

For example, imaging depth can be significantly improved using multi-
photon and light-sheet microscopy approaches; on the other hand, the coevo-
lution of fluorescence and phosphorescence lifetime imaging microscopies 
and data analysis algorithms combined with nanoparticles and new probe 
chemistries allows to significantly extend the number of measured parame-
ters, creating truly multi-parametric quantitative imaging approach. The area 
is still very young and immature and needs strong commitment from the users 
to become widespread and start bringing up its results. To this end, the aim of 
our book is to bring together some of the leaders and pioneers in the area, to 
share their experience and provide easy to adapt and modify protocols, meth-
ods and techniques.

The book first introduces the reader into the state of the art of 3D tissue 
models, their general compatibility with live cell imaging and advanced imag-
ing options (FLIM and PLIM microscopies) and highlights the available 
probes and sensors, which are ready to use for multi-parametric imaging in 3D 
(Chaps. 1, 2, 3, and 4). To extend the scope of the book, Chap. 5 provides a 
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brief methodological overview in the manufacturing process of 3D scaffold 
materials, highly useful in creating, maintaining and optimizing the 3D tissue 
models. The following chapters comprehensively cover most of the available 
applications of multi-parametric imaging and provide experimental protocols, 
full of technical details, necessary to guide the beginner in this area: sequential 
FLIM-PLIM imaging of O2 and cell cycle in intestinal organoids is described 
in Chap. 6, intracellular pH imaging in tumour models is described in Chap. 7, 
technical tips on setting up FLIM microscope and analysis of autofluorescence 
are described in Chap. 8, high-resolution imaging of Ca2+ in live brain is 
described in Chap. 8 and example of viscosity imaging is described in Chap. 
9. Some advanced applications, which can be potentially compatible with 
FLIM and PLIM, conclude the book: light-sheet microscopy for in situ moni-
toring of cancer cell invasion (Chap. 10) and Raman microscopy (Chap. 11). 
Overall, the applications are selected in order to (i) cover the majority of avail-
able and successfully used measurement options (including endogenous 
cofactors, exogenous dyes, nanoparticles and genetically encoded biosensors) 
and (ii) provide an overview of the practical use of available imaging plat-
forms—from inexpensive laser-scanning systems to two- photon FLIM and 
light-sheet microscopes. Most of the ‘missing’ applications are discussed in 
introductory Chaps. 1, 2, 3, and 4.

I wish to thank all the contributors for joining me in this venture, and I believe 
that altogether the final book represents a comprehensive starting reference 
guide for the multi-parametric analysis of 3D tissue models, will serve its main 
function to invite and engage the new people in the area and will remain highly 
useful for generations of scientists.

Cork, Ireland Ruslan I. Dmitriev  
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Current State-of-the-Art 3D Tissue 
Models and Their Compatibility 
with Live Cell Imaging

Katie Bardsley, Anthony J. Deegan, Alicia El Haj, 
and Ying Yang

Abstract

Mammalian cells grow within a complex three-dimensional (3D) 
microenvironment where multiple cells are organized and surrounded by 
extracellular matrix (ECM). The quantity and types of ECM compo-
nents, alongside cell-to-cell and cell-to-matrix interactions dictate cellu-
lar differentiation, proliferation and function in vivo. To mimic natural 
cellular activities, various 3D tissue culture models have been established 
to replace conventional two dimensional (2D) culture environments. 
Allowing for both characterization and visualization of cellular activities 
within possibly bulky 3D tissue models presents considerable challenges 
due to the increased thickness and subsequent light scattering features 
of such 3D models. In this chapter, state-of-the-art methodologies used to 
establish 3D tissue models are discussed, first with a focus on both scaf-
fold-free and scaffold-based 3D tissue model formation. Following on, 
multiple 3D live cell imaging systems, mainly optical imaging modali-
ties, are introduced. Their advantages and disadvantages are discussed, 
with the aim of stimulating more research in this highly demanding 
research area.

Keywords

3D tissue model • 3D live imaging • Confocal microscopy • FLIM • PLIM 
• OCT • microCT

1.1  Introduction

In in vitro research, both basic and clinical, and 
the pharmaceutical industry, two-dimensional 
(2D) cellular monolayer culturing is a well- 
established and indispensable protocol that has 
been in use since the 1900s. The adhesion depen-
dent cells, either freshly isolated or immortalized 
or culture expanded, are seeded and spread on 
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polystyrene plastic coated with various mole-
cules via focal adhesions. Their responses to 
chemical, biological and physical stimulations 
can be easily recorded at cellular, protein and 
gene levels through live and fixed cell samples. 
The 2D cell culture system has multiple advan-
tages: easier environmental control for the inves-
tigation of individual factors; low cost for 
multiple sample tests (up to 384 samples in a 
single well plate); convenient and rapid live cell 
observation by multiple optical imaging modali-
ties; and a rich body of literature accumulated 
over decades for comparative study. Whilst it is 
widely accepted that cells adapt to different cul-
ture systems and respond to local signalling cues, 
the culturing of cells on 2D surfaces simply does 
not mimic the physiological environment 
required for truly replicative tissue models [1]. 
Such monolayer culturing results in changes in 
cell morphology, such as cell flattening, which 
can subsequently alter phenotype, gene expres-
sion and protein synthesis patterns [2, 3].

With regards to cells of native tissues, it is 
easy to understand that they will behave differ-
ently, both structurally and functionally, when 
removed and seeded on 2D surface-coated sub-
strates. Mammalian cells grow within a complex 
three-dimensional (3D) microenvironment where 
multiple cells are organized within extracellular 
matrix (ECM) enabling the incorporation of the 
vascular and immune systems. The high degree 
of structural complexity and multicellular 3D 
morphology ensures the tissues’ homeostasis and 
healthy metabolism.

In recent years, the creation of 3D tissue mod-
els has become an intensive research area. Thanks 
largely to the development of Tissue Engineering 
and Regenerative Medicine, complex 3D models 
have been established for numerous tissues, such 
as bone, cartilage, skin, lung, liver, and cornea. 
Tissue engineering combines material science 
with stem cell technology and biomimetic culture 
environments to create highly tuneable, func-
tional 3D tissues [4]. Shifting from 2D to 3D cul-
ture systems can affect numerous, if not all, cell 
functions, including proliferation and differentia-
tion, allowing for greater cell-to-cell contact and 
intracellular signalling, and the organisation of 

more tissue-like structures [5]. With that, 
technological developments have been moving 
toward the use of 3D cultures, which have been 
shown to promote the natural morphology of 
cells and allow for the production of more physi-
ologically relevant environments [6].

Whilst biologists, biomaterial scientists and 
biotechnologists have been working tirelessly to 
establish more biomimetically accurate 3D tissue 
models for the replication of their natural coun-
terparts, the characterisation of such models pres-
ents considerable challenges. The convenient 
optical imaging systems, such as brightfield, 
phase microscopy, and epifluorescent micros-
copy, that rely on light being transmitted through 
thin samples, such as 2D cell cultures, do not 
translate to 3D tissue models due to the opaque-
ness and often thick sample dimensions. In this 
chapter, current state-of-the-art 3D tissue models 
and the live cell imaging modalities adapted to 
study them are reviewed.

1.2  Types of 3D Tissue Models

3D tissue models typically, but not exclusively, 
involve the combination of cells with 3D matri-
ces and molecular signals intended to replicate 
tissue-specific cells and ECM. 3D environments, 
therefore, provide a microenvironment for the 
optimal growth, differentiation and functionality 
of cells, allowing for the production of tissue-like 
constructs and models in vitro. These 3D envi-
ronments can be achieved either through scaffold- 
free cultures, such as cellular aggregates, or 
scaffold-cell constructs.

1.2.1  Scaffold-Free Cultures

Scaffold-free cultures, commonly referred to as 
micromass or aggregate cultures, rely on the 
hypothesis that cellular aggregation can greatly 
enhance in vitro tissue development by mimick-
ing in vivo pathways. A prime example of this 
sees bone cells being aggregated in vitro to repli-
cate the in vivo formation of an ossification 
 centre, which is an essential step in bone 
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development or regeneration via the intramem-
branous ossification pathway.

There are a number of methods one can use to 
culture cells in a scaffold-free 3D environment. 
Wang et al. for example, used photolithography 
and micropatterning techniques to fabricate 
moulds, which were then used to aggregate mes-
enchymal stem cells (MSC) for the study of dif-
ferentiation efficiency [7]. Deegan et al. altered 
the surface chemistry of a biomaterial to create a 
suspension culture environment that actively 
encouraged cells to self-organise into 3D struc-
tures allowing for the study of cellular aggregate 
mineralisation [8]. Hildebrandt et al. used a num-
ber of different 3D culturing techniques to study 
the differentiation of MSCs, and concluded that 
3D culturing provided cells with an environment 
corresponding to that of in vivo biological condi-
tions [9]. 3D culturing in this way not only offers 
the opportunity to replicate the intricacies of nat-
urally formed tissues for the development of 3D 
tissue models, but may also offer an insight into 
the regulatory signalling cascades induced by 
particular bioactive elements and factors [10].

If scaffold-free culturing is to be the link 
between conventional 2D or monolayer culturing 
and the development of whole organs, the co- 
culturing of multiple cell types should be consid-
ered [7]. A significant hurdle in the development 
of large tissue-engineered models is the mainte-
nance of core cell viability. In the case of large 
bone grafts for example, cellular necrosis and 
graft failure often result from an inadequate sup-
ply of oxygen and nutrients [11, 12]. A viable 
solution for such a hindrance is the development 
of pre-vascular structures within 3D tissue mod-
els via the co-culturing of multiple cell types. For 
example, numerous attempts have been made to 
culture endothelial cells (EC) with various other 
cell types within scaffold constructs in the hope 
of developing vascularised tissues [13–16]. 
However, to truly replicate the in vivo formation 
of vascularised tissues, one should consider the 
co-culturing of cells within a scaffold-free model. 
Scaffold-free culture environments allow cohab-
iting cell types to self-organise and form inner- 
construct structures more replicative of in vivo 
vascularised tissues [17]. Saleh and colleagues 

did just that by co-culturing ECs with MSCs 
using a 3D in vitro model (50:50 ratio) and suc-
cessfully observed cellular self-assembly and 
cell-type partitioning [17]. A study carried out by 
Deegan et al. also co-cultured ECs with MSCs 
using 3D cellular aggregates, and also observed 
cellular self-assembly. This study did so, how-
ever, using a cell-to-cell ratio more replicative of 
in vivo tissues (5% ECs), two different aggrega-
tion techniques with differing self-assembly 
characteristics, and a dynamic culture environ-
ment previously shown to replicate the shear 
stresses experienced by bone cells in vivo, i.e. 
hydrostatic loading. It was shown that by tailor-
ing specific parameters, the growth of 3D tissue 
models can be refined to more accurately repli-
cate those of in vivo tissues. What this and other 
studies have shown is that by having the correct 
physical and chemical cues, one can affect the 
ability of the cells to spatially arrange, grow, pro-
liferate, differentiate and mature [4].

Morimoto and colleagues too showed the ben-
efits of co-culturing multiple cell types for gener-
ating highly organised structures with the 
development of a 3D skeletal muscle model with 
motor neurons [18]. The model was successful in 
having produced highly aligned muscle fibres 
and functioning neuromuscular junctions, which 
could potentially be used to study pharmacoki-
netic assays related to neuromuscular junction 
disease therapies. A recent study carried out by 
Giacomelli and colleagues produced a 3D car-
diac tissue model comprised of cardiomyocytes 
and ECs [19]. Whilst the model lacks the cellular 
alignment seen with other cardiac models, simul-
taneously co-differentiating both cell types to 
produce the model holds great scope for further 
refinement [20].

1.2.2  Scaffold-Cell Constructs

The use of scaffolds allows for the production of 
larger tissue models and supports cells in vitro 
while they create an ECM, which will provide a 
foundation for the formation of a new tissue 
model [21]. 3D scaffolds can be manufactured 
from a range of natural or synthetic materials; 
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however, it is essential that these materials are 
biocompatible, biodegradable and allow for cell 
adhesion.

Natural scaffolds are composed of ECM pro-
teins such as collagen [22], fibrin [23] and hyal-
uronic acid [24]. The advantages to using ECM 
proteins are that they have many cell adhesion 
sites and are naturally occurring within tissues. 
The disadvantages, however, are that there is 
batch-to-batch variation in the quality of bioma-
terials and some of them are animal derived, 
which makes it difficult to use these ECM pro-
teins for clinical applications. Synthetic scaffolds 
have the advantages of having a defined chemical 
structure, which means there is little batch-to- 
batch variation, and the mechanical and degrada-
tion properties can be tuned [25]. These scaffolds 
are formed as polymers, such as poly(lactic-co- 
glycolic) acid, ceramics, such as hydroxyapatite, 
and self-assembling peptides.

Acting as mechanical support and a structural 
template, scaffolds in 3D tissue models are usu-
ally either in porous, fibrous or hydrogel form, 
enabling large spaces for cells seeding and neo- 
ECM formation [26, 27]. The pore size, shape 
and interconnectivity within the scaffolds pro-
vide a microenvironment for cells and affect 
cells’ viability, metabolism and phenotype, with 
the degradation feature of the scaffold material 
changing such parameters dynamically. 
Dimensionally, scaffold-cell constructs are far 
larger than scaffold-free cultured 3D tissue mod-
els (2–100 times). Although scaffold-cell con-
structs are a more transferrable tissue model for 
clinical applications, monitoring live cells within 
them is highly challenging. Considerable efforts 
have been undertaken to select the appropriate 
scaffolds for specific cell types and tissues to be 
grown and evaluated.

1.3  Imaging Modalities for Live 
Cells

3D tissue models provide important tools to 
study cellular metabolism and response to exter-
nal stimuli, individually or in combination, as 
occurring in the native environment. Hence, real- 

time, non-destructive and non-invasive imaging 
modalities will play crucial roles in displaying 
information enabling the tracking of cell loca-
tion, proliferation, differentiation and some func-
tions of these cells in a temporal and spatial 
manner. For scaffold-cell constructs, the degrada-
tion of scaffolds interacts with the cells and dic-
tates the cells’ metabolism, which adds an extra 
living element to the live cell-imaging task.

3D tissue models represent a number of chal-
lenges for live cell imaging that require different 
approaches to those of 2D models. A few imag-
ing modalities conventionally used in the medical 
field for 3D objects, such as MRI, ultrasound and 
computer tomography, are not applicable for live 
cell imaging within 3D tissue models because of 
a number of practical barriers. First is resolution. 
None of the modalities mentioned have the 
capacity to visualise cell dimensions at a non- 
toxic dose of imaging energy source. Second is 
the cost of the associated instruments; they are 
not affordable for daily laboratory applications. 
The bulk instrument setting is another shortcom-
ing of these modalities. Optical imaging tech-
niques that rely on the detection of fluorescence, 
phosphorescence as well as backscattered light 
from samples are the more suitable and widely 
used modalities in 3D tissue model studies. 
Incorporating the confocal and interferometric 
contrast enhancement mechanisms, a few tomo-
graphic modalities, including confocal laser 
scanning microscopy, fluorescence and phospho-
rescence lifetime microscopies, and optical 
coherence tomography (OCT), have made great 
contributions to 3D tissue model studies and 
tracking cellular activities. Micro computerised 
tomography (microCT) with high resolution has 
also been utilised for 3D tissue model studies.

When imaging live cells in scaffold-cell con-
structs, the scaffold’s properties will have a great 
impact, which can help or hinder the imaging of 
cells within them. These properties include optical 
opacity, density and auto-fluorescence. Solid scaf-
folds, such as hydroxyapatite, are optically opaque 
which can make some imaging modalities difficult 
to use. Microscopy techniques for example, will 
be hindered due to low light  penetration into the 
scaffold, and whilst this can be overcome by 
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increasing the porosity of the scaffolds, this will 
also change the material properties. Balancing 
these changes is crucial for the creation of a 3D 
tissue model. Other scaffolds such as collagen gels 
will be contracted by the cells during the develop-
ment of the 3D model, which increases the density 
of the tissue required to be imaged. Once again, 
this can be overcome by seeding collagen on filter 
paper to reduce the amount of contraction. 
Collagen is also extremely auto-fluorescent at 
lower wavelengths; therefore, there are limitations 
to the wavelengths, which can be used during fluo-
rescent imaging of collagen gels.

1.3.1  Confocal Laser Scanning 
Microscopy 
and Epifluorescence 
Microscopy

Fluorescence microscopy, in brief, works by irra-
diating a sample with a wavelength of light, typi-
cally from visible through ultraviolet, which 
excites a fluorescent species, and then separates 
the weaker emitted fluorescence from the excita-
tion light to reveal fluorescent structures. Through 
the use of filters, specific wavelengths of illumi-
nating light can be chosen, which allows for the 
visual localization of specific target molecules 
[28]. Epifluorescence microscopes are the most 
common form of fluorescence microscope used in 
life sciences that simply illuminate a specimen 
from above. Confocal laser scanning microscopes 
are inherently more complex and work on the 
premise of collecting light from a single focus 
plane within a sample or 3D tissue model. 
Confocal microscopy is carried out with the use 
of a low powered, near infrared (IR) laser that 
focuses light on a specific area within a 3D tissue 
sample. Light reflected or scattered from this 
point is collected through a pin-sized aperture by 
a detector. The light source, illuminated point and 
detector are all optically conjugated to a specific 
optical focal plane, which therefore, allows for 
the collection of data from a specific point within 
a 3D tissue model. This allows for the better reso-
lution of light signals when compared to normal 
epifluorescence or brightfield microscopy. Due to 

the complexity of the equipment required to 
obtain the high-resolution images, however, the 
equipment required can be expensive when com-
pared to other microscopic imaging techniques.

The pros of confocal microscopy are that it 
allows for the collection of high-resolution 
images from within opaque tissues; however, the 
depth of penetration can be limited by the tissue 
or sample type. An additional challenge when 
imaging cells within 3D scaffold-supported con-
structs is the production of auto fluorescence by 
the scaffold material. As mentioned, collagen is 
well known to exhibit bright auto-fluorescence 
making it difficult to visualise live cells within 
these constructs. Scaffold-free, aggregate cul-
tures also have their own difficulties when it 
comes to imaging. Due to their dense nature, it is 
often difficult for the light source to penetrate the 
aggregate, rendering full 3D imaging difficult. 
This characteristic will also affect opaque solid 
scaffolds, such as calcium phosphates.

Both techniques often, but not always, require 
the use of immunohistochemical staining prior to 
imaging. Immunohistochemistry fundamentally 
identifies the presence of antigens or proteins in 
tissues by means of specific antibodies. 
Antigen—antibody interactions can be seen by a 
coloured histochemical reaction with the use of 
confocal or epifluorescence microscopes [29]. 
Such staining has been used to visualise the pres-
ence of specific markers, such as osteogenic 
markers (i.e. bone-specific alkaline phosphatase 
(ALP), collagen type 1 (Col1), and osteocalcin 
(OCN)), or the location of specific cells within 
3D structures, such as ECs via EC surface mark-
ers (i.e. CD31) [30]. Such a technique can also be 
used to distinguish living cells from dead cells, 
which is particularly important for monitoring 
cellular health within 3D tissues [31]. As men-
tioned, for both scaffold-free and scaffold- 
supported constructs, the density of the model 
can be an impeding factor for imaging, but also 
for immunohistochemistry. The dense nature of 
such constructs often impedes the penetration of 
antibodies, making it difficult to acquire  complete 
3D images. Given that the majority of scaffold- 
supported constructs require the free movement 
of cells throughout, however, limited antibody 
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penetration is often more of an issue with scaf-
fold-free cellular aggregates.

Novel non-antibody protocols are currently 
being developed to be used alongside confocal 
microscopy techniques. With regards to identify-
ing the spatial distribution of cells throughout a 
3D model, recent advances in cell biology have 
led to the development of live cell tracker dyes 
that can be non-specifically adhered to the cellu-
lar membrane prior to seeding within a 3D con-
struct. Over a given period of time, this technique 
will allow for the spatial and temporal tracking of 
cells within the 3D environment. Figure 1.1 
below shows two cellular aggregates, one stained 
post aggregation with a specific antibody and the 
second being tagged prior to aggregation with a 
non-specific membrane dye. Note how the aggre-
gate on the top row (A – C) has a void in its centre 
where imaging could not detect the presence of 
any fluorophores. This is due to the density of the 
aggregate restricting the penetration of the anti-
body to its centre. The aggregate on the bottom 
row, however (D – F), does not display the same 
void, despite both aggregates being of a similar 

size and density. This is because the cells of the 
aggregate on the bottom row were tagged prior to 
seeding; thus, the cells in its centre were not 
affected by a lack of antibody penetration and 
could be imaged more thoroughly.

Confocal microscopy can also be used in 
reflectance mode, which doesn’t require the use 
of fluorescence staining for live cell imaging. 
Reflectance confocal microscopy detects back-
scattered light from illuminated tissue, display-
ing an image with high resolution and contrast, 
without the requirement of fluorescent probes. 
This technique is often used in combination with 
fluorescent labelling.

1.3.2  Fluorescence Lifetime 
Imaging (FLIM) 
and Phosphorescence 
Lifetime Imaging (PLIM)

In addition to using fluorescence intensity for 
image contrasting, fluorescence decay time con-
tains rich information, which can be used to build 

Fig. 1.1 Confocal laser scanning of two different tech-
niques used for cell tracking within scaffold-free, 3D co- 
cultured cellular aggregates. (a) ECs stained with a 
common membrane marker, CD-31, within an EC/MSC 
co-cultured cellular aggregate, post-formation. (b) All 
cells stained with a common nuclei marker, DAPI, within 
the same cellular aggregate, post-formation. (c) a and b 

merged. (d) ECs fluorescently-tagged with a common 
membrane dye conjugated with a FITC fluorophore, 
within an EC/MSC co-cultured cellular aggregate, pre- 
formation. (e) MSCs fluorescently-tagged with a common 
membrane dye conjugated with a TRITC fluorophore, 
within the same cellular aggregate, pre-formation. (f) d 
and e merged. Scale bar represents 200 μm

K. Bardsley et al.
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unique imaging modalities. Two of such imaging 
techniques are Fluorescence Lifetime Imaging 
(FLIM) and Phosphorescence Lifetime Imaging 
(PLIM). The fluorescence excited-state lifetime 
(decay time) is a unique, intrinsic property of a 
fluorophore, which is independent of the fluoro-
phore concentration or light path length but 
dependent upon excited-state reactions, such as 
fluorescence resonance energy transfer (FRET), 
with the FRET being very sensitive towards 
changes in physiological parameters in living 
cells. Quantification of FRET is the main appli-
cation of FLIM, whilst application of PLIM is 
predominately based on phosphorescence 
quenching since quenching of phosphorescence 
by a physiological parameter affects phosphores-
cence lifetime. In recent years, both FLIM and 
PLIM techniques have been actively explored for 
live cell measurements in 3D tissue models, 
enabling the gathering of information on the for-
mation/consumption of metabolites or respira-
tory gaseous gradients, spatially and temporally.

FLIM measurements have been used to mea-
sure intramolecular distances [32], and to observe 
dynamic conformational changes in proteins in 2D 
cell culture [33]. Extending the technique, Chennell 
et al. successfully incorporated a modified 
Adenosine Monophosphate (AMP) Activated 
Protein Kinase (AMPK) FRET probe in to 3D 
tumour spheroids [34]. The comparison of FLIM 
images between the 2D and 3D models revealed 
that the cells in the 3D model had a similar response 
to 2D culture towards the stimulation of AMPK 
activator, 991, suggesting that 991 was able to dif-
fuse through the spheroids and uniformly activate 
the probe. Thus, the FLIM technique enables one 
to evaluate the efficacy of therapeutic treatments of 
diseases within 3D tissue models.

The capacity to measure the partial oxygen 
concentration makes PLIM a powerful tool to 
quantify the hypoxic environment in 3D tissue 
models for diverse tissues and tumours. 
Oxygenation is a critical physiological parameter 
which influences the proliferation, differentia-
tion, metabolism, gene expression and response 
to drug treatments. Live cell imaging with cell- 
penetrating phosphorescent O2-sensitive probes 
allows quantification and high-resolution map-

ping of O2 distribution in 3D tissue models. The 
Dmitriev group developed a number of novel 
Pt-porphyrin-based nanoparticle oxygen- 
sensitive probes. The probes are designed to 
incorporate multiple functions into conjugated 
polymer matrices including light harvesting 
antenna, reference and O2 sensing indicator dyes 
[35]. The charged groups in the probes enhance 
the penetration of the probes into cells and tis-
sues, and also their stability in aqueous solutions. 
These nanoparticles allow for the ratio metric 
intensity measurement, quantifying the oxygen 
distribution within 3D tissue models in real-time. 
Figure 1.2 demonstrates the O2-sensitive probe, 
SI-0.1+/0.1−, intracellularly incorporated in to 
spheroids comprised of HCT116 cells. The 
spheroid was co-stained with Cholera toxin, sub-
unit B-Alexa Fluor 488 conjugate. 3D recon-
struction of O2 distribution by PLIM for the 
spheroid by one-photon confocal microscopy 
delineated clearly the heterogeneous oxygen-
ation feature. With a similar setting and probe, 
PLIM has been used in the quantification of oxy-
gen supply and consumption in pseudoislets 
formed under different substrates leading to dif-
ferent cell-cell contact arrangements [36].

The PLIM images reflected the oxygenation 
pattern in different pseudoislets, and correlated 
well with cell viability and insulin production 
when using glucose to stimulate the pseudoislets.

1.3.3  Optical Coherence 
Tomography

Optical coherence tomography (OCT) is a rela-
tively new optical imaging modality based on the 
scattering of light from a 3D object with penetra-
tion depths of up to several millimetres. The 
modality uses interferometric techniques to 
enhance the contrast and measure the time-of- 
flight of scattered photons. OCT images result 
from the different back-scattering/back-reflection 
properties of different structures within transpar-
ent or opaque subjects.

The ability to visualise opaque subjects with 
relatively high depth (a few millimetres), high 
resolution (a few micrometres) and fast image 
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acquisition rate makes OCT unique in monitoring 
3D scaffold-cell tissue models. Scaffolds in 3D 
scaffold-cell tissue models are usually porous 
and degradable structures. The parameters of the 
scaffolds, such as pore size, porosity and pore 
interconnectivity, affect cell activity, cell distri-
bution, proliferation and differentiation within 
the scaffolds. Since OCT can image the porous 
structure of scaffolds clearly, continuously and 

non-destructively without sample preparation, 
and with pore size and porosity of the scaffolds 
being dynamic parameters in the culture period 
that closely correlate with cell growth profiles 
and tissue turnover, it is hypothesised that quanti-
fying porosity changes over culture time and con-
ditions through OCT imaging can reveal cell 
growth profiles. Figure 1.3 illustrates the OCT 
images of statically- and dynamically-cultured 

Fig. 1.2 Staining of 3D 
tissue model (tumor 
spheroids from HCT116 
cells) with SI-0.1+/0.1− 
nanoparticle probe. 
Sample was co-stained 
with Cholera toxin, 
subunit B-Alexa Fluor 
488 conjugate. 3D 
reconstruction of 
HCT116 spheroids 
revealed by one-photon 
confocal microscopy. 3D 
reconstruction of O2 
distribution by PLIM for 
the same spheroid. Scale 
bar is in micrometers. 
Taken with permission 
from [35]
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coherence tomography 
images of scaffold-cell 
constructs cultured for 
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statically-cultured 
construct. (c) A 
perfusion-cultured 
construct. (d) A 
perfusion and 
compression-cultured 
construct [37]
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PLLA scaffolds seeded with MG63 bone cells for 
4 weeks. A blank scaffold image is included.

A striking pore structure change in response to 
different culture conditions can be observed. It is 
noted that the light penetration depth of the con-
struct was reduced after the four weeks culture 
period in comparison to the blank scaffold. 
Furthermore, the pore size and porosity had 
decreased significantly, i.e. the darker area in the 
images was reduced. From the cell seeding pro-
cedure and the expected cell growth profile, the 
increased brighter areas in the scaffolds were 
ascribed to the cells and the ECM generated by 
the cells, which increased the optical scattering 
properties of the constructs, leading to an 
increased back-scattering of OCT signal. Based 
on the pore architecture changes, a local porosity 
analysis of scaffolds from OCT images has been 
proposed to quantify the porosity change, which 
has been used to semi-quantify the tissue turn-
over rate [37, 38].

Viewing tissues at cellular level is difficult 
with conventional OCT if it uses super lumines-
cent diodes as a light source. The highest longitu-
dinal resolution OCT achieved to date has been 
obtained by using a femtosecond Ti: sapphire 
laser, with which sub-cellular imaging with a lon-
gitudinal resolution of approximately 1 μm has 
been demonstrated using this source. Optical 
coherence microscopy (OCM) is a variation of 
OCT. It utilizes a high NA objective to achieve a 
higher imaging depth through rejecting scattered 
and out-of-focus light [39]. Thus, it can obtain 
cellular images in 3D tissue model with a similar 
transverse spatial resolution as confocal micros-
copy, but without the required labelling [40].

1.3.4  Micro-Computerised 
Tomography

Micro computerised tomography (microCT) is a 
non-destructive technique that provides a 3D 
image of the internal structure of a sample. 
MicroCT exploits variations in X-ray absorption, 
refraction and scattering to form an image based 
on alterations in contrast, highlighting the spatial 
distribution of material densities within a sample 

[41, 42]. In brief, microCT works by producing 
an X-ray beam via an X-ray generator, which is 
then passed through a sample and onto a detector 
to produce a radiograph. The sample is then 
rotated by a fraction of a degree and another 
image is taken. These images are then processed 
and reconstructed using computer software to 
produce a 3D image of the sample.

As microCT shows excellent contrast between 
soft and hard tissues, the evolution of this tech-
nique has largely been driven by research centred 
on bone. To the field of regenerative medicine, 
microCT is an invaluable tool that is used to eval-
uate the skeletal system, both in vivo and ex vivo 
[43]. The resolution of conventional microCT 
does not allow illustration of cell morphology, 
however, the monitoring of cellular activities is 
indirectly related to matrix production, especially 
mineralized matrix. With that, recent advances 
have seen microCT become a frequently used 
tool for in vivo studies focused on the temporal 
analysis of bone formation [44–46]. MicroCT 
has proven itself a valuable tool for measuring 
mineralized matrix formation [47]. Figure 1.4a, b 
shows examples of an MSC cellular aggregate 
imaged over two culture time points (96 and 
168 h).

The aggregate was cultured in such a way as 
to encourage the deposition of minerals in vitro 
in a way similar to that of maturing bone in vivo. 
Note how the aggregates imaged at the later time 
point appeared to have more material; thus, 
microCT was able to visualise and monitor over 
time the development of mineralized structures.

An interesting study by the Guldeberg group 
[48, 49] demonstrated the development of special 
rigs which allow for the monitoring of mineral-
ization within scaffold-cell constructs over a pro-
longed culture period (up to 5–8 weeks). The 
samples have repeated scanning to view the 
 mineralization along culture time or to assess 
sample size effect and spatial distribution of min-
erals in response to perfusion conditions within a 
bioreactor (Fig. 1.4c).

With regards to the spatial and temporal analy-
sis of 3D tissue models, however, one of the main 
limitations of microCT is that it involves rela-
tively low X-ray absorption-based contrasting; 
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meaning it can be difficult to distinguish soft tis-
sues from soft biomaterials, such as hydrogels, 
and/or hard tissues from hard biomaterials or 
scaffolds, such as ceramic-based matrices. In an 
effort to overcome these limitations, contrast 
agents have been developed for the visualization 
of soft tissues. Microfil and barium sulphate, for 
example, have been utilized for the study of  tissue 

model vascularization [50], and collagen has been 
stained with heavy metal contrast agents to dis-
play the 3D structure of engineered tissues. 
Continued development is required, however, if 
such agents are to be used for the continued or 
online monitoring of tissues and models given 
that they can be toxic and are, therefore, only uti-
lized for endpoint analyses.

Fig. 1.4 Micro-computerised tomography images of 
scaffold-free cellular aggregates. (a) An MSC aggregate 
after 96 h in osteogenic-supplemented medium. (b) The 
same MSC aggregate as A, after 168 h in osteogenic- 
supplemented medium. Scale bar represents 100 μm. (c) 
Mineral deposits within stacked PCL + Collagen scaffolds 
seeded with rat MSCs after 5 weeks of perfusion culture at 

0.2 ml/min. (a–c) The top view; (d–f) side view. (a, d): 
3 mm; (b, e): 6 mm; (c, f): 9 mm scaffold. The 6 and 9 mm 
constructs (e, f) show mineral localized within each indi-
vidual 3 mm thick scaffold, but few mineral deposits at 
the interfaces between each scaffold. Taken with permis-
sion from [48]

K. Bardsley et al.
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1.3.5  Indirect Live Cell Imaging

1.3.5.1  Monitoring Scaffold 
Degradation

Cells in 3D tissue models can also be imaged 
indirectly by investigating changes in the sup-
porting scaffolds, which are typically utilized for 
the creation of larger tissue models. Scaffold deg-
radation has been characterized using a wide 
range of techniques including weight loss [51], 
high performance liquid chromatography 
(HPLC) [52] and gel permeation chromatogra-
phy [53]. These techniques, however, require the 
destruction of the 3D tissue model and, therefore, 
do not allow for real-time, live imaging of the 
constructs and associated scaffold degradation. A 
novel online monitoring technique has utilized 
scaffold chemistry in order to tag biomaterials 
with fluorescent molecules and subsequently 
assess degradation through changes in fluores-
cence overtime [54, 55]. These fluorescent tag-
ging approaches have been utilized on several 

biomaterials to date, including chitosan, PEG- 
dextran, collagen, fibrin and PLGA, both in vitro 
and in vivo (Fig. 1.5I) [54–57].

Monitoring scaffold degradation is an essen-
tial technique as degradation has been shown to 
have a significant effect on cells within tissues. 
Figure 1.5II shows that MG63 cells maintained a 
high proliferation rate and a homogenous distri-
bution around a slowly degrading porous PLGA 
scaffold, whilst the same cell type exhibited an 
aggregated morphology in a faster degrading 
PLGA scaffold with high differentiation activi-
ties. To quantify the effect of scaffold degrada-
tion on cellular activities, Bardsley et al. defined 
a turnover index for the correlation of biomaterial 
degradation and cell-based ECM synthesis using 
fluorescent tagging techniques [58]. The work 
showed that the degradation of a range of bioma-
terials can influence cell behaviour including 
proliferation and gene and protein expression. 
Slower degrading biomaterials were shown to 
increase cell proliferation when compared to 

Fig. 1.5 (I) Fluorescence (a) and intensity (b) images of 
tagged scaffolds cultured for 10 days, obtained using con-
focal laser scanning microscopy. The confocal laser scan-
ning microscopy intensity images (b) correspond to the 
fluorescence in the x/y plane of the biomaterials showing 
distribution throughout the depth of the scaffold (z plane) 
(n = 3). The fluorescence was shown to be decreased after 

the 10 day degradation period in the degrading fibrin; 
however, no change in intensity was observed in the non- 
degrading chitosan. Scale bar represents 500 μm [55]. (II) 
The variation of cellular morphology (MG63 cells) in 
scaffolds (PLGA) with slow (a) and fast (b) degradation 
rate

1 Imaging of 3D Tissue Models
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faster degrading biomaterials, whereas faster 
degrading biomaterials were shown to increase 
osteogenic protein deposition (Table 1.1).

It is generally believed that biomaterial degra-
dation should be at equilibrium with ECM depo-
sition by the cells within the tissues, allowing for 
unimpeded tissue formation while retaining 
mechanical stability. It is consequently essential 
that the degradation profile of biomaterials uti-
lized within 3D tissue models is well defined and 
does not hinder tissue development.

1.3.5.2  Monitoring Extracellular Matrix 
Deposition by Live Cells

As well as monitoring live cells, the monitoring 
of ECM deposition by those cells in a non- 
destructive, real-time manner would also be 
advantageous. The monitoring of ECM would 
enable the tissue development and cell metabo-
lism within the 3D model to be observed and 
could also provide information on scaffold 
remodelling, where natural ECM scaffolds have 
been utilized. The ECM is known to be a com-
plex network of proteins, which are essential for 
providing biological cues as well as mechanical 
and structural support to the cells within the tis-

sue models [59]. ECM molecules are extremely 
bioactive and play an important role in funda-
mental cellular processes, such as adhesion, pro-
liferation, differentiation, migration and 
apoptosis [59, 60]. The production of ECM by 
the cells within the tissue model is essential for 
providing integrity and ensuring a defined bio-
logical function [61].

The majority of methods used to evaluate 
ECM deposition within 3D tissue models is per-
formed after culturing and are destructive, end- 
point techniques. This makes it difficult to 
understand what is occurring within the tissue 
models as they develop. Collagen, as one of the 
main proteins within the ECM, has often been 
used as a measure of tissue quality and it has 
 previously been shown that it can be tagged 
through the addition of modified prolines to the 
cell culture medium. More recently, this tech-
nique has been utilized to fluorescently-tag col-
lagen molecules within the cell-produced ECM, 
allowing for tissue quality, morphology and ECM 
turnover to be monitored online in a non-destruc-
tive manner. This smart method involves the 
addition of modified azide-L-proline to the cell 
culture medium allowing for the neo-formed col-

Table 1.1 Relative turnover indices which were calculated relative to the non-degrading chitosan, with values greater 
than 1 indicating that the cell-based parameter was increased on the test biomaterial when compared to the non- 
degrading chitosan, while values less than 1 indicated a decrease (n = 3) [58]

Chitosan Aprotinin fibrin Lipase chitosan Fibrin

(a) MG63 relative TI

Cell proliferation 1 0.8 0.5 0.2

Cell metabolism 1 0.8 0.4 0.2

Osteocalcin expression 1 2.7 9.5 16.9
Alkaline phosphatase 
expression

1 3.2 4.5 5.4

Osteopontin expression 1 3.0 3.2 6.1
Collagen deposition 1 0.4 1.0 4.9

(b) hMSC relative TI

Cell proliferation 1 0.8 0.70 0.4

Cell metabolism 1 0.5 0.2 0.1

Osteocalcin expression 1 1.2 1.6 2.6
Alkaline phosphatase 
expression

1 3.2 11.2 16.4

Osteopontin expression 1 1.2 1.7 2.4
Collagen deposition 1 1.5 2.1 2.6
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lagen to be tagged by azide. This azide-labelled 
collagen can then be detected by a reaction with 
10 mM of Click-IT Alexa Fluor 488 DIBO 
Alkyne [62]. Figure 1.6 shows the effect of 
mechanical stimulation on the spatial deposition 
of collagen ECM by cells cultured on porous, 
salt-leached poly(lactic-co-glycolic) acid scaf-
folds, as imaged using confocal laser scanning 
microscopy.

The use of perpendicular flow, as provided by 
the Quasi-Vivo bioreactor (Kirkstall Ltd., UK), 
led to the formation of a collagen shell surround-
ing the outer edge of the scaffolds, whereas the 
application of hydrostatic pressure and static cul-
turing allowed for a more even deposition of col-
lagen throughout the scaffolds. The ability to 
define (a) the quantity and (b) the spatial deposi-
tion of collagen within 3D tissue models is essen-
tial as not only does it allow for an assessment of 
tissue quality, but it can also highlight issues, 

such as the formation of a collagen shell, which 
may lead to decreased nutrient exchange with in 
the construct and a subsequent necrotic core.

1.4  Advantages and Challenges 
of Live Cell Imaging

The use of live cell imaging has transformed the 
way both 2D and 3D cellular models have been 
utilized to investigate cell biology. 3D live cell 
imaging has allowed for biologists and tis-
sue engineers to study cell morphology, ECM 
deposition, gene expression (through the use of 
Smartflares) and tissue formation in real-time 
and over time. Understanding tissue formation 
and cell processes can be essential for the study 
of these tissue models and to improve their devel-
opment. Live cell imaging allows for continued 
monitoring and the study of dynamic changes 

Fig. 1.6 The real-time monitoring of cell-produced col-
lagen deposition on 3D PLGA scaffolds under static, 
cyclic hydrostatic pressure and flow conditions, using 
confocal laser scanning microscopy. Cells were cultured 
with an azide-modified proline, which was incorporated 
into the cell-produced collagen and detected through a 

secondary staining step using Click-IT Alex Fluor 488 
DIBO Alkyne. The deposition of cell-produced collagen 
was continuously monitored within the PLGA scaffolds 
with images being shown at days 3, 5, and 10 under differ-
ing culture conditions. (n = 5; scale bars = 300 μm) [62]
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within 3D tissues in vitro. This allows for a 
decrease in the reliance on end-point snap shots, 
allowing for a single sample to be monitored 
through to completion, which reduces the num-
ber of samples required. Live cell imaging is also 
less prone to experimental errors when compared 
to fixed sample imaging, which maybe reliant on 
antibodies or special dye staining steps. With 
that, it usually provides a more reliable picture of 
the 3D tissue models.

However, live cell imaging can be challenging. 
As with all live cell imaging experiments, one of 
the main challenges is to keep cells alive and 
healthy over a period of time while they are 
exposed to the chosen imaging modality. It is vital 
that cells are maintained in a stable temperature 
and pH environment. Microscopic imaging modal-
ities usually achieve this by using an environmen-
tal chamber attached to the microscopy stage, or 
larger chambers which surround the entire micro-
scope itself. During relatively long term experi-
ments, it is essential that gaseous and nutrient 
requirements of the live cells are also taken into 
account. The imaging of live cells under both phys-
iological and non-physiological conditions can be 
very useful in live cell imaging. Some of the imag-
ing modalities may also cause cellular stress, such 
as the laser and X-ray exposure required for confo-
cal microscopy and microCT, respectively. 
Therefore, exposure to these sources should be 
limited either through imaging at lower resolutions 
or imaging less frequently. Labelling with fluores-
cent probes needs to be optimized for the particular 
assay readout, spectral compatibility and signal-to-
noise level, and live cell imaging of dynamic pro-
cesses requires active observation over time.

1.5  Prospect and Summary

The imaging of 3D constructs is vital when moni-
toring cell proliferation, differentiation and the 
production of relevant tissue models and in vitro 
grafts. The ability to image 3D tissues in a non- 
invasive, non-destructive manner has, until 
recently, required destructive end point tech-
niques, using either histological methods or 
destructive assays, which provide valuable infor-

mation but result in only being able to obtain a 
snapshot of the tissue development at one partic-
ular time point. The development of the 3D imag-
ing techniques described in this chapter has been 
vital for the development of the field of tissue 
engineering and basic biological research.

All of the imaging techniques described in this 
chapter have varying advantages and pitfalls 
when it comes to imaging 3D tissues and will, 
therefore, require optimization for each individ-
ual sample with some imaging techniques being 
more suitable for certain tissues than for others. 
However, due to the importance of 3D imaging 
these techniques are constantly evolving to over-
come these pitfalls to allow for higher biocom-
patibility and higher resolution imaging.
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Abstract

TCSPC FLIM/PLIM is based on a multi-dimensional time-correlated 
single- photon counting process. The sample is scanned by a high- 
frequency- pulsed laser beam which is additionally modulated on/off syn-
chronously with the pixels of the scan. FLIM is obtained by building up 
the distribution of the photons over the scanning coordinates and the times 
of the photons in the excitation pulse sequence, PLIM is obtained by 
building up the photon distribution over the scanning coordinates and the 
photon times in the modulation period. FLIM and PLIM data are thus 
obtained simultaneously within the same imaging process. Since the tech-
nique uses not only one but many excitation pulses for every phosphores-
cence signal period the sensitivity is much higher than for techniques that 
excite with a single pulse only. TCSPC FLIM/PLIM works both with one- 
photon and two-photon excitation, does not require a reduction of the laser 
pulse repetition rate by a pulse picker, and eliminates the need of high 
pulse energy for phosphorescence excitation.

Keywords
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2.1  Motivation of Using 
Phosphorescence Lifetime 
Imaging

Phosphorescence occurs when an excited mole-
cule transits from the first excited singlet state, 
S1, into the first triplet state, T1, and returns 
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from there to the ground state by emitting a pho-
ton [1]. Both the S1-T1 transition and the T1-S0 
transition are ‘forbidden’ processes. The transi-
tion rates are therefore much smaller than for 
the S1-S0 transition. That means that phospho-
rescence is a slow process, with lifetimes on the 
order of microseconds or even milliseconds. 
Phosphorescence of organic dyes or endogenous 
fluorophores is extremely weak or even not 
detectable at room temperature. However, 
strong phosphorescence with lifetimes from the 
microsecond up to the millisecond range is 
obtained for lanthanide complexes [2] and 
organic complexes of ruthenium [1, 3], platinum 
[1, 4–6], terbium, and palladium [5]. Of special 
interest for live-cell imaging is that the phos-
phorescence of these complexes is strongly 
quenched by oxygen. The dyes are therefore 
excellent oxygen sensors [1, 5–10]. Applications 
are aiming at the measurement of oxygen partial 
pressure (pO2) in biological objects, and its 
effect on the metabolism of the cells. To reach 
this target it is desirable that PLIM and FLIM 
measurements are performed simultaneously. 
The oxygen concentration is then derived from 
the PLIM data, the metabolic information from 
the FLIM data, preferably from the NAD(P)H 
and the FAD fluorescence [11].

Metabolic imaging requires that the FLIM 
process resolves the bound and the unbound 
decay components of NAD(P)H and FAD, which 
requires an instrument response function shorter 
than 200 ps and a time-channel width of about 
50 ps. The recording process must provide an 
optimum photon efficiency, i.e. a maximum 
signal- to-noise ratio of the recorded fluorescence 
and phosphorescence lifetimes for a given num-
ber of photons. Moreover, it is important that the 
imaging process delivers data from a defined 
plane inside cells or tissues, that it suppresses lat-
eral and longitudinal scattering, and that it does 
so without compromising the photon efficiency. 
A strict requirement is compatibility with deep 
tissue imaging by multiphoton excitation and 
non-descanned detection. The only technique 
that meets these requirements is the combination 
of multi-dimensional TCSPC and laser scanning 
[12–15].

TCSPC FLIM has taken a impressive devel-
opment in the last decade. Images as large as 
2048 x 2048 pixels can be recorded without 
compromising the time resolution, and addi-
tional parameters can be included in the record-
ing process [13, 16, 17]. As a result, TCSPC 
FLIM not only records conventional FLIM 
images at high resolution but also z stacks, lat-
eral mosaics, multi- wavelength images, images 
at several excitation wavelengths, and images of 
fast dynamic effects induced in the sample. 
Moreover, TCSPC FLIM has been extended to 
record PLIM simultaneously with FLIM [13, 
18]. Challenges, solutions, and typical applica-
tions of combined FLIM/PLIM will be described 
in this chapter.

2.2  Technical Challenges

2.2.1  Excitation Pulse Period 
and Laser Power

The obvious problem of PLIM is that the excita-
tion pulse period must be a few times longer 
than the phosphorescence decay time. For ruthe-
nium dyes with phosphorescence lifetimes 
below 1 μs the reduction in laser repetition rate 
may still be feasible, see Hosny et al. [3]. 
However, the lifetimes for platinum and palla-
dium-based dyes are on the order of 50–100 μs, 
and the lifetimes of europium and terbium dyes 
can be in the millisecond range. PLIM with 
these dyes would require a laser repetition rate 
of less than 10 kHz. Reducing the repetition 
rate—if possible at all—results in a substantial 
decrease in the average excitation power, and, 
consequently, decrease in phosphorescence 
intensity, see Fig. 2.1a. Attempts to compensate 
for the decrease in average power by higher peak 
power are limited by the capabilities of the laser, 
by saturation and other nonlinear effects in the 
sample, or, in multiphoton systems, unwanted 
excitation of higher energy levels or even ionisa-
tion. In other words, the effect of reducing the 
excitation pulse rate is poor sensitivity. Low sen-
sitivity can partially be compensated by high 
concentration of the phosphorescence marker. 
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However, the commonly used phosphorescence 
dyes are potentially toxic, and using them in 
high concentration is not desirable.

2.2.2  Pile-Up Effect

Simply reducing the laser repetition rate causes 
a significant problem for recording FLIM simul-
taneously with PLIM. In principle, it would be 
possible to derive FLIM and PLIM data from a 
one and the same decay curve that is excited by 
low- repetition rate laser pulses and simultane-
ously recorded at two different time scales. One 
channel would record a photon distribution over 
the FLIM time scale, the other over the PLIM 
time scale. However, this would unavoidably 
create a pile-up problem for the FLIM channel. 
The lifetimes of the decay components are in 
the range from a few 100 ps to a few nanosec-
onds. Neither the detector nor the TCSPC elec-
tronics of the FLIM channel are able to detect 
several photons within this time and determine 
their arrival times at picosecond accuracy. 
Detection of several photons per excitation 
pulse must therefore be avoided. That means the 
detection rate must be kept at a level no higher 
than 10% of the excitation rate [12–14]. This is 
not a problem for FLIM with laser repetition 
rates in the 50–80 MHz range. However, for 
excitation rates on the order of 100 kHz (for 
Ruthenium) and 10 kHz (for Platinum and 
Palladium) the available detection rates would 
become extremely low, and, consequently, the 
acquisition times unacceptably long.

2.2.3  Detector Overload

Another problem is that any sample that emits 
phosphorescence necessarily also emits fluores-
cence. The fluorescence both comes from endog-
enous fluorophores of the sample, and from 
singlet emission of the phosphorescence probe. 
At high laser peak power the peak power of fluo-
rescence becomes extremely high, see Fig. 2.1b. 
This causes transient overload and extreme after-
pulsing in the detectors. It is then impossible to 
detect a correct phosphorescence decay in the 

first few microseconds after the laser pulse. In 
principle, the overload problem can be solved by 
using laser pulses with a duration in the micro-
second range. However, apart from the fact this is 
not simply feasible with most lasers it would 
make simultaneous FLIM impossible. Moreover, 
microsecond pulse duration is not an option for 
multiphoton excitation.

2.2.4  Interference with Scanning

PLIM in scanning systems has also another prob-
lem. The time the scanner stays within the excited 
sample volume must be longer than the phospho-
rescence lifetime. If the scanner runs off the 
excited volume within the phosphorescence 
decay time photons in the tail of the decay func-
tion are lost, and the recorded decay profile gets 
distorted, see Fig. 2.1c. Reasonable recording, 
even of pure intensity images, can thus be 
obtained only by sufficiently slow scanning. 
Moreover, the pixel time and the excitation pulse 
period are on the same order of magnitude. The 
number of excitation pulses in the individual pix-
els can thus vary systematically and induce Moiré 
effects in the images, see Fig. 2.1d. The problem 
can be solved by synchronising the laser pulses 
with the pixel frequency, but there is usually no 
provision for this in normal laser scanning micro-
scopes. Without synchronisation, the pixel time 
had to be at least 100 times longer than the laser 
period. This leads to extremely long scan times, 
and to a further increase of the acquisition time 
(Fig. 2.1).

2.3  FLIM—PLIM by Multipulse 
Excitation

The problems described above are avoided by a 
FLIM/PLIM technique developed by bh in 2010 
[18]. The technique is based on the idea that, if a 
single short laser pulse is not efficient in exciting 
phosphorescence, a burst of multiple laser pulses 
will perform much better. As long as the burst 
duration is shorter than the phosphorescence life-
time the excitation efficiency will increase in pro-
portion to the number of pulses within the burst. 
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Pinhole
Excitation
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Fig. 2.1 Challenges of PLIM. (a) Low laser repetition 
rate results in low average excitation intensity. (b) High 
peak-to-average power ratio causes high peak intensity of 
fluorescence, detector overload and afterpulsing, and pile-
 up in parallel FLIM recording. The phosphorescence 

intensity remains low due to low average excitation 
power. (c) Scanning must be slow enough to stay in the 
excited pixel over the time of the phosphorescence decay. 
(d) Low scan rate interferes with low laser pulse repeti-
tion rate. This induces Moiré effects in the images

Laser ON
Fluorescence

Phosphorescence

Laser ON
Fluorescence

t
T

Laser OFF
Phosphorescence

Laser OFF

Pixel Time, Tpxl

Ton Toff

Fig. 2.2 Principle of Microsecond FLIM. A high-frequency pulsed laser is on-off modulated synchronously with the 
pixels. FLIM is recorded in the Laser ON phases, PLIM in the Laser OFF phases

Multi-pulse excitation has been used for multi-
photon phosphorescence imaging earlier [6] but 
bh were first to apply it to TCSPC PLIM.

The principle is shown in Fig. 2.2. The sample 
is excited by a pulsed laser running at a repetition 
rate in the 50–80 MHz range, i.e. at a repetition 
rate as it is typically used for TCSPC 
FLIM. However, the laser does not run continu-
ously. Instead, it is turned on only for a given 
period of time, Ton, at the beginning of each pixel. 
Within the on-time, Ton, the laser pulses excite 

fluorescence, and, pulse by pulse, build up phos-
phorescence. The phosphorescence intensity at 
the end of the laser-on time is far higher than for 
a single laser pulse.

For the rest of the pixel time the laser is turned 
off. After the last laser pulse, the fluorescence 
decays quickly, and for the rest of the pixel dwell 
time, Toff, pure phosphorescence is detected.

The build-up of TCSPC FLIM and PLIM 
images with this excitation sequence is straight-
forward. For each photon, the TCSPC module 

W. Becker et al.



23

determines the time, t, within the laser pulse 
period, and the time, T, after the start of the mod-
ulation pulse. The TCSPC process builds up 
 photon distributions over these times and the 
scan coordinates [14, 16, 18–20].

The TCSPC principle is shown in Fig. 2.3. A 
fluorescence lifetime image is obtained by build-
ing up a photon distribution over the times, t, of 
the photons in the laser pulse period, and the 
scanner position, x, y, during the Ton periods. The 
phosphorescence lifetime image is obtained by 
building up a similar distribution over the times, 
T, within the laser modulation period and the 
beam position, x, y. Thus, fluorescence and phos-
phorescence lifetime images are obtained simul-
taneously, in the same scan, and from photons 
excited by the same laser pulses.

The procedure can be further refined by using 
the laser on/off information as a routing signal to 
better separate the fluorescence in laser-on phases 
from the phosphorescence in the laser-off phases, 
please see [13, 21, 22] for details.

The principle solves all the problems dis-
cussed in the previous section. The excitation 
pulse rate of FLIM gets de-coupled from the 
excitation rate of PLIM: The FLIM excitation 
rate is the laser pulse period, the PLIM excitation 
period is the period of the on/off modulation. The 
average excitation intensity drops only by the 
duty cycle of the laser modulation, and the effec-

tive FLIM excitation rate remains high. High 
phosphorescence intensity is obtained, and there 
is no problem with pile-up. The peak intensity of 
the laser pulses need not be higher than for a nor-
mal TCSPC FLIM measurement. The principle 
thus remains compatible with multiphoton exci-
tation. Moreover, there is no excessively high 
fluorescence peak intensity, and no detector over-
load problem. Also the Moiré problem is solved: 
The laser modulation is automatically synchro-
nised with the pixels of the scan. Every pixel thus 
gets the same number of excitation pulses.

2.4  Implementation in Laser 
Scanning Systems

The implementation of combined FLIM/PLIM 
in a laser scanning microscope requires that the 
microscope has or can be upgraded with a 
pulsed excitation laser, and that this laser can be 
on/off modulated by a signal from the scanner 
or from the FLIM/PLIM electronics. Picosecond 
diode lasers can be modulated electronically, 
supercontinuum Lasers can be modulated via 
the AOTF (acousto-optical filter) that is nor-
mally used to select the desired wavelength. In 
multiphoton microscopes the Ti:Sapphire lasers 
can normally be modulated via the AOM or 
EOM that is used to control the intensity. 
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Fig. 2.3 Simultaneous fluorescence and phosphorescence lifetime imaging
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Moreover, it must be possible to select a suffi-
ciently slow scan speed that avoids that the 
scanner is running off the excited pixel during 
the phosphorescence decay time. The required 
pixel times up to about 100 μs are available in 
almost any laser scanning microscope.

2.4.1  DCS-120 Confocal Scanning 
FLIM System

Laser on/off modulation in the bh DCS-120 laser 
scanning system [21] is integrated in the scan 
controller hardware. The modulation is achieved 
via the laser multiplexing function of the scan 
controller module. The DCS system normally has 
two lasers which can be multiplexed within one 
pixel. PLIM operation for one laser is obtained 
by enabling the pixel multiplexing function, and 
turning the second laser off. The laser then turns 
on at the beginning of each pixel, runs for a frac-
tion of the pixel time, and then turns off. The 
multiplexing function also routes photons from 
the ‘Laser ON’ and ‘Laser OFF’ phases into dif-
ferent memory blocks, and thus provides separate 
images for the FLIM and PLIM signal, and the 
total luminescence. The laser on/off function is 
the same for systems with diode lasers, with a 
supercontinuum laser, and for multiphoton sys-
tems with a Ti:Sapphire laser. Different than 
other laser scanning systems, the DCS-120 scan-
ner has an has an option to run along the lines in 
steps of the individual pixels. This avoids that the 
scanner runs off the excited spot during the pixel 
time.

2.4.2  Zeiss LSM 710, 780, 880 
Systems

For the FLIM systems for the Zeiss LSM 710 
/780/880 microscope family [21] a bh DDG-210 
pulse generator card is added to the FLIM sys-
tem. The DDG card triggers on the pixel clock of 
the LSM, and sends a ‘Laser On’ signal to the 
laser controller of the microscope. The principle 
is shown in Fig. 2.4. The pixel clock is split off 
from the scan synchronisation cable and con-
nected into the trigger input of the DDG card. 
The ‘Laser On’ signal is connected into the laser 
control module of the Zeiss LSM via a ‘PLIM’ 
input. This input is optional; it has to be ordered 
from Zeiss via an ‘INDIMO’ (individual modifi-
cation) request. PLIM Laser control via the 
DDG-210 card is integrated in the bh SPCM soft-
ware. The card also generates a ‘routing’ signal 
that directs the photons from the ‘Laser ON’ 
phases and the ‘Laser OFF’ phases into different 
memory blocks of the TCSPC system. This way, 
separate images for the FLIM signal, the PLIM 
signal, and the total luminescence signal can be 
provided and displayed during the measurement. 
Please see [21] for further details.

2.4.3  Leica SP Multiphoton Systems

As for the Zeiss LSMs, the laser on-off function 
is controlled by a bh DDG-210 pulse generator 
module that is added to the FLIM system. The 
card is triggered by the pixel clock of the micro-
scope. The on-off signal from the DDG is fed 
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Fig. 2.4 Left: Principle of laser on/off control for the Zeiss LSMs
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into the beam blanking control of the microscope 
via a logic gate.

Laser power control in the Leica multiphoton 
systems is performed by an EOM (electro-optical 
modulator). The EOM is fast enough for PLIM 
on-off modulation. However, we often found that 
it does not turn the laser entirely off, especially 
when the EOM control parameters are not accu-
rately adjusted. This is no problem in standard 
imaging applications but it can be a problem for 
PLIM. Spurious excitation during the ‘laser-off’ 
phases causes a large background in the phospho-
rescence decay or even makes it impossible to 
record phosphorescence at all. The solution is an 
ND filter in the excitation beam path. FLIM/
PLIM is performed at no more than 5% of the 
available laser power. A filter that transmits about 
20% shifts the power range from 0–5% to 0–25%, 
and reduces the laser power in the off phases suf-
ficiently to avoid spurious excitation. A reflective 
filter should be used (an absorptive filter may 
crack).

The Leica systems use a sinusoidal scan in x 
direction. The nonlinearity of the scan is com-
pensated by a non-uniform pixel time. This is not 
a problem for the bh FLIM systems: The bh sys-
tems use the pixel clock from the Leica scanner 
and thus avoid distortion of the images [15]. For 
PLIM, however, the variable pixel time results in 
a variable laser on/off period along the lines and 
a variable effective PLIM excitation rate. Also 
this is not normally a problem. However, the scan 
rate should be selected slow enough to let the 
phosphorescence completely decay within the 
pixel time. Normally, incomplete decay can be 
taken into account by a suitable model in the 
SPCImage data analysis [13]. However, this 
requires that the excitation period is constant 
over the entire image. This is not the case for 
PLIM with the Leica microscopes.

2.4.4  Sutter Instrument MOM 
Microscopes

The Sutter Instrument MOM (movable objective) 
microscope [22] is a modular platform for imag-
ing deep within live samples. It uses multi- photon 

excitation by a titanium-sapphire laser in combi-
nation with non-descanned detection. Typical 
applications of the MOM system are autofluores-
cence imaging of cells, and autofluorescence 
imaging in tissue and whole organisms. These 
benefit considerably from the combination with 
FLIM/PLIM. The general principle is the same as 
for the Zeiss and Leica multiphoton microscopes. 
The difference is that there is no direct input for a 
laser on/off signal. Instead, the intensity-control 
signal of the Sutter system is coupled out via an 
existing connector and multiplied with the laser 
ON/OFF modulation signal from a DDG-210 
card. The combined signal is fed back into the 
intensity-control signal path of the MOM 
system.

2.5  Applications

2.5.1  Oxygen Sensing

Oxygen sensing by PLIM has become a hot topic 
in biomedical microscopy, see [5–10]. Until 
recently, phosphorescence imaging has mainly 
been performed by gated camera techniques. The 
disadvantage of the camera is that does not sup-
press out-of-focus light and lateral and longitudi-
nal scatterin. A camera is therefore not a good 
solution for deep-tissue imaging. PLIM by the 
technique described here solves these problems 
by confocal and two-photon laser scanning 
microscopy, and, additionally, yields FLIM and 
PLIM simultaneously. An increasing number of 
publications therefore aims at the use of PLIM 
for oxygen sensing in cells and tissue. Toncelly 
et al. used the technique to characterize the sen-
sor dyes [23]. The penetration into cells and the 
behaviour of the dyes in the biological environ-
ment was investigated by Dmitriev et al. [24]. 
The response of the cells and cell clusters to vari-
ation in the oxygen concentration under physio-
logical conditions has been investigated by [9, 
25–28]. Lukina et al. used single-point fluores-
cence/phosphorescence decay measurements to 
measure the metabolic activity and the oxygen 
concentration in tumors in live mice via a fibre- 
optical system [29]. An overview on the  FLIM/

2 Simultaneous FLIM/PLIM
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PLIM technique and an introduction into the use 
of an oxygen-sensitive solid matrix for cells has 
been given by Jenkins et al. [30].

Examples are shown in the figures below. 
Figures 2.5 and 2.6 show cultured human embry-
onic kidney cells incubated with a palladium- based 
phosphorescence dye. Figure 2.5 was recorded 
under atmospheric oxygen partial pressure. The 
maximum of the lifetime distribution over the pix-
els is at 75 μs. Figure 2.6 was recorded under 
decreased oxygen partial pressure. As expected, the 
maximum of the lifetime distribution has shifted to 
longer decay times, in this case 144 μs.

2.5.2  Simultaneous Recording 
of pO2 and NAD(P)H Images

Simultaneously recorded fluorescence and phos-
phorescence lifetime images of live cultured 
human squamous carcinoma (SCC-4) cells 
stained with tris (2,2′-bipyridyl) dichlororuthe-

nium (II) hexahydrate are shown in Fig. 2.7, left 
and right. The data were acquired by a Zeiss 
LSM 780 NLO multiphoton microscope with a 
bh Simple-Tau 152 TCSPC system. The excita-
tion wavelength was 750 nm. The image on the 
left was recorded in a wavelength interval from 
440 to 480 nm. It contains mainly fluorescence of 
NAD(P)H. The data were analysed with a double- 
exponential decay model. The image shows the 
ratio of the amplitudes, a1 and a2, of the decay 
components. The a1/a2 ratio directly represents 
the ratio of unbound (a1) and bound (a2) NAD(P)
H. The image on the right is the PLIM image. It 
shows the phosphorescence lifetime of the 
Ruthenium dye. The lifetime is reciprocally 
related to the oxygen concentration.

Although the results obtained so far look 
promising caution appears indicated when PLIM 
data are interpreted in terms of absolute O2 con-
centration measurement. As can be seen from 
Fig. 2.7 the ruthenium dye binds to the 
 constituents of the cells. The phosphorescence 

Fig. 2.5 HEK cells incubated with a palladium dye under 
atmospheric oxygen partial pressure. Recorded by bh 
DCS-120 confocal scanning system, data analysis by bh 
SPCImage. Lifetime scale 0 (red) to 300 μs (blue). 

Phosphorescence lifetime at the Cursor-Position 65 μs. 
The maximum of the lifetime distribution over the pixels 
is at 75 μs

W. Becker et al.
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Fig. 2.6 HEK cells incubated with a palladium dye under 
reduced oxygen partial pressure. Recorded by bh DCS- 
120 confocal scanning system, data analysis by bh 
SPCImage. Lifetime scale 0 (red) to 300 μs (blue). 

Phosphorescence lifetime at the Cursor-Position 212 μs. 
The maximum of the lifetime distribution over the pixels 
is at 144 μs

Fig. 2.7 FLIM and 
PLIM images of SCC-4 
cells stained with 
(2,2′-bipyridyl) 
dichlororuthenium (II) 
hexahydrate. FLIM 
shown left, PLIM shown 
right. Zeiss LSM 780 
NLO with PLIM option, 
bh Simple-Tau 152 
FLIM/PLIM system, 
2-photon excitation at 
750 nm

lifetime of bound and unbound dye can be differ-
ent. Moreover, quenching phenomena are at least 
in part diffusion-controlled. The quenching rate - 
and thus the sensitivity to oxygen - more or less 
depends on the oxygen diffusion constant. The 

diffusion constant may be different inside the 
cells and outside, and in different compartments 
of the cells. pO2 results derived from PLIM decay 
times may therefore not necessarily be compara-
ble for different sub-structures of the cells.

2 Simultaneous FLIM/PLIM
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Fig. 2.8 PLIM of zinc oxide nanoparticles. Left: Lifetime image, intensity weighted lifetime of double-exponential fit. 
Right: Decay curve at cursor position. Zeiss LSM 710, two-photon excitation at 750 nm, non-descanned detection

Fig. 2.9 PLIM image of a uranium mineral. Decay curves if two arbitrary selected spots are shown on the right. 
256 × 256 pixels, 256 time channels, pixel time 3.6 ms, excitation 405 nm, emission filter long pass 435 nm

2.5.3  Detection of Zinc Oxide 
Nanoparticles

Nanoparticles often emit luminescence with 
decay times in the microsecond range. This 
makes them distinguishable from biological tis-
sue which normally does not emit any detectable 
amount of phosphorescence. PLIM signals can 
thus be used to identify nanoparticles in biologi-
cal tissue, and follow their migration or possible 
dissolution. The principle has been used to track 
ZnO nanoparticles from sunscreens or cosmeti-
cal products in human skin, and investigate pos-
sible influence on the viability by simultaneously 
recording the fluorescence of NAD(P)H [31]. 
Figure 2.8 shows zinc oxide particles detected by 
PLIM. The decay function is multi-exponential, 
with average (intensity-weighted) lifetimes up to 
20 μs.

2.5.4  PLIM of Inorganic Materials

Figure 2.9 was obtained from an Autumit crystal 
(a uranium mineral). The phosphorescence life-
times vary from about 100–400 μs. The lifetime 
image is shown on the left, decay curves of two 
selected spots on the right. The pixel time was 
3.6 ms, the laser-on time 200 μs. The excitation 
wavelength was 405 nm, a 435 nm long pass fil-
ter was used in the emission path.

2.6  Suppression 
of Autofluorescence

Other applications are using PLIM for the sup-
pression of autofluorescence. The sample is 
stained with a phosphorescent dye, and the 
long lifetime is used as a discrimination param-

W. Becker et al.
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eter [32, 33]. The SPCM software of the bh 
 FLIM/PLIM systems offers this option online, 
without the need of special data analysis, see 
[13, 21].

2.7  Summary

Compared with PLIM techniques that use a sin-
gle excitation pulse for every phosphorescence 
decay cycle the techniques described here has a 
number of significant advantages. The first one 
is that excitation with multiple pulses obtains a 
significantly higher triplet population than exci-
tation with a single pulse. The sensitivity is 
therefore much higher. The technique can thus 
be used at correspondingly lower concentration 
of the phosphorescence probe, which, in turn, 
helps reduce possible toxicity. The second 
advantage is that it is compatible with multipho-
ton excitation. Due to the excitation with multi-
ple laser pulses it does not require higher laser 
power or laser pulse energy than normal confo-
cal or multiphoton FLIM. A third advantage is 
related to the TCSPC technique itself. TCSPC 
FLIM can record no more than one photon per 
laser pulse. The photon rate thus has to be lim-
ited to no more than 10% of the excitation pulse 
rate. This is no problem for the 80 MHz or 
50 MHz pulse rates of Ti:Sapphire or picosec-
ond diode lasers but it would be a problem if the 
pulse repetition rate was reduced to the kHz 
range. The technique described avoids this limi-
tation because it works at the full laser repeti-
tion rate. The acquisition times is therefore on 
the order of 10–100 s, depending on the expec-
tations to the signal-to-noise ratio of the life-
times [12, 13]. The only remaining limitation is 
in the scan rate. The pixel time must not be 
shorter than about five times the phosphores-
cence decay time. This leads to minimum frame 
times in the range of 1 s for ruthenium dyes and 
about 10 s for platinum dyes. This no longer 
than the acquisition time required to obtain the 
desired signal-to- noise ratio. It thus has no 
influence on the total acquisition time of the 
FLIM/PLIM process.
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3

3.1  Introduction

Fluorescence is a photophysical process which is 
used to generate contrast in optical microscopy. 
Its omnipresence in biological imaging is 
explained by its many advantages, the most 
important of which is its compatibility with live 
cell imaging, allowing the observation of dynam-
ics and function, rather than simply morphology 
and structure. Fluorescence is also tunable, and 
boasts a wide spectral observation window, so 
several distinct features of interest can be studied 

at once and in relation with each other. Its sensi-
tivity goes down to the single molecule level, 
which has allowed particle tracking and the 
development of fluorescence super-resolution 
microscopy methods. Moreover, fluorescence 
measurements can be quantitative and multi- 
parametric: fluorescence emission is character-
ized by its intensity, wavelength, lifetime and 
polarization. The fluorescence lifetime describes 
the characteristic time that a fluorophore stays in 
the excited state before emission of the fluores-
cence photon, and it is considered an intrinsic 
property of the molecule. For this reason, fluores-
cence lifetime measurements are especially 
attractive since they do not depend on local fluo-
rophore concentration or fluorescence intensity 
[1]. Therefore, lifetime-based imaging allows 
acquisition of quantitative information in cases 
where the fluorophore concentration cannot be 
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accurately controlled or determined, which is 
usually the case in biological experiments. 
Fluorescence lifetime imaging (FLIM) relies on 
the design and selection of fluorophores for the 
sensitivity of their lifetime to the local environ-
ment, e.g., viscosity, calcium concentration, 
refractive index [2], or of its chemical state (i.e. 
protonation, redox state). Endogenous fluoro-
phores such as NADH, FAD and melanin can 
also be identified using their characteristic fluo-
rescence lifetime [3], which is specifically inter-
esting for tissue imaging applications where 
homogeneous, non-invasive and reliable label-
ling is not always straightforward. In particular, 
FLIM of NADH can reveal orientation towards 
glycolytic or oxidative pathways, since the life-
time of this cofactor increases from <400 ps in 
free form to ~2 ns upon binding to its coenzyme, 
which is promoted during oxidative phosphoryla-
tion [4]. FLIM is also the most sensitive method 
to detect protein-protein interactions via Förster 
Resonance Energy Transfer (FRET) [2].

One of the main challenges in tissue and 3D 
live cell imaging remains the scattering and 
absorption of light through the layers of the sam-
ple. The spatial resolution is decreased and con-
trast reduced, and the identification of features is 
limited at depths exceeding tens of microns. This 
currently prevents the use of fluorescence-based 
methods—and optical methods generally speak-
ing—for thick samples [5]. However, precisely 
because fluorescence lifetime is largely insensi-
tive to intensity artefacts which may appear in 
scattering media, FLIM is indeed a method of 
choice for the generation of contrast in tissue 
imaging [6]. Furthermore, the development of 
confocal and multiphoton excitation, light-sheet 
microscopy and spatial light modulation have 
allowed innovation and progress in tissue imag-
ing with FLIM.

FLIM has been implemented in many differ-
ent imaging modalities such as laser-scanning 
confocal and multi-photon excitation micros-
copy, wide-field imaging, super-resolved imag-
ing, and is now used for a broad range of 
applications in the biomedical sciences. Forays 
into other fields such as materials science have 
also been reported. This chapter, rather than 

attempting a comprehensive review of technical 
achievements in FLIM and its variety of applica-
tions already available elsewhere [2], focuses on 
the possibilities and requirements of FLIM for 
quantitative 3D tissue and live cell imaging. 
Different methods to achieve lifetime contrast in 
microscopy are described and illustrated with 
selected examples of applications; their advan-
tages and limitations when it comes to optical 
sectioning will also be mentioned.

3.2  Implementations 
of Fluorescence Lifetime 
Imaging

Several technical possibilities exist to implement 
fluorescence lifetime imaging in optical micros-
copy contexts. A distinction can be made between 
time-domain techniques, which aim at measuring 
the time between a pulsed excitation and the 
detection of fluorescence photons, and frequency 
domain techniques, which measure the intensity 
demodulation and phase shift created by fluores-
cence absorption and emission upon modulated 
excitation intensity. Both present advantages and 
limitations, as discussed elsewhere [7–9], and the 
methods employed to analyze the data produced 
also differ.

3.2.1  Time-Domain FLIM Systems

3.2.1.1  Time-Correlated Single Photon 
Counting (TCSPC)

TCSPC is a time-domain technique, which 
detects single fluorescence photons after short, 
repeated excitation pulses. Excitation sources 
are typically pulsed lasers. From the single pho-
ton arrival times, histograms describing the fluo-
rescence decay after excitation can be 
reconstructed (Fig. 3.1a).

The fluorescence lifetime parameters can then 
be determined by direct fitting of the intensity 
decays. In TCSPC, detectors include Single- 
Photon Avalanche Photodiodes (SPADs), time- 
resolved photomultiplier tubes (PMTs), or their 
hybrid alternatives; several detectors can be used 
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for multiplexed experiments [10, 11]. These 
detectors are single-point (i.e., they have no spa-
tial resolution), and are therefore usually coupled 
with scanning imaging techniques such as Laser- 
Scanning Confocal Microscopy (LSCM).

Confocal TCSPC-FLIM
Confocal microscopy is a widespread technique 
to achieve optical sectioning into the depth of a 
fluorescent sample. A pinhole is placed in front 
of the detector, on an optical plane conjugated to 

the sample plane. This aperture ensures that the 
light reaching the detector originates only from 
this specific plane, while the signal emanating 
from the planes above and below is excluded. 
Confocal microscopy has allowed drastic 
improvement in the axial resolution of scanning 
microscopes, and can be used to image succes-
sive z-planes into the sample [12]. For confocal 
FLIM, excitation sources include picosecond- 
pulsed diode lasers or pulsed supercontinuum 
lasers, for example.

Fig. 3.1 FLIM recording implementations. (a) The 
TCSPC method: single photon pulses are detected after a 
laser pulse and timed with picosecond resolution for each 
cycle; integration over all cycles constitutes the photon 
arrival time histogram. Note that in practice, photons are 
not detected in each cycle (detection rate is usually kept at 
around 1% of the excitation rate, i.e. one photon for each 
100 cycles). Inspired by refs [1, 10]. (b) The time-gated 
method: the fluorescence decay is sampled at increasing 

delays after a pulsed excitation by a gated optical intensi-
fier (GOI). Inspired by refs [1, 58]. (c) Frequency domain 
FLIM: the excitation intensity is modulated, and the life-
time information is extracted from the phase difference 
between the excitation and the emission (φ) and the 
demodulation of the emission with respect to the excita-
tion (m). Note that here the offset values DCexc and DCem 
are identical, but may differ in practice. Adapted from refs 
[1, 36]

3 Live Cell FLIM in Three Dimensions
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Okkelman et al. [13] have used confocal 
TCSPC-FLIM to detect cell proliferation in live 
tissue models such as tumor spheroids and 
organoids with thicknesses of up to 200 μm. 
They implemented a cell cycle assay by using a 
uridine compound, BrdU, to quench the fluores-
cence of well-known DNA-binding Hoechst 
dyes. BrdU is only incorporated in double-strand 
DNA upon DNA synthesis, so the quenching 
occurs selectively in cells entering in the S 
phase. FLIM offered remarkably enhanced con-
trast and unambiguous results compared to 
intensity-based measurements, by detecting 
lower lifetimes in the quenched nuclei of cells 
undergoing DNA synthesis throughout the 
3-dimensional samples (Fig. 3.2).

While confocal microscopy provides 
improved axial resolution, the limitations linked 
to light scattering and absorption in the tissue are 
still present. Moreover, the process of confocal 
detection can be seen as inefficient, since much 
of the fluorescence light is blocked by the pinhole 
and therefore not collected.

Multi-Photon TCSPC-FLIM
Since longer wavelengths are less prone to scatter-
ing due to weaker interactions with the small fea-
tures of the sample, using excitation sources in the 
long wavelength range can improve penetration 
into the sample. To this effect, multi- photon micros-
copy is an attractive option for 3D live cell and tis-
sue imaging [14]. A fluorescent molecule can be 
promoted to the excited state by absorbing one pho-
ton of wavelength λ (single photon absorption), or 
two simultaneous (less energetic) photons of wave-
lengths λ1 and λ2, such that λ1

-1 + λ2
-1 = λ-1 [14, 15] 

(two-photon absorption). Usually, the two photons 
are of the same wavelength λ/2 and are produced by 
a single laser source, though the wavelengths are 
permitted to be different, and two-color, two photon 
excitation has been reported [16], allowing the 
effective excitation of tryptophan. The fluorescence 
photon is then emitted following the same process 
in both cases (Kasha’s rule states that the fluores-
cent molecule retains no memory of its excitation 
process [17]). In practice, two-photon excitation is 
achieved by focusing the light of very short (femto-
second) laser pulses through a microscope objec-
tive. Since the likelihood of two simultaneous 
photons being absorbed is non-zero only at the 
focal point, there is no longer need for confocal 
detection, since fluorescence in the sample origi-
nates only from the focal spot. Thanks to this 
remarkable phenomenon theorized by Maria 
Göppert-Mayer in the early twentieth century [18], 
excitation light with near-IR wavelengths 
(>700 nm), which travel deeper into the sample 
and cause less photodamage can be used. Because 
multiphoton microscopy requires pulsed laser 
sources, it is also ideally combined with TCSPC- 
FLIM. Two-photon excitation FLIM is now a wide-
spread microscopy technique to image samples in 
three dimensions. FLIM of  autofluorescence is 

Fig. 3.2 FLIM imaging of tumor spheroids loaded with 
Hoechst and BrdU. The panels show images at different 
depths as indicated. In the cells displaying shorter life-
times (green), Hoechst quenching by BrdU is enhanced, 
which indicates uptake of BrdU in dsDNA during the S 
phase. Reprinted from ref. [13] with permission under 
Creative Commons license. Scale bar is 100 μm
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often carried out with multiphoton excitation, since 
endogenous fluorophores such as NADH usually 
have UV excitation bands and lifetimes below 
3–4 ns, compatible with the fixed high repetition 
rate of the Titanium:Sapphire (around 80 MHz) 
used for multiphoton FLIM.

Recently, Lakner et al. [19] have used two- 
photon TCSPC-FLIM of autofluorescent com-
pound NADH to image metabolic changes in live 
colorectal adenocarcinoma (Caco-2) cells upon 
treatment with metabolically active compounds. 
The cells were cultured in 3D matrices to consti-
tute an in vitro tissue model. Other applications 
of multiphoton-FLIM to study proliferation of 
various cancerous cells in a 3D configuration can 
be found in refs [4, 20, 21].

Metabolism in other types of physiological 
processes, such as germ cell differentiation, was 
mapped in mice seminiferous tubes by Stringari 
et al. [3] using fluorescence signals from several 
endogenous fluorophores (free and bound 
NADH, FAD, retinoic acid, retinol and collagen) 
as well as GFP fused to Oct4, a transcription fac-
tor expressed in undifferentiated cells.

Blacker et al. [22] have used an elegant math-
ematical approach based on lifetime analysis of 
NADH/NADPH autofluorescence to map the 
relative importance of the distinct biochemical 
pathways associated with these two cofactors. 
NADPH synthesis and binding levels were genet-
ically and chemically modified in HEK293 cells 
so as to establish the relationship between the 
[NADPH]/[NADH] cellular ratios and the life-
time parameters in the sample. This method was 
further applied to live cochlear tissue, and 
revealed different metabolic signatures and sensi-
tivity to NADPH binding inhibition in different 
cell types within the tissue.

Whilst they offer good optical sectioning and 
depth penetration, the relatively long time 
required to scan over the whole field of view con-
stitutes the main drawback of scanning systems. 
For these reasons, it is also interesting to consider 
wide-field approaches to FLIM. Wide-field 
TCSPC is currently being developed in our group 
[23], with successful imaging of live cells in a 
TIRF-TCSPC-FLIM configuration [24, 25] and 
ongoing efforts to produce a light-sheet TCSPC- 

FLIM system. Alternatively, state of the art wide- 
field FLIM systems relying on timing 
instrumentations different from TCSPC are 
extensively used in live cell imaging, and are 
described in the following sections.

3.2.1.2  Time-Gated systems
In time-gated systems, series of fluorescence 
images are collected at increasing delays after a 
short excitation pulse, using Gated Optical 
Intensifiers (GOI) in front of a camera [26, 27]. In 
other words, the fluorescence decay is sampled at 
increasing times, in all pixels simultaneously 
(Fig. 3.1b). The lifetime information is obtained by 
direct analysis of the intensity decays [28], or from 
the intensity ratios between these time gates [26].

One advantage of Time-Gated FLIM compared 
to TCSPC is its compatibility with wide- field 
detection [7, 14]. In wide-field microscopy, light 
from the entire field of view is collected simulta-
neously using camera-based detection. This acqui-
sition method allows much faster frame rates than 
achievable with scanning microscopes, and limits 
photodamage since the sample is illuminated with 
a homogeneous field of light (such as achieved by 
Koehler illumination) rather than a focused beam. 
However, for the same reason, wide-field illumi-
nation does not confer optical sectioning and axial 
resolutions comparable to scanning methods. To 
overcome this limitation, optical sectioning tech-
niques such as structured illumination [28–30], 
multi-focal scanning [31], spinning disk [32] and 
line-scanning microscopes [33] have been devel-
oped and combined with FLIM in order to improve 
the resolution problem.

In ref. [28], Cole et al. developed a time-gated 
microscope which incorporates a grating in the 
excitation path, to provide a 3D FLIM capability 
through structured illumination. Rat ear samples 
with a thickness of 10 μm were imaged, the life-
time contrast based on presence of endogenous 
fluorophores readily evidenced distinctive fea-
tures in the sample such as blood vessels and car-
tilage. Time-gated FLIM can also be combined 
with laser-scanning systems in alternative 
 detector architectures such as the one developed 
by Popleteeva et al. [34], allowing spectrally- 
resolved FLIM (see section 3.1).
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3.2.2  Frequency Domain systems

In frequency domain fluorescence lifetime imag-
ing, excitation intensity is modulated to typically 
produce a sinusoidal wave. The phase shift 
between the excitation and the fluorescence light is 
then detected, and reports on the lifetime of the 
excited state [1, 35]. Additionally, the demodula-
tion of the fluorescence signal due to some fluoro-
phores emitting when the excitation intensity is at 
a minimum can also be used to extract lifetime 
information (Fig. 3.1c). Usually, both the phase 
and intensity demodulation signals are measured 
for varying excitation modulation frequencies, and 
used together to extract the fluorescence lifetime.

Frequency-domain FLIM is ideally coupled 
with wide-field microscopy [36], and hence will 
benefit from fast acquisition times, but suffer from 
the same type of limitations as time-gated FLIM 
concerning depth penetration. One other possible 
method of providing optical sectioning to wide-
field imaging is light-sheet microscopy (LSM, 
also known as Single Plane Illumination 
Microscopy, or SPIM). With this technique, the 
sample is illuminated by a thin sheet of light, cor-
responding to the object plane of the detection 
optics. The sheet is then scanned across the sample 
to reconstruct a three-dimensional image [37]. An 
additional advantage of SPIM is the low photo-
damage linked to a low field intensity of the exci-
tation light at each point of the sample [20]. This 
makes it an attractive and promising technique for 
live-cell and 3D imaging, as proven by the many 
recent developments of LSM in combination with 
other microscopy techniques [37–39].

Frequency-Domain FLIM was combined with 
SPIM by Greger et al. [40]: Madine-Darby 
Canine Kidney (MDCK) cysts expressing EGFP 
fused to E-Cadherin were embedded in an aga-
rose gel matrix for SPIM imaging, and images 
were acquired on 100 planes at 500 nm spacing, 
hence providing optically-sectioned lifetime 
images in a sample of 50 μm thickness, with cel-
lular resolution (Fig. 3.3). Our colleagues at 
King’s College London have also recently imple-
mented a light-sheet FLIM system to study GFP- 
labelled zebrafish, allowing the rapid collection 
of volumetric FLIM data [41].

3.3  Multi-Channel FLIM

3.3.1  Multi-Color and Spectrally- 
Resolved FLIM

As stated in the introduction, fluorescence offers 
a wide spectral observation window, which can 
be used to image several features of interest at 
once by tagging them with fluorophores or quan-
tum dots of distinct emission wavelengths. 
Spectrally-resolved FLIM can also be used to 
study the lifetime of a single fluorophore as a 
function of its emission wavelength.

Spectral resolution in microscopy is achieved 
by splitting the emission light according to its 
spectrum, using dichromatic mirrors, beam 
splitters, diffraction gratings or prisms. The 
spectrally- separated fluorescence is then pro-
jected onto an array of single-point detectors 
[10, 34, 42, 43] or distinct areas of a wide-field 
detector [33, 44–46]. Alternatively, each spec-
tral window can be imaged sequentially using 
different emission filters [47, 48]. Combined 
with time-resolved fluorescence instrumenta-
tion as detailed in the previous sections, FLIM 
images can hence be acquired in multiple spec-
tral regions using TCSPC [43, 49], time-gated 
[33, 44, 47, 48] or frequency domain approaches 
[50]. Note that it may be then necessary to use 
more than one excitation source, if the fluoro-
phores used cannot be excited at the same 
wavelength. Two-photon absorption facilitates 
spectral multiplexing, since the two-photon 
absorption spectra of fluorophores tend to be 
broader [51, 52].

Time-Gated spectrally-resolved FLIM archi-
tectures include a line-scanning microscope 
developed by the group of P. French at Imperial 
College London [33, 44]. Here, lines of the sam-
ple are scanned sequentially, while the second 
dimension of the detector is used to spread the 
fluorescence emission according to wavelength. 
Applied to samples of unstained tissue such as rat 
tail and atherosclerotic human arteries, this 
method clearly discriminates different functional 
zones such as lipid-rich and fibrous domains. 
Another time-gated architecture was developed 
by Popleteeva et al. [34], where a two-photon 

A. Le Marois and K. Suhling



37

scanning microscope was combined with a 64 × 4 
SPAD array detector. The fluorescence is spec-
trally separated onto the width of the detector, 
offering 64 spectral bins, while the timing is pro-
vided by using the four SPADs in each spectral 
bin as successive time gates. Using this system, 
label-free spectral FLIM imaging of liver tissue 
from a tumorogenic mouse model was per-
formed, identifying distinct cellular layers in the 
wall of a blood vessel.

In ref. [50], Zhao et al. combined frequency- 
domain FLIM with several excitation and detec-
tion channels and scanning microscopy to image 
two FRET pairs in live zebrafish embryos simul-
taneously, namely a CFP-Venus pair reporting on 
Calcium ion concentration, and GFP-RFP, report-
ing on cAMP levels. The microscopy method 
used allowed up to 1 mm depth penetration with 
a cellular resolution (25 μm). 3D volumes were 
acquired by rotating the sample after each imag-
ing step. However, the simultaneous use of these 
two FRET pairs may create ambiguous results, 

since GFP and Venus fluorescent proteins have 
poor spectral separation.

Indeed, when multiple fluorophores are 
imaged, spectral crosstalk between them can 
become an issue. The development of new probes 
facilitating spectral imaging, such as dyes with 
narrow emission bands, quantum dots, near- 
infrared dyes, or dark acceptors for FRET, is 
therefore an area of active research. Laviv et al. 
[49] have recently designed a blue-excitable, red- 
emitting FRET donor fluorescent protein (FP), 
mCyRFP1. The large Stokes shift of this FP 
enables simultaneous excitation with GFP, while 
its acceptor, Maroon, emits in the far red and is 
hence spectrally separated from GFP. GFP was 
then associated in a FRET pair with a dark accep-
tor, dimVenus (Fig. 3.4a).

This combination allowed dual color FLIM- 
FRET imaging, which was used to monitor the 
activation dynamics of two distinct proteins, 
namely kinase CaMKIIα and GTPase RhoA, in 
single dendritic spines of hippocampal brain 

Fig. 3.3 Light-sheet 
FLIM sections of 
MDCK cysts acquired 
using a frequency 
domain system; images 
are shown at 3 depths 
within a 50 μm sample. 
Note that the lifetime 
contrast was computed 
using the phase (central 
panel) and demodulation 
(right-hand panel) 
information, 
independently. Reprinted 
from Ref. [40] with 
permission from OSA 
publishing
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tissue slices which were stimulated using photo- 
induced glutamate release (Fig. 3.4b, c). This 
showed that CaMKII had a transient and local-
ized activation, while RhoA activation was long- 
lasting and spread throughout the dendrite.

3.3.2  Polarization-Resolved FLIM

The polarization of light is used to describe the 
orientation of the electric field vector as light 
propagates through a medium. The probability of 
a fluorophore being excited depends on the rela-
tive orientation of the excitation polarization with 
the excitation transition dipole moment of the 
fluorophore. This dipole moment is related to the 
way the geometry of the electronic cloud of the 
molecule is modified when transitioning from the 
ground state to the excited state. Since lasers, 
which have an inherent linear polarization, are 
usually used as excitation sources, the molecules 
in the sample are excited selectively according to 
their orientation [17, 53]. Once excited, the fluo-
rophore always emits light with a linear polariza-
tion corresponding to the orientation of its 

emission transition dipole moment. Detecting 
fluorescence in a polarization-resolved manner 
hence allows resolution of molecular orientation. 
Depolarizing phenomena which occur within the 
lifetime of the excited state can also be investi-
gated, and these include Förster Resonance 
Energy Transfer (FRET), and molecular rota-
tional motion. Polarization-resolved FLIM 
achieves quantitative resolution of these phenom-
ena since the depolarization can be recorded in 
time after the excitation pulse [54].

In practice, a polarizing beamsplitter is placed 
in the emission path to separate and project the 
fluorescence light in two polarized components, 
parallel and perpendicular to the excitation light, 
onto two detectors. A measure of fluorescence 
depolarization, the fluorescence anisotropy, is then 
computed as the normalized difference between 
the polarization-resolved signals [55]. Time-
resolved anisotropy imaging can be achieved using 
time-gated [56–60] setups, TCSPC [54, 55], and in 
the frequency domain [61, 62].

Vishwasrao et al. [63] have combined time- and 
polarization-resolved fluorescence microscopy of 
live hippocampal tissue to study the response of 

Fig. 3.4 Activation of RhoA and CaMKII monitored in 
time upon dendritic stimulation in hippocampal tissue 
slices by dual-color TCSPC FLIM-FRET. (a): 
Architecture of the two FRET sensors. RhoA binds to 
Rhotekin upon activation, and this binding is monitored 
by donor lifetime of mCyRFP1-mMaroon at 590–
650 nm. In the same time, upon activation, CaMKII 
undergoes an intramolecular rearrangement, which is 
monitored by donor lifetime of GFP-dimVenus at 490–

550 nm. (b, c): Time evolution of the donor fluorophore 
lifetimes in the two spectral channels: mCyRFP1 life-
time is decreased durably in the spine and adjacent den-
drite upon stimulation (b—note that the colour map is 
inverted), while mEGFP lifetime is increased transiently 
and exclusively in the spine, while the lifetime in the 
dendrite is unchanged. Adapted by permission from 
Macmillan Publishers Ltd.: Nature Methods [49], copy-
right (2016)
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NADH fluorescence in normoxic and hypoxic 
conditions, using anisotropy as a signature of the 
bound or free state of the NADH molecule.

In a recent study, Zheng et al. [64] have 
mapped and quantified the diffusivity of a small 
fluorescent molecule, Alexa Fluor 350, in the 
extracellular environment of hippocampal brain 
slices. Polarization-resolved FLIM images 
were acquired sequentially on a two-photon 
TCSPC- FLIM microscope, at a depth of 100 μm 
within the samples, to ensure healthy state of 
the tissue section while imaged. The dynamics 
of molecular diffusion were investigated in 
interstitial and intracellular compartments, 
revealing slower overall motion in the tissue 
than in free medium, as well as differential dif-
fusion in the cellular soma and in the dendrites. 
Furthermore, imaging the extracellular area of 
giant synaptic clefts (4–8 μm) formed onto 
CA3 pyramidal cells revealed that diffusion 
within the synaptic area was slower than in 
non-synaptic extracellular space.

3.4  FLIM in Combination 
with Other Microscopy 
Techniques

In the case of tissue and 3D imaging, it is useful 
to obtain structural and functional information of 
the sample simultaneously, or to monitor several 
biophysical parameters. To this effect, multi- 
modal systems combine FLIM with other imag-
ing techniques.

3.4.1  Combined FLIM and PLIM

Phosphorescence occurs when a molecule is 
excited to the singlet state, and rather than emit-
ting a fluorescence photon, transfers to another 
energy level, called the triplet state. This transi-
tion is in general forbidden and can occur in cer-
tain conditions such as in presence of heavy 
atoms [1]. The molecule returns to the ground 
state by emitting a photon, similarly to fluores-
cence, but since the triplet state is much lower in 
energy than the singlet state, its emission spec-

trum is red-shifted compared to the fluorescence 
spectrum, and the lifetime of the triplet state is 
much longer than that of fluorescence, usually in 
the range of microseconds to milliseconds. 
Phosphorescent molecules can be designed to 
exhibit environmentally-sensitive lifetimes, and 
so can report on various chemical environments, 
such as dioxygen levels, since oxygen is a phos-
phorescence quencher [1, 65]. TCSPC experi-
ments can be designed to simultaneously measure 
FLIM and PLIM, by using pulsed excitation and 
assuming a linear superposition of short fluores-
cence decays and long phosphorescence decays 
in each pixel [11]. This is a convenient way to 
investigate two features in the sample simultane-
ously without the need for additional instrumen-
tation [13, 66], since the excitation and acquisition 
do not differ from a classic FLIM experiment.

In reference [66], Hille et al. have elegantly 
combined FLIM of endogenous fluorophore FAD 
and PLIM of ruthenium-based oxygen sensor 
Kr341 in live tissue samples of cockroach sali-
vary ducts. Hence, the cellular metabolic state 
could be correlated to oxygen consumption upon 
treatment with metabolism-altering compounds 
such as dopamine.

3.4.2  FLIM and Optical Coherence 
Tomography (OCT)

The development of fluorescence-based meth-
ods (including FLIM) in combination with 
Optical Coherence Tomography is a dynamic 
field of instrument and method development 
[67–70], notably in the group of J. Jo [71–74]. 
The aim is to provide simultaneous recording of 
structural and functional information in thick 
tissue samples.

Park et al. [74] demonstrated the technical 
implementation of such dual-modality systems 
(Fig. 3.5). The 3-dimensional topography of 
 cancerous model tissue (hamster cheek pouch 
epithelium) is resolved with OCT (Fig. 3.5a), 
while the lifetime contrast of endogenous fluo-
rescence shows the modified metabolic state of 
cancer cells through their reduced NADH life-
time (Fig. 3.5b, c).
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3.4.3  FLIM with Nonlinear 
Microscopy Techniques 
for Label-Free Imaging 
of Complex Tissue

Tissue models are often composed of several dis-
tinct components, such as different cell types and 
extracellular matrix. FLIM in combination with 
non-linear scattering techniques such as Raman 
spectroscopy and Second-Harmonic Generation 
(SHG) can be used to map the organization of 
complex samples. For example, FLIM of auto-
fluorescence can indicate the metabolic state of 
cells, while collagen can be imaged by detecting 
its second-harmonic signal. Raman scattering 
methods can report non-invasively on specific 
chemical markers within a tissue, such as lipidic 
material. The scattering response is instantaneous 
compared to the fluorescence process so does not 
interfere with the lifetime measurement, and can 
be spectrally separated from fluorescence.

In ref. [75], Datta et al. have used FLIM of 
autofluorescence in combination with third- 
harmonic generation to show the organization of 
adipose tissue. An intracellular endogenous fluo-
rescent signal was determined to be emitted by 
oxidized lipid inside lipid droplets, while the 
third harmonic signal was generated at the inter-
face between lipid droplets and the surrounding 
medium. The 3D–structure of white adipose tis-
sue was reconstructed with a depth of over 70 μm. 
Coherent Anti-Stokes Raman Spectroscopy 

(CARS) was also used to confirm the lipidic 
nature of the fluorescent species.

3.4.4  FLIM for Clinical Imaging

Clinical imaging also tackles issues related to 
imaging through thick samples, and its technical 
implementations draw from expertise in micro-
scope development. Clinical FLIM systems have 
been developed to image live tissues in patients, 
such as the Fluorescence Lifetime Imaging 
Ophtalmoscopy (FLIO) device developed by the 
group of D. Schweitzer in Jena, which can be 
used to detect changes in the ocular fundus linked 
to various pathologies such as Alzheimer’s dis-
ease [76], macular degeneration [77], diabetic 
retinopathy [78] or glaucoma [79].

Skin can also be imaged by FLIM in a clinical 
context; the Derma-Inspect skin imaging device 
developed by JenLab combines optical coher-
ence tomography and multiphoton fluorescence 
with a FLIM capability to image skin and intra- 
operative samples in live patients [80–82]. This 
approach effectively provides 3-dimensional 
optical biopsies with information on morphology 
and metabolism at a subcellular level, and does 
not require any removal of tissue samples, or any 
other mechanical or chemical treatment. 
Recently, Kantelhardt et al. have reported the 
combined use of multiphoton tomography and 
FLIM to successfully differentiate healthy from 

Fig. 3.5 Dual modality imaging of cancerous hamster 
cheek pouch. The volume dimensions are 2-by- 
2-by-0.65 mm. (a) OCT topology map. (b) OCT-FLIM 

overlay at 390 nm detection band. (c) Slice from (b). 
Reprinted from [74] with permission from OSA
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cancerous tissue during an neurosurgical opera-
tion, using the clinical tomograph designed by 
Jenlab [81]. Apart from early detection of skin 
diseases, the Derma-Inspect device could also be 
used to monitor the progression of wound healing 
and the effect of cosmetics on the skin [83].

Phipps et al. [47, 48] have used sequential 
imaging in two or three spectral windows com-
bined with time-gated FLIM, to determine clini-
cally relevant features such as presence of 
elastin, macrophages, collagen and lipid-rich 
regions, in atherosclerotic human aorta and 
carotid samples. Their optical setup allows this 
biochemical mapping through sample thick-
nesses of 250 μm. Study [47] was based on sur-
gical biopsies and attributed a risk level to each 
patient using the lifetime parameters of the sam-
ple, showing the utility of FLIM-based imaging 
for clinical diagnostics.

3.4.5  Perspective: Adaptive Optics 
for Improved Optical 
Sectioning in High Resolution 
Microscopy

Adaptive optics was first developed in astron-
omy to compensate the scattering and distortion 
observed in telescope images caused by the ter-
restrial atmosphere. It consists in deliberately 
introducing aberrated optics such as deform-
able mirrors, to correct the deformation of the 
wave- front. Adaptive optics are now used in 
biomedical imaging contexts to image in scat-
tering media [84]. Recently, this has been 
applied to STED imaging by M.J. Booth et al. 
to image through brain tissue of Drosophila 
melanogaster at a depth of 10 microns below 
the surface [85, 86]. The group of J. Keller has 
also developed a light- sheet microscope incor-
porating spatiotemporal wave-front correction 
based on adaptive optics, accounting for hetero-
geneity of the aberrating properties in live 
organisms [87]. While these instances do not 
provide lifetime contrast, STED is a scanning 
technique which can be readily combined with 
TCSPC-FLIM [88, 89].

3.5  Analysis of FLIM Data

3.5.1  Time-Domain Data

3.5.1.1  Pixel-Wise Decay Fitting
TCSPC and time-gated FLIM sample the fluores-
cence decay at several time points in each pixel. 
The most obvious and widespread technique to 
analyze such data is exponential decay fitting 
(Fig. 3.6a). The model can be single- or multi- 
exponential; the number of exponential terms is 
determined by the user according to the assump-
tions on the number of emitting species or micro-
environments in each pixel, and the evaluation of 
the goodness of fit for a particular model. Pixel- 
wise exponential decay fitting is attractive since 
it allows quantitative resolution of all the decay 
parameters: amplitudes and lifetimes. This type 
of analysis is available in most commercial soft-
ware programs developed by TCSPC manufac-
turers: Becker& Hickl (SPCImage) [10], 
PicoQuant (SymPhoTime), Horiba (DAS), 
Edinburgh Instruments (F980, FAST) and micro-
scope manufacturers whose products have an 
inbuilt FLIM capability.

The goodness of fit parameter is often based 
on a weighted least-squares estimation 
(Fig. 3.6a), which assumes Gaussian signal-
dependent noise. This is a reasonable assump-
tion for high intensity data and in time-gated 
FLIM; with TCSPC however, the data is acquired 
as single photons, which follow a Poisson law to 
a good approximation. The correct goodness of 
fit for such data is therefore the Poisson likeli-
hood [90, 91], which has been proved to yield 
more accurate fits, especially in data with low 
counts. Bayesian estimation of lifetime parame-
ters has also produced significant improvements 
in the field [92, 93]. Such routines can be devel-
oped in-house, and have been made available as 
software packages by several groups. The TRI2 
software package, developed by P. Barber at 
King’s College London and the University of 
Oxford, is freely available and gives several 
options as to the minimization model [94].

In situations where it is expected that the fluo-
rophores in the sample will display a continuous 
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distribution of lifetimes rather than discrete val-
ues, a stretched-exponential model can be adopted 
[95, 96]. In this model, a heterogeneity parameter 
describes the spread of the lifetime distribution.

The main limitation of pixel-wise fitting is 
the strong dependence of fitting results to signal 
to noise ratios of the data. Resolving two expo-
nential components with acceptable accuracy 
avoiding substantial lifetime-intensity parame-
ter correlation [1] requires several tens of thou-
sands of photons in each decay [97], which can 
be difficult to achieve in live samples where 
short acquisition times are needed. Pixels can be 
locally binned to improve the signal-to-noise, 
but this is at the expense of spatial resolution. 
Non- fitting parametric techniques such as mean 
arrival time calculations are coarse since they 
do not provide information about the success of 
the procedure or the complexity of the decay 
within one pixel, but can allow to calculate 

FRET efficiencies with low intensities, as shown 
in refs [98–100].

3.5.1.2  Global Fitting Techniques
Analysis methods aimed at extracting exponen-
tial parameters in low signal-to-noise data are 
the object of ongoing research. Global fitting 
methods relinquish pixel-by pixel independence 
of the lifetime parameters by using fixed life-
times [101]. The lifetimes can be determined 
beforehand using calibration samples, or can be 
calculated in each image as global parameters. 
The amplitudes are then resolved with increased 
accuracy and confidence, improving the quality 
of multi-exponential fitting, which is especially 
useful for FRET experiments [102]. A software 
package implementing global fitting, FLIMfit, 
was developed by S.C. Warren et al. [103], and 
is freely available. It also includes anisotropy 
data analysis.

Fig. 3.6 FLIM analysis techniques. (a) Curve fitting 
approach—the decay histogram Im(t) (displayed in green) 
is fitted to a multi-exponential decay model 
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α τ  (orange curve) convolved to the instru-

ment response function IRF(t) (mainly comprised of the 
laser pulse width, shown in blue). The procedure yields 
the fitted intensity decay If(t). In the nonlinear least 
squares minimization, the goodness of fit is assessed by 
the reduced chi-square: χr

2  is the weighted sum of 

squares, reduced by scaling to the number of degrees of 
freedom, ν. χr

2  values close to unity are considered to 
report on a good fit. (b) Phasor approach—the decay his-
togram Im(t) is transformed using the phasor opera-
tion F(ω) at a defined frequency ω (usually chosen to 
provide widest spread of data in phasor space). Plotting 
the real part Re(F) against the imaginary part Im(F) of 
F(ω) yields a point on the phasor space (right, in green); 
single exponential decays falling on the universal circle 
(blue), and multi-exponential decays on a line connecting 
the individual pure single-exponentials of the superposition
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3.5.2  Frequency Domain Data

Frequency domain FLIM measures the phase 
shift and demodulation in the fluorescence emis-
sion at varying frequencies of modulated excita-
tion. As the frequency of the excitation increases, 
the phase shift of the emission increases while 
the modulation decreases due to the fluorescence 
process, yielding two independent measurements 
which constitute the frequency response of the 
sample [1]. The phase shift and demodulation 
can be predicted analytically at any frequency for 
any intensity decay, so the frequency response 
data can be used to extract the lifetime and ampli-
tude parameters using a least-squares minimiza-
tion process, similarly to time-domain data 
analysis. Frequency-domain FLIM can also be 
analyzed using Fourier-domain methods such as 
the phasor analysis method [36], further described 
in the next section.

3.5.3  Global Analysis Techniques

When the data at hand does not lend itself to direct 
fitting, for example because the signal-to- noise 
ratio is low, the number of distinct emitting spe-
cies is unknown, or the fluorescence signal is dis-
torted by instrumental artefacts (wide pulse from 
the laser, high background, incomplete decays), 
non-fitting based approaches can be employed.

3.5.3.1  Phasor Analysis
Initially developed for frequency domain data, 
phasor analysis is a projection method where the 
decay in each pixel is transformed using a Fourier 
domain operation at the frequency of the excita-
tion modulation [104]. The transform yields a 
complex number, and the real and imaginary 
parts (forming the phasor coordinates) can be 
used to project the data on a 2-D plot (Fig. 3.6b).

Phasor coordinates of a single exponential 
decay fall on a semi-circle, while multi- 
exponential decay coordinates lie within or out-
side of the circle, on a line connecting the pure 
single exponential components. The position of a 
point on this line informs on the relative abun-
dance of these two components in the initial 

decay. This method has since then been extended 
to time domain data as well, and allows rapid 
visualization of the abundance distribution of 
decay components in the image without using 
exponential fitting. Phasor analysis software was 
developed by the group of E. Gratton in the 
Laboratory of Fluorescence Dynamics in Irvine 
and was made commercially available. Phasor 
analysis is also included in several of the soft-
ware packages mentioned above, including 
SPCImage and TRI2. In Fig. 3.7a, b, FLIM data 
of a HeLa cell stained with polarity-sensitive dye 
di-4-ANEPPDHQ and analyzed with phasor 
analysis is shown; contrast between the more 
ordered plasma membrane and the more disor-
dered internal membranes is readily observable 
using this approach. This phasor routine was 
developed in-house using Matlab.

3.5.3.2  Noise-Corrected Principal 
Component Analysis

While phasor analysis has opened the possibility 
of analyzing complex data without the need for 
decay fitting, it suffers from its high sensitivity 
to the shape of the decay: incomplete decays, 
decays with high background or distorted by the 
shape of the laser pulse will be displaced away 
from the position dictated by the lifetime infor-
mation, hence requiring calibration measure-
ments. Moreover, projection onto a 2-dimensional 
plot complicates the analysis of samples with 
potentially more than two fluorescent species. 
One alternative method based on the Laguerre 
expansion method was developed by J. Jo and 
co- workers [105, 106]. In our group, we have 
developed another kind of data projection tech-
nique based on Principal Component Analysis 
(PCA) [107]. This method resolves the varia-
tions in the decay profiles between pixels in the 
image with low intensities, and is not limited to 
two components. Since the instrumental distor-
tions cited previously affect all the pixels simul-
taneously, they do not constitute a source of 
variance between pixels and do not affect the 
result of the analysis. We have tailored our PCA 
routine to TCSPC data with a Poisson noise cor-
rection and made it freely available as a software 
package. Figure 3.7b shows data of the di-4-
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ANEPPDHQ- stained HeLa cell analyzed by 
NC-PCA. The same type of contrast as with pha-
sor analysis is observed, proving that this method 
is sensitive to lifetime contrast in low intensity 
situations and can resolve multiple decay com-
ponents within the image. This method could be 
extended easily to other types of data where the 
noise model is known.

3.6  Conclusion

Fluorescence imaging methods are relevant and 
vital for the investigation of live cells, organisms 
and tissue models in vitro and in vivo. Fluorescence 
lifetime imaging yields high information content 
on the samples and can be performed in a variety 
of microscopy contexts to solve many different 
biological questions, as seen by the applications 
mentioned in this review. While video-rate FLIM 

is accessible via time- gated and frequency-
domain FLIM, TCSPC remains the most sensitive 
and photon-efficient technique to measure fluo-
rescence lifetimes. Moreover, scanning 
approaches offer the best optical sectioning to 
date in 3D tissue samples. However, this single-
point requirement, because of its slow acquisition 
process, remains a bottleneck concerning the use 
of TCSPC-FLIM in some cases. Progress in anal-
ysis methods such as Bayesian fitting or phasor 
analysis have improved the resolution of decay 
information in low intensity situations, hence 
allowing for shorter acquisition times. Interesting 
innovations have also been put forward to increase 
the acquisition speeds of such systems, such as 
the multi-focal FLIM approach developed in the 
group of S. Ameer-Beg [108]. Another option is 
the 16-anode parallelized time-resolved detector 
developed by LaVision [109], which has for 
example been used by Rinnenthal et al. [110] to 

Fig. 3.7 Global analysis of a live HeLa cell stained with 
order-sensitive membrane dye di-4-ANEPPDHQ. (a): 
Phasor analysis. The phasor cloud is fitted to a straight 
line (orange), and the projection values of each pixel on 
this line is used as a contrast range for the phasor image. 
(b) Comparison of phasor image (above) and score image 

produced by NC-PCA (below). Insets show a zoom of 
100-by-100 pixel region indicated by the square in the full 
image. (c) Profiles of the phasor (red) and score (blue) 
values, along the hashed line shown on the images in (b). 
Reprinted from ref. [107] with permission

A. Le Marois and K. Suhling



45

detect Calcium levels using FRET intravitally in 
mice, with more than 100 micron depth penetra-
tion and with an image acquisition rate of 2 Hz. 
Further developments of high-speed, high resolu-
tion systems offer promising prospects for the 
investigation of dynamic processes in live bio-
logical samples.
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Abstract

In recent years, the advances in tissue engineering and regenerative 
medicine have resulted in introduction of novel 3D tissue models, materi-
als and methods to the regular practice of cell biologists, material scien-
tists and specialists from related areas. 3D tissue models allow mimicking 
in vivo cell and tissue organization. However, the efficient work in three 
dimensions has significant challenges, such as compatibility with conven-
tional cell biology methods, live cell imaging and quantification readouts. 
Here, we briefly discuss the applicability of 3D tissue models to different 
live cell microscopy modalities and the available range of fluo- and phos-
phorescent probes and sensors allowing for multi-parametric imaging.
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4.1  Three-dimensional tissue 
models

A number of cell-cell and cell-extracellular 
matrix (ECM) interactions establish a commu-
nication network that maintains physiological 
characteristics of a living tissue. These include 

(but not are limited to) structural tensile strength, 
cellular polarity, adhesion, differentiation, 
migration and proliferation [1]. In vitro cell cul-
tures that establish these physiological interac-
tions can mimic real in vivo tissues much more 
closely than two-dimensional (2D) cultures. 
Cell flattening occurring in conventional 2D 
culture results in abnormal (significantly differ-
ent from those in 3D) alterations in cytoskele-
ton, gene expression, nuclear shape, cellular 
proliferation and differentiation, susceptibility 
to drug therapies [2]. Currently, 3D tissue mod-
els are used in stem cell therapies as a support 
matrix for the growth and transplantation and 
in vitro systems mimicking closely in vivo mor-
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phology, for cell physiology and drug therapy 
studies. Apart from stem cell- based therapies, 
regenerative and personalized medicine applica-
tions, 3D tissue models are useful for studying 
cancer, modeling its growth and developing 
therapies against it (see Chap. 1). 3D tissue 
models can be categorized into two main groups, 
which will be discussed below: scaffold- based 
and scaffold-free systems (Fig. 4.1).

4.1.1  Scaffold-Free 3D Tissue 
Models

Scaffold-free models utilize the ability of cells to 
synthesize their own ECM or naturally produce it 
within live tissue. They include spheroids [3], 
organoids [4], tissue explants [5, 6], artificial tis-
sue [7] and xenografts [8]. The most common 
scaffold-free model is spheroids, which are 

Fig. 4.1 Examples of 3D tissue models. Cells can aggre-
gate together forming spheroids (i), then polarize (ii), and 
differentiate (iii). In organoid system, stem cells differen-
tiate (i) and self-organize by processes of cell sorting (ii) 
and lineage commitment (iii) into fully developed struc-

tures possessing many features of real tissue (iv). Hydrogel 
and related scaffold structures provide structured and 
rigid 3D environment for cells and aggregates growing 
within. Microfluidic chamber allows culturing the 3D tis-
sue model under the controlled flow
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produced via assembly of mono- or multi-cell 
 type- consisting spherical shape aggregates, typi-
cally of 50–500 μm size [3]. Spheroids can be 
produced in several ways such as liquid overlay 
technique [9], hanging drop technique [10], 
microwell arrays via micropatterned wells [11] or 
by bioprinting. Cells within the spheroid can re- 
establish mutual contacts and re-create specific 
microenvironments (e.g. O2, pH and metabolite 
diffusion gradients), therefore reproducing cellu-
lar morphology in vivo. For cancer cell spheroids, 
often referred as multi-cellular tumor spheroids 
(MCTS), four phenotype classifications have 
been proposed: round, mass, grape- like, and stel-
late phenotype [12–14]. The round-type spheroid 
is characterized by strong cell–cell adhesion, with 
regularly organized nuclei, and lumen forming 
the center. The mass- type spheroids are also 
spherical in shape but are much larger and pos-
sessing disorganized nuclei. The grape-like type 
spheroids form loose clusters with weak cell-cell 
interactions. The stellate-type spheroids are inva-
sive, possessing stellate projections that migrate 
chains of cells migrating into the ECM. The phe-
notype of tumor spheroids is dependent on gene 
and protein expression profiles of the cell lines 
[12] and signals from tumor microenvironment 
[13]. Due to heterogeneity of conditions and gra-
dients of metabolites, nutrients, metabolic waste 
and soluble factors (growth factors, chemokines, 
cytokines) spheroids are often comprised of cells 
in various stages of the cell cycle [15]. Radial 
structure of MCTS results in radial differences in 
gene and protein expression, cell regulation and 
drug metabolism. These gradients and cellular 
heterogeneity within the spheroid culture closely 
resemble in vivo tumors [16]. MCTS used to 
study cell metabolism have shown similar 
increased glycolysis and lactate production, 
Warburg effect of metabolic switching seen as in 
tumors in vivo [17, 18]. Culturing MCTS with 
stromal and immune cells allows for the study of 
host-tumor and microenvironment interactions 
that play key roles in cellular regulation, angio-
genesis, and invasiveness of tumors [19–21]. 
Therefore, MCTS are useful tools in studying 
tumor biology and drug treatment. Spheroids can 

be imaged via number of modalities including 
light sheet microscopy [22], confocal fluores-
cence and phosphorescence microscopy [23, 24] 
and two-photon microscopy [25].

Organoids are cultured organ-specific 3D cel-
lular clusters produced from primary tissue, 
embryonic stem cells (ESCs) or induced pluripo-
tent stem cells (iPSCs). In contrast to spheroids, 
they contain different cell types, are capable of 
self-renewal, organization via self-sorting, and, 
to some extent, possess functionality seen in the 
tissues they are derived from in vivo [26]. 
Organoids produced to date include intestinal 
[27], kidney [28], brain [29], retinal [30], stom-
ach [31], lung [32] and liver-like tissues known 
as liver buds, using progenitor stem cell types or 
induced pluripotent stem cells [33]. Despite 
being a more physiological 3D tissue model than 
spheroids, amenable to established experimental 
techniques, and disease modeling, organoids still 
lack proper vascularization and blood supply. 
However, these issues can be overcome by co- 
culturing with additional cell types (e.g. stroma 
and immune cells), by perfusion and microfluidic 
approaches to generate concentration gradients 
of growth and signaling factors [34] and mimic 
blood flow through tissue [35]. Organoids are 
also compatible with standard confocal and two- 
photon excited fluorescence microscopies, which 
were applied to study chromosome segregation 
by genetically encoded fluorescent proteins [36], 
analyse proliferating cells by fluorescence life-
time imaging microscopy (FLIM) [37] and 
responses to drug treatments [38].

4.1.2  Microfluidics in 3D Tissue 
Models

Microfluidics allows precise control of fluid flow 
and mass exchange in micrometer-size struc-
tures, such as channels and chambers. In 3D tis-
sue models it can provide spatial and temporal 
control for co-cultures of multiple cell types, 
fluid flow and sheer stress (e.g. perfusion of cir-
culating vasculature and immune cells) and bio-
molecule gradients [39]. Microfluidic systems 

4 Probes for Multi-Parametric Live Cell Microscopy



52

can be prepared by a multitude of approaches 
such as ‘soft lithography’ [40, 41]. Frequently 
used optically clear and O2-permeable 
polydimethylsiloxane (PDMS) is compatible 
with live cell fluorescence imaging [42], but often 
shows high autofluorescence.

Organ-on-chip technology combines microflu-
idics with 3D tissue culture of spheroids or organ-
oids to mimic tissue and organ physiology in vivo 
[40]. Organ-on-chips have been reported for a 
range of organs including liver [43, 44], intestine 
[45, 46], lung [47, 48], heart [49, 50], kidney [51, 
52], vasculature [53–55], and blood brain barrier 
[56]. Organ-on-chip models have been applied in 
disease modeling [57], drug screening and toxic-
ity testing [58]. However, it is unclear to what 
degree organ-on-chips can model the real tissue. 
Cell seeding and growth in microfluidic channels 
limits the size of produced tissue models and 
exposes cells to various types of stress such as 
temporary hypoxia or anoxia [59, 60].

4.1.3  Scaffold-Based Tissue Models

Scaffolds are designed to encourage adhesion, 
proliferation, differentiation, and migration of 
cells seeded and grown within. They provide 
mechanical strength, porosity, and efficient 
exchange of gases, nutrients, and metabolites. 
Frequently used hydrogels represent water-rich 
3D networks of hydrophilic cross-linked poly-
mers, that mimic closely the ECM with mechan-
ics of soft tissues, supporting transport of 
metabolites and waste, and cell adhesion [61]. 
Hydrogels are represented by natural (e.g. cellu-
lose, collagen, chitosan) and synthetic materials 
(e.g. polyethylene glycol) [62]. Scaffolds can be 
produced from synthetic polymers such as poly-
caprolactone [63], polylactide [64], polystyrene 
[65] or other materials [66].

Collagen is a fibrous protein, it comprises a 
right-handed bundle of three parallel, left-handed 
polyproline II-type helices, and provides struc-
tural support to body tissues [67]. Collagen 
hydrogels are primarily comprised of type I col-
lagen, derived from pepsin- or acid-solubilized 

form, frequently sourced from rat tail tendon. 
The hydrogel is formed by increasing tempera-
ture and pH, inducing collagen fibril assembly in 
presence of culture media or cells [68].

Matrigel™ is a cocktail of ECM proteins 
extracted from Englebreth-Holm-Swarm (EHS) 
epithelial tumors in mice, where they form a 
basement membrane (BME). The BME is an 
important ECM in epithelial and endothelial tis-
sues which supports tissue integrity acting as a 
barrier to cells and molecules, separating differ-
ent tissue types and maintaining tissue specific-
ity, and acting as transducer for various growth 
factors and enzymes [69]. Matrigel primarily 
consists of BME-derived components laminin, 
collagen IV, entactin, and heparin sulfate proteo-
glycan. These provide structural and signaling 
functions seen in the BME. Matrigel forms a 
hydrogel at 24–37°C and is frequently used 3D 
scaffold [70]. In 3D tumor cell culture it helps to 
create microenvironment for cancer ‘stem-like’ 
cells, influencing miRNA expression involved in 
cell regulation, adhesion and migration [71, 72]. 
Matrigel is also widely applied in morphological 
and developmental studies of non-malignant cell 
lines, such as breast and intestinal epithelia, with 
and without microfluidics [73]. The limitations 
of Matrigel are its composition (e.g. decreased 
content of collagen-I and hyaluronan), batch-to- 
batch variability and dependence on storage con-
ditions. Thus, further research is directed towards 
hybrid matrices that can replace Matrigel [74].

Cellulose is the primary structural component 
of the cell wall in plants, algae, fungi, and bacte-
ria. Its backbone consists of glucose units con-
nected by β-glycosidic linkages and arranged 
into highly organized fibrillar structure. The 
extensive inter and intra-chain hydrogen bonding 
restricts flexibility and provides rigidity to the 
polymer. Cellulose possesses structural and func-
tional similarity with collagen, the major ECM 
component of animal tissue, and can therefore 
mimic its features and functions such as hydro-
philicity and rigidity. Nanocellulose refers to 
extracts or processed cellulose materials with 
nano-size dimensions, which can be divided into 
three groups according to their morphology and 
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method of production; cellulose nanocrystals 
(CNC), nanofibril cellulose (NFC) and bacterial 
cellulose (BC) [75]. NFCs are comprised of 
 cellulose nanofibers derived from raw cellulose 
material via enzymatic hydrolysis and mechani-
cal shearing processes [76]. NFC hydrogels have 
been utilized as 3D tissue culture scaffolds due to 
their rigid, porous and tunable structure, e.g. in 
research of human pluripotent stem cells (hPSC) 
[77] and liver progenitor cells [78]. Conveniently, 
cellulose-based scaffolds can be further degraded 
by cellulase treatment.

4.1.4  Future of 3D Tissue Models

Ensuring the reproducibility and physiological 
relevance of the different 3D models is of para-
mount importance. How close to the real tissue is 
the engineered model? How long can it survive in 
culture? How big can it grow and how fast? How 
well it can be transplanted or grafted? Different 
approaches, separately or in combination, can 
help to tackle these issues: microfluidics, bio-
printing, high-resolution live cell imaging and 
‘smart’ scaffold materials. While microfluidics 
can help model blood flow and shear stress expe-
rienced by cells, the bioprinting allows patterning 
(3D printing) of biological materials including 
cells, biomolecules and biomaterials to produce 
tissue-mimicking constructs. The technology has 
been already used in transplantation [79], print-
ing of 3D heterogeneous hydrogel structures [80] 
for research in regenerative medicine [81, 82], 
and drug screening [83, 84]. However, printing 
requires prior knowledge of what to print. Indeed, 
the gradients of O2, pH, metabolites and waste 
products experienced by cells have to be known 
or predictable, in order to re-create physiologi-
cally relevant tissue. Multi-parametric live cell 
imaging (two-photon excited, confocal, light- 
sheet and FLIM-PLIM microscopies) and other 
minimally invasive techniques have to be used 
for that. Imaging approaches can be ultimately 
integrated in the design of scaffolds and tissue 
models, in order to achieve the desired and con-
trollable functional properties of engineered tis-

sue, such as variability or morphology [65, 85, 
86]. In the next part of review we will briefly 
introduce the reader to the quantitative multi- 
parametric imaging of 3D tissue models.

4.2  Live Cell Microscopy 
and Different Imaging 
Modalities

Traditionally, engineered cell and tissue samples 
are largely assessed by destructive methods such 
as histology or immunofluorescence of fixed and 
sectioned samples, tissue disintegration and flow 
cytometry, cell lysis and extraction of RNA, 
DNA, proteins, metabolites with subsequent 
assays: Western blotting, PCR, sequencing, 
microarrays, ELISA, immunohistochemistry, in 
situ hybridization, mass spectrometry and others. 
These methods usually assess cellular processes 
as end-point ‘snapshots’, without dynamic, real- 
time monitoring. In case of flow cytometry, west-
ern blotting, immunoenzyme- and other assays, 
measured parameters are averaged across large 
cell populations, thus compromising the relevance 
and level of detail of the results produced. Apart 
from global averaging and inability to study indi-
vidual cells, dynamics and 3D gradients, signifi-
cant errors and experimental artifacts are brought 
by the complex sample preparation procedures 
(e.g. lysis, fixation, optical clearing) [87].

Thankfully, several methods can provide live, 
real-time dynamic analysis of engineered tissue 
on a single cell scale: optical imaging, Raman 
spectroscopy, electron spin resonance, and micro- 
OCT [88]. Optical live cell imaging is a noninva-
sive study of cells in their natural environment 
using fluorescence based probes and sensors. 
Thus, fluorescent reporter (small molecule, 
nanoparticle or genetically encoded protein con-
struct) can be targeted to a specific cell type or 
sub-cellular compartment, to inform on some 
useful biomarker, cellular function or local envi-
ronment. Depending on the molecular structure 
of the chromophore its ancillary interaction with 
light can produce fluorescence, phosphorescence 
or inform on other processes [89]. Fig. 4.2 shows 
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Jablonski diagram of energy transitions in 
luminescent molecules and the processes of fluo- 
and phosphorescence.

The fluorescent reporter is illuminated with a 
quantum of light exciting a chromophore and 
bringing it to higher (excited) energy level. 
Chromophore can emit fluorescence (10−12–
10−9 s) and return to the ground (G0) state. Due to 
dissipation of energy, emission occurs at a longer 
wavelength (Stokes shift). Some structures, phos-
phors, undergo energy transitions much slower 
and emit light after 10−8–10−3 s (phosphores-
cence). The average time, which the chromo-
phore spends in excited states before emitting 
light, is called fluorescence or phosphorescence 
lifetime. Specific brightness of a chromophore is 
determined by its molar absorptivity, quantum 
yield and photostability, which are mainly func-
tions of its chemical structure. Chemical modifi-
cations, encapsulation in nanoparticles, protecting 
chemical or polypeptide structures can be used to 
improve brightness. Some dyes show sensitivity 
of their fluorescence or phosphorescence to pro-
tonation, interaction with other molecules (e.g. 
ions), quenchers (O2), viscosity and temperature 
[90], which alter their emission intensity and life-
time. This can be used to design various probes 
and biosensors.

Fluorescence Stokes shift allows efficient 
separation of the emitted light from high-energy 
excitation, thus only detecting the fluorescent 

reporter of interest (intensity-based imaging). 
Fluorescence imaging can be realized using dif-
ferent instruments, including widefield and 
laser scanning confocal microscope (LSCM), 
two- photon excited microscope, macroscopic 
animal imager, super-resolution and other 
imaging devices.

4.2.1  Platforms for Intensity-Based 
Measurements

In widefield fluorescence microscope a parallel 
beam of light produced by single-wavelength 
light-emitting diodes (LEDs) or mercury lamps, 
illuminates and excites the selected fluorophore 
in the sample. The emitted wavelength of fluores-
cence light is selected with the appropriate opti-
cal filters. Widefield fluorescence microscopy 
can achieve quality resolution, contrast, sensitiv-
ity, and fast acquisition speeds. However, this 
mode is suitable only for relatively thin samples 
(up to 50 μm thick) and has limited applicability 
for imaging in 3D.

In LSCM a laser beam of excitation light passes 
through a pinhole aperture in the optical plane 
focusing the light on a specific region of the sam-
ple. The emitted light is channeled to light sensing 
detectors via pinhole aperture, rejecting the out of 
focus light and increasing spatial resolution. The 
excitation light from laser beam and its corre-

Fig. 4.2 Jablonski diagram. After absorption of a photon 
of light, luminescent molecule gets excited into high 
energy levels S1, S2. Fluorescent molecules return back to 
the ground state G0, emitting light within ps-ns time inter-
val. Some compounds transition to triplet state(s) via the 

process of intersystem crossing. Emission from T1 is a 
forbidden process, which occurs at μs-ms scale. Transfer 
of energy to donors or quenchers (e.g. paramagnetic O2 
molecule) shortens the emission (phosphorescence life-
time, PLT)
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sponding detection point are scanned across the 
sample via dichroic mirrors and the image is con-
structed. The main limitation of LCSM is the lim-
ited light penetration depth across the sample (due 
to the light scattering and diffraction), achieving 
practically 100–200 μm. The longwave emitting 
dyes help improving the light penetration depth. 
Other approaches complement the LCSM, light-
sheet microscopy [91] and two-photon excited 
laser-scanning microscopy (2PLSM) [92]. Two 
photon-excited fluorescence laser scanning 
microscopy (2PLSM) is a non-linear optical 
microscopy process developed for improved light 
penetration across thick biological samples [92]. 
The setup of 2PLSM is largely similar to the con-
focal microscope but in contrast it uses a laser 
with ultra-short pulse duration (10−15 s), and epi-
detection pathway, wherein all the light collected 
by the objective is guided to the detector to cap-
ture as much of the scattered photons as possible 
[92]. 2PLSM utilizes fluorescence excitation by 
the process of ‘two photon’ absorption, in which 
two photons of near- infrared light simultaneously 
excite a fluorophore to achieve higher energy 
state, sufficient for fluo- or phosphorescence in 
visible range (shorter than excitation light) [93]. 
2PLSM provides improved resolution with 
thicker samples (up to ~500 μm or more, depend-
ing on the sample), minimizes photobleaching 
and photodamage as the fluorescence excitation is 
limited to a narrow area of the sample [94]. 
2PLSM does not improve spatial resolution com-
pared to confocal [95] and can cause more sub-
stantial photodamage in thin samples [96].

A powerful solution to improve the light pene-
tration depth and minimize the photodamage is to 
selectively illuminate a single focal plane and opti-
cally section the sample. One such modality that 
utilizes optical sectioning is light sheet fluores-
cence microscopy (LSFM). The principle of 
LSFM is that an illuminating sheet of light in X-Y 
plane is passed through the side of the sample, 
overlapping the focal plane, perpendicular to the 
excitation light. LSFM is carried out by selective 
plane illumination microscopy (SPIM) [97]. Due 
to only a thin plane of sample being exposed to 
light there is a reduction in scattered out of focus 
light improving resolution, while the photodam-

age is confined only to the thin illuminated sec-
tion, and acquisition speeds are increased 
compared to single point scanning measurements 
[91]. A 3D image of the sample can be generated 
by passing the light sheet through the sample, 
forming image stacks [98]. LSFM has been used 
to image 3D cell culture samples, such as human 
mammary spheroids MCF10A (50–150 μm thick) 
expressing H2B-PAmCherry [99], microfluidic 
co-culture of human umbilical vein endothelial 
cells (HUVECs) with hepatocellular carcinoma 
cells (HepG2) [100] and others. LSFM reduces 
phototoxic damage and allows for long- term 
observations of thick 3D cell culture models with 
high spatial resolution. SPIM can be bought com-
mercially (e.g. ZEISS Lightsheet Z.1) or can be 
built by the users themselves (OpenSPIM [101]) 
allowing them to tailor the setup to their require-
ments, such as combining it with FLIM and PLIM.

From the resolution point of view, a number of 
methods were proposed over the last decade to 
achieve imaging resolution below the diffraction 
limit; they are often collectively described as 
‘super-resolution microscopy’. These methods 
include SIM, STORM, PALM and others [102]. 
Structured illumination microscopy (SIM) is 
based on fluorescence microcopy using conven-
tional fluorophores, however it uses non-uniform 
illumination of light in form of a sinusoidal grid 
with images taken at three phase shifts for three 
different grid orientations. The final image is 
made up of nine images with resolution increased 
two fold of that of widefield fluorescence micros-
copy [103]. SIM can be applied in three dimen-
sions (3D–SIM) to improve resolution by using 
three beams of interfering light, generating a pat-
tern along the axial (Z) direction and the lateral 
(X and Y) directions [104]. 3D–SIM is also com-
patible with live cell imaging.

Stochastic optical reconstruction microscopy 
(STORM), is another super-resolution technique 
that produces a fluorescence image from the 
localization of specially designed organic fluoro-
phores that are switched on and off using light of 
different colors in a series of imaging cycles. In 
each cycle only certain fluorophores are switched 
on allowing for the position of these to be deter-
mined with high accuracy, repeating the cycle 
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and constructing an overall image [105]. STORM 
was first demonstrated with Cy3-Cy5 pair of cya-
nine dyes [105] but since then have been 
 optimized for other switchable fluorophores in 
direct STORM (dSTORM) [106].

Fluorescence Photoactivation Localization 
Microscopy (FPALM) uses light-inducible fluo-
rophores to control the number of visible fluoro-
phores by separating the optically active. The 
sample is illuminated with two different wave-
lengths, one for readout and other for photoacti-
vation. The photoactivated fluorophores become 
active when illuminated, subsequently localized 
and inactivated after period via photobleaching. 
When this cycle is repeated for other photoacti-
vated fluorophores present in sample, the image 
is constructed [107].

Stimulated emission depletion (STED) 
microscopy uses selective deactivation of fluoro-
phores to create fluorescence image, thereby 
minimizing the area of illumination at the focal 
point, enhancing the resolution. STED utilizes a 
laser beam to excite the fluorophores. Once 
excited the fluorescence emission can be sup-
pressed via stimulated emission using a depletion 
beam (STED beam), which suppresses the fluo-
rophores back into the ground state. The excita-
tion and STED beam are scanned across the 
sample forming a sub-diffraction image [108].

Traditionally designed for fixed tissue speci-
mens prepared in special way, superresolution 
microscopy methods are becoming optimized for 
analysis of live and thick 3D samples, such as 3D 
tissue models. 2PLSM has been combined with 
STED to improve image resolution, achieving 
live imaging of neuronal morphology up to 
30-μm deep in living brain tissue [109].

Measuring fluo- or phosphorescence intensity 
using above-mentioned instruments allows per-
forming labeling, localization, tracking and semi- 
quantitative measurements in live cells and 3D 
tissue models. So-called ratiometric detection is 
based on the use of dyes or biosensors able to be 
excited or emitting in response to environmental 
parameter (e.g. O2, pH, Ca2+ etc.) differently 
[110]. With the help of calibration, the ratiometric 
response allows performing quantitative mea-
surements. However, reliance on different wave-

lengths has a negative side: normally ratiometric 
biosensors display spectrally well separated ‘ref-
erence’ and ‘sensing’ wavelengths; with thick and 
heterogeneous samples these will be absorbed 
and scattered by tissue differently, depending on 
the measurement depth. This means that ratiomet-
ric calibration will not be valid across the whole 
sample in 3D and questions the overall applicabil-
ity of the approach. A number of other than inten-
sity-based methods were proposed and 
measurements fluo- or phosphorescence lifetimes 
are among of the most advanced ones.

4.2.2  Measurement of Fluo- 
and Phosphorescence 
Lifetimes

Although known for decades, only in recent years 
the methods of fluorescence lifetime imaging 
microscopy (FLIM) and phosphorescence life-
time imaging microscopy (PLIM) are becoming 
popular. FLIM and PLIM scanners can be imple-
mented on most of ‘traditional’ microscopy plat-
forms including LSCM, widefield microscopy, 
2PLSM, superresolution and light-sheet micros-
copy. FLIM and PLIM expand the use of avail-
able tracers, which can be distinguished not only 
by the spectral properties but also by the lumines-
cence lifetime [111] and provide quantitative 
readouts for pH, ions, O2 and other parameters.

The key advantage of fluorescence lifetime 
imaging over fluorescence intensity imaging is that 
it is an intrinsic property of a fluorophore, indepen-
dent upon the method of measurement. Therefore, 
results are largely independent from fluorophore 
concentration and imaging is not affected by light 
scattering, photobleaching, and variations in excita-
tion light [90]. The fluorescence lifetime of the fluo-
rophore depends on its energetically unstable state, 
making it susceptible to quenching via differences 
in polarity [112], pH, temperature [24], ion concen-
tration, protein interactions and other factors. The 
shortening of lifetime via quenching-induced con-
formational changes provides information on the 
molecular environment of the fluorophore, and 
allows quantitative differentiation between popula-
tions of quenched and unquenched fluorophores, in 
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form of simplified calibration relationships [90]. 
PLIM shows a number of similar applications, 
largely including measurement of O2 and tempera-
ture [113, 114]. The limitation of PLIM is that it is a 
slower process than FLIM, however, PLIM pro-
vides the possibility of time-gated detection, allow-
ing to effectively filter out the sample background 
autofluorescence, which is indispensable in analysis 
of some tissue types, e.g. gastrointestinal tract.

A number of experimental approaches were 
developed for FLIM and PLIM, including fre-
quency and time domain-based readout, with vari-
ations such as time-correlated single photon 
counting (TCSPC) using fast-gated image intensi-
fiers [115, 116] (Chaps. 2 and 3). In TCSPC the 
luminescent molecules are excited by a pulsed 
laser source with a high repetition rate. Photons 
emitted by the sample are detected and the time 
with respect to the excitation pulse is measured, 
constructing a decay curve. This method provides 
high detection sensitivity, accurate lifetime mea-
surements and, when combined with LSCM and 
2PLSM, it allows optical sectioning of the sample. 
TCSPC is also compatible with PLIM, allowing 
fast (1 min or shorter) acquisition times. FLIM and 
PLIM are also highly compatible with live cell 
imaging: the lasers employed in this approach are 
not constantly illuminating the sample; instead 
they do it via combination of very short (typically 
in 10−12 s range) pulses. This ensures much lower 
degree of sample photodamage than in conven-
tional widefield or laser- scanning microscopies. 
Systems such as TCSPC also rely on highly effi-
cient photon counting detectors, allowing using 
lower laser power intensities. These are the main 
advantages of the methodology, making it highly 
suitable for analysis of 3D tissue models.

4.3  Probes for Live Cell Multi- 
Parametric Imaging of 3D 
Tissue Models

Imaging of 3D cell and tissue cultures requires 
high depth penetration of light, fast imaging 
speed, and use of mild (non-destructive) intensity 
of excitation light. High depth penetration of 
light is needed to image the thick 3D samples 

avoiding light scattering reducing the resolution 
of the image. The depth penetration of light 
depends on two factors: (1) the ability to image 
the fluorophore or phosphor (via microscopy 
techniques and its physical properties such as 
spectra) and (2) actual presence of the probe dis-
tributed within the sample, ideally in homoge-
neous manner. Fast image acquisition speed and 
low intensity of excitation light are needed to pre-
vent and limit photobleaching and phototoxicity, 
leading to loss of luminophore function and toxic 
effects on live samples. Photobleaching and pho-
totoxicity occur due to energy emitted by excited 
luminophores not always being in the form of 
fluorescence or phosphorescence. The dissipated 
energy can cause the reaction with O2, producing 
reactive oxygen species (ROS). The quenching of 
phosphorescence also produces singlet oxygen – 
this process is however causes minimal sample 
damage with modern O2 probes [114].

The probes and fluorescent tracers needed for 
multi-parametric imaging of 3D tissue models 
can be adapted from traditional intensity-based 
measurements and from advanced FLIM and 
PLIM applications. Virtually everything is com-
patible with 3D tissue models, but practical  
challenge is the ability to efficiently stain the 3D 
tissue model in reasonably short period of time 
(few hours or less): the small molecules, 
nanoparticles can display very poor distribution 
across the sample or stain only particular cell 
types; most nanoparticles also poorly stain 
formed 3D tissue models. The use of genetically 
encoded biosensors is mainly limited to use of 
transgenic models and is challenging for tran-
sient transfection (lipofection or electropora-
tion). Multi- parametric analysis can be also 
complemented by classical immunofluorescence 
(e.g. post- analysis): however, antibodies are 
bulky molecules demanding either prolonged 
staining protocols or laborious sectioning of the 
samples. In addition, the use of intensity-based 
probes and biosensors should take into account 
their actual distribution and varied intensity 
across the sample.

The development of luminescence lifetime 
probes can be targeted to solve the challenges 
involved in live cell imaging of 3D tissue models. 
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Lifetime imaging is independent of fluorophore 
concentration and is therefore unaffected by light 
scattering, in relation to sample thickness and 
phototoxicity [90]. While reader can refer to the 
reviews covering these areas (e.g. by Blacker and 
Duchen [117], Lukyanov on fluorescent proteins 
[118, 119], Achilefu and Berezin on FLIM [90, 
120] and Wolfbeis on nanoparticles [121]), below 
we will highlight the usability of some probes for 
multi-parametric imaging of 3D tissue models 
(Table 4.1).

Endogenous fluorophores are fluorescent bio-
molecules present already within a sample and 
contributing to the cell and tissue autofluores-
cence (normally caused by aromatic amino acids, 
reduced nicotinamide adenine dinucleotide 
(NADH) and Flavin adenine dinucleotide 
(FAD)). FLIM of endogenous fluorophores and 
their expression profiles provides information on 
the metabolic and functional state of the sample, 
which can be used to differentiate healthy tissue 
from diseased. The main advantage of endoge-
nous fluorophores is that no specific labeling is 
required. However, the fluorescence signals are 
often weak and non-specific due to limitations in 
light penetration and low expression of the fluo-
rophores; their interaction with cellular compo-
nents and proteins is also very complex, resulting 
in multi-exponential decays and uneasy interpre-
tation of measured fluorescence lifetimes. Due to 
short excitation wavelengths (near-UV for 
NADH), normally two-photon excited imaging 
has to be employed. In comparison to state-of- 
the-art approaches to analyze the balance of cell 
energy production pathways [148, 149], meta-
bolic imaging with NAD(P)H does not provide 
direct information on OxPhos, glycolysis and 
Krebs cycle fluxes and thus can be viewed as 
supplementary parameter in analysis of cell 
metabolism.

Exogenous fluorophores and phosphors address 
such limitations of endogenous fluorophores as 
signal weakness and low specificity. They have a 
large diversity in wavelength and lifetime range, 
and in the way they are produced (proteins, bio-
conjugates, nanoparticles etc.). The luminescence 
lifetime of fluorophores is frequently sensitive to 

changes in their microenvironment, including self-
aggregation, interaction with lipids, proteins, their 
molecular rotation etc. Thus, the responsive FLIM 
probes can be designed that changes in their lumi-
nescent lifetimes will be a function of their envi-
ronment and allowing measurement of quantitative 
responses to broad range of analytes. The main 
directions in design of FLIM and PLIM probes 
are: (1) optimization of their sensing properties 
(spectral properties, brightness, photostability, 
specificity and the maximal response to the mea-
sured parameter), to achieve reliable calibration; 
(2) design of optimal delivery features such as cell 
permeability, and intracellular or tissue localiza-
tion. Indeed, the probe should minimally interfere 
with cell physiology or particular process it is 
helping to analyze: for example, probe directed for 
analysis of O2 should have no effects on oxygen 
consumption rate (cell mitochondrial function) 
and energy production pathways. Probes are fre-
quently present in form of simple dyes, small mol-
ecule conjugates, fluorescent proteins, 
supramolecular conjugates or nanoparticles. From 
this list, nanoparticles often display the best over-
all sensing features, including reliable calibration. 
However, their bio-delivery often represents a 
complicated task. In contrast, small molecule dyes 
can stain 3D tissue model very easily but their cali-
bration frequently is strongly concentration- 
dependent, due to often- unpredictable behavior 
inside the cells and presence of multiple heteroge-
neous cell layers in 3D tissue model. More com-
plex is the interaction between the probe and the 
environment, the more complicated the interpreta-
tion of FLIM/PLIM data will be.

Similarly to probes, solid-state sensing materi-
als can be used for multi-parametric imaging of 
3D tissue models: in this case, the sensing dye is 
used for modification of 3D scaffold in which the 
cells or tissue are cultured. For example, hybrid 
phosphorescent O2-sensing scaffolds were pro-
posed for range of cell-based models, including 
tumor spheroids and brain slices [65]. In this case, 
cells and tissue do not need to be stained and their 
functional status is analyzed indirectly, via analy-
sis of extra- and pericellular O2 gradients and 
hypoxia. Similarly, the scaffolds based on other 
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materials and for analysis of other physiologically 
important biomolecules (e.g. pH) can be realized.

pH gradients play important roles in cellular 
processes such as proliferation, senescence, and 
apoptosis, endo- and exocytosis (secretory path-
way), intracellular transport, contraction of mus-
cle cells, and regulation of ion influxes. pH is 
tightly regulated within mammalian cells and 
their organelles all requiring different pH for 
their respective functions. For instance, in the 
cytosol pH values around seven are needed for 
the proper function of organelles, acidic pH of 
4–5 in lysosomes for degradation of proteins, and 
alkaline pH of 7.5–8.0 in mitochondria for oxida-
tive phosphorylation. Pathologic conditions can 
alter significantly intra- and extracellular pH via 
perturbing effects on ion homeostasis. pH is an 
important biomarker for disease states, such as 
cancer and neurological disorders. Changes in 
intracellular pH can be measured via number of 
dyes (BCECF), fluorescent proteins and nanopar-
ticles. While FLIM is the preferred readout, there 
are only a few suitable probes (nanoparticles and 
fluorescent proteins) with good (few ns) lifetime 
range over physiological pH (Table 4.1).

A number of genetically encoded fluorescent 
proteins were described for imaging of metabo-
lism (Peredox for NADH-NAD+ ratio, pyruvate, 
lactate, ATP), reactive oxygen species and over-
all redox potential (HyPer1, HyPer3, TriPer, 
roGFP1), pH, Ca2+ and other parameters. While 
some of these proteins suffer from low magni-
tude of response in FLIM or cross-sensitivity 
with pH and need in transfection (or need in use 
of transgenic animals), not always compatible 
with experimental needs, they are often very 
bright, selective and performing better than auto-
fluorescence imaging and traditional small mol-
ecule probes. Some promising candidates are 
listed in Table 4.1.

While the specific, sensitive and quantitative 
determination of reactive oxygen species (ROS) 
is still hardly possible [150], detection of molecu-
lar oxygen (O2) is well-developed area [114]. Last 
decade of research on intracellular phosphores-
cent probes and sensors helped to develop com-
prehensive panel of small molecule (efficient 
tissue staining), nanoparticle (most reliable cali-

bration, brightness and broad compatibility across 
detection platforms) and solid-state sensors and 
probes. The phosphorescent O2 probes often dis-
play mono-exponential decay, large Stokes shift 
and μs-range of phosphorescence lifetimes, mak-
ing them compatible with multiplexing with vir-
tually any other biosensors and thus are often 
superior to FLIM-based probes to other analytes. 
O2 probes help in studies of hypoxia-dependent 
cell responses, direct analysis of mitochondrial 
function, cell and tissue viability, intra- and peri-
cellular gradients and become more and more 
popular with 3D tissue models – spheroids, aggre-
gates, ex vivo tissues and organoids. A number of 
tested probes and sensor materials is listed in 
Table 4.1, some of them were already demon-
strated in multi-parametric imaging of O2 [24, 37, 
65, 127, 132, 151, 152]. The example of protocol 
of use of O2 probe in multi-parametric imaging of 
intestinal organoids is presented in Chap. 6.

Cellular and tissue temperatures are tightly 
regulated via adaptive thermogenesis pathways 
within a narrow temperature range [153–155]. 
Temperature affects such important processes as 
biomolecule diffusion, energy production in mito-
chondria and enzyme function. Elevated tempera-
tures activate heat shock pathway. Temperature 
regulation is also important in the imaging and 
treatments of diseases [156], such as cancer [157], 
and is therefore can represent a useful biomarker. 
Similarly, the viscosity of cytoplasm and other 
intracellular organelles can be an important factor 
in drug diffusion, especially in 3D. Viscosity can 
be measured by fluorescent probes called molecu-
lar rotors, also sensitive in fluorescence lifetime 
domain. A number of fluorescent T-sensitive and 
viscosity probes for intracellular measurements 
were designed but only few of them were tested 
with 3D tissue models (Table 4.1).

The introduction of FLIM and PLIM to multi- 
parametric imaging area prompts new applications 
and probes. Thus, our group discovered that the 
process of BrdU-dependent fluorescence quench-
ing of nuclear-labeling dye, Hoechst 33342, 
reveals strong response in fluorescence lifetime 
and thus can be employed for labeling of prolifer-
ating cells in live culture [37]. The degree of 
quenching can depend on the cell type and staining 
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conditions (conc. of BrdU and Hoechst, incuba-
tion time) and has to be evaluated with every new 
biological model. Once it is done, it can be applied 
for study of drug-induced effects on the duration 
of cell cycle, identification and discrimination of 
proliferating cells in complex tissue models. 
Hoechst dye is two-photon excitable and similar 
type of quenching effects can be observed for 
other nuclear stains, e.g. SiR- Hoechst [158].

FLIM-FRET with various pairs of fluorescent 
proteins is another application area, facilitating the 
analysis of 3D tissue models at new quantitative 
level, e.g. in studies of signaling pathways (CaMKII 
and RhoA) on live brain slices [159], activation of 
apoptosis in tumor spheroids [160] and cancer cell 
invasion in vitro and in vivo models [161].

However, the growing toolkit of biosensors 
and analytical methods allowing quantitative 
multi-parametric imaging also needs develop-
ment of advanced cell-specific labeling agents. In 
order to obtain maximally useful information on 
e.g. pH or O2 gradients within the tissue, the cell- 
specific fluorescent stains allowing identifying 
morphology and particular ‘niche regions’ within 
the sample are needed. This is possible by a num-
ber of approaches: (1) novel genome editing 
methods such as CRISPR-Cas9 [162] allowing 
easier production of transgenic cell lines, express-
ing fluorescent proteins tags; (2) a number of live 
cell dyes displays cell-specific staining (both in 
intensity or lifetime domains), however this list is 
rather limited and relatively unstudied; (3) some 
tissues display characteristic autofluorescence 
‘signature’, e.g. lumen area of small intestinal 
organoids with unusual long-living red autofluo-
rescence; (4) after the imaging, the sample still 
can be fixed, immunostained and probed with 
antibodies. Depending on the approach, a num-
ber of issues have to be addressed with the exist-
ing cell-specific labeling agents: in general, the 
use of brighter and photostable dyes and biomol-
ecules is encouraged. Improving the algorithms 
of data acquisition and analysis on the micro-
scope, when the multi-parametric analysis is 
being performed is also important area of techni-
cal development [163]. This is especially impor-
tant for fast 3D scanning algorithms and 
reconstructions of imaging data, as the 3D tissue 

models rarely represent ideal and immobile flat 
geometrical shapes.

4.4  Conclusion

The brief overview of existing 3D tissue models, 
imaging modalities and the biosensor toolkit 
summarizes the opportunity for performing 
multi-parametric imaging of live 3D tissue mod-
els: a huge number of imaging platforms can and 
has to be used, in advanced tissue engineering, 
allowing unprecedented level of cell-cell, bio-
marker and metabolite heterogeneity to be moni-
tored. Proof-of-concept research works 
demonstrate how such approach can be used in 
optimizing the viability, cell-cell heterogeneity, 
creating stem and cancer cell niche regions, help-
ing to perform actual control of microscopic (in 
contrast to macroscopic external control of flow 
rate or conditions in the incubator) changes in 
cell status within 3D tissue model. This interdis-
ciplinary research approaches its critical mass, 
which should catalyze the further development of 
methodology and its widespread use. A great 
number of improvements over existing problems 
in all three constituting areas (design of 3D tissue 
model, imaging instrumentation and biosensors) 
have to be implemented. The described method-
ology of multi-parametric imaging opens an 
exciting opportunity and new horizons in research 
and application sides of 3D tissue models and we 
expect significant discoveries in relevant life sci-
ence areas in the coming years.
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5.1  Introduction

To date, the number of scaffold materials and 
fabrication methods proposed for tissue engi-
neering has significantly increased [1–15]. To 
create an “ideal” scaffold, most scientists try to 
mimic the native extracellular matrix at the 
nanoscale level. Therefore, this scaffold should 
promote cell attachment, proliferation, and dif-
ferentiation, deliver and retain cells and growth 
factors, ensure nutrient and oxygen delivery and 
optimum mechanical and biological environment 
for tissue regeneration [2, 3].

The most frequently used for tissue engineer-
ing are electrospinning, freeze drying, decellular-
ization, and laser-based techniques (Table 5.1). 
However, this chapter mostly focuses on three 
methods of scaffold fabrication (two-photon 
polymerization, decellularization, and cell encap-

sulation) in order to show the main trends in this 
field and to present different approaches.

All these methods (two-photon polymeriza-
tion, decellularization, and cell encapsulation) 
have their specific limitations. For instance, two- 
photon polymerization is relatively expensive 
and permits only the formation of microscale- 
sized scaffolds. Decellularized materials can 
cause serious infectious diseases, because the 
process of their production requires animal or 
human tissues and organs, which can be contam-
inated with prions, viruses, bacteria, or fungi. 
When the cells are encapsulated within a gel, it 
is hard to manipulate with gel structure and 
mechanical properties. Nevertheless, two-pho-
ton polymerization, decellularization, and cell 
encapsulation enable the fabrication of biocom-
patible and biodegradable structures, which can 
be used to achieve a particular goal in tissue 

Table 5.1 Overview of methods for 3D scaffold fabrication in tissue engineering

Method Material Application
Commercially 
available * References

Electrospinning PLA Skin Yes [1, 2]

PLGA Cartilage

PLA/PGA Cartilage

Silk/HAP Bone

Chitosan/PCL Nerve

Decellularization Human and animal 
tissue and organs

Bone Yes [4, 5]

Cartilage

Lung

Stereolithography MPLA Bone No [3]

Two-photon polymerization MPLA Bone No [6–9]

MPLA Nerve

AC + MeHA Nerve

Selective laser sintering PCL Bone No [10]

3D inject printing Collagen + CaP Bone Yes [11]

Bioplotting PCL Bone Yes [12]

Phase-separation PLA/HAP Bone Yes [1]

Gas foaming PLA Bone Yes [2]

Particulate leaching Silk fibroin Cartilage Yes [13]

Freeze drying Chitosan/PLA Tendon Yes [1, 2]

Gelatin-PHEMA Skin

Self-assembly Peptide Cartilage No [14]

Cell encapsulation Alginate Bone Yes [15]

Note. *approximate values
PLA polylactic acid, PGA polyglycolic acid, PLGA poly(lactic-co-glycolic acid), MPLA methacrylated branched poly-
lactide, PCL polycaprolactone, AC allyl-chitosan, MeHA methacrylated hyaluronic acid, HAP hydroxyapatite; CaP 
calcium phosphate, GAG glycosaminoglycan, PHEMA poly([MAG]-2-hydroxyethl methacrylate)

A. Shpichka et al.



73

engineering. Their role in modern tissue engi-
neering cannot be overestimated.

This chapter aims to describe the 3D scaffold 
fabrication using three different methods and 
protocols of cell morphology and cytotoxicity 
assessment via SEM, Live/Dead staining, includ-
ing confocal microscopy, and MTT-assay.

5.2  Materials

Prepare all solutions using deionized water and 
analytical grade reagents. Prepare and store all 
reagents at room temperature (unless indicated 
otherwise). Diligently follow all waste disposal 
regulations when disposing waste materials. We 
do not recommend adding sodium azide to the 
reagents. (see Note 1).

5.2.1  Reactive Photo-Curing System

Important: preparation and handling of photo-
sensitive monomer composition as well as two- 
photon polymerized (2PP) scaffolds fabrication 
should be performed in a yellow light photo-
chemical lab environment.

 1. Resolving tetrafunctional polylactides with 
terminal methacrylic groups (PLA): Add 
1.2 mL of dichloromethane to 600 mg of 
PLA. Weight 6 mg of photoinitiator powder 
and mix on a magnetic stirrer until PLA and 
photoinitiator are completely dissolved. Store 
at 4–8 °C in brown glass bottles wrapped with 
Parafilm, no longer than one month.

 2. IRGACURE® 2959, IRGACURE® 369 (Ciba, 
Germany), Michler’s ketone (Sigma-Aldrich, 
St. Louis, MO, USA) (see Note 2).

 3. Glass coverslips.

5.2.2  Cell Cultures and Medium

All solutions, glassware, etc., should be sterile 
and all procedures should be carried out under 
aseptic conditions and in the sterile environment 
of a laminar flow cabinet.

 1. L929 mouse fibroblast cell line (see Note 3).
 2. Human adipose-derived stem cells (hASCs) 

(see Notes 3, 4).
 3. Growth medium: DMEM/F12, 10% fetal 

bovine serum, 1% penicillin-streptomycin. 
Store at 4 °C for no longer than two weeks.

 4. TrypLE Express Enzyme (1X) (Gibco BRL, 
Bethesda, MD, USA) (see Note 5).

 5. Sterile phosphate buffered saline (PBS), with-
out calcium and magnesium.

 6. Trypan Blue: 0.4% solution in water.
 7. 75 cm2 cell culture flask.
 8. Petri dishes or 24, 48-well plates.
 9. Glass-bottom Petri dishes (see Note 6).

5.2.3  Fibrin Gel Components

All solutions and glassware, should be sterile and 
all procedures should be carried out under aseptic 
conditions and in the sterile environment of a 
laminar air flow HEPA-filter cabinet.

 1. Fibrinogen solution: gradually dissolve 1 g of 
fibrinogen in 40 mL sterile PBS at 37 °C (see 
Note 7) under aseptic conditions to achieve the 
concentration 25 mg/mL. Aliquot into Eppendorf 
microtubes (0.5 and/or 1.0 mL). Store at −20 °C 
in tubes wrapped with Parafilm.

 2. Thrombin stock solution: dissolve 1 KU 
thrombin in 10 mL sterile PBS under aseptic 
conditions to make stock concentration of 
100 U/mL. Aliquot into Eppendorf tubes 
(300 μL or less). Store at −20 °C in tubes 
wrapped with Parafilm.

 3. Thrombin solution: add 50 μL thrombin 
stock solution to 950 μL sterile PBS and mix 
(see Note 8).

5.2.4  Material and Agents 
for Decellularization

 1. Bovine pericardium (see Note 9).
 2. Sodium dodecyl sulfate (SDS): 0.25% solu-

tion in hypotonic buffer (see Note 10). Store 
at 4 °C, no longer than 1 year.

 3. Distilled water.
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 4. Hypotonic buffered solution: 10 mM Tris- HCl, 
pH 7.5. Store at 4 °C, no longer than one year.

 5. Phosphate buffered saline (PBS).
 6. Hypertonic buffered solution: mix 120 mL of 

5 M NaCl, 4 mL of 1 M MgSO4, 2 mL of 
0.5 M EDTA, 10 mL of 1 M HEPES, add dis-
tilled water to 900 mL. Adjust pH to 7.0 and 
add distilled water to 1000 mL. Store at 4 °C, 
no longer than one year (see Note 11).

5.2.5  MTT-Assay Components

 1. 96-well plate.
 2. MTT solution: dissolve MTT (3-(4,5- dimethyl

thiazol- 2-yl)-2,5- diphenyltetrazoliumbromide) 
in MEM without supplements and without phe-
nol red at a concentration of 1 mg/mL. Sterilize 
it using a syringe filter with 0.22 μm pore size 
(see Note 12).

 3. Eagle minimum essential medium (MEM), 
without phenol red, without glutamine and 
without NaHCO3.

 4. Isopropyl alcohol (analytical grade).

5.2.6  Live/Dead Staining 
Components

 1. Live/Dead Double Staining Kit (Sigma- 
Aldrich, St. Louis, MO, USA). Store at 
−20 °C protected from light and moisture.

 2. Assay solution: add 10 μL Calcein Green AM 
solution (Solution A) and 5 μL Propidium 
iodide solution (Solution B) to 5 mL PBS (see 
Notes 13, 14).

 3. Phosphate buffered saline (PBS).

5.2.7  SEM Microscopy Components

 1. Phosphate buffered saline (PBS).
 2. Glutaraldehyde: 2.5% solution in PBS (see 

Note 15).
 3. Osmium tetroxide: 4% solution in water (see 

Note 16).
 4. Deionized water.

 5. Ethanol: 30%, 40%, 70%, 90%, 95%, 100% 
in water.

 6. Hexamethyldisilazane (HDMS).
 7. Ethanol-HDMS solution: 1:1 solution.

5.3  Methods

Carry out all procedures at room temperature 
unless otherwise specified.

5.3.1  Fabrication via Two-Photon 
Polymerization

Preparation and handling of photosensitive 
monomer composition as well as 2PP scaffolds 
fabrication should be performed in a yellow light 
photochemical lab environment.

 1. Place the volume of photosensitive material 
composition on a glass coverslip to achieve 
required sizes and thickness of monomer sam-
ple and let it to dry out.

 2. Put the glass coverslip with material to the 
down side on the stage under the objective of 
the 2PP setup (Fig. 5.1).

 3. Fabricate the structure in the volume of mono-
mer using custom 3D design and applying 
defined optimum structuring speed and laser 
intensity.

 4. Develop the produced structure in correspond-
ing solvent until non-polymerized material is 
completely washed away. PLA structures 
should be developed in dichloromethane.

 5. Rinse the structure in ethanol for several min-
utes to remove rest material debris.

5.3.2  Tissue Decellularization

 1. Treat the bovine pericardium with hypotonic 
buffered solution for 14 h at 4 °C.

 2. Remove buffer and then wash the pericardium 
with hypotonic buffered solution with 0.25% 
SDS for 24 h at room temperature.

 3. Remove the previous buffer and wash with 
PBS for 30 min at 4 °C.
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 4. Wash the tissues with distilled water for 12 h 
at 4 °C.

 5. Remove water and wash the pericardium with 
isotonic buffered solution (12 h at 4 °C).

 6. Treat the pericardium with hypertonic buff-
ered solution for 6 h at 4 °C.

 7. Wash tissues with PBS for 3 h at 4 °C.

5.3.3  Scaffold Seeding

All solutions and glassware should be sterile and 
all procedures should be carried out under aseptic 
conditions and in the sterile environment of a 
laminar flow cabinet.

 1. Sterilize the scaffolds (see Note 17).
 2. Remove adipose-derived stem cells (ASC) 

from culture flasks by enzymatic digestion 
using TrypLE Express Enzyme and centrifuge 
them (200 g, 3 min).

 3. Resuspend cells in culture medium and adjust 
cell suspension at a density of 5 × 106 cells/
mL (see Note 18).

 4. Put carefully one scaffold to each well in a 
48-well plate.

 5. Add 20 μL of a cell suspension of 5 × 106 
cells/mL (1 × 105 cells/scaffold).

 6. Incubate the scaffolds with cells for 15 min.

 7. Add 200 μL culture medium and incubate at 
37 °C.

5.3.4  Cell Encapsulation in Fibrin 
Hydrogel

All solutions and glassware should be sterile and 
all procedures should be carried out under aseptic 
conditions and in the sterile environment of a 
laminar flow cabinet.

 1. Remove adipose-derived stem cells (ASCs) 
from culture flasks by enzymatic digestion 
using TrypLE Express Enzyme and collect 
them by centrifugation (200 g, 3 min).

 2. Resuspend cells in culture medium and 
adjust cell suspension at a density of 
5 × 106 cells/mL.

 3. Add 100 μL of the fibrinogen solution to each 
well in a 24-well plate.

 4. Add 60 μL of a cell suspension of 5 × 106 cells/
mL (=3 × 105 cells/well) and mix.

 5. Add 100 μL of the thrombin solution to the 
cell and fibrinogen mixture (see Note 19) to 
observe the stable hydrogel.

 6. Incubate at 37 °C for 3 min.
 7. Add 100–200 μL culture medium and incu-

bate at 37 °C.

Fig. 5.1 The scheme of 
two-photon 
polymerization setup. 
AOM acousto-optical 
modulator, BE beam 
expander, WP half-wave 
plate, BS beam splitter, 
PM power meter
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5.3.5  Extract Preparation 
for MTT-Assay

All solutions and glassware should be sterile and 
all procedures should be carried out under aseptic 
conditions and in the sterile environment of a 
laminar flow cabinet [16].

 1. Sterilize the samples (see Note 17).
 2. Put the scaffolds into a tube, add an appropri-

ate MEM volume (Table 5.2), and tightly 
close the tube (see Note 20).

 3. Incubate these samples at 37 °C for 24 h.
 4. Take this medium (extract) and dilute it (see 

Note 21).

5.3.6  MTT-Assay

All solutions and glassware should be sterile and 
all procedures should be carried out under aseptic 
conditions and in the sterile environment of a 
laminar flow cabinet [17].

5.3.6.1  Day 1
 1. Remove L929 cells from culture flasks by 

enzymatic digestion using TrypLE Express 
Enzyme and collect them by centrifugation 
(200 g, 3 min).

 2. Resuspend cells in culture medium and adjust 
cell suspension at a density of 1 × 105 cells/
mL (see Note 18).

 3. Using a multichannel pipette, dispense 100 μL 
culture medium only (blank) into the periph-
eral wells of a 96-well plate.

 4. In the remaining wells, dispense 100 μL of a 
cell suspension of 1 × 105 cells/mL 
(=1 × 104 cells/well).

 5. Incubate cells for 24 h (5% CO2, 37 °C, >90% 
humidity) so that cells form a half-confluent 
monolayer.

 6. Examine each plate under a phase contrast 
microscope to ensure that cells are evenly 
distributed across the wells of plate (see 
Note 22).

5.3.6.2  Day 2
 1. After 24 h incubation, aspirate culture medium 

from the cells.
 2. Per each well, add 100 μL of treatment 

medium containing either the appropriate 
concentration of sample extract, or the 
 negative control, or the positive control, or 
nothing but blank (see Note 23).

 3. Incubate cells for 24 h (5% CO2, 37 °C, >90% 
humidity).

5.3.6.3  Day 3
 1. After 24 h treatment, examine each plate under 

a phase contrast microscope to identify sys-
tematic cell seeding errors and growth charac-
teristics of control and treated cells. Record 
changes in the morphology of the cells due to 
cytotoxic effects of the test sample extract, but 
do not use these records for any quantitative 
measure of cytotoxicity (see Note 24).

 2. After the plate examination, carefully remove 
the culture medium (see Note 25).

 3. Add 50 μL of MTT solution to each test 
well.

 4. Incubate the plates for 2 h in the incubator at 
37 °C.

 5. Remove the MTT solution and add 100 μL 
isopropyl alcohol in each well.

 6. Sway this plate and subsequently transfer it to 
a microplate reader equipped with a 570 nm 
filter to read the absorbance (reference wave-
length 650 nm).

 7. Record and save data (see Note 26).
 8. Calculate the reduction of viability using the 

following equation (see Note 27) [17]:

Viab. % = 100 × OD570e/OD570b,where OD570e 
is the mean value of the measured optical density 
of the 100% test sample extracts or its dilutions; 
OD570b is the mean value of the measured optical 
density of the blanks.

Table 5.2 Extraction ratios for test materials of various 
thicknesses [16]

Thickness (mm) Extraction ratio*

≤0.5 6 cm2/mL

>0.5 3 cm2/mL

≤1 3 cm2/mL

>1 1.25 cm2/mL

Irregular 0.1–0.2 g/ml, 6 cm2/ml

*The values are expressed as the ratio of the surface area 
or mass of the test sample to the volume of extractant used
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5.3.7  Live/Dead staining

 1. Remove the growth medium and wash cells in 
scaffolds with PBS three times to remove 
residual esterase activity.

 2. Add 200 μL of assay solution per one scaffold 
with cells and incubate the mixture at 37 °C in 
CO2-incubator for 20 min.

 3. Measure fluorescence using a fluorescence 
microscope with 490 nm excitation for simul-
taneous monitoring of viable and dead cells. 
With 545 nm excitation, only dead cells can 
be observed.

5.3.8  Scanning Electron Microscopy 
(SEM)

 1. Remove the growth medium and wash cells/
scaffold with PBS twice for 2 min.

 2. Rinse the samples with 2.5% glutaraldehyde 
for 15 min.

 3. Wash scaffold with PBS three times for 10 min.

 4. Fix the cell-seeded scaffolds with 4% 
osmium tetroxide for 30 min (see Note 16).

 5. Wash with deionized water three times for 
5 min (see Note 28).

 6. Dehydrate the samples using ethanol (30%, 
50%, 70%, 90%, 95%, 95%, 100%, 100%, 
100% – 15 min for each solution) (see 
Note 28).

 7. Treat the scaffolds with ethanol-HDMS (1:1) 
solution for 1 h.

 8. Remove and add HDMS twice for 10 min.
 9. Store the samples in dry environment.
 10. Sputter 50-nm gold layer on the samples.
 11. Observe with a scanning electron micro-

scope using customer adjustments (Fig. 5.2).

5.3.9  Confocal Microscopy

 1. Place a glass-bottom Petri dish with the stained 
cell-seeded scaffold on the object table in an 
inverted laser scanning confocal microscope. 
See the Table 5.3 for typical settings.

Fig. 5.2 Typical SEM 
of scaffolds with (b, d) 
and without (a, c) cells
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 2. On the central slice cell level, find the sample 
focal plane, which is characterized by maxi-
mum cell square with fluorescence signal.

 3. Vary the power of excitation beam and the 
detector digital gain to find the value where 
fluorescence signal is little less than the maxi-
mum value at the given image bit depth. In our 
case, the excitation beam power was set 
10 μW for 405 nm laser and 6 μW for 488 nm 
laser (see Note 29).

5.4  Notes

 1. Before opening, bring all reagents, stored at 
4 °C or below, to room temperature and incu-
bate for at least 15 min. This prevents absorb-
ing the excessive moisture from the air.

 2. Type of photoinitiator for the preparation of 
reactive photo-curing system is determined 
by the wavelength of laser irradiation used 
for 2PP structuring. For example, Irgacure 
2959 ptotoinitiator has the peak absorption 
at appr. 260 nm and should be applied for 
2PP structuring at 515 nm. Photoreactive 
curing mixture for near infrared laser system 
(780 nm) should be prepared with Irgacure 
369 (absorption peak at approx. 325 nm) and 
Michler’ ketone (absorption peak at aprox. 
390 nm) photoinitiators.

 3. All cell cultures should be free of myco-
plasma contamination and routinely checked.

 4. hASCs were obtained from human adipose 
tissue collected from patients undergoing 
elective plastic surgery after obtaining 
informed consent. Isolation of the cells took 
place according to a protocol described else-
where [18]. We used five to seven passages 
of hASCs.

 5. Instead of TrypLE Express Enzyme, 0.25% 
Trypsin/1 mM EDTA solution can be used. 
However, TrypLE Express Enzyme has some 
important advantages compared to some tryp-
sin preparations: it is animal-origin free and is 
more specific than crude trypsin preparations 
thus reducing the cell damage during prepara-
tions. TrypLE Express is stable at room-tem-
perature (up to 2 years) and provided as ready 
to use solution. TrypLE Express can be 
directly substituted for trypsin in existing pro-
tocols. Simple dilution inactivates it, avoiding 
the need for use of trypsin inhibitors.

 6. Glass-bottom Petri dishes are used for confo-
cal microscopy and can be replaced by any 
other glass-bottom vessels or chambers, e.g. 
from Nunc, MatTek Corp. or Ibidi GmbH.

 7. Fibrinogen solution is easy to foam. Avoid 
bubbles; do not shake! Dissolve fibrinogen 
by small portions. This can last for more 
than 3 h.

 8. We find that it is best to prepare this fresh 
each time.

 9. Biomaterial should pass veterinary control 
and be free of any infectious agents.

 10. SDS precipitates at 4 °C. Therefore, it may 
need to be warmed prior to use.

 11. Any hypertonic buffered solution can be 
used. We prefer this recipe described in [19].

 12. MTT solution should be used the same day.
 13. Since the buffer solution of Calcein-AM is 

gradually hydrolyzed to generate fluorescent 
Calcein, the working solution cannot be 
stored for more than few hours. Close the 
bottle cap tightly after using a portion of 
Calcein AM solution to avoid moisture.

 14. Propidium iodide is suspected to be highly 
carcinogenic; careful handling is required.

Table 5.3 Example of confocal microscope settings used 
for analysis of cells growing within scaffolds

Setting Value

Microscope model 
(manufacturer, country)

LSM 880 inverted laser 
scanning confocal 
microscope (Carl Zeiss, 
Germany)

Objective С-Plan-Apochromat 40x/1.3 
oil immersion

Image size, pixels 1024 × 1024

Area of fluorescence 
signal registration, μm

212.3 × 212.3

Pixel dwell time, μs 2.06

Data acquisition time 
for one image, s

10.13

Confocal diaphragm, 
Airy unit

1
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 15. Glutaraldehyde is a toxic hazardous sub-
stance. Avoid contact with skin and eyes. 
Avoid inhalation of vapors or mist. Wash 
hands before and immediately after handling 
the product. Glutaraldehyde is corrosive to 
the respiratory tract, highly inflammable, 
toxic (if swallowed or inhaled, in contact 
with skin), harmful if swallowed or inhaled, 
fatal if inhaled and causes severe skin burns 
and eye damage, serious skin and eye irrita-
tion, an allergic skin reaction, allergy or 
asthma symptoms or breathing difficulties if 
inhaled, respiratory irritation, damage to 
organs. Moreover, it is very toxic to aquatic 
life with long lasting effects. Store in cool 
place. Keep container tightly closed in a dry 
and well-ventilated place. Containers, which 
are opened, must be carefully resealed and 
kept upright to prevent leakage. 
Recommended storage temperature is 
−20 °C. Store under inert gas. A licensed 
disposal company should dispose glutaralde-
hyde and contaminated items.

 16. Osmium tetroxide is a highly toxic hazard-
ous substance. Avoid contact with skin, 
eyes, and clothing. Avoid inhalation of 
vapors or mist. Wash hands before and 
immediately after handling the product. 
Osmium tetroxide is extremely destructive 
to tissue of the mucous membranes and 
upper respiratory tract, eyes, and skin. It 
causes spasm, inflammation and edema of 
the larynx, spasm, inflammation and edema 
of the bronchi, pneumonitis, pulmonary 
edema, burning sensation, cough, wheezing, 
laryngitis, shortness of breath, headache. 
Store in cool place. Keep container tightly 
closed in a dry and well-ventilated place. 
Containers, which are opened, must be care-
fully resealed and kept upright to prevent 
leakage. Recommended storage temperature 
is 2–8 °C. A licensed disposal company 
should dispose osmium tetroxide and con-
taminated items.

 17. We sterilize scaffolds with 70% ethanol (two 
washes for 30 min) and then expose them to 
UV for 3 h [7]. Alternatively, gamma- 

irradiation and ethylene oxide sterilization 
can be used.

 18. The Neubauer hemocytometer (Sigma- 
Aldrich) or other cell counters can be used 
(e.g. from Bio-Rad, Beckman Coulter, or 
Roche). You need to stain cells with Trypan 
Blue (0.2% final conc.) to differ live and 
dead cells.

 19. Add thrombin carefully to cells and fibrino-
gen because the mixture can start to form a 
gel. While adding, continuously mix it for 
homogenous cell distribution.

 20. For most test materials, extractions are per-
formed under static conditions. However, 
agitation may be deemed appropriate as an 
effort to more closely mimic an end use or to 
ensure that the extraction media come in con-
tact with all relevant material surfaces. In any 
case, when agitation is considered appropri-
ate, the method used should be marked.

 21. At least four different concentrations of the 
test sample extract or the positive control 
extract should be tested. The highest concen-
tration used should be 100% extract and the 
other concentrations will be adequately 
spaced within a single logarithmic range. For 
the negative control, only the 100% extract 
should be tested. Culture medium should be 
used as blank.

 22. This incubation period ensures cell recovery, 
and adherence and progression to exponen-
tial growth phase. This check is performed to 
identify experimental errors.

 23. Positive and negative controls should be 
included in every cytotoxicity test. Positive 
control material is material which, when 
tested in accordance with ISO 10993-5, pro-
vides a reproducible cytotoxic response. The 
purpose of the positive control is to demon-
strate an appropriate test system response. 
For example, an organotin-stabilized poly-
urethane has been used as positive control 
for solid materials and extracts. Dilutions of 
phenol, for example, have been used as a 
positive control for extracts. In addition to a 
material, pure chemicals (SDS or Triton 
X100) can also be used to demonstrate the 
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performance of the test system. Negative 
control material is material which, when 
tested in accordance with ISO 10993-5, does 
not produce a cytotoxic response. The pur-
pose of the negative control is to demonstrate 
background response of the cells. For exam-
ple, high-density polyethylene for synthetic 
polymers, and aluminium oxide ceramic 
rods for dental material have been used as 
negative controls. ‘Blank’ is extraction vehi-
cle not containing the test sample, retained in 
a vessel identical to that which holds the test 
sample and subjected to conditions identical 
to those to which the test sample is subjected 
during its extraction. The purpose of the 
blank is to evaluate the possible confounding 
effects due to the extraction vessel, vehicle 
and extraction process.

 24. Undesirable growth characteristics of con-
trol cells can indicate experimental error and 
can be cause for rejection of the assay.

 25. This is an important step, because reductive 
chemicals in the extract can also reduce 
MTT, causing false negative results.

 26. The data generated will be recorded in the 
raw data file. The results will be presented in 
tabular form, including experimental groups 
with the test item, negative, blank and posi-
tive controls. A decrease in number of living 
cells results in a decrease in the metabolic 
activity in the sample. This decrease directly 
correlates to the amount of blue-violet 
formazan formed, as monitored by the opti-
cal density at 570 nm.

 27. The lower the Viab.% value, the higher the 
cytotoxic potential of the test sample is. If 
viability is reduced to <70% of the blank, it 
has a cytotoxic potential. The 50% extract of 
the test sample should have at least the same 
or a higher viability than the 100% extract; 
otherwise, the test should be repeated.

 28. All wastes should be carefully collected, 
because they can contain osmium traces.

 29. For correct data processing, all images must 
be acquired under the same conditions. The 
parameters of excitation light (wavelengths, 
powers) and registration (diameter of confo-
cal diaphragm, number of pixel, pixel dwell 

time, detection range, and detector digital 
gain) must remain the same between control 
and test groups.
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6.1  Introduction

The mechanisms of how O2 contributes to patho-
physiological states of intestinal tissue are con-
troversial: both hypoxia and high O2 were linked 
to tumorigenesis [1, 2]. The studies of gut dysbi-
osis in type-2 diabetes [3, 4] and inflammatory 
bowel disease patients [5] suggested that elevated 
O2 contributes to the development and progres-
sion of these diseases. Since most pathogenic 
microorganisms are facultative anaerobes with 
flexible oxidative metabolism, hypoxia [6, 7] and 
heterogeneous O2 environment can contribute to 
their virulence [8]. Therefore new experimental 
approaches for direct quantification and dynamic 
monitoring of tissue and luminal O2 are needed.

A number of methods were recently sug-
gested for analysis of hypoxia in the intestine 
[9], which can be structured based on their spa-
tial and temporal resolution, ability to provide 
quantitative read-out and compatibility with 
specific experimental model: cultured cells, 3D 
culture, tissue explants and in vivo. Micro-
electrodes, “hypoxia stains” such as pimonida-
zole or HIF-α, CAIX, luciferase reporters, and 
phosphorescent probes [10–12] are commonly 
used. The most disadvantageous methods are 
the Clark electrode, which consumes oxygen, 
shows signal drift and provides point measure-
ments, and “hypoxia stains”, which are qualita-
tive, indirect and end-point [10, 13].

In contrast, imaging with quenched- 
phosphorescence probes allows real-time analy-
sis of tissue O2 via non-invasive, non-chemical 
and reversible photophysical process [12]. This 
approach can be realized using several different 
detection modalities, with phosphorescence life-
time imaging microscopy (PLIM) considered as 
the most accurate and reliable [11, 14, 15]. 
Advanced cell-permeable phosphorescent O2 
imaging probes can efficiently stain cells and tis-
sues, provide high brightness, stable calibration, 
minimal photobleaching and photodamage of the 
sample under one and two-photon excitation [10, 
15–17]. This methodology has been successfully 
applied to analyze O2 gradients in live intestine, 
oxygenation in neural stem cell and tumor spher-
oids, tissue explants and other models [18–26]. 

However, strong light absorption, scattering and 
autofluorescence of mammalian tissue limit the 
in vivo applicability of fluorescence imaging to 
relatively thin samples (up to 200 μm for one- 
photon and 500 μm for two-photon excitation) 
[27]. On the other hand, imaging of intestinal 
organoids (200-500 μm size) in vitro is free from 
these limitations. It provides sub-cellular spatial 
resolution, ability to track individual cells, multi-
plexing with other fluorescent markers, and 
extract important and physiologically relevant 
information about the intestinal tissue: at rest, 
under normal and diseased state or under phar-
macological treatment [28, 29].

Intestinal organoids is a 3D model of intesti-
nal tissue, grown in soft 3D matrices, such as 
Matrigel®. The organoids display the character-
istic villi-crypt organization formed by heteroge-
neous epithelial cell monolayer with lumen. The 
epithelium has complex composition with stem 
and Paneth cell niches at the bottom of the 
crypts, amplification zones of actively proliferat-
ing non- differentiated cells and main lineages of 
differentiated cells: enterocytes, goblet cells and 
enteroendocrine cells [29, 30]. Published meth-
ods allow preparation of different organoid cul-
tures: epithelial monolayer structures from 
isolated intestinal crypts or stem cells [31], neo-
natal spheroid-like organoids with myofibro-
blasts and epithelium [32] and co-cultures of 
isolated intestinal myofibroblasts and neuronal 
cells [33]. Organoids from gastric and colon tis-
sue of human [34, 35] and mouse origin [36] 
are also known. The ease of production, flexibil-
ity and possibility of genetic manipulation 
(e.g. using CRISPR-Cas9 method) make organ-
oid  cultures attractive for studies of host - 
microbe interactions [37–39], development of 
infections [40, 41], cancer [42–44], intestinal 
fibrosis [45, 46], inflammatory bowel disease 
[47], stem cells research [48] and regenerative 
medicine [30, 49, 50]. However, control of 
organoid oxygenation and metabolic state in 
such experiments is not normally implemented, 
which often makes the experiments ambiguous 
and difficult to reproduce.

The presented protocol describes isolation of 
crypts from small intestine of adult mice, their 
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culturing in Matrigel to produce organoids, stain-
ing of the organoids with the probes and analysis 
of O2, cell cycle and other markers and cell phe-
notypes in the organoid. The method can be eas-
ily adapted for different cultivation conditions, 
combining live and fixed cell imaging, and for 
time-lapse measurements.

6.2  Materials

Prepare all solutions using ultrapure water 
(Milli-Q grade, sterile-filtered 0.22 μm, 
18 MΩ cm). Store all reagents at 4 °C, for no 
longer than 4 weeks (unless specified other-
wise). To prevent contamination, perform all 
cell culture under laminar flow (class II 
Microbiological Safety Cabinet with HEPA fil-
ter) and aseptically. Wear gloves at all times and 
spray all used materials and surfaces with 70% 
ethanol. Unless provided sterile, autoclave all 
glass and plasticware (121 °C, 20 min) and fil-
ter-sterilize media prior to use.

6.2.1  Animals

Adult (8 weeks or older) mice of breed of choice. 
All the procedures with animals should be per-
formed under animal license issued by the corre-
sponding authority (e.g. Department of Health 
and Children, Ireland) and in accordance with 
relevant legislation (e.g. Directive 2010/63/EU 
adopted by the European Parliament and the 
Council of the European Union).

6.2.2  FLIM-PLIM Microscope

6.2.2.1  Requirements for PLIM 
Microscope

One-photon laser scanning microscope with 
excitation sources and detectors spectrally com-
patible with Pt-Glc probe [26]: 405 nm pulsed 
diode laser for excitation, red-sensitive (up to 
700 nm) photodetector and 640-660 nm bandpass 
or longpass filters for emission collection. 
Additional lasers and filters for the other probes, 

such as Hoechst 33342 (emission 438–458 nm, 
excitation 405 nm), Alexa Fluor 488 (512–
536 nm emission, excitation at 488 nm) and 
Rhodamine/TMRM (565–605 nm emission, 
546 nm excitation), as required. PLIM hardware 
and software for measuring lifetimes in the range 
10–100 μs, for example from Becker & Hickl 
GmbH (see Chaps. 2, 3, and 4 for details). 
Reliable temperature control and atmospheric 
control (O2 and humidity) of sample compart-
ment are necessary.

6.2.2.2  Example of Microscope Setup
Confocal FLIM-PLIM-TCSPC system (Becker 
& Hickl GmbH, Germany) based on an upright 
AxioExaminer Z1 microscope (Carl Zeiss) with 
63x/1.0 W-Plan Apochromat dipping water 
immersion objective, heated stage (t = 37 °C) 
with motorized Z-axis control [51]. A DCS-120 
confocal scanner (Becker & Hickl) with two 
excitation and two emission channels is con-
nected to the microscope. On/off switchable 
405 nm BDL-SMC picosecond diode laser 
(Becker & Hickl) and picosecond supercontin-
uum 400–650 nm laser SC400-4 (Fianium, UK) 
connected to the DCS-120 scanner with an opti-
cal fibre are used for the excitation of the O2 
probe and other fluorophores, respectively. 
Emission filters (Semrock) include: 635–675 nm 
(Pt-Glc probe), 438–458 nm (DAPI and Hoechst 
33342), 512–536 nm (Alexa Fluor 488, EGFP) 
and 565–605 nm (rhodamine, Alexa Fluor 555). 
An R10467U-40 photon counting detector, with 
>30% quantum efficiency at 400–700 nm 
(Hamamatsu Photonics K.K.) connected to the 
scanner and TCSPC hardware for emission 
detection. MicroToolBox, version 2011 software 
(Carl Zeiss) controls the microscope, image 
acquisition and data processing are performed 
with SPCImage software (Becker & Hickl).

Typical settings for O2 measurement in intesti-
nal organoids are: excitation—405 nm laser; 
emission filter—635–675 nm; software parame-
ters: PS FLIM, MCS FLIM, trigger marker 0, 
Offset −9%, 32 MT units (204.8 μs time range), 
routing channel X2. Tpxl 201.5 μs, T1 line 84 ms, 
T2 frame 244 s, shift fixed 20, single-exponential 
decay, offset manually selected from 0 to channel 
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22, tail-enhanced fit. Binning factor of 3–5, frame 
collection time 120 s, Stop T = ON. Multiplexing—
PXL, steps.

6.2.3  Microscopy Imaging Supplies

Tissue culture minidish (35/10 mm) cell+ 
(Sarstedt, 83.1800.003). The growth area can be 
decreased by insertion of autoclaved silicon 
micro-well chamber (e.g. μ-chamber from Ibidi, 
81201).

Options:

 a. Glass bottom mini-dishes, 35 mm, No. 1.5 cover 
glass (MatTek Corporation P35G-1.5-14-C).

 b. Glass bottom μ-dishes, 35 mm, low, Grid-500 
(Ibidi 81168). Also compatible with inverted 
microscope.

 c. μ-chambers, 12 well (Ibidi 81201). The silicon 
part is autoclavable and can be reused with any 
plastic or glass surface, when adhered.

6.2.4  Chemicals and Plasticware

 1. Dulbecco’s modified Eagle’s medium, phe-
nol red-, glucose-, pyruvate- and glutamine- 
free (Sigma, D5030).

 2. ‘Imaging medium’: DMEM supplemented 
with sodium bicarbonate (1.2 g/l), 
HEPES- Na, pH 7.2 (10 mM), sodium pyru-
vate (1 mM), l-glutamine (2 mM) and glu-
cose (5 mM), without phenol red.

 3. d(+)-Glucose, powder (Sigma, G8270). 
Prepare 1 M stock solution in sterile 
MQ-water and store at 4 °C.

 4. l-Glutamine, 200 mM solution, sterile 
(Sigma, G7513)

 5. HEPES solution, 1 M, pH 7.2, sterile (Sigma, 
H0887)

 6. Sodium pyruvate solution, 100 mM, sterile 
(Sigma, S8636)

 7. Phosphate buffered saline (PBS), Ca2+ and 
Mg2+-free (Sigma, P4417)

 8. EDTA, disodium salt, dihydrate (Sigma, 
E5134). Prepare 2 mM solution of EDTA in 

PBS pH 7.2, sterilized by filtration 
(‘Dissociation buffer’—DB).

 9. Albumin, from bovine serum, BSA (Sigma, 
A4503). Prepare fresh before crypts isola-
tion 0.5% (w/v) BSA/PBS solution, sterilize 
by filtration and store at +4 °C. Prepare 
BSA- coated tubes by incubating 50 ml and 
15 ml tubes with sterile BSA/PBS solution 
overnight with gentle shaking, aspirate liq-
uid under sterile conditions, keep closed 
prior use.

 10. B-27 media Supplement, serum-free (50x 
concentrate) (Invitrogen, 17,504–044). 
Aliquot under sterile conditions and store at 
−20 °C before use. Use in 1:50 dilution.

 11. N2Supplement, (100x concentrate) 
(Invitrogen, 17,502-048). Aliquot under ster-
ile conditions and store at −20 °C before use. 
Use in 1:100 dilution.

 12. N-Acetyl-l-cysteine (NAC) (Sigma, A9165). 
Prepare 500 mM (500x) stock solution in 
water, sterilize by filtration, aliquot and store 
at −20 °C. Use in 1:500 dilution.

 13. Penicillin-streptomycin solution (P/S), 100x 
concentrate, sterile (Sigma, P0781)

 14. Recombinant murine EGF (epidermal growth 
factor) (Peprotech, 315-09). Dilute lyophilized 
powder in sterile 0.1% (w/v) BSA/PBS to con-
centration 500 μg/ml (10,000x stock solution). 
Aliquot stock solutions and store at −20 
°C. Defrosted aliquots can be kept for 1 week 
at 4 °C without noticed loss of activity.

 15. Recombinant human R-spondin-1 (Peprotech, 
120-38). Dilute lyophilized powder in sterile 
0.1% (w/v) BSA/PBS to concentration 1 mg/
ml (1000x stock solution). Aliquot stock solu-
tions and store at −20 °C. Defrosted aliquots 
can be kept for 1 week at 4 °C without noticed 
loss of activity.

 16. Recombinant murine Noggin (Peprotech, 
250-38). Dilute lyophilized powder in sterile 
0.1% (w/v) BSA/PBS to concentration 
100 μg/ml (1000x stock solution). Aliquot 
stock solutions and store at −20°C. Defrosted 
aliquots can be kept for 1 week at 4 °C.

 17. Prepare Basal Culture Medium (BCM): sup-
plement DMEM F12 [Ham] medium (Sigma, 
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D6421) with 1% penicillin/streptomycin, 
1% N2, 2% B-27, 1% Gln and 1 mM NAC.

 18. For complete BCM (Growth Medium—GM), 
add EGF (50 ng/ml), R-spondin (1 μg/ml) 
and Noggin (100 ng/ml) prior to use and 
storage at 4 °C for one week.

 19. Matrigel®, growth factor reduced (GFR), 
basement membrane matrix, phenol red-free, 
LDEV-free (Corning, 356231). Thaw 
Matrigel stock on ice overnight, aliquot and 
store at −20 °C until further use. Thaw ali-
quots only once, liquid Matrigel can be kept 
on ice (0 °C) up to 4 days. Avoid using diluted 
Matrigel for imaging, as this produces less 
stable gels which impact the quality of imag-
ing. Important: Matrigel® matrix should have 
minimal amount of growth factors, to prevent 
uncontrolled growth and differentiation of 
organoids. Matrigel from alternative suppli-
ers can have different gelling properties and 
adverse effects on organoid growth.

 20. Sterile plastic tubes of 1.5 ml, 15 ml and 
50 ml (Sarstedt, 72.690.001, 62.554.002, 
62.559.001). For crypts isolation procedure 
prepare four 50 ml tubes and three 15 ml 
tubes, one of each should be coated with 
BSA overnight.

 21. 24-well flat bottom plates, sterile, tissue cul-
ture grade (Corning, CLS3526-50EA).

 22. Plastic syringes, 20 ml (Becton Dickinson 
PlastiPak Luer 300,613)

 23. Cell scraper 16 cm (Sarstedt, 83.1832)
 24. Cell strainer, 70 μm nylon (BD Falcon 

352,350)
 25. Stainless steel pins, 0.2 mm (Fine Science 

Tools, 26,002-20)
 26. Surgical scissors, 12 cm (91402-12) and del-

icate forceps-smooth/angled 45/9 cm 
(11063-07) (Fine Science Tools)

 27. Cover glass, No. 1.5, 22 × 50 mm (Corning 
2940-225).

 28. Hemocytometer Bright-line (Sigma, 
Z359629)

 29. Sylgard® 184 silicon elastomer kit (Dow 
Corning). Use it to cover the bottom of one 
plastic Petri-dish with a thick silicon layer 
(used for tissue dissection).

 30. Humidified CO2/37 °C incubator, optional 
with O2 control.

 31. Dimethyl sulfoxide (DMSO), ‘hybri-max’ 
grade (Sigma, D2650)

 32. FCCP (carbonyl cyanide 4-(trifluorometh-
oxy)phenyldydrazone) (Sigma, C2920)

 33. Glucose oxidase, from Aspergillus niger, 
Type X-S, 100-250 U/g solid (Sigma G7141)

 34. Nitrogen gas, 99.99% in cylinders (Irish 
Oxygen, Cork, Ireland)

 35. Catalase from bovine liver, 2–5 U/mg pro-
tein (Sigma, C1345)

 36. Potassium cyanide, KCN (Sigma, 601780). 
Caution, KCN is extremely toxic and volatile 
agent, inhibitor of electron transport chain. 
In contact with acids it liberates toxic gas. 
Use necessary precautions during work: eye, 
skin and respiration protection. Use in well- 
ventilated environment.

6.2.5  Live imaging probes 
and reagents 
for immunofluorescence

 1. O2-sensitive phosphorescent probe Pt-Glc 
synthesized as described in [26], 1 mM solu-
tion in DMSO.

 2. Bis-Benzimide Hoechst 33342 (Sigma, 
B2261)

 3. 5-bromo-2′-deoxyuridine (Sigma, B5002)
 4. Cholera toxin, subunit B (CTX), recombi-

nant, Alexa Fluor 488 conjugate (Invitrogen, 
C34775)

 5. Other fluorescent probes for multiplexing 
(see Table 6.1).

 6. Fetal bovine serum (FBS), sterile-filtered 
(Sigma, F7524)

 7. Methanol, HPLC grade (Sigma, 34966)
 8. Pro-long Gold Anti-Fade mounting medium 

(Invitrogen, P36930)
 9. Sodium chloride (Sigma, S3014)
 10. Trizma base (Sigma, T6066)
 11. Tween 20 (Sigma, P1379)
 12. Anti-mucin 2 antibody, rabbit polyclonal 

(H-300) Marker of goblet cells (Santa Cruz 
biotechnology, sc-15334). See Note 11.
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6.2.6  Reagents for Synthesis 
of Pt-Glc Probe

Protect from light your reaction mixture and com-
ponents on all stages. Handle the chemicals in fume 
hood with safety precautions, accordingly to good 
laboratory practice. Wear gloves, lab coat, safety 
glasses and facemask, if necessary. Dispose the 
chemicals in designated “waste” disposal, accord-
ingly to the regulations at your workplace. Make 
yourself familiar with decontamination and first-aid 
procedures for DMF, triethylamine, methanol, 
DMSO and TFA before you start the experiment.

 1. Pt(II) meso-tetra(pentafluorophenyl)por-
phine (PtTFPP) (Frontier Scientific, PtT975)

 2. β-d-thioglucose, sodium salt (Carbosynth 
UK, MT05991)

 3. N,N-dimetlylformamide, anhydrous (DMF) 
(Sigma 227,056)

 4. Triethylamine (Sigma T0886)

 5. Trifluoroacetic acid (TFA), HPLC grade 
(Sigma 302,031)

 6. Methanol, HPLC grade (Sigma 34,860)
 7. Dimethyl sulfoxide (DMSO), Hybri-Max 

grade, sterile (Sigma D2650)
 8. Phosphate buffered saline (PBS) (Sigma 

P4417)
 9. Triton X-100 (Sigma T8787)
 10. Water, HPLC grade, e.g. purified using 

Milli- Q system (Millipore)
 11. Microcentrifuge 1.5 ml PP tubes “eppen-

dorf” (Sarstedt)
 12. HPLC glass vials, with caps
 13. Analytical RP-HPLC column, e.g. Zorbax 

XDB-C18 4.6x150 mm, 5 μm (Agilent)
 14. Solid-phase extraction C18 cartridges 

Discovery DSC-18, 5 g/20 ml volume 
(Supelco 52608-U)

 15. Automatic pipettes, for 20, 200, 1000 μl 
volumes

 16. Filter tips for automatic pipettes

Table 6.1 Live imaging probes and recommended conditions for intestinal organoids. NOTE: one wash with growth 
medium after staining is sufficient for the subsequent imaging

Fluorescent probe, excitation/emission, 
nm Staining concentration, time Remarks, localization

Cholera toxin, subunit B (CTX)-Alexa 
Fluor 488 conjugate, 488/510 nm

44 nM, 30 min Binds to ganglioside GM1 located 
in lipid-rafts and endosomes

Transferrin-Alexa Fluor 488 conjugate, 
488/510 nm

1.6 μM, 30 min Marker of clathrin-mediated 
endocytosis and endosomes

Hoechst 33342, 405/430 nm 1–2 μM, 30 min Nuclear stain for live cell imaging, 
can be used for FLIM of dividing 
cells

TMRM, 546/580 nm 20–100 nM, 15 min Stains polarized mitochondria 
(20 nM, needs to be present in 
bathing solution continuously)

Calcein Green AM, 488/510 nm 1 μM, 30 min. Allow 15 min after 
wash for de-esterification

Cytosolic Ca2+ probe, stains 
cytoplasm. Also pH sensitive

MitoTracker Green, 488/510 nm 25–50 nM, 30 min Mitochondrial stain

LysoTracker red, 590/620 nm 50–100 nM, 30 min Lysosomal stain

CellTox Green, 488/510 nm 0.1%, 5–15 min Membrane integrity probe, stains 
damaged and dead cells. Used to 
analyze cell viability, together with 
Hoechst 33342. Sytox Green 
(Molecular Probes) can be used 
instead
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 17. Vacuum pump and manifold (Promega)
 18. Thermostat for 40 °C
 19. Microcentrifuge, table-top (Eppendorf, 

MiniSpin)
 20. HPLC system with quaternary pump, autos-

ampler and diode array absorbance detector 
(e.g. Agilent 1100 series)

 21. Vacuum concentrator (Eppendorf 5301)
 22. Spectrophotometer, to measure absorbance 

spectra 350-600 nm (Hewlett Packard 8453)

6.3  Methods

6.3.1  Synthesis of Phosphorescent 
O2 Probe Pt-Glc

Five hundred nmoles reaction scale is described. 
The reaction can be scaled up to 2–3 μmoles 
accordingly, with the proportionally increased 
amounts of thioglucose and triethylamine.

 1. Take the PtTFPP and β-d-thioglucose sodium 
salt from the fridge (store dry at 4 °C), equili-
brate them at room temperature for 10–15 min.

 2. Weigh 0.585 mg (500 nmoles) of PtTFPP in 
microcentrifuge tube and add 100 μl of 
DMF. Mix to dissolve.

 3. Weigh 0.55 mg (5x excess, 2.5 μmoles) of 
β-d-thioglucose sodium salt in glass HPLC 
vial.

 4. Transfer the PtTFPP solution to the glass 
HPLC vial containing β-d-thioglucose sodium 
salt, add 17 μl (~122 μmoles) of triethylamine 
(TEA), mix thoroughly by pipetting.

 5. Close the HPLC vial, cover with foil (protec-
tion from light) and leave in incubator at 
40 °C overnight (16 h). β-d-thio-glucose will 
gradually dissolve during the reaction.

 6. Transfer the reaction mixture into 1.5 ml 
Eppendorf tubes and spin down insoluble 
matter (10 min at 12,000 g). Transfer the 
supernatant into fresh glass vial.

 7. Analyze the reaction mixture using RP- 
HPLC using linear gradient of methanol in 

water/0.1% TFA. Column: Zorbax XDB- 
C18 (or equivalent) 4.6x150 mm, 5 μm; 
Flow rate—1 ml/min; gradient duration: 
20 min (0–100% methanol); detection: 
absorbance at 395 nm (PtTFPP); injection 
volume—1–5 μl; product (Pt-Glc) retention 
time ~ 15–17 min.

 8. NOTE: unconjugated PtTFPP can be dis-
solved at concentration 1 mM and injected 
(1–5 μl) for comparison. Single (80–90% 
purity) peak of Pt-Glc is expected upon anal-
ysis of reaction mixture.

 9. For purification use new plastic columns 
(SPE C18 cartridges, Supelco, Sigma) on a 
vacuum manifold device and connect to the 
pump.

 10. Equilibrate the SPE C18 column with 20 ml 
of H2O/0.1% TFA solution.

 11. Dilute reaction mixture with H2O/TFA up to 
500 μl volume and apply on the column 
evenly.

 12. Wash the column with 5 ml of H2O/TFA, 
then with 20 ml of 45% MeOH—55% H2O/
TFA with pump flow.

 13. Elute the product with mixture of 70% 
MeOH—30% H2O/TFA (~20 ml) using 
gravity flow. Collect the most hydrophilic 
red colored fraction, aliquot in 6–10 poly-
propylene tubes and dry (room temperature, 
vacuum concentrator, >3 h).

 14. Reconstitute the aliquot of dry product in 
100 μl of DMSO (or less, depending on 
expected concentration, to have it around 
1 mM) and measure the concentration in 
PBS/0.25% Triton X100 solution using absor-
bance at 395 and Beer-Lambert law (extinc-
tion coefficient of PtTFPP (A 395) is 
257,000 M−1 cm−1). For experiments, dissolve 
in sufficient volume to have 1–2 mM concen-
tration in DMSO.

 15. Store dried conjugates at −18 °C. They are 
stable for at least 2 years.

 16. Perform RP-HPLC (as described in point 7) 
to test the purity of the product. This must be 
of >75%.
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6.3.2  Isolation of Crypts 
from Mouse Small Intestine 
and Culture of Organoids 
(Adapted from Mahe et al. [36] 
and Sato et al. [31])

6.3.2.1  One Day before Isolation 
of Crypts

 1. Prepare one 50 ml and one 15 ml BSA-coated 
tubes.

 2. Prepare 150 ml of PBS, sterilize it by auto-
claving and dispense in four 25 ml aliquots 
into 50 ml tubes and one 40 ml aliquot into 
BSA-coated tube.

 3. Prepare two 10 ml aliquots in 15 ml tubes of 
sterile dissociation buffer (DB).

 4. Prepare 500 ml of sterile DMEM F12 [Ham] 
medium with 1% penicillin/streptomycin and 
1% Gln, dispense in two 50 ml aliquots. Keep 
one aliquot on ice (for washing). Supplement 
the second aliquot with B27, N2 and NAC to 
obtain BCM, pre-warm it at room temperature 
before use. Fresh BCM can be prepared from 
DMEM F12 [Ham]/penicillin/streptomycin/
Gln medium.

 5. Place a 500 μl aliquot of Matrigel on ice and 
keep it for further use (sufficient for 9-10 
seedings of organoids, see Note 1)

6.3.2.2  Crypt Isolation and Seeding
 1. Place on ice: (a) a 500 μl aliquot of Matrigel; 

(b) vials with PBS [5], DMEM-F12 
[HAM]/1% penicillin/streptomycin/1% Gln 
media [1]; (c) Sylgard pre-coated Petri dish.

 2. Sacrifice an animal and excise proximal half 
of the small intestine.

 3. Wash unopened intestine from feces using ice-
cold PBS and syringe with cut 18 G1/2 needle.

 4. Open up the intestine longitudinally with 
scissors. Stretch the tissue with mucosal side 
facing up on a pre-chilled Petri dish pre- 
coated with Sylgard using insect pins or 
small needles. Gently scrub the villi with cell 
scraper, rinse the tissue with ice-cold PBS 
and cut into 5 mm pieces. This procedure 
should be performed on ice with tissue 
soaked in cold PBS. Excessive tissue dam-
age influences cell viability.

 5. Transfer all pieces of the intestine into the first 
50 ml tube with 25 ml of ice-cold PBS. Gently 
invert the tube 5–10 times, then let the tissue 
settle and remove supernatant. Transfer the 
residue to another tube with cold 25 ml 
PBS. Repeat the washing two more times.

 6. Transfer tissue fragments into the first 15 ml 
tube with 10 ml DB. Gently rotate for 5 min 
at 4 °C.

 7. Discard the supernatant, transfer the tissue to 
another 15 ml tube with 10 ml DB and rotate 
for further 40 min at 4 °C (in a cold room).

 8. After incubation vigorously shake the tissue 
for 1 min while keeping it cooled. This 
should separate the crypts and make the 
solution cloudy.

 9. Filter 10 ml of the suspension of crypts 
through a 70 μm cell strainer into a 50 ml 
BSA-coated tube with 40 ml of ice-cold 
PBS. The filtrate contains crypts and small 
amounts of villi.

 10. Centrifuge at 600 g for 15 min at 4 °C.
 11. Discard the supernatant, add aseptically 

20 ml of ice-cold DMEM F12 [Ham]/1% 
penicillin/streptomycin/1% Gln medium and 
gently resuspend the pellet of crypts by 
pipetting. Centrifuge again at 600 g for 
15 min at 4 °C.

 12. From this stage onwards all the procedures 
should be performed under sterile conditions.

 13. Discard the supernatant and re-suspend the 
pellet in 10 ml of ice-cold DMEM F12 
[Ham]/1% penicillin/streptomycin/1% Gln 
medium. Take 10 μl aliquot of this suspen-
sion and count the total number of crypts in 
this volume and in the stock solution (multi-
ply by 1000). With proper isolation the 
 number of crypts should normally be around 
60 per 10 μl.

 14. Calculate the required seeding number of 
crypts for your experiment. Transfer the 
required aliquot into BSA-coated 15 ml tube 
and centrifuge as in step 10. Remove the 
supernatant and keep the tube on ice.

 15. Add Matrigel to crypt pellet to produce 
approximately 200–500 crypts per 50 μl. 
Mix well without forming bubbles and keep 
the vial on ice.
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 16. Add 50 μl aliquots of Matrigel/crypts mixture 
to the wells of pre-warmed 24 well plate (see 
Note 2). Transfer the plate into CO2 incubator 
37 °C for 5 min to solidify the Matrigel.

 17. Prepare the necessary volume of growth 
medium (GM) with growth factors and add 
500 μl of it to each well to fully cover the 
solidified Matrigel. Fill the empty wells with 
sterile water.

 18. Transfer the plate to an incubator and cul-
ture organoids at 5% CO2, 37 °C (Notes 3 
and 4).

 19. Replace the media with fresh every 3–4 days 
and split organoids as required (i.e. weekly).

6.3.2.3  Passaging Organoid Cultures 
(1–2 Times a Week)

 1. To split the organoids, remove growth medium 
from the well and disintegrate the Matrigel 
with sterile pipette tip (see Note 5).

 2. Collect Matrigel pieces into 15 ml tube by 
rinsing the well with 10 ml of DMEM F12 
[Ham]/1% penicillin/streptomycin/1% Gln 
medium. Gently rock the tube and centrifuge 
the tube at 600 g for 5 min.

 3. Discard supernatant and repeat the washing of 
organoid pellet (see Note 6).

 4. Resuspend the organoid pellet in freshly 
thawed Matrigel at desired concentration 
(>200 crypts/50 μl).

 5. Seed 50 μl aliquots of the Matrigel in pre- 
warmed 24-well plate as above (steps 16–19). 
Add GM and continue the cultivation.

6.3.3  Live Imaging of Organoids

One day prior to imaging repeat Steps of Sect. 
6.3.2.3. Seed 20 μl of the Matrigel with organoids 
in 35 mm tissue culture dish with micro-well or 
alternative imaging substrate (see Sect. 6.2.3). If 
imaging requires significant number of organoids 
in the field of view, seed them at higher density 
(see Note 7).

6.3.3.1  Staining of Intestinal Organoids 
with Live Imaging Probes

 1. On the day of imaging dilute Pt-Glc probe in 
200 μl of GM to produce 2 μM solution.

 2. Replace medium in organoid culture with this 
solution and incubate for 1.5 h at regular cul-
tivation conditions. Make sure that probe 
solution is sufficient to cover Matrigel layer in 
the micro-well of microscopy dish.

 3. (Optional) Simultaneously stain organoids 
with other live imaging probes, e.g. Hoechst 
33342 and TMRM (see Table 6.1).

 4. Gently remove Pt-Glc-containing medium 
from the microscopy dish, rinse once with 
imaging medium without disturbing Matrigel 
layer and add 2–3 ml of imaging medium and 
immediately proceed to imaging.

6.3.3.2  Microscopy
 1. Turn on the microscope, lasers, camera, 

incubator system, computer and other oper-
ating electronic blocks. Allow the system to 
warm up for 30 min. Prepare system control 
software. Select the appropriate filter cubes 
for the probe(s) used. Set up the incubator 
system (e.g. 37 °C, 19% O2, 5% CO2 in sam-
ple compartment).

 2. Take a microscopy dish with stained organ-
oids and place it on the microscope stage. 
Select the objective and bring it to working 
position. (see Note 8)

 3. Preview the sample in transmission light 
mode. Select the organoids and regions of 
interest (ROI) for imaging, adjust focus.

 4. Perform quick preview scan in fluorescence 
intensity mode (excitation at 405 nm, emis-
sion at 650 nm). Examine probe distribution 
in organoids and adjust image acquisition set-
tings for PLIM. While optimizing the settings, 
parameters such as acquisition time, image 
quality, spatial resolution and sufficient signal 
intensities collected are taken into consider-
ation (see Note 9).

 5. (Optional for 3D scanning) Find the two 
extreme points (the top and bottom of the 
organoid) and select the range and increment 
for Z-stacks.

 6. Collect sets of images (Z-stack frames in 
confocal PLIM for Pt-Glc probe), using the 
settings specified in Sect. 6.2.2.2.

 7. When image acquisition is complete, save the 
data (raw intensity or PLIM images). Typical 
images of intestinal organoids stained with 
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Fig. 6.1 (a) Appearance and staining of intestinal organ-
oids with Pt-Glc probe. From left to right: transmission 
light image, phosphorescence intensity image and phos-
phorescence lifetime/O2 distribution. Note that transmis-
sion light and PLIM images were taken separately. 
Intensity image shows strong autofluorescence in the 
lumen (circled), which is excluded (dark area of lumen) 
from the analysis using threshold function (SPCImage 

software). Scale bar is 50 μm. (b, c) Comparison of phos-
phorescence decays for pixels selected in lumen (b) and 
cells stained with Pt-Glc (c). Green line indicates laser 
“on” time, blue dots indicate distribution of photons in 
time, red curve fits the decay. (d) Average spectra of auto-
fluorescence of Matrigel and organoids, collected with 
different bandpass emission filters (indicated on X-axis, 
nm) under excitation with 405 nm laser
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Fig. 6.2 Examples of multi-parametric imaging of intes-
tinal organoids. (a) Live imaging of intestinal organoids, 
pre-stained with Hoechst 33342 + BrdU (HXT), Pt-Glc) 
and CTX-Alexa 488 (CTX): FLIM of HXT informs on 
cell proliferation (405 nm exc., 438–458 nm em.) (top- 
left); PLIM of Pt-Glc informs on oxygenation in intestinal 
organoids (405 nm exc., 635–675 nm em.) (top-right). 
Bottom panels display intensity images of HXT merged 
with CTX-Alexa 488 and Pt-Glc, informing on localiza-

tion of the probes and structure of crypt. Intestinal organ-
oids were incubated with 100 μM BrdU for 4 h and stained 
with HXT and CTX-Alexa 488 for 1 h prior to imaging 
procedure. (b) Multi-parametric analysis of O2 distribu-
tion (false-color PLIM image, live organoid) combined 
with immunofluorescent staining against mucin-2 (shown 
in red, with nuclei labeled in blue, fixed organoid). Scale 
bar is 50 μm
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Pt-Glc (transmission light, intensity and PLIM 
image) are shown in Fig. 6.1 (see Note 10).

 8. (Optional) After or before each cycle of O2 
imaging, other fluorescent probes can be 
imaged in each cycle (see Table 6.1). This 
can be useful for easier pre-focusing on the 
sample/region of interest or for multi- 
parametric assays such as analysis of cell 
proliferation. The example of multi- 
parametric live imaging of intestinal organ-
oids is shown on Fig. 6.2 (see Note 11).

 9. Repeat measurements several times to ensure 
consistency and reproducibility of images 
(see Note 12).

 10. (Optional) Apply stimuli/drugs to the sample, 
for example 2 μM FCCP to activate or 1 mM 

KCN to block cellular respiration, and moni-
tor changes in oxygenation within the organ-
oids by measuring sample every 1–5 min. 
Organoid resting state (i.e. without drug addi-
tion) must be imaged first. Make sure that 
‘autosave’ option is on, to record subsequent 
replicates. Drug additions can be done 
between scans. The addition of 1/10th of vol-
ume of 10x concentrate of drug is recom-
mended. Diffusion and action of drugs in 
200-500 μm size organoids and Matrigel is 
slower than for cell monolayers and pro-
longed incubations (5–30 min) may be 
required for observe the complete effect. The 
effect of FCCP treatment on organoid oxy-
genation is shown in Fig. 6.3 (see Note 13).

Fig. 6.3 Characteristic changes in organoid oxygenation 
upon treatment with mitochondrial uncoupler FCCP 
(2 μM). Organoids were grown and measured under 21% 
O2/in growth medium, containing 17.5 mM glucose. (a) 

false-color O2 distribution PLIM maps at different time 
points. Scale bar is 100 μm. (b) Average oxygenation 
(red) and phosphorescence intensity (blue) changes post 
FCCP treatment
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 11. After the live imaging organoids can be ana-
lyzed by immunofluorescence method 
according to Sect. 6.3.3.3.

 12. Process imaging data according to Sect. 
6.3.4.

6.3.3.3  Fixation 
and Immunofluorescent 
Staining of Organoids

 1. Prepare organoids for imaging and (if 
required) image them live as described in 
Sects. 6.3.3.1 and 6.3.3.2.

 2. Remove imaging medium from the micros-
copy dish with organoids, rinse the sample 3 
times with warm PBS trying not to disturb the 
Matrigel layer.

 3. Add pre-chilled (−20 °C) methanol on top of 
Matrigel layer and incubate at −20 °C for 
15 min to fix the organoids. After fixation 
Matrigel becomes slightly white due to dehy-
dration. It will become transparent again after 
washing with buffers. Methanol fixation 
retains rigid structure of Matrigel without 
changing localization of organoids. Use fresh, 
high quality methanol, residual water can 
reduce the quality of fixation.

 4. Rinse the sample three times with 2 ml of 
TBST buffer to remove methanol and rehy-
drate the sample.

 5. Add 2 ml blocking solution (5% FBS in 
TBST) to the sample and incubate 1 h at room 
temperature.

 6. Remove blocking solution, add 2 ml primary 
antibody solution in blocking buffer at recom-
mended dilution, and incubate overnight at 
4 °C. Diffusion of antibodies in thick Matrigel 
layer is slow; therefore higher concentration 
of antibodies may be required (optimized in a 
separate experiment).

 7. Wash the sample five times with TBST, add 
secondary antibodies labeled with Alexa 
Fluor 488 or 594 dyes at recommended dilu-
tion, and incubate for 1 h at room temperature. 
If required, co-stain nuclei with DAPI 
(5–10 μM, 30 min).

 8. Wash the sample five times with TBST. Add 
water (for upright microscopy) or mount in 
anti-fading medium (for inverted microscopy) 

and perform fluorescence imaging under cor-
responding settings. Typical immunofluores-
cence images are presented in Fig. 6.2b. (see 
Note 14).

 9. Process the imaging data. See details in Sect. 
6.3.4.

6.3.3.4  Calibration 
of the phosphorescent O2 
probe

This procedure is optional and can be performed 
for any available O2 probes. However, this proce-
dure needs O2 control module installed in the 
microscope incubator.

 1. Prepare intestinal organoids for imaging and 
stain them with O2 probe as described in Sects. 
6.3.2, 6.3.2.1, 6.3.2.2, 6.3.2.3, 6.3.3, and 
6.3.3.1.

 2. Wash the sample once with imaging medium, 
add 2 ml of low glucose (2.5 mM) medium 
containing 1 mM KCN and incubate for 
30 min. (see Note 15)

 3. Bring the specimen to the microscope equipped 
with O2 control, set them up for O2 imaging, 
adjust brightness and focus in preview mode as 
described in Protocol Sect. 6.3.3.2.

 4. Check the efficiency of inhibition of organoid 
respiration by KCN by PLIM under ambient 
air (21%). The phosphorescence lifetimes 
should achieve lowest levels (~20 μs, if Pt-Glc 
is used).

 5. Set the incubator to another O2 concentration 
(e.g. 15%), equilibrate the sample for 15–20 min 
and then collect PLIM image. Repeat image 
acquisition several times for statistics.

 6. Repeat step 5 for several other O2 concentra-
tions (e.g. 12, 10, 5, 2, 1%).

 7. For 0% O2 point change the medium for fresh 
containing 20 mM glucose, 250 μg/ml glu-
cose oxidase, 30 μg/ml catalase, and no 
KCN. After 20 min incubation record the 
PLIM images. (see Note 16).

 8. Calculate mean lifetime values for each O2 
concentration. Plot these data points, fit them 
with two-site model function and determine 
parameters of calibration (Note 17). The 
example of calibration is presented in Fig. 6.4.
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6.3.4  Processing of imaging data

Example of data processing for PLIM micro-
scope with dedicated SPCImage software 
(Becker & Hickl GmbH). For other PLIM plat-
forms data processing protocol should be modi-
fied accordingly.

 1. Open SPCImage software and import selected 
data file.

 2. Calculate emission lifetime values (‘Decay 
Matrix’) for the image (ROI or whole frame).

 3. Export the phosphorescence intensity and 
lifetime images as TIFF or ASCII files. (see 
Note 18).

 4. Using Microsoft Excel or other relevant soft-
ware and probe calibration function (see Sect. 
6.3.3.4), apply arithmetic transformation to 
ASCII lifetime image. Save the O2 concentra-
tion matrix as a new ASCII file.

 5. Apply batch processing to other images from 
the same experiment, 2D stacks or time points.

 6. Reconstruct 3D intensity, lifetime and/or O2 
concentration images using Fiji software 
(VolumeViewer Plugin) and save them. (see 
Note 19).

6.4  Notes

 1. All reagents used during isolation of crypts 
(including Matrigel) should be ice-cold. Sterile 
solutions should be maintained throughout the 
procedure to avoid contamination.

 2. Place drops of Matrigel to the center of the 
well without spreading it across the surface. 
We advise seeding crypts in Matrigel to cen-
ters of wells and fill surrounding areas and 
wells with sterile water. This will reduce media 
evaporation in sample wells in CO2- incubator. 
24-well plate should be pre- incubated at 37 °C 
for at least 30 min. At lower solidifying tem-
perature crypts/organoids will precipitate from 
Matrigel to the bottom forming a 2D layer. 
Diluted Matrigel (less viscous) will have the 
same negative effect.

 3. It is expected that 2 h after seeding the crypts 
already start forming closed round aggregate 
structures, elongating and dividing on the 
next day. All non-crypt-based cellular struc-
tures normally die within several days after 
seeding and do not affect organoid growth. 
Seeding crypts at very high concentration 
can inhibit growth of organoids. During their 
growth and cell renewal organoids accumu-
late dead cells in their lumen. Overgrowing 
leads to organoid death.

 4. Organoids can also be grown in other media 
or under low O2 using a hypoxia chamber or 
incubator with O2 control in which all the 
cultivation and splitting have to be carried 
out. We recommend culturing organoids for 
1–2 weeks under standard conditions prior to 
physiological experiments.

 5. Organoids in Matrigel are not easy to disin-
tegrate. For better efficiency of the pro-
cess, control it using transmission light 
microscope. Several suppliers provide 

Fig. 6.4 Calibration of Pt-Glc probe in intestinal organoids: (a) relationship between phosphorescence lifetime (τ) and 
O2 concentration. (b) Calibration in linearized form (Stern-Volmer plot), fitted with two-site model
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dissociation reagents for intestinal organ-
oids dissociation (e.g. Gentle cell 
Dissociation Reagent by IntestiCult, 
07174). These have better efficiency but 
should be used with care to preserve via-
bility of crypts. After splitting it is difficult 
to produce organoids of standard size, 
fresh primary crypts produce more homo-
geneous organoid structures.

 6. Remains of old Matrigel can affect stability, 
clarity and imaging of the sample, so try to 
remove them completely during re-seeding 
avoiding the loss of organoids.

 7. Splitting of organoids usually leads to 
increase of size heterogeneity in organoid 
culture. When more homogeneous cultures 
are needed, we recommend to seed freshly 
isolated crypts directly on imaging dish and 
grow them for desired time,.

 8. Control of temperature, O2, pH, and humid-
ity is essential, large fluctuations should be 
avoided. Minimize the time the sample 
spends outside the incubator. The imaging 
medium must contain 5–20 mM HEPES-Na, 
pH 7.2 to maintain physiological pH (no 
CO2 control). In long-term experiments 
(>1 h) evaporation of the medium can be 
significant. Monitor this daily and refill 
evaporated medium/water as needed.

 9. Initial optimization is essential and should 
be carried out quickly enough, avoiding sam-
ple degradation, photodamage or photo-
bleaching. Many microscopes possess 
‘preview’ function for quick optimization of 
image acquisition settings.

 10. Tissue autofluorescence can interfere with 
fluorescence and phosphorescence micros-
copy imaging [27, 28]. Intestinal organoids 
display strong autofluorescence in the lumen, 
with emission maximum at around 635–
675 nm (excited at 405 nm) (Fig. 6.1) and 
relatively long lifetime of ~4 ns. This red 
emission has to be considered when analyz-
ing the luminal part of organoids. In our 
experiments, it did not interfere with phos-
phorescence lifetime and O2 determination 
in organoid tissue, nor with the other fluores-
cent cell and tissue stains. Matrigel® matrix 

produced low autofluorescence in spectral 
range of 438–675 nm ensuring minimal 
interference with imaging of organoids.

 11. PLIM with Pt-Glc probe allows multiplexing 
with other live cell imaging probes, and sub-
sequent fixation of the organoid tissue and 
immunofluorescent analysis [22, 26]. 
Furthermore, combined PLIM-FLIM set-up 
(also provided by some vendors) [24, 28, 52] 
enables multiplexing in spectral and time 
domains (i.e. ns and μs probes). It can be illus-
trated by multiplexing of Hoechst 33342 
(FLIM) and Pt-Glc (PLIM) lifetime imaging 
(Fig. 6.2). Fluorescence lifetime of Hoechst 
33342 is affected by BrdU incorporation into 
nuclear DNA during S-phase allowing simple 
detection of dividing cells in organoids cul-
ture (amplification zone) [28]. Many live cell 
imaging probes for important physiological 
parameters, including Ca2+ (Fluo-4, Oregon 
Green BAPTA-1), pH (BCECF, fluorescent 
proteins), endogenous NAD(P)H and FAD, 
organelle-specific tracers, toxicity, membrane 
integrity, apoptosis, proliferation or cell type 
markers (see Table 6.1 and also Chap. 4), are 
compatible with Pt-Glc (λexc = 405 nm, 
λem = 650 nm) [26]. Intestinal organoids 
expressing specific fluorescent protein tags 
and biosensor constructs can also be produced 
and analyzed [53]. An example of multiplexed 
imaging of live intestinal organoids co-stained 
with Pt-Glc (red), marker of cell nuclei 
(Hoechst 33342, blue) and lipid raft-specific 
probe Cholera Toxin (CTX-Alexa Fluor 488, 
green) is presented on Fig. 6.2.

 12. Image acquisition time, laser power and total 
number of scans can have an impact on cell 
viability. This should be optimised to ensure 
fast image acquisition time, sufficient signal 
to noise ratio and minimal sample 
photodamage.

 13. Uncoupler FCCP increases cellular and tissue 
respiration leading to tissue deoxygenation 
(affects O2-sensitive probe signal intensity and 
phosphorescence lifetime, see Fig. 6.3). FCCP 
treatment together with TMRM staining (mito-
chondrial membrane potential) is a good posi-
tive control for estimating of functional status 

6 Oxygenation and Cell Cycle in Intestinal Organoids
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of mitochondria. Similarly to FCCP treatment, 
any other drugs can be tested to analyze the 
mitochondrial function.

 14. O2 imaging can be coupled with subsequent 
sample fixation, immunofluorescence stain-
ing and correlative analysis [22, 54]. Using 
gridded dishes (Sect. 6.2.3), the organoids 
that were imaged alive can be identified and 
analyzed by immunofluorescence. It is 
important to find the same focus, however 
the perfect match between live and fixed 
organoid images is not possible, since fixa-
tion affects organoid shape. As an example 
we performed live O2 imaging and then 
immunostaining of organoids with antibod-
ies against goblet cell marker mucin-2 
(Fig. 6.2b). We found that organoid staining 
with antibodies and live cell imaging probes 
was not compromised by Matrigel (20 μl 
volume). Conversely, rigid structure of the 
latter protects organoids from vibration dur-
ing the microscopy and helps producing 
high-quality images. Importantly, we per-
formed fixation of organoids with cold meth-
anol (−18 °C), whereas conventional 4% 
paraformaldehyde “melts” the Matrigel and 
does not allow identification of organoids. 
However, when only the immunofluores-
cence analysis of organoids is needed we 
recommend using paraformaldehyde fixa-
tion as it usually ensures better quality 
images. In addition, fixation with methanol 
is not compatible with all antibodies.

 15. We found that high glucose content in the 
medium slows down the effect of KCN. KCN 
is also unstable in aqueous media and calibra-
tion procedure should be completed in 3–5 h.

 16. Zero O2 point is normally not achievable on 
standard O2 incubators; therefore enzymatic 
or chemical deoxygenation of the sample is 
recommended. Repeat lifetime measure-
ments to ensure that they reached maximal 
values (τ0 ~ 55 μs, for Pt-Glc in organoids on 
our microscope). To prevent effect of photo-
bleaching of the sample, we recommend 
using different regions of interest for differ-
ent calibration points and replicates.

 17. O2 PLIM relies on the detection of changes 
in phosphorescence signal from an O2 -sensi-
tive probe or sensor [15, 18, 55]. Paramagnetic 
O2 molecules interact with long-lived excited 
triplet states of the luminophore and quench 
its phosphorescence lifetime (τ) and inten-
sity (I) signals (Fig. 6.4). The process is 
direct, reversible and non-chemical. In an 
ideal case, τ and I relationship with O2 con-
centration obeys Stern-Volmer equation [56] 
(Eq. (6.1)). However, for a common cases  
of heterogeneous probe distribution or its 
microenvironment, more complex models 
are used, such as the two-site model [57], 
which is shown in simplified form [58] as 
Eq. (6.2):
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I0 and τ0 are unquenched intensity and life-
time values (at zero O2). Ksv is the Stern-Volmer 
quenching constant, f is the fraction of the total 
emission of the first component [16, 58].

Unlike the phosphorescence intensity, the 
lifetime signal is largely independent on probe 
concentration/distribution in the sample, pho-
tobleaching, measurement geometry and insta-
bilities of the detection system, and therefore it 
provides more stable calibration and O2 mea-
surements [15]. The calibration parameters τ0, f 
and Ksv are a feature of particular phospho-
rescent material. O2 calibrations produced on 
 different instruments, tissue samples or probe 
batches may differ slightly. Therefore, we rec-
ommend calibration of each microscope, bio-
logical model and measurement setup, when 
possible. Once this is done with organoid cul-
ture, lifetime calibration of the probe can then 
be used for many months or years.

For calibration, an incubator with O2 con-
trol mounted on microscope stage is required. 
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To eliminate O2 gradients in the sample 
which can skew O2 calibration, respiration of 
organoids pre- stained with the probe must be 
fully inhibited [59]. We found that potassium 
cyanide (KCN) and sodium azide (NaN3) 
ensured this effect, while drugs Antimycin 
A, piericidine A and myxothiazole did not 
block respiration of intestinal organoids. 
After the inhibition of respiration, organoids 
are exposed to various O2 in the medium and 
phosphorescence lifetime images are recor-
ded. Average lifetime values are determined 
for each O2 concentration and then fitted in a 
suitable software (e.g. Origin, OriginLab). 
For mouse intestinal organoids and Pt-Glc 
(loading concentration 2 μM, loading time 
1.5 h, 37 °C), the parameters of the calibra-
tion were: τ0 = 54.8711 μs, f = 0.82587 and 
Ksv = 0.01683 μM−1. Therefore, the follow-
ing equation can be used for calculation of 
O2 concentration in organoids:

O ,2 0 82587 0 7413

54 8711 1 0 01683

µ
τ

M[ ] = −
+ −
( . / ( .

/ . ) ) / . ;  
(6.3)

where τ is in μs.
 18. Different vendors of imaging equipment use 

different file formats and data processing 
algorithms. Transmission and luminescence 
intensity images are easy to handle in TIFF 
format. Lifetime images can be handled as 
color TIFF files, or converted into O2 con-
centration images via ASCII files.

 19. Pt-Glc showed efficient in-depth staining of 
the organoids in as little as 0.5–1.5 h and 
bright phosphorescent signals, which fitted 
well with mono-exponential decay 
(Fig. 6.1). Several other nanoparticle phos-
phorescent probes were also tested, but they 
provided much slower and weaker staining 
of intestinal epithelia (not shown). Pt-Glc 
did not show any significant non-specific 
staining of Matrigel matrix with little accu-
mulation in the lumen (Fig. 6.1). We also 
noticed large structures of unknown origin 
outside of the organoids with bright phos-
phorescent staining and high lifetime values 

(not shown). These structures, which look 
like aggregates of dead cells and also obser-
ved with other fluorescent probes, did not 
affect the O2 measurements in the organoids. 
Typical intensity signals and phosphorescence 
decays of Pt- Glc probe in organoids are pre-
sented in Fig. 6.1 (blue dots). The SPCImage 
software (or other relevant [60]) is used to fit 
the decays (red line) and calculate phospho-
rescence lifetimes. This is normally done by 
adjusting the initial fitting parameters T1 and 
T2 in SPCImage software and binning factor, 
for randomly selected pixels. Then, the fitting 
is applied for the whole field or selected 
region of interest. Application of O2 cali-
bration function on a pixel-by-pixel basis 
 converts  calculated phosphorescence lifetime 
values into O2 concentrations giving the 2D 
O2 maps. Regions with low probe signal, such 
as lumen, are excluded from the fitting and 
will be shown in black (Fig. 6.1). Confocal 
scanning at different depths produces a stack 
of 2D sections, which can be then assembled 
into 3D image of O2 distribution.
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Abstract

Intracellular pH (pHi) is one of the most important parameters that regulate 
the physiological state of cells and tissues. pHi homeostasis is crucial for 
normal cell functioning. Cancer cells are characterized by having a higher 
(neutral to slightly alkaline) pHi and lower (acidic) extracellular pH (pHe) 
compared to normal cells. This is referred to as a “reversed” pH gradient, 
and is essential in supporting their accelerated growth rate, invasion and 
migration, and in suppressing anti-tumor immunity, the promotion of met-
abolic coupling with fibroblasts and in preventing apoptosis. Moreover, 
abnormal pH, both pHi and pHe, contribute to drug resistance in cancers. 
Therefore, the development of methods for measuring pH in living tumor 
cells is likely to lead to better understanding of tumor biology and to open 
new ways for cancer treatment. Genetically encoded, fluorescent, pH-sen-
sitive probes represent promising instruments enabling the subcellular 
measurement of pHi with unrivaled specificity and high accuracy. Here, 
we describe a protocol for pHi imaging at a microscopic level in HeLa 
tumor spheroids, using the genetically encoded ratiometric (dual- 
excitation) pHi indicator, SypHer2.
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7.1  Introduction

Intracellular pH is an important regulator of 
many of the functions taking place inside cells 
[1]. In normal cells, intracellular pH (pHi) is 
lower than extracellular pH (pHe), with the pHi 
and pHe values lying mostly in the range 7.0–7.2 
and 7.3–7.4, respectively. Cancer cells generally 
have a reversed intra-extracellular pH gradient, 
with higher values of pHi (7.12–7.65) and lower 
pHe (6.2–6.9). Extracellular acidosis in solid 
tumors is a consequence of enhanced glycolysis, 
which occurs in cancer cells even if oxygen avail-
ability is not limited (the “Warburg effect”). To 
extrude the glycolytic byproducts, lactate and H+, 
and to maintain their pHi in a narrow physiologi-
cal range, cancer cells upregulate multiple mem-
brane H+ transporters [2, 3].

The reversed pH gradient is considered a hall-
mark of neoplastic tissue, enabling cancer pro-
gression [3–5]. An elevated pHi in cancer cells 
promotes high proliferative activity and the eva-
sion of apoptosis, drives a metabolic switch from 
oxidative phosphorylation to aerobic glycolysis, 
promotes genetic instability, and contributes to 
the multidrug resistance of cancer cells. An 
increased pHi and a decreased pHe coordinately 
enhance invasion and metastasis. Therefore, 
accurate measurement of pHi in living cancer 
cells is likely to be of great importance for better 
understanding cellular functions as well as for 
monitoring tumor growth and the responses of 
cancer cells to a range of treatments.

Given the significant role of pHi in tumor 
development, it is crucially important to be able 
to measure it with both high accuracy and spatio-
temporal resolution. Fluorescence imaging based 
on pH-sensitive fluorescent probes offers excel-
lent opportunities as a highly sensitive, low cost 
technique for real-time, non-invasive pH deter-
mination in cells and tissues. Despite the variety 
of synthetic pH sensitive fluorescent dyes avail-
able, measuring pHi remains problematic, espe-
cially in living cells and tissues. These 
shortcomings include problems with intracellular 
delivery; with self-redistribution of the dyes and 
their leakage from the cells; their interactions 

with other molecules in the cell, and their own 
cytotoxicity [6, 7]. As a result, the current appli-
cations for such synthetic probes are limited to 
the assessment of pHi in cell cultures, in dissoci-
ated spheroids and in tissues ex vivo.

In this context, pH indicators based on green 
fluorescent protein (GFP) represent promising 
instruments for overcoming the limitations of the 
synthetic dyes [8–10]. Being genetically encoded, 
they can be directed to any particular compart-
ment within a cell or allowed to distribute them-
selves by diffusion within the cytosol, 
consequently, enabling the subcellular measure-
ment of pH with unrivaled specificity.

Various genetically encoded pH indicators for 
measuring cytosolic pH have been developed so 
far, including GFP [11], EGFP [12], EYFP [12], 
ECFP [12], pHluorins [13–16], deGFP [17], 
E2GFP [18], E1GFP [19], GFpH [20], YFpH 
[20], SypHer [21] and SypHer2 [22]. A number 
of GFP mutants, such as pHluorin [16], EYFP-
mito [12], MitoSypHer [21], mtAlpHi [23] and 
GFP-pH [24] have also been engineered to mon-
itor the pH of the mitochondrial matrix. There 
are additional examples of pH-sensitive fluores-
cent proteins targeted toward the Golgi appara-
tus in cancer cell lines [25, 26]. Serresi et al. 
have described an application where E1GFP 
fused to the HIV-Tat protein is used in the mea-
surement of pH changes along the endo-lyso-
somal pathway [19].

However, it should be mentioned that in can-
cer studies the use of genetically encoded pH 
sensors has previously been recorded mostly for 
monolayer cell cultures. Since animal tissues 
have poor permeability to light, pHi sensing with 
genetically encoded indicators in the more 
 complicated models of cancer, such as tumor 
spheroids and animal tumors in vivo remains 
challenging. For these purposes, the new types of 
optimized ratiometric or fluorescence lifetime 
based pH indicators are required, as they show 
absorption and fluorescence in the optical win-
dow, and have enhanced brightness and broad 
dynamic ranges.

Recently, we have developed a new genetically 
encoded pH sensitive ratiometric indicator, 
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SypHer2, based on the cpYFP fluorophore, and 
have shown its applicability for pHi analysis in cul-
tured cancer cells and tumor xenografts [22, 27]. 
SypHer2 has two excitation peaks, one at 420 nm 
and the other at 500 nm, and a single emission peak 
at 516 nm [22]. The stable expression of SypHer2 in 
tumor cells opens up possibilities for continuous pH 
monitoring in living cells and tissues.

Tumor spheroids are three-dimensional multi-
cellular aggregates of a spherical shape. It has 
been shown that membrane receptors involved in 
regulating cell adhesion and metabolism are 
expressed in spheroids and that extracellular 
matrix is synthesized. This is important for cell 
aggregation and cell-to-cell interaction [28]. 
Typically, large tumor spheroids have three main 
zones: the necrotic nucleus, an inner zone of rest-
ing cells and an external, actively proliferating 
layer [29, 30]. The heterogeneous microenviron-
ment within a spheroid, which is largely due to the 
presence of distinct gradients of nutrients and oxy-
gen [31–33], results in morphological, metabolic 
and pH heterogeneity. In general, in many of their 
physiological characteristics and kinetics of 
growth, spheroids are similar to solid tumors 
before neoangiogenesis and represent realistic and 
easily handled models of tumor growth in vitro.

We believe that the use of tumor spheroids and 
genetically encoded pH-indicators will increase 
our knowledge of pH fluctuations during tumor 
formation, so we describe here a method for 
intracellular pH sensing in HeLa tumor spher-
oids, using the ratiometric cpYFP-based sensor 
SypHer2 in association with confocal fluores-
cence microscopy.

7.2  Materials

7.2.1  Reagents

Reagents for transfection

 1. Vector plasmid pLCMV-puro-SypHer2
 2. Envelope plasmid pMD.G (Didier Trono 

Lab)

 3. Packaging plasmid pΔR8.91 (Didier Trono 
Lab)

 4. Dulbecco’s modified Eagle medium 
(DMEM) (Invitrogen, cat. no. 41965–039)

 5. Fetal calf serum, FCS (Invitrogen, cat. no. 
16000–044)

 6. Penicillin/streptomycin (Invitrogen, cat. no. 
15070–063)

 7. l-Glutamine (Invitrogen, cat. no. 25030–024)
 8. Trypsin/EDTA solution (Invitrogen, cat. no. 

R-001-100)
 9. Calcium Phosphate Transfection Kit 

(Invitrogen, cat.no. K2780–01)
 10. Polybrene (hexadimethrine bromide) 

(Sigma-Aldrich, cat. no. 107689)
 11. Puromycin dihydrochloride (Sigma-Aldrich, 

cat. no P9620)
 12. HEK293T cell line (HEK293T/17) (ATCC, 

cat. no. CRL-11268)
 13. Mammalian cells

Reagents for cells and spheroids culturing

 1. DMEM medium (PanEco)
 2. DMEM medium without phenol red (Life 

Technologies)
 3. Glutamine (PanEco)
 4. Penicillin/streptomycin sulfate 100x (PanEco)
 5. Fetal bovine serum (FBS) (Hyclone)
 6. Trypsin-Versene (EDTA) 0.25% (PanEco)
 7. Versene solution (PanEco)
 8. Phosphate buffered saline, PBS (PanEco)

Reagents for pH calibration

 1. Low-sodium buffer:
Potassium gluconate −130 mM
Sodium gluconate—20 mM
Magnesium sulfate—0.5 mM

 2. MOPS—30 mM
 3. Tris (hydroxymethyl) aminomethane—30 mM
 4. MES—30 mM
 5. HCl—1 mM
 6. KOH—1 mM
 7. Ionophores: Nigericin—5 μM, Monensin—5 μM
 8. Distilled water
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7.2.2  Equipment

 1. Laminar flow biosafety cabinet (Thermo 
Scientific, USA)

 2. Humidified CO2-incubator (Sanyo, Japan)
 3. Centrifuge 5702 R (Eppendorf, Germany)
 4. Inverted light microscope (Leica, Germany)
 5. Inverted fluorescence microscope: DM IL 

LED (Leica, Germany)
 6. Inverted laser scanning confocal micro-

scope: LSM 880 (Carl Zeiss, Germany) 
equipped with a 405 nm diode laser and an 
Argon laser with a 488 nm wavelength, and 
Plan- Apochromat 20x/0.8 and C-Plan 
Apochromat 40x/1.3, with oil immersion, 
objectives)

 7. Hemocytometer or BioRad TC10 automated 
cell counter (Bio Rad, USA)

 8. pH meter (Hanna Instruments, Russia)
 9. 300 μL multichannel pipette
 10. 1000 μL automatic pipette
 11. 5 mL serological pipette
 12. T25 flasks
 13. Tissue culture dish with cover glass-bottom 

(Fluorodish, China)
 14. Ultra-low attachment 96-well round-bottom 

plates (ULA, Corning® 7007)
 15. 60 mm tissue culture dishes
 16. 15- or 50 mL conical centrifuge tubes, sterile
 17. 0.45 μm pore size syringe filter unit: 

Millex- HP (Millipore, cat. no. SLHP033RS)
 18. 5 or 10 mL syringes, sterile

7.3  Methods

7.3.1  Transfection

7.3.1.1  Production of Lentiviral 
Particles

Day 1—preparation HEK293T cells for transfection

 1. Plate HEK293T cells on 60-mm dishes at a 
density of 1.5 × 106 cells per dish using 3 mL 
complete growth medium.

 2. Incubate for the next 24 h at 37 °C and 5% 
CO2. Ideally the cells should be ~80% conflu-
ent on the day of transfection.

Day 2—transfection with plasmid mix using 
Calcium phosphate precipitation

 3. Two hours before transfection, replace the 
medium on the dishes with fresh growth 
medium preheated to 37 °C.

 4. Prepare the plasmid mix (for one 60 mm 
dish):
5 μg vector plasmid (pLCMV-puro-SypHer2)
1.2 μg envelope plasmid (pMD.G)
4 μg packaging plasmid (pΔR8.91)

 5. Follow manufacturer’s protocol for the Calcium 
Phosphate Transfection Kit (Invitrogen, cat. 
no. K2780–01 https://tools.thermofisher.com/
content/sfs/manuals/capo4_man.pdf) with a 
total 10 μg DNA. Briefly, add to the plasmid 
mix 18 μl of 2 M CaCl2 (Invitrogen), then top 
up the DNA-CaCl2 mix with sterile H2O 
(Invitrogen) to 150 μl. While vortexing the 
DNA-CaCl2 solution, add 150 μl 2 × HBS 
(Invitrogen) dropwise. Incubate at room tem-
perature for 30 min, and then add the precipi-
tate dropwise to the medium containing the 
cells. Incubate the cells overnight (for 15–17 h) 
at 37 °C and 5% CO2 (see Note 1).

Day 3—Observation of the cells and changing 
of medium

 6. Change the medium to fresh 3 mL complete 
growth medium preheated to 37 °C. Incubate 
cells at 37 °C, 5% CO2 for 24 hours (see Note 2).

Day 4—Collecting first harvest of supernatant
Caution! From this point on, supernatants 

contain infectious lentiviral particles.

 7. Harvest the culture medium from each plate to 
a 15- or 50-mL centrifuge tube. Store the 
supernatant at 4 °C.
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 8. Add fresh complete growth medium to the 
cell monolayer and incubate at 37 °C, and 5% 
CO2 for 24 hours.

Day 5—Collecting second harvest of supernatant

 9. Harvest the medium from the cells and pool 
with the supernatant from the first harvest 
(Day 4).

 10. Centrifuge the supernatant for 5 min at 
1500 rpm to remove cell debris and filter 
through a 0.45 μm filter. Filtered superna-
tants can be stored at 4 °C for up to 3 days 
(see Note 3).

7.3.1.2  Lentiviral infection 
and selection

Day 1—Preparation HeLa Kyoto cells for 
transduction

 11. Plate HeLa Kyoto cells on 60 mm dishes at a 
density of 1.0 × 106 cells per dish, using 
3 mL complete growth medium. Incubate for 
the next 24 h at 37 °C and 5% CO2. Ideally 
cells should be ~70% confluent on the day of 
transduction (see Note 4).

Day 2—Transduction

 12. Change the medium to fresh 1.5 mL com-
plete growth medium containing 8 μg/mL 
polybrene. Polybrene increases the effi-
ciency of viral infection.

 13. Add 1.5 mL of the lentiviral particle solution 
and incubate the HeLa Kyoto cells at 37 °C 
and 5% CO2 overnight.

Day 3

 14. Remove the virus-containing medium, 
replace with 3 mL of fresh complete growth 
medium, and incubate the HeLa Kyoto cells 
at 37 °C and 5% CO2 overnight.

Day 4

 15. Observe the HeLa Kyoto cells with fluores-
cence microscope. Transduction efficiency 

may be assessed visually by the presence of 
fluorescence of SypHer2.

 16. Change the medium in the infected and con-
trol dishes to fresh 3 mL complete growth 
medium containing 1 μg/mL puromycin (see 
Note 5).

Day 5+

 17. Observe cells over a week, change to fresh 
puromycin-containing medium as needed 
every few days. Grow the infected HeLa 
Kyoto cells in the presence of puromycin for 
a few days after the control cells are dead. 
Once the cells are recovering from puromy-
cin selection they can be transferred to a cul-
ture flask for further propagation.

7.3.2  Passaging HeLa-SypHer2 Cell 
Culture

All solutions and equipment that come into con-
tact with the cells must be sterile. Always use 
proper sterile technique and work in a laminar 
flow hood.

 1. Grow HeLa-SypHer2 cells in T25 cell cul-
ture flasks in DMEM supplemented with 
10% FBS, 2 mM glutamine, 10 μ/mL peni-
cillin and 10 mg/mL streptomycin (complete 
medium). Warm all reagents to 37 °C prior to 
use.

 2. Remove a freshly confluent (~80–90%) T25 
flask of HeLa-SypHer2 cells from the cell 
culture incubator and place in a sterile cell 
culture hood (see Note 6).

 3. Remove medium using a 5 mL serological 
pipette.

 4. Add 2 mL Versene solution and gently wash 
the cells twice using a 5 mL serological 
pipette.

 5. Remove the Versene solution using a 5 mL 
serological pipette.

 6. Add 1 mL 0.25% Trypsin/EDTA using an 
automatic pipette and incubate at 37 °C for 
3–5 min until the cells detach. Observe the 
cells under a microscope to confirm their 
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detachment. If the cells are less than 90% 
detached, increase the incubation time by a 
few minutes, checking for dissociation 
every 30 s.

 7. Add 1 mL of complete medium to stop tryp-
sinization and gently resuspend the cells 
using a 5 mL serological pipette to obtain a 
suspension of single cells.

 8. Remove 1.5 mL of the cell suspension from 
the flask.

 9. Add 4.5 mL of complete fresh medium to the 
flask.

 10. Put the flask into a cell culture incubator 
(37 °C and 5% CO2).

 11. Subculture cells three times a week.

7.3.3  Spheroid Generation

 1. Prepare a suspension of single cells as 
described above.

 2. Transfer 1–2 mL of the cell suspension to a 
15 mL conical tube.

 3. Centrifuge at 1.0 rpm for 5 min.
 4. Discard the supernatant and wash the pellet 

with 1 mL complete medium.
 5. Resuspend the cells in 1 mL of complete 

culture medium to obtain a suspension of 
single cells.

 6. Count the cells using a hemocytometer or 
automated cell counter and adjust the con-
centration to 0.5 × 103 cells/mL.

 7. Seed 200 μL of the cell suspension per well 
(100 cells per well) into 96-well ultra-low 
attachment round bottom plates using a mul-
tichannel pipette. During manual seeding, 
ensure that the pipette tips do not scratch the 
bottom or the sides of the wells to avoid 
damaging the Corning Ultra-Low Attachment 
surface coating.

 8. Place the microplate in a cell culture incuba-
tor (37 °C and 5% CO2).

 9. Gently remove 100 μL of the culture medium 
and add 100 μL of fresh culture medium into 
each well every three days of cultivation. Try 
to replace the medium without losing any 
spheroids (see Note 7).

 10. Three days after seeding, visually confirm 
tumor spheroid formation by microscopic 
examination in transmitted light (see Notes 8 
and 9).

7.3.4  Fluorescence Microscopy

7.3.4.1  Preparation of Spheroids 
for Fluorescence Microscopy

 1. Remove the 96-well ultra-low attachment 
plates from the cell culture incubator and 
place within a sterile cell culture hood.

 2. Using a 1000 μL automatic pipette, gently 
harvest the required number spheroids from 
the wells and transfer them into a microtube. 
Wait for 1–5 min until the spheroids sink to 
the bottom of the microtube (see Note 10).

 3. Gently remove the supernatant using a 
1000 μL automatic pipette.

 4. Add 1 mL DMEM life medium without phe-
nol red to the spheroids and transfer the spher-
oids onto a glass bottom dish using a 1000 μL 
automatic pipette.

 5. Place the dish with the spheroids in a humidi-
fied incubator (37 °C and 5% CO2) for 
30–60 min to allow for spheroid attachment.

 6. Ensure that the spheroids have attached, either 
visually or by using an inverted light micro-
scope (see Notes 11, 12).

 7. Image the spheroids using confocal fluores-
cence microscopy (see Note 13).

7.3.4.2  Confocal Fluorescence 
Microscopy

An inverted confocal microscope should be used 
for microscopic imaging of the SypHer2- 
expressing tumor spheroids (we use an LSM 880, 
Carl Zeiss, Germany).

 1. Select the objective depending on your task. If 
an image of a whole spheroid is required, it is 
best to use a 20x objective. For more precise 
analysis of individual cells from different 
zones of a spheroid, use a 40x/1.3 oil immer-
sion objective. Place a drop of immersion oil 
on the objective lens, if required.
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 2. Set up the microscope to view the SypHer2 
emission. For ratiometric imaging, the fluo-
rescence of SypHer2 can be excited at two 
wavelengths, corresponding closely to its 
two excitation peaks (420 nm and 500 nm 
[27]. In the LSM 880 a diode laser with a 
wavelength 405 nm, and an Argon laser line 
of 488 nm are used to excite SypHer2 fluo-
rescence. Emission is detected in the range 
of 500–551 nm. Enter the correct parameters 
for image acquisition (e.g., image size—
1024 × 1024 pixels, image depth—16 bit, 
pixel dwell time—2.06 μs, confocal dia-
phragm—1 a.u., with an excitation beam 
power—10 μW for both lasers, the detector 
digital gain—550. Image acquisition time is 
10.13 s) (see Note 14).

For spheroids:

 3. Place the glass-bottom dish with attached 
spheroids on the microscope stage so that the 
spheroid is as close to the center of the objec-
tive as possible.

 4. Find a spheroid in the field of view and adjust 
it to the center.

 5. By varying the focus plane, first find the posi-
tion where the spheroid’s cells adhere to the 
dish (the bottom edge of the spheroid), then 
adjust the focus to the required depth in the 
spheroid (see Note 15).

 6. Sequentially record two fluorescence images, 
one for each of the two excitation wavelengths 
(see Note 16).

For cell monolayer:

 3. Place the glass-bottom dish with the HeLa- 
SypHer2 cells in a calibration buffer on the 
microscope stage.

 4. Find the focal plane of the sample on the cen-
tral slice level of the cells where a square is 
maximally occupied by cells.

 5. Sequentially record two fluorescence images, 
one for each of the two excitation wavelengths 
(see Note 16).

 6. Repeat n. 3–5 for each pH point.
 7. Save all acquired images in TIFF format.

7.3.5  Calibration of the SypHer2 
Sensor

Calibration is required to convert the I488/I405 ratio 
to pH units. It is important to perform calibration 
of the sensor with the same microscope settings 
and in identical conditions to those used in the 
imaging of the tumor spheroids. In the case of 
any changes in the settings/conditions, a new 
calibration should be undertaken.

 1. Monolayers of HeLa-SypHer2 cell culture 
on glass-bottom dishes are used for the cali-
bration of SypHer2. Seed the cells at a con-
centration of 3–5 × 104 cells/mL, total 
volume 2 mL, on glass-bottom dishes in 
DMEM medium with 10% FBS. Use one 
dish for each calibration point.

 2. 24 hours after seeding the cells on the glass- 
bottom dish, remove the culture medium 
from the dish using a 5 mL pipette and add 
2 mL of fresh DMEM medium without phe-
nol red 2 h before fluorescence microscope 
investigation.

 3. Add 5 μM nigericin and 5 μM monensin to a 
low-sodium buffer (see Notes 17, 18, 19).

 4. Adjust the pH of the low-sodium buffer con-
taining the ionophores to the required pH val-
ues using 1 mM HCl or 1 mM KOH (see 
Notes 3–5). 30 mM MOPS can be used for the 
pH range 6.9–8.0; 30 mM Tris—for pH 8.1–
9.0; and 30 mM MES – for pH 6.0–6.8.5. 
Rinse the pH electrode with distilled water 
between measurements (see Notes 20, 21).

 5. Remove the DMEM medium from the dish 
using a 5 mL serological pipette.

 6. Wash the cells once with 1 mL of buffer 
solution with the specified pH value and add 
2 mL of the buffer solution to the cells.

 7. Incubate the cells in the ionophore- containing 
buffer solution with the specified pH value 
over a period of 5 min to balance the extracel-
lular and intracellular pH (see Note 22).

 8. Image the cells using fluorescence confocal 
microscopy and calculate the I488/I405 fluores-
cence ratio as indicated in Sect. 3.6.

 9. Plot the I488/I405 ratios against the correspond-
ing pH values. Carry out statistical (regression) 

7 pHi in Tumor Spheroids



112

analysis on the data to obtain the calibration 
function. Evaluate the results of the regres-
sion analysis (see Note 23). The R-squared 
value should be close to 1.

 10. Use the calibration function to convert the 
I488/I405 values to pH units for the test sam-
ples (monolayer cells or spheroids).

7.3.6  Data Processing

 1. The fluorescence images are analyzed using 
ImageJ software (NIH). Open the two images 
corresponding to the two excitation wave-
lengths, I405 and I488 (File → Import → …).

 2. For each image calculate the background sig-
nal in an area without cells (select the region 
of interest using the selection tool on the pro-
gram panel, then go to Analyze → Measure, 
see Mean in the table).

 3. Subtract the background signal from the cor-
responding image (go to Process → Math →  
Subtract, enter the calculated mean value).

 4. Convert both images to 32-bit. Go to 
Image → Type → 32-bit. At this step, you may 
save the images (optional): go to File → Save 
as, choose TIFF format.

 5. Threshold the I405 image to remove pixel val-
ues from the background. Go to 
Image → Adjust → Threshold, adjust the max-
imum threshold to its maximum value, and 
then adjust the minimum threshold value to 
remove the pixel values representing areas 
without cells.

 6. Go to Process → Image Calculator and per-
form pixel by pixel division of the fluores-
cence intensities I488/I405.

 7. Save the resulting I488/I405 image in TIFF for-
mat (see Note 24).

 8. Calculate the I488/I405 ratio in the cells of inter-
est (select a cell on the TIFF image using a 
selection tool from the program panel, then go 
to Analyze → Measure, see Mean in the table). 
Export these measurements to a spreadsheet.

 9. Based on these measurements, construct a cal-
ibration curve (in the case of calibration) or 
convert the I488/I405 values to pH units using the 
calibration curve (in the case of spheroids).

7.4  Anticipated Results

7.4.1  Calibration of SypHer2 in Cell 
Monolayer

Using lentiviral transduction, a HeLa Kyoto cell 
line stably expressing the cytoplasmic pH-sen-
sor SypHer2 was established. The transduction 
efficiency was assessed by fluorescence micros-
copy by the presence of emission from the 
SypHer2. ~80–90% of cells exhibited SypHer2 
fluorescence.

To calibrate the SypHer2 signal, its fluores-
cence resulting from excitation at two wave-
lengths, 488 nm and 405 nm, and the 
corresponding I488/I405 ratios were registered in 
monolayered HeLa cells in buffer solutions with 
pH values 6.9, 7.1, 7.3, 7.5, 7.7 in the presence of 
the ionophores nigericin/monensin.

As can be seen from Fig. 7.1a, with increasing 
pH, the fluorescence excited at 405 nm slightly 
decreased while that at 488 nm increased, 
 resulting in an increase of the I488/I405 ratio of 
intensities. The I488/I405 ratio was calculated from 
50–70 randomly selected individual cells for 
each pH point (Fig. 7.1b). The relationship 
between the I488/I405 ratio and the pH was well-
approximated by an exponential fit (R2 = 0.99, 
the solid line, Fig. 7.1c). The equation of the fit is

 y x= + × ×−0 38013 2 44706 10 15 4 3724. . ,.e  
where y is the I488/I405 ratio and x is the pH.

7.4.2  Characterization and Growth 
of HeLa-SypHer2 Spheroids

The spheroids were generated from HeLa cells 
stably expressing SypHer2, and their morphol-
ogy was analyzed on days 3, 5, 7 and 10 of their 
growth (Fig. 7.2).

A plating density of 100 cells/well resulted in 
spheroid sizes ~200 μm, 300 μm, 500 μm and 
800 μm on days 3, 5, 7 and 10, respectively, as 
measured on the images in transmitted light. On 
the 3rd day the cells formed multicellular 
agglomerates, which became tighter by day 5. On 
the 7th day one could distinguish an inner spheroid 
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core of tightly packed cells and a thin outer shell 
of loosely packed cells. By day 10 of cultivation, 
the spheroids began to disintegrate due to their 
considerable size.

To assess the viability of the cells constitu-
ent in the tumor spheroids, double live/dead 
fluorescent staining was conducted using 
Calcein and Propidium iodide (Sigma live/dead 
double staining kit). Live/dead assay was per-
formed on whole spheroids at all indicated 
time-points. The fluorescence signal was visu-
alized using an inverted DM IL LED fluores-
cence microscope (Leica, Germany) equipped 
with a YFP ET filter (Ex: BP 500/20, Em: BP 
535/30) for calcein (live cells) and a TX2 green 
filter (Ex: BP 560/40, Em: BP 645/75) for 
Propidium iodide (PI, dead cells). The live/
dead assays revealed the appearance of single 

dead cells in the spheroid core starting from the 
5th day of cultivation and the formation of a 
massive necrotic core on the 10th day of culti-
vation. The development of a necrotic core in 
the central region is a specific feature of spher-
oids of more than 500 μm diameter [29, 30].

To analyze the internal structure and arrange-
ments of the spheroids at different stages of 
growth, 5 μm thick cryosections were prepared 
and stained with hematoxylin and eosin (H&E). 
For cryosectioning, the spheroids (minimum 30 
pieces) were taken from the plate, placed in OCT 
compound and cut using a cryostat Leica 
CM1900UV (Leica, Germany).

Correlating with the spheroid growth data, 
histological examination revealed a uniform 
spherical shape and a compact structure of the 
spheroids with a defined outer perimeter and lim-

Fig. 7.1 Calibration of 
the SypHer2 sensor on a 
HeLa cell monolayer. 
(a) Fluorescence images 
using excitation at 
405 nm and 488 nm 
(detection in the range 
500–551 nm) and I488/
I405 ratio images at 
different pH values. 
Image size is 
213 × 213 μm. Bar is 
100 μm (applicable to 
all images in the row). 
(b) Examples of the cell 
selection for calculation 
of the I488/I405 ratio. 
Enlarged area shown in 
the yellow square on the 
I488/I405 ratio image in 
(a). Two representative 
cells are indicated by 
dashed circles. (c) I488/
I405 ratio values plotted 
versus pH. The red 
curve shows the 
exponential fit, 
R2 = 0.99, mean ± SD, 
n = 30
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ited degrees of necrosis in the center on the 5th 
and 7th days. A higher level of necrosis and loss 
of structural integrity were seen on the 10th day.

Additionally, the deposition of laminin, the key 
glycoprotein of the extracellular matrix (ECM), 
was examined in the spheroids during their growth. 
For this, separate cryosections were incubated 
with the primary antibodies to laminin (ab11575, 
Abcam, USA) overnight, and then with secondary 
antibodies conjugated to FITC (ab6825, Abcam, 
USA). The fluorescence signal was visualized 
using the YFP ET filter (Ex: BP 500/20, Em: BP 
535/30) on the inverted DM IL LED fluorescence 
microscope (Leica, Germany). The results showed 
weak immunofluorescence on the 3rd day of cul-
turing and increasing laminin expression from 
days 5 to 7 that indicated ECM formation. At day 
10, degradation of the ECM was detected as indi-
cated by reduced immunofluorescence.

7.4.3  pHi in Tumor Spheroids

Measurements of pHi in HeLa spheroids on days 
3, 5, 7 and 10 of their growth were implemented 
using the protocol described. Fig. 7.3a shows the 
fluorescence intensities of SypHer2, I405 and I488, 
and the resulting I488/I405 ratio in a complete 
7-day tumor spheroid. The non-uniform distri-
bution of the I488/I405 ratios, with higher values 
detected in the peripheral region of the spheroid, 
indicates a more alkaline pHi in the outer layers 
of cells and a more acidic pHi in the core. It can 
be seen that the confocal images acquired with 
the X20 objective allow visualization of the 
whole spheroid, but individual cells cannot be 
distinguished at this magnification due to the 
homogenous distribution of the fluorescent sen-
sor within each cell and the high density of the 
cells within the spheroid.

Fig. 7.2 Characterization 
of HeLa-SypHer2 tumor 
spheroids during their 
growth. (a) Images of the 
spheroids in transmitted 
light, live (calcein, green) 
and dead (PI, red) 
staining, histological 
images (frozen sections, 
H&E) and 
immunofluorescent 
staining for laminin 
(frozen sections, 
FITC-conjugated 
antibodies to laminin) at 
days 3, 5, 7 and 10 of 
spheroid cultivation. Bar 
is 500 μm (applicable to 
all images in the row). 
(b) Growth rate of the 
spheroids. The diameter 
of spheroids was 
measured on the images 
in transmitted light. 
Mean ± SD, n = 7
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For more accurate measurement of the pHi in 
individual cells of the living tumor spheroids a 
X40 objective was used (Fig. 7.3b). pHi values 
were calculated using a calibration curve 
obtained on monolayer HeLa-SypHer2 cells in 
identical conditions and with identical micro-
scope settings. Analysis of pHi separately in the 
core and on the periphery of the spheroids during 
their growth showed a statistically significant 
difference between the central and peripheral 
parts on the 7th day, 7.23 ± 0.06 vs 7.32 ± 0.07 
respectively (p = 0.00000, n = 7 spheroids, for 
each spheroid the pH was calculated from 

10–15 cells). On other days of observation the 
pHi across the spheroid was fairly homogenous, 
although it fluctuated slightly around 7.15 units 
(Fig. 7.3c). It should be mentioned that the pHi 
value measured previously in monolayer HeLa 
cells under standard cultivation conditions was 
7.34 ± 0.11 [27], which is close to the pHi in 
actively proliferating cells in the peripheral rim 
of the HeLa spheroid.

In general, the methods for measuring pH in 
multicellular spheroids are limited. Previously, 
radial pH gradients have been demonstrated on 
3D tumor spheroids of different origin. For 

Fig. 7.3 pHi mapping 
in living HeLa tumor 
spheroids using 
genetically encoded 
pH-sensor SypHer2. 
Fluorescence images of 
a spheroid at day 7 of its 
growth, using excitation 
at 405 nm and 488 nm 
(detection in the range 
500–551 nm) and the 
I488/I405 ratio image 
obtained with a X20 
objective (a) or with a 
X40 objective (b). In (b) 
representative regions 
from the spheroid core 
and periphery are 
shown. (c) Dynamics of 
pHi in the central (black 
columns) and peripheral 
parts (gray columns) of 
tumor spheroids during 
their growth, 
mean ± SD, n = 7 
spheroids. Bar is 50 μm 
(applicable to all images 
in the row). *–
statistically significant 
difference between the 
pHi values in the core 
and peripheral parts of 
spheroid at the same 
time point, p < 0.05. 
Note, on day 7, the cells 
in the outer layers of the 
spheroid have a more 
alkaline pHi than those 
in the spheroid core
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example, early studies by Acker’s group had 
shown a continuous decrease of pH towards the 
center in seven different types of spheroids [34, 
35]. Those first measurements of pH in spheroids 
were performed using pH-sensitive microelec-
trodes that did not allow discrimination between 
the intra- and extracellular pH values.

In several studies, analysis of the cytoplasmic 
pH in tumor spheroids has been carried out using 
synthetic fluorescent pH-sensitive dyes and fluo-
rescence microscopy. Using the membrane- 
permeant form of carboxy-SNARF-1, Hulikova 
et al. showed 0.1–0.2 units of difference in pHi 
between the center and the periphery for both 
HT29 and HCT116 spheroids, with the more 
acidic pHi in their cores [36]. Using carboxy- 
SNARF- 1, Swietach et al. found that spheroids 
of RT112 bladder carcinoma cells had an acidic 
core with a pHi 0.25 units lower than that at their 
surface [37]. Human colon carcinoma HCT116 
spheroids developed radial gradients of pHi, 
with the lowest level reached at their cores, as 
measured with carboxy-SNARF-1 [38]. pHi 
imaging in 3D models of metastatic ovarian can-
cer OvCa, using SNARF-4 F, detected a pH gra-
dient along their radii, with more acidic cores 
being observed consistently for both small and 
large spheroids [39]. The possibility of measur-
ing pHi with the use of the pH-sensitive fluores-
cence dye BCECF was also shown on human 
duodenum-derived spheroids [40]. Thus, our 
data showing non- uniform pHi with more alka-
line values in cells of the rapidly proliferating 
crust correlate with the results obtained using 
exogenous pH-sensitive dyes.

It is generally accepted that the development 
of pHi gradients in spheroids correlates to the 
gradients in nutrient concentration, including 
glucose, ATP and oxygen, resulting in the re- 
organization of metabolic pathways and changes 
in the growth probability of cells [31–33]. 
Insufficient penetration of oxygen, nutrients and 
ATP in combination with a lack of a transport 
system to remove waste from the center of the 
spheroid leads to a hypoxia-induced accumula-
tion of metabolic by-products, mostly lactate, in 
the cell cytoplasm [31, 36, 39, 41]. However, the 

exact mechanisms responsible for the regulation 
of pHi in such a heterogeneous microenviron-
ment are yet to be established.

Therefore, multicellular tumor spheroids, in 
combination with fluorescent genetically encoded 
pH-indicators, offer a promising approach for 
dynamic imaging of the cytoplasmic pH in can-
cer cells in providing both high accuracy and spa-
tiotemporal resolution.

7.5  Notes

 1. Caution! You must follow safety procedures 
and work in an environment suitable for han-
dling lentiviruses. Please follow all safety 
guidelines from your institution and from the 
CDC and NIH for work in a Biosafety Level 
2 (BL2) facility.

 2. HEK293T cells can detach easily from the 
plate. Add the fresh medium carefully onto 
the side of the plate.

 3. The cleared supernatant can be used directly, 
stored at −80 °C as aliquots, or concentrated 
if needed. Avoid repeated freeze-thaw cycles.

 4. Plate and maintain one uninfected dish of 
cells in parallel as a positive control for the 
puromycin selection.

 5. The appropriate concentration of puromycin 
for each cell type is different. If the concen-
tration for the desired cell type is unknown, a 
titration experiment must be performed.

 6. Use an inverted light microscope (Leica, 
Germany) to make sure that the adherent cell 
culture reaches 80–90% confluence. If it 
does not, change the culture medium for 
fresh and return the flask to the incubator for 
24–48 h. Re-check the confluence of cells in 
the flask. Adherent cultures should be pas-
saged when they are in the log phase, before 
they reach confluence. Normally, cells stop 
growing when they reach confluence (con-
tact inhibition), and it takes them longer to 
recover when reseeded.

 7. Avoid removal of the spheroids from the 
wells during changes of medium. In order 
to avoid damaging the spheroids do not 

E.V. Zagaynova et al.



117

immerse the tip of the pipette as far as the 
bottom of well.

 8. The rate of spheroid growth and their initial 
size depend on the seeding density of the 
cells. Typically, in 2 days after seeding, 
HeLa cells seeded at 100 cells per well form 
loose multicellular aggregates and, by day 3, 
the cells form more compact spheroids of 
200 μm in diameter. By day 10, the spheroids 
usually began to lose their tight structure and 
to disintegrate after reaching a large size 
(800 μm). In our experience the best spher-
oid age for pH studies is 5–7 days.

 9. If the cells do not form spheroids after 
3 days, this can be a consequence of bacterial 
contamination, of using a high-passage cell 
culture (more than 10 passages) or other 
problems with the cells (e.g. prolonged trip-
sinization or non-compliance with the cell 
culturing protocol).

 10. While harvesting 10-day spheroids, be 
careful to avoid damaging them with the 
pipette. To harvest large 10-days spheroids 
we recommend first cutting the pipette tip 
using scissors.

 11. If the spheroids have not attached to the bot-
tom, place the dish back into the incubator 
and wait for another 30–40 min, or decrease 
the volume of medium in the dish by remov-
ing 500–700 μL.

 12. Multiple single cells close to the cellular 
agglomerates indicate damage to the spher-
oid. Such spheroids are not appropriate for 
investigation. Choose undamaged spheroids 
for any study.

 13. Perform additional staining to characterize 
the spheroids, depending on the task; e.g. 
staining using calcein and Propidium iodide 
to assess the viability of cells, hematoxylin 
and eosin staining to examine the histopa-
thology of the spheroids, immunofluores-
cent staining with antibodies to laminin 
staining to assess the extracellular matrix 
(ECM), etc.

 14. We recommend selecting and approbating 
the settings for image acquisition on the 
cells in the buffer with the highest pH value 

selected for calibration, as it provides the 
highest SypHer2 fluorescence intensity 
excited at 488 nm. Be careful to use a laser 
power that does not damage the cells and 
does not photobleach the sensor. You 
should vary the power of the excitation 
beam and the detector digital gain to find 
values that allow a fluorescence signal to 
be obtained within the dynamic range of 
the detection, but close to the maximum, as 
other pH values will give a lower fluores-
cence intensity.

 15. Alternatively, a Z-series can be used for 
recording the data in all focal planes. We 
usually use 3.5 μm steps along the z-axis to 
obtain 0.7–0.8 μm sections. In our experi-
ence the confocal scanning of the spheroids 
and, consequently, the measurement of pH, 
is limited to a depth of 50 μm owing to the 
poor permeability of spheroids to the prob-
ing light. Scanning at greater depths may 
distort the I488/I405 ratio.

 16. For correct data processing all fluorescence 
images must be acquired in identical condi-
tions. The parameters of the excitation light 
(wavelengths, powers) and registration of the 
signal (diameter of the confocal diaphragm, 
number of pixel, pixel dwell time, detection 
range, detector digital gain) must be the 
same for both the calibration and pH mea-
surements in the tumor spheroids.

 17. If monensin is not available, it is possible to 
use 10 μM nigericin solution.

 18. Only freshly prepared ionophore-contain-
ing buffer solution should be used. Low-
sodium buffer without ionophores should 
be kept at 4 °C.

 19. Alternatively, the ionophores (nigericin and 
monensin) can be added to the cells before 
incubation in the buffer solutions. In this 
case, incubate the cells with the ionophores 
for 5 min, wash the cells once with 1 mL of 
buffer solution with the specified pH value, 
then add buffer solution with the specific pH 
required and incubate for 5 min as per the 
protocol. Incubation should be at room tem-
perature (20 ºC).

7 pHi in Tumor Spheroids
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 20. After each single measurement, the pH elec-
trode is rinsed with distilled or deionized 
water by stirring in a glass, manually or by 
using a magnetic stirrer (the latter is prefer-
able). If you use ionophore-containing buf-
fers, rinse the pH electrode for ~2 min. If you 
are using buffer solutions without iono-
phores, 30 s is sufficient.

 21. The more pH points you use the more accurate 
the calibration will be. We recommend using a 
minimum of five pH values in the physiologi-
cal pH range (e.g. 6.9, 7.1, 7.3, 7.5, 7.7).

 22. All adjustments of the pH of buffer solu-
tions, incubation of cells with buffer solu-
tions and further pH measurements in cells 
and spheroids should be performed at the 
same temperature to avoid pH shifts. We 
carry out all these manipulations at room 
temperature (20 °C).

 23. Within the pH range 6.0–8.0 the calibration 
curve is typically best approximated by an 
exponential fit.

 24. To produce colored images we use ImageJ 
1.39p software. Go to Plugins → LUT →  
Ratio. However, keep in mind that the col-
ored image is not appropriate for calculating 
the I488/I405 ratio.
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8.1  Introduction

Fluorescence spectroscopy is now an indispens-
able tool in life sciences as it demonstrates a 
superior advantage in terms of very high sensitivity, 

versatility of sample condition, and ease of com-
bination with other spectroscopic methods. 
Fluorescence has several parameters that are use-
ful for obtaining information on molecules: 
intensity (yield), spectral position (wavelength) 
and shape (bandwidth), lifetime, and polariza-
tion. Intensity is the most well known parameter 
for analyzing biological and chemical samples 
using fluorescence; however, other fluorescence 
parameters also have a wealth of information that 
can be used to identify and clarify environment in 
a living cell. Fluorescence lifetime, which is an 
inherent physical parameter of a molecule, is 
determined only by structure and environment of 
fluorophores and is defined as the average time of 
a molecule remaining in the fluorescent excited 
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state. Fluorescence lifetime is expected to pro-
vide more quantitative information on intracellu-
lar environments than fluorescence intensity, 
which is largely changed by several experimental 
factors, such as photobleaching of fluorescent 
molecules, optical alignment, and fluctuation of 
excitation light intensity. Changes in the fluores-
cence lifetime can be quantitatively analyzed 
even when the magnitude of the change is small. 
The measurement of fluorescence lifetime is also 
applicable even in samples showing considerable 
light scattering, such as skin.

Fluorescence lifetime imaging (FLIM) 
microscopy enables us to map the distribution of 
fluorescence lifetime of a sample in two or three 
spatial dimensions. FLIM is very powerful for 
obtaining quantitative values of physiological 
parameters and rate constants of photo-induced 
processes with spatial resolution. Intracellular 
ion concentrations, such as pH or Ca2+, and 
occurrence of Förster resonance energy transfer 
(FRET) can be evaluated by FLIM. Both exoge-
nous and endogenous fluorophores used for fluo-
rescence intensity measurements can also be 
applied to FLIM. FLIM has now been applied in 
a variety of biological systems, as introduced in 
review articles [1–8]. In this chapter, we briefly 
describe the theory of fluorescence lifetime, 
experimental procedures including materials and 
methods for obtaining fluorescence lifetime 
images, and some of our experimental results 
using FLIM. The notes for measurements of 
FLIM are then described in detail.

8.2  Theory

8.2.1  Basic Equations

A Jablonski diagram illustrating electronic and 
vibrational states of a molecule is used to under-
stand fluorescence and related photophysical pro-
cesses (Fig. 8.1).

Molecules in excited singlet states formed by 
absorption of excitation light transfer to the 
ground singlet state (S0) via the emission of a pho-
ton, which is defined as fluorescence. In large 
molecules in condensed phases, the observed flu-
orescence arises from vibrationally relaxed state 
belonging to the lowest excited singlet state (S1) 
irrespective of excited states initially populated, 
which is called as Kasha’s rule. This means that 
even when a molecule is excited to higher elec-
tronic states such as S2 or S3, fluorescence is usu-
ally observed only from the vibrationally relaxed 
S1 state. Therefore, the peak position (wavelength) 
and the bandwidth of the fluorescence spectrum in 
condensed phases remain unchanged even with 
different excitation wavelengths. Only fluores-
cence intensity depends on excitation wavelength; 
the intensity is  proportional to absorbance at the 
excitation wavelength.

The time dependence of the population in the 
S1 state (N1) following excitation by a pulsed 
light is given by:

 

dN

dt
kN1

1= −
 

(8.1)

Fig. 8.1 Jablonski 
diagram. Thick- and 
thin-solid lines represent 
electronic states and 
vibrational states, 
respectively. VR 
Vibrational relaxation; 
IC Internal conversion; 
ISC Intersystem 
crossing; Abs. 
Absorption; Flu. 
Fluorescence; Phos. 
Phosphorescence

T. Nakabayashi et al.



123

where k is the rate constant of the transition from 
the S1 state, and the duration of the excitation 
pulse is assumed to be much shorter than the flu-
orescence lifetime (τf). The fluorescence decay 
profile (If(t)) after the excitation of a pulsed light 
is therefore given by the following form because 
the fluorescence intensity is proportional to N1:
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(8.2)

where I0 is the fluorescence intensity just after 
photoexcitation (t = 0). τf is given as the recipro-
cal of k. When the fluorescence signals of several 
different fluorescent species are simultaneously 
detected, the observed If(t) is given as follows:
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where τi and Ci are the fluorescence lifetime and 
the preexponential factor of the ith component, 
respectively. Note that Ci corresponds to the mag-
nitude of the contribution of the ith component to 
the observed decay profile. Thus the average flu-
orescence lifetime (τave) can be evaluated by the 
following equation.
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The rate constant k is given by the sum of the 
radiative rate constant (kr), which represents the 
transition rate from the S1 to S0 states with emit-
ting a fluorescence photon, and the non-radiative 
rate constant (knr), which includes all the transi-
tions from the S1 state to other electronic states 
without emitting a photon (Fig. 8.1). Therefore, 
fluorescence lifetime is given by reciprocal of the 
sum of the radiative and non-radiative rate 
constants:

 
τ f

r nr

=
+
1

k k  
(8.5)

In Eq. (8.5), the rate constants of chemical 
reactions from the S1 state are included in knr. 

Then, the fluorescence quantum yield (Φf) is pro-
portional to τf as follows.
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Kasha’s rule mentioned above comes from the 
fact that τf in the Sn states (n ≧ 2) is usually much 
shorter (femtosecond range) than that in the S1 
state (subnanosecond to nanosecond range), and 
therefore Φf for the fluorescence from the Sn state 
is much lower than that from the S1 state. 
Vibrational relaxation from highly excited vibra-
tional states to the ground vibrational state is also 
in the range of femto- to picoseconds [9], and so 
the fluorescence comes from the vibrationally 
relaxed S1 state.

8.2.2  Non-Radiative Transitions

The change in the physiological parameter affect-
ing kr or knr results in the change in fluorescence 
lifetime, whose observation can be used for eval-
uating the physiological parameters. The origin 
of the rate constants and the parameters influenc-
ing knr or kr should well be known for the applica-
tion of the fluorescence lifetime to measure 
intracellular environments.

One of the most important non-radiative pro-
cesses from the S1 state is the relaxation to the S0 
state with dissipation of the excited energy into 
intramolecular vibrations and/or into surround-
ing medium as heat, which is called as internal 
conversion (Fig. 8.1). Roughly speaking, the rate 
constant of internal conversion (kic) exhibits 
an inverse exponential dependence on the square 
of the energy difference between the initial and 
final electronic states. The very short fluores-
cence lifetime of the Sn states (n ≧ 2) is ascribed 
to the very large value of kic in these states, which 
arises from the small energy difference between 
Sn states (n ≧ 1) (Fig. 8.1). The kic value also 
depends on environments around the fluoro-
phores, which is used to measure bulk parameters 
such as viscosity and polarity using the fluores-
cence lifetime of suitable fluorophores.
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Interactions with protein also induce the 
remarkable change in kic of the fluorophore, 
which is applied to distinguish between protein- 
bound and free states of the fluorophore. For 
example, the fluorescence lifetime of coenzyme 
NADH becomes longer after the change from the 
free state (around 300 ps in water) to the protein- 
bound state (1–2 ns) [1, 2, 5], which is thought to 
arise both from the steric hindrance for the rota-
tion between the pyridine and amide in the 
protein- bound state and from the increase in kic in 
polar environments such as water [10]. On the 
other hand, fluorescence lifetime of coenzyme 
FAD becomes shorter after the change from the 
free state (2–3 ns in water) to the protein-bound 
state (femto- to picoseconds) [1, 2, 5], which 
arises from the electron transfer from the S1 state 
of FAD to amino acids surrounding FAD in the 
protein. Fluorescent dyes developed for sensing 
of specific ions such as Ca2+ also exhibit a remark-
able change in the fluorescence lifetime with 
binding of these dyes to a target ion, which can 
be used to make the quantitative evaluation of the 
concentration of the target ion with the fluores-
cence lifetime.

FRET that describes the non-radiative energy 
transfer from a photoexcited donor fluorophore 
to an acceptor molecule also increases knr of the 
donor fluorophore, resulting in the decrease in 
the fluorescence lifetime of the donor. The rate of 
FRET can directly be evaluated by comparing the 
fluorescence lifetime of the donor in the presence 
and absence of the acceptor molecule [3]. 
Intersystem crossing is another non-radiative 
process, which is the transition from the S1 state 
to the triplet state (Fig. 8.1). The acceleration of 
intersystem crossing is observed by substitution 
of a heavy atom such as iodine in a molecule, 
which is called as heavy-atom effect.

Dynamic quenching is also an important non- 
radiative process to be concerned. Dynamic 
quenching is the non-radiative process induced 
by the collision of target ions or molecules with 
the fluorescent molecule in the S1 state. The rela-
tion of the observed τf with the concentration of 
quencher (ion or molecule), [Q], is given by the 
following equation called as Stern–Volmer 
expression:

 

τ
τ
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where τ0 is the fluorescence lifetime in the 
absence of the quencher and kQ is the rate con-
stant of dynamic quenching. The quencher con-
centration can therefore be evaluated by the 
proportionality relation between the inverse of 
the fluorescence lifetime and the quencher con-
centration. Dynamic quenching becomes signifi-
cant when the fluorescence lifetime of the 
fluorophore is sufficiently long such as ten nano-
seconds in water, which is due to the occurrence 
of the collision with the quencher within the fluo-
rescence lifetime.

8.2.3  Radiative Transitions

The radiative rate constant (kr) is proportional to 
the molar extinction coefficient of the S1 ← S0 
absorption, and it becomes larger with increasing 
the extinction coefficient. The kr value is nearly 
independent of most physiological parameters. 
However, the refractive index of the medium was 
shown to be evaluated by the fluorescence life-
time of the fluorophore, based on the proportion-
ality relation between kr and the square of the 
refractive index [11]. The difference in the fluo-
rescence lifetime of the fluorophore between cell 
interior and membrane was discussed in terms of 
the difference of the refractive index between the 
two media [12].

8.2.4  Evaluation of Physiological 
Parameters

As discussed in Ref. [6], the procedures for eval-
uating intracellular environments with 
 fluorescence lifetime are roughly classified into 
three categories, that is, dynamic quenching 
method, method based on the detection of the 
rate constant affected by bulk parameters, and 
ratiometric method. In the dynamic quenching 
method, the standard curve which gives a relation 
between the fluorescence lifetime of the fluoro-
phore and the quencher concentration is first pre-
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pared using Eq. (8.7), and then the quencher 
concentration in the sample is determined by the 
measured fluorescence lifetime.

If the fluorescence lifetime is correlated with 
a bulk parameter such as viscosity or tempera-
ture, the preparation of the standard curve 
between the fluorescence lifetime and the bulk 
parameter also enables us to evaluate the bulk 
parameter in a cell.

The ratiometric method is used for evaluating 
the concentration of target ion or molecule when 
the fluorescence lifetime of the fluorophore 
changes with the binding to the target. When the 
free and target-bound fluorophores coexist and 
the fluorescence signals of both the species are 
simultaneously detected, the observed fluores-
cence decay curve exhibits a multi-exponential 
function as given in Eq. (8.3), and the average 
fluorescence lifetime can be evaluated using Eq. 
(8.4). The pre-exponential factor represents the 
ratio of the concentration of the free and target- 
bound fluorophores, and τave is changed with the 
target concentration. Therefore, the target con-
centration can be determined by the standard 
curve between τave and the target concentration 
when the free and bound fluorophores exist with 
the equilibrium constant in the ground state. The 
details of the application of the ratiometric 
method with the fluorescence lifetime are shown 
in Ref. [6].

8.3  Examples and Materials

8.3.1  Example of Lifetime 
Measurements

The applications of FLIM in the evaluation of 
intracellular environments and occurrence of 
FRET have been introduced by many excellent 
reviews [1–8]. Here we briefly describe our 
FLIM results of the endogenous nicotinamide 
adenine dinucleotide (NADH) and the exogenous 
fluorophore talaporfin that is a dye used for pho-
todynamic therapy (PDT).

Even in the absence of exogenous fluorescent 
dyes, cells exhibit fluorescence called autofluo-

rescence, which results from endogenous fluoro-
phores present within cells. NADH, a key 
cofactor involved in various physiological pro-
cesses, is a representative autofluorescent fluoro-
phore exhibiting blue fluorescence. The 
fluorescence lifetime of NADH depends on the 
environment, which can be used to monitor intra-
cellular environment using the autofluorescence 
lifetime of NADH. The autofluorescence lifetime 
of NADH was recently shown to be capable of 
evaluating intracellular pH without using exoge-
nous probes [13]. The autofluorescence intensity 
and corresponding lifetime images of NADH in 
HeLa cells are shown in Fig. 8.2 [13].

The magnitude of the intensity reflects the 
concentration of NADH in the organelle, and 
the intracellular dull round and bright regions 
on the intensity image are assigned to a nucleus 
and mitochondria, respectively. The autofluo-
rescence lifetime of NADH became shorter with 
increasing intracellular pH, and the plots of τave 
against intracellular pH become the standard 
curve for evaluating intracellular pH using the 
autofluorescence lifetime of NADH without 
exogenous probes. The observed change in the 
autofluorescence lifetime of NADH with intra-
cellular pH can be explained in terms of the 
change in the interaction between NADH and 
proteins. It was also shown in Fig. 8.2 that the 
autofluorescence lifetime depends on organelle 
and that the fluorescence lifetime in nuclei is 
shorter than that in other regions. This result is 
attributed to the dependence of the autofluores-
cence lifetime of NADH on the enzyme to 
which it is bound.

We have also shown the cellular distribution 
of τave of talaporfin sodium, one of the representa-
tive organic fluorophores used for PDT, in nor-
mal and cancer cells (Fig. 8.3) [14]. The 
histograms of τave were obtained from the analy-
sis of the fluorescence lifetime image. The peak 
of τave is different between normal and cancer 
cells, which reflects the different intracellular 
environment around dye molecules from each 
other. This result suggests that FLIM of talapor-
fin sodium is applicable to the in vivo detection of 
cancer cells.
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8.3.2  Materials

The sample preparation for FLIM is very similar 
to that for standard fluorescence microscopy. The 
sample preparation for FLIM of endogenous 
NADH in HeLa cells with changing intracellular 
pH is as follows (see Note 1).

 1. Cell medium for HeLa cells is first prepared 
by adding 50 ml fetal bovine serum (FBS) 
and 5 ml penicillin–streptomycin to 450 ml 
of Dullbecco’s modified Eagle’s medium 

(DMEM). The prepared medium is called 
DMEM (+/+) and is stored at 4 °C for long- 
term use.

 2. FBS must be heat-inactivated at a temperature 
of 56 °C for 30 min before mixing it with the 
medium.

 3. Stocked HeLa cells are thawed to room tem-
perature and mixed with 4 ml of DMEM 
(+/+). The solution is centrifuged at 1500 rpm 
for 2 min and the supernatant solution is then 
aspirated. After aspiration, the resultant pellet 
is suspended in 5–10 ml of DMEM (+/+).

 4. HeLa cells are plated in a 10-cm dish with 
8 ml of DMEM (+/+) and are grown in a 5% 
CO2 humidified atmosphere at 37 °C for 
1–2 days.

 5. Cells are washed with phosphate buffered 
saline (PBS) buffer, and after aspiration of 
PBS from the dish, 1–2 ml of trypsin/EDTA is 
added to the dish. Cells are incubated with 
trypsin for 2 min. Preparation of PBS: 10× 
PBS is prepared by mixing 80 g of NaCl, 2 g 
of KCl, 29 g of Na2HPO4•12H2O, and 2 g of 
KH2PO4 in 1000 ml of milli-Q water (a sensi-
tivity of 18 MΩ cm at 25 °C) with pH 7.2–7.4; 
1× PBS solution is prepared by mixing 100 ml 
of 10× stock solution in 900 ml of milli-Q 
water.
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Fig. 8.2 (a) Fluorescence intensity (upper) and lifetime 
images (lower) of NADH in HeLa cells with changing 
intracellular pH (pHi). Scale bar is 10 μm. (b) Plots of the 
fluorescence lifetime as a function of intracellular pH 
using the values obtained at mitochondria (circles) and at 

nuclei (triangles). Excitation and detection wavelengths 
were 370 nm and 417–477 nm, respectively. Reprinted 
with permission from Ogikubo et al. 2011 [13]. Copyright 
2011 American Chemical Society

Fig. 8.3 Histograms of the average fluorescence lifetime 
of talaporfin sodium in normal (solid line) and cancer 
(dotted line) cells. Wistar-king A rat fetus fibroblast 
(WFB) cells and W31 cells that are the malignant trans-
formed cells from WFB were used as normal and cancer 
cells, respectively. Excitation wavelength was 405 nm and 
the fluorescence in the wavelength region longer than 
590 nm was detected [14]
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 6. DMEM (+/+) is then added to the dish to inac-
tivate trypsin, and cells are collected in a coni-
cal tube. Cells are washed by centrifugation 
and suspended in DMEM (+/+) and then 
plated in an eight-well chambered coverglass 
and incubated for a day. The cell suspension 
volume in each well is 0.4 ml (see Note 2).

 7. In the experiment of sensing of intracellular 
pH, calibration of intracellular pH is per-
formed by the so-called nigericin/high K+ 
method [15], in which cells are incubated in 
KCl-rich medium including nigericin that 
makes an equilibrium between intracellular 
and extracellular pH. Nigericin is an H+/K+ 
ionophore and equilibrates intracellular and 
extracellular pH by exchange of H+ across the 
plasma membrane in the presence of a depo-
larizing concentration of K+ in extracellular 
medium.

 8. In the nigericin/high K+ method, HeLa cells 
are rinsed once with KCl-rich medium 
(125 mM KCl, 20 mM NaCl, 10 mM HEPES, 
10 mM MES, 0.5 mM CaCl2, 0.5 mM MgCl2, 
and 13.4 μM nigericin) and then incubated 
with the same KCl-rich medium at different 
pH for 15 min in a humidified atmosphere at 
37 °C. After incubation with the KCl-rich 
medium, measurement of the fluorescence 
lifetime with different intracellular pH is 
started. The nigericin/high K+ method 
enables us to evaluate intracellular pH by 
measuring extracellular (medium) pH. The 
medium pH is adjusted using HCl and NaOH 
solutions.

Sample preparation of exogenous dyes for 
FLIM is very similar to that of the above- 
mentioned endogenous dyes. In case of small 
molecules such as organic fluorophores, intracel-
lular dye loading is usually performed just prior 
to the measurement. For example, talaporfin 
sodium is loaded as follows (see Note 3).

 1. Commercially available talaporfin sodium is 
dissolved in FBS-free DMEM at concentra-
tions of 1–100 μM.

 2. The dye solution is added to the cultured cells in 
an eight-well chambered coverglass. Cells are 

incubated for 30 min in a 5% CO2 humidified 
atmosphere at 37 °C and are washed twice with 
calcium- and magnesium-free PBS. During 
this procedure, great care should be taken to 
avoid light irradiation to the sample because 
PDT can occur in cells during light irradia-
tion, thus resulting in cellular damage.

 3. Confirm dye loading and very weak back-
ground signals by a fluorescence microscope. 
When the fluorescence is only observed within 
a cell, FLIM measurements are initiated.

8.4  Methods

8.4.1  Time-Domain Method

Fluorescence lifetime can be measured using two 
methods: time-domain and frequency-domain 
methods. The time-domain method is a time- 
resolved measurement of a fluorescence decay 
curve using a pulsed excitation light such as a 
femtosecond pulse laser and a detection system 
having enough time resolution. All of the fluores-
cence lifetimes of the fluorophores responsible 
for the observed fluorescence can be quantita-
tively evaluated by analyzing the fluorescence 
decay curve with a multi-exponential function 
(see Eq. (8.3)). The time resolution is determined 
by the duration of the excitation pulse and the 
time resolution of the detection system. Time- 
correlated single photon counting (TCSPC) sys-
tem, streak camera, and time-gated systems such 
as intensified CCD (ICCD) are used as the detec-
tion system in the time-domain method. An 
example of a FLIM system based on the time- 
domain method is shown in Fig. 8.4.

The FLIM system consists of a pulse laser and 
a microscope system; the latter is the same as the 
standard laser fluorescence microscope system 
used for intensity image measurements, except 
for the detector. As mentioned above, the detec-
tion system should have enough time resolution 
to evaluate the fluorescence lifetime of the 
fluorophore.

TCSPC is based on the detection of the arrival 
time of a single fluorescence photon following 
photoirradiation with a pulsed excitation light. 
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The measurement of the arrival time is repeated 
many times with periodical excitation light 
pulses, and plots of the number of fluorescence 
photons against arrival time result in the shape of 
fluorescence decay profile. TCSPC is typically 
used for FLIM because of its high time resolution 
and high sensitivity. For example, the combina-
tion of a microchannel-plate photomultiplier tube 
(MCP-PMT) with a TCSPC system gives a time- 
resolution less than 30 ps. Laser scanning micro-
scope is used for obtaining the image with 
TCSPC, and fluorescence decay at each pixel of 
the image is measured by synchronizing the scan-
ning of the spot of the excitation beam with the 
start–stop triggers for the decay measurement. 
Any type of laser scanning microscopes (such as 
a confocal or two-photon microscope) can be 
combined with TCSPC.

In the time-gated method, the fluorescence 
signal is detected only when the gate having a 
definite time width is open, and the time-resolved 
image is obtained by sequentially changing the 
time (delay time) between the excitation pulse 
and the opening of the gate. The gate width 
ranges from subnano to nanoseconds, indicating 
that the time resolution of the time-gated method 
is usually lower than TCSPC. A fluorescence 
lifetime image is obtained from the analysis of 
the delay time dependence of fluorescence inten-
sity in the image. A two-dimensional image is 
obtained at once using a two-dimensional camera 
having a time-gated detection such as ICCD, 

which shortens the measurement time compared 
with TCSPC.

8.4.2  Frequency-Domain Method

In the frequency-domain method, a sinusoidal- 
modulated light is used to excite fluorophores, 
and fluorescence lifetime is evaluated by measur-
ing both the phase delay of the observed fluores-
cence and the reduction of the amplitude. The 
modulation of the excitation light can be made by 
an acousto-optic modulator, and an inexpensive 
continuous wave (cw) laser is adequate as the 
excitation light source in the frequency-domain 
method. If the fluorescence of fluorophores 
shows a single-exponential decay, the relation 
between fluorescence lifetime and phase delay 
(ϕ) of the fluorescence is given by

 
τ

φ
ωf =

tan

 
(8.8)

where ω is the angular frequency of the sinusoi-
dal excitation light. The time resolution is deter-
mined by the angular frequency and the 
frequency response of the detection system. 
Both laser scanning and ICCD are used for 
obtaining the image with the frequency-domain 
method. The measurement time in the fre-
quency-domain method is typically much 
shorter than that in the time-domain method; 
this difference is very important for FLIM, as 
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the time-domain method generally takes time to 
obtain lifetime images with sufficient signal to 
noise (S/N) ratio.

8.4.3  Comparison between Time- 
Domain and Frequency- 
Domain Methods

The time-domain method has the advantage of 
being capable of detailed analyses of the fluores-
cence decay profile, resulting in quantitative eval-
uation of the fluorescence lifetime of each 
decaying component using Eq. (8.3) when fluores-
cence shows a multi-exponential decay. However, 
it takes time to obtain a lifetime image with the 
time-domain method, and the prolonged laser irra-
diation occasionally causes damage to biological 
samples. Compared with the TCSPC method, the 
time-gated method reduces the measurement time; 
however, the time resolution of the time-gated 
method usually becomes lower, as mentioned 
above. The necessity of an expensive pulse laser is 
also a disadvantage of the time- domain method. 
On the other hand, lifetime images can be obtained 
in a short time using the frequency-domain 
method, which enables live cell imaging by fre-
quency-domain FLIM. However, the quantitative 
analysis is somewhat difficult when the fluores-
cence shows a multi-exponential decay, which is 
generally observed in biological samples.

8.4.4  Procedure for FLIM 
Measurements

The procedure for FLIM experiment is almost 
identical to typical measuremenets of intensity 
images with a microscope. The example of the 
procedure and notes for FLIM using TCSPC is as 
follows, which is based on the diagram of the 
FLIM system in Fig. 8.4 and a femtosecond 
mode-locked Ti:sapphire laser is used as an exci-
tation source (see Notes 4, 5).

 1. Turn on the pulse laser, confocal microscope, 
and fluorescence detection systems, and sev-
eral accessories such as a photodiode to 

detect excitation laser pulses. Systems need 
a warm-up period. The warm-up time to yield 
a stable experimental condition depends on 
the type of system.

 2. Tune the output power of the green diode 
laser used for exciting the Ti:sapphire laser 
to 5–10 W. Open the shutter of the diode 
laser to excite the Ti:sapphire laser. The fun-
damental output of the Ti:sapphire laser is 
typically more than 1 W at 800 nm. Set the 
output wavelength of the Ti:sapphire laser at 
the value required in the experiment (see 
Note 6).

 3. Measure the shape of the output beam against 
the wavelength and confirm the mode- 
locking of the output of the Ti:sapphire laser. 
If the pulse shape is not appropriate and/or 
the output power is insufficient, adjust the 
Ti:sapphire laser by tuning the mirrors (see 
Note 7).

 4. The second harmonic generation (SHG) 
(visible light) or the third harmonic genera-
tion (THG) (UV light) of the Ti:sapphire 
laser, which is used as the excitation light 
source, is obtained using non-linear crystals 
such as beta barium borate (BBO). Adjust 
the angle of the crystal with respect to the 
laser beam to fulfill phase matching condi-
tions. The maximum power of SHG (THG) 
is obtained at phase matching conditions (see 
Note 8).

 5. The excitation light is coupled to an optical 
fiber using a fiber coupler and is introduced 
into the scanner head of a confocal micro-
scope (see Note 9).

 6. A portion of the fundamental output from the 
Ti:sapphire laser is taken out and is intro-
duced into a high-speed photodiode to obtain 
the electrical signal of the pulse trains. This 
electrical signal is used as the trigger signal 
to start or stop the fluorescence decay mea-
surement (Fig. 8.4).

 7. Set the standard sample such as a standard 
slide on the stage of the microscope and the 
excitation light beam is focused onto the 
standard sample with an objective lens.

 8. The fluorescence from the standard sample is 
collected with the same objective lens and is 
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introduced into the scanner head, followed 
by an appropriate dichroic mirror and/or an 
interference filter to extract the fluorescence 
of interest. The fluorescence is then detected 
by the detector having enough time resolu-
tion (see Note 10).

 9. Start the measurement of the fluorescence 
decay of the standard sample.

 10. Adjust the focus of the intensity image and 
the timing between the start (or stop) trigger 
pulse coming from the photodiode and the 
arrival of a fluorescence photon at the detec-
tor by measuring the fluorescence decay of 
the standard sample (see Note 11).

 11. Replace the standard sample with the eight- 
well chambered coverglass having cultured 
cells on the stage of the microscope and start 
the FLIM measurement of the one well that 
is used as an experimental calibration well.

 12. Adjust experimental parameters including 
time range in the decay, gain and offset of the 
detector, laser power, accumulation time, 
and pixel dwell time while doing repeated 
measurements of the fluorescence image (or 
fluorescence decay profile) of the cells in the 
calibration well. The pixel dwell time is the 
irradiation time at each pixel of the image. 
The measurement of FLIM should be fin-
ished as soon as possible while keeping the 
intensity of the excitation light as low as pos-
sible because biological samples are easily 
damaged by irradiation of laser light (see 
Note 12).

 13. Change the well and start the FLIM mea-
surement of the sample. The measurement of 
the fluorescence decay profile is synchro-
nized with the scanner of the microscope and 
the fluorescence decay at each pixel of the 
image is sequentially obtained (see Note 13).

 14. The instrumental response function (IRF), 
which represents the time response of the 
system, is necessary to fit the observed decay 
profile (see Fig. 8.5). IRF is obtained by 
measuring the time profile of the scattered 
excitation light or the fluorescence decay of 
the fluorophore whose lifetime is much 
shorter than the time resolution of the system 
(see Notes 14, 15).

 15. Fluorescence decay profile at each pixel is sim-
ulated by the convolution of IRF with a single- 
or multi-exponential decay using the least 
square method. Fluorescence lifetime and pre-
exponential factor of each decaying component 
are evaluated, and the results are then converted 
into a fluorescence lifetime image. The size of 
the image is typically 256 × 256 or 512 × 512 
pixels (see Notes 16, 17).

8.5  Notes

 1. Compared with intensity measurements, 
FLIM measurements are very useful for 
endogenous fluorophores because more 
quantitative analysis is possible even for 
weak fluorescence such as autofluorescence. 
The fluorescence lifetime of endogenous 
fluorophores has been shown to provide 
valuable information on intracellular condi-
tions, which results from the fact that endog-
enous fluorophores are related to cellular 
physiological processes and metabolic activ-
ities. There are several typical endogenous 
fluorophores in a single cell. As shown in the 
review [5], each endogenous fluorophore has 
characteristic absorption and fluorescence 
spectra, and it is possible to select the auto-

Fig. 8.5 Fluorescence decay (solid line) of the model 
compound of GFP chromophore (4-hydroxybenzylidene- 
1,2-dimethylimidazolinone) in a PMMA film. The fitted 
curve obtained by the convolution of IRF (dotted line) 
with a multi-exponential function is shown by a thick- 
dotted line. Excitation and detected wavelengths were 379 
and 450 nm, respectively. Reprinted with permission from 
Nakabayashi et al. 2011 [16]. Copyright 2011 American 
Chemical Society
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fluorescence of the target endogenous fluo-
rophore using appropriate excitation and 
detection fluorescence wavelengths.

 2. Cell tissue culture media generally exhibit 
background fluorescence, which lowers S/N 
ratio of the fluorescence image. Opti-MEM 
without phenol red may be used as a 
background- free medium for visible light 
excitation, whereas cell media including 
organic molecules exhibit non-negligible 
fluorescence for UV light excitation. 
Therefore, it is better to investigate in 
advance the fluorescence of the medium with 
the excitation wavelength used.

 3. Exogenous fluorophores developed for fluo-
rescence intensity measurements can also be 
used for FLIM. Exogenous fluorophores 
developed to be sensitive to a specific ion 
usually show the equilibrium between the 
free and ion-bound states in the ground elec-
tronic state, and the ion concentration can be 
evaluated using the standard curve of the 
fluorescence intensity only from one of the 
equilibrated species against ion concentra-
tion. In FLIM, on the other hand, fluores-
cence of both free and ion-bound species 
should be simultaneously detected as far as 
the ratiometric method is used. This is a 
major difference between fluorescence inten-
sity and lifetime measurements.

 4. The duration of the excitation pulse deter-
mines the time resolution of the experiment, 
and so that a shorter pulse width is better for 
FLIM. In many laboratories, the femtosec-
ond mode-locked Ti:sapphire laser is used as 
the excitation light source for FLIM because 
of its sufficiently short pulse width (less than 
one hundred femtosecond), high stability of 
the output intensity, and ease of use. The rep-
etition of the mode-locked Ti:sapphire laser 
is typically in MHz, which is also very con-
venient for accumulating fluorescence sig-
nals and reducing the measurement time 
because of the high repetition rate. Some 
Ti:sapphire lasers have tunability of the out-
put wavelength in the range of approxi-
mately 740–990 nm; therefore, the second 
and third harmonic outputs of 370–450 nm 

and 270–330 nm, respectively, can be used 
as the excitation wavelength.

 5. The low cost picosecond diode lasers are 
also used for FLIM. The wavelength of the 
diode laser is fixed, so that some diode lasers 
should be prepared to use several fluorescent 
dyes in FLIM. The output power of the diode 
laser is much lower than that of the 
Ti:sapphire laser; however, in the case of 
TCSPC, the sample is usually excited by 
laser pulses with very low excitation inten-
sity because of the detection limit of the 
single- photoelectron event, that is, less than 
one fluorescence photon must be generated 
per each excitation pulse in TCSPC. A high- 
power pulse laser is not always necessary for 
TCSPC, and many types of low cost picosec-
ond diode lasers are now available for 
TCSPC.

 6. In the ratiometric method, excitation and 
detection wavelengths must be carefully 
selected. The magnitude of Ci in Eq. (8.4) 
usually depends on both the excitation and 
detection wavelengths; thus, τave depends 
on both of these wavelengths. It is strongly 
recommended to select the wavelengths 
showing a large change in τave with chang-
ing concentration of the target ion or 
molecule.

 7. In the case of mode-locked lasers, confirmation 
of mode-locking, which is the most significant 
technique to generate femtosecond pulses, is 
very important because only cw beam appears 
without mode-locking. Attainment of mode-
locking can be confirmed by monitoring the 
shape of the output intensity against wavelength 
because the spectral shape becomes broad due 
to the uncertainty principle when femtosecond 
pulses are generated by mode-locking. A very 
sharp peak showing a single oscillation 
 wavelength is observed when the output is cw. 
The shape can be easily monitored using a 
 simple  spectrometer such as a fiber module 
spectrometer.

 8. The repetition rate of the laser pulses must be 
reduced by a pulse picker when the measured 
fluorescence lifetime is as long as the time 
interval between consecutive excitation 
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pulses. This is because the decay profile 
should be measured until the fluorescence 
decay is completely finished to obtain the 
quantitative value of the fluorescence life-
time. It is recommended that the time interval 
between consecutive pulses is longer than the 
quadruple of the fluorescence lifetime.

 9. The pulse width of femtosecond light 
becomes longer (more than twice in some 
cases) due to the group velocity dispersion 
(GVD) after passing through a medium such 
as an optical fiber. In almost all of FLIM 
experiments, however, the increase in the 
pulse width due to GVD is negligible because 
remarkable effect of GVD only appears for 
femtosecond pulses to be a few picoseconds 
and the time-resolution of FLIM is usually 
more than 10 picoseconds.

 10. MCP-PMT is very sensitive and easily 
breakable with strong light. The scattered 
excitation light should completely be 
removed using a suitable filter, and the 
mounting of the filter must be checked before 
turning on the high voltage of MCP- 
PMT. Strong fluorescence intensity should 
also not be allowed to enter the detection 
system, as it can damage detectors.

 11. Spatial resolution of FLIM is determined by 
objective lens, which is the same as that of a 
conventional microscope.

 12. Photobleaching becomes severe in TCSPC 
because accumulation of a certain amount of 
photon numbers is necessary to obtain the 
fluorescence decay profile with sufficient 
S/N ratio. Therefore, attention must be paid 
to photobleaching for determining laser 
power, accumulation time, and pixel dwell 
time for FLIM. To reduce the amount of pho-
tobleaching, it is better to decrease the dwell 
time and the laser power, while the accumu-
lation time may have to be increased.

 13. Fluorescence lifetime images can be auto-
matically generated in many FLIM software 
programs; however, the fitting result of the 
fluorescence decay and the residue in the fit-
ting should be confirmed after the measure-
ment. If the fitting is insufficient, fitting 
parameters such as the number of exponen-

tial decays and initial values for fitting must 
be changed.

 14. Figure 8.5 shows the example of IRF 
obtained by TCSPC with an MCP-PMT 
[16]. IRF of PMT is usually asymmetric, 
e.g., a small shoulder may be observed in the 
region of 0–0.5 ns, as shown in Fig. 8.5. 
Since the observed decay reflects such a 
shoulder, the acquisition of the exact shape 
of IRF is essential for entirely reproducing 
the obtained decay profiles.

 15. IRF can be obtained by measuring the time 
profile of the excitation light reflected from 
the coverglass. IRF with a full width at half 
maximum (FWHM) of ~60 ps (Fig. 8.5) 
makes it possible to estimate a fluorescence 
lifetime as short as 30 ps using a convolution 
method.

 16. The entering of scattered excitation light into 
the detector also becomes the artifact of the 
observed fluorescence decay, which appears 
as a component with a fluorescence lifetime 
much shorter than the time resolution of the 
system.

 17. The quantitative estimation of the background 
signal is sometimes necessary to analyze the 
observed fluorescence decay profile. The 
background can be evaluated by measuring the 
signals at the area where fluorescent cells are 
non-existent, and the obtained value is sub-
tracted from the decay at all pixels.
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Quantitative Imaging of Ca2+ 
by 3D–FLIM in Live Tissues
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Abstract

The calcium concentration within living cells is highly dynamic and, for 
many cell types, a reliable indicator of the functional state of the cells—
both of isolated cells, but even, more important, of cells in tissue. In order 
to dynamically quantify intracellular calcium levels, various genetically 
encoded calcium sensors have been developed—the best of which are 
those based on Förster resonant energy transfer (FRET). Here we present 
a fluorescence lifetime imaging (FLIM) method to measure FRET in such 
a calcium sensor (TN L15) in neurons of hippocampal slices and of the 
brain stem of anesthetized mice. The method gives the unique opportunity 
to determine absolute neuronal calcium concentrations in the living 
organism.

Keywords

Förster resonant energy transfer (FRET) • Fluorescence lifetime imaging 
(FLIM) • Genetically encoded calcium indicators (GECI) • CerTN L15 
mouse strain • Parallelized time-correlated single photon counting 
(TCSPC)

9.1  Introduction

Intracellular calcium is a general signaling mol-
ecule for cellular activation or even over- 
activation. Referring to neurons, the typical 
time-averaged calcium concentration amounts to 
100 nM, excluding the very short calcium oscil-
lations connected to the transmission of informa-
tion from dendrites through the axon to other 
neurons, i.e. physiologic state. If neurons are 
affected over longer periods of time, their 
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 time- averaged calcium concentration increases 
drastically towards 1 μM and beyond [1, 2]. This 
state defines neuronal dysfunction ultimately 
leading to neuronal damage and neuronal death.

The best adequate genetically encoded indica-
tors of calcium to be used to quantify intracellu-
lar calcium in live 3D tissues or even in living 
organisms are those based on Förster resonant 
energy transfer (FRET) [1, 3]. FRET relies on the 
resonant transfer of energy from a donor mole-
cule that has been previously excited by a laser, 
to an acceptor molecule, that consequently emits 
a fluorescence photon. FRET may take place 
only if the donor and acceptor molecules are 
within few tens of nm. The FRET efficiency 
decreases with the 6th power of the distance 
between the two molecules [4–7]. There are pro-
tein constructs based on calcium sensitive mole-
cules such as Troponin C, which use adequate 
fluorescent protein FRET pairs to monitor intra-
cellular calcium: several generations of GECIs 
have been reported such as TN L15, TN XXL, 
among others [3].

To avoid effects of photobleaching and signal- 
to- noise-ratio differences between donor and 
acceptor molecules in typically highly scattering 
tissue, the best way to quantify FRET is by FLIM 
of the donor [8, 9].

Here we describe a method to acquire and 
evaluate data in brain slices and the brain stem of 
CerTN L15 mice to measure neuronal calcium 
in vivo. We demonstrated the advantages of this 
approach on the example of neuronal dysfunction 
quantification both in hippocampal slices and in a 
murine model of chronic neuroinflammation [2, 
10–14].

9.2  Materials

 1. CerTN L15 mice expressing under the 
Thy1 promotor (mainly in neurons) the TN 
L15 Ca2+ sensor. The TN L15 sensor is a 
FRET- based sensor containing Troponin C 
with Cerulean (FRET-donor) and Citrine 
(FRET-acceptor)

 2. Artificial cerebro-spinal fluid (ACSF) con-
taining 124 mM NaCl, 1.25 mM NaH2PO4, 

26 mM NaHCO3, 3 mM KCl, 1.6 mM CaCl2, 
1.8 mM MgSO4 and 10 mM glucose, adjusted 
to pH 7.35

 3. Vibratome (VT 1200 S, Leica)
 4. 16x parallelized time-correlated single- photon 

counting (TCSPC) system
Note: It may be any TCSPC device.

 5. TrimScope II two-photon microscope
Note: It may be any two-photon microscope 

that can be equipped with a TCSPC device.

9.3  Methods

Carry out all procedures at 37 °C in order to 
insure perfect metabolic state of the brain tissue 
both in the case of hippocampus slices and in 
anaesthetized mice.

9.3.1  Preparation of Hippocampus 
Slices from Adult CerTN 
L15 Mice

 1. Kill a CerTN L15 mouse by cervical 
dislocation.

 2. Remove the mouse brain immediately and 
place it into 4 °C cold aerated (carbogen, 95% 
O2 and 5% CO2) artificial cerebrospinal fluid 
(ACSF).

 3. Cut 400 μm-thick brain slices the vibratome 
and isolate hippocampal slices.

 4. Allow the slices to recover for at least 45 min 
at room temperature before transferring them 
to a heated slice chamber. Continuously per-
fuse the slice with previously warmed 
carbogen- aerated ACSF.

9.3.2  Preparing the Brain Stem 
of CerTN L15 Mice for Imaging

 1. Anesthetize a CerTN L15 mouse with 
Isoflurane using a mask.

 2. Expose the brain stem by carefully removing 
the musculature above the dorsal neck area 
and the dura mater between the first cervical 
vertebra and the occipital skull bone.
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 3. Access the deeper brain stem areas by inclin-
ing the head and superfuse the brain with iso-
tonic Ringer solution.

 4. Control anaesthesia depth by continuous CO2 
measurements of exhaled gas recorded with a 
CI-240 Microcapnograph (Columbus 
Instruments, USA) and by an Einthoven three-
lead electrocardiogram (ECG).
Note: In order to avoid breathing artefacts 

during brain stem imaging, the ECG signal 
was used as an external trigger for the gal-
vanometric scanner of the microscope, 
which controls image acquisition. In this 
way, each fluorescence z-stack was 
recorded at exactly the same tissue region 
within the organ, at the same point in the 
respiratory cycle.

9.3.3  Acquiring Time-Resolved 
Fluorescence Images 
of Cerulean

 5. Focus the excitation laser beam into the sam-
ple by an objective lens for deep-tissue imag-
ing (e.g. 20x dipping lens, NA 0.95, WD 
2 mm – Olympus, Hamburg, Germany) and 
scanned it over the sample.

 6. Record the fluorescence signal in a time- 
resolved manner with the p-TCSPC detec-
tor. Note: The p-TCSPC device is based on 
parallel photon detection with multi-anode 
(16 channels) photomultiplier tubes (PMT) 
and on evaluation relying on time-to-digital 
converter (TDC) electronics. Thus, the elec-
tronic dead time of the device is reduced to 
5.5 ns while the FLIM repetition rate is lim-
ited only by the laser, i.e. 80 MHz, and no 
longer by the TCSPC electronics. The width 
of the instrument response function (IRF) as 
measured by SHG amounts to 280 ps. 
Further, the IRF is highly symmetric (no 
after pulsing) and can be well approximated 
by a Gaussian distribution. The jitter of the 
instrument lays at <10 ps. The mean dark 
counts/channel amount to 5000 cps and do 
not exceed 10,000 cps. The cross talk 
between TDC channels is 3%.

 7. Acquire three-dimensional (e.g. 
300 × 300 ×50 μm3, 512 × 512 × 26 voxel) 
time-resolved fluorescence images of either 
the hippocampus slices or of the brain stem 
of anesthetized mice with the p-TCSPC 
setup at λexc 850 nm and λdetection = 460 ± 30 nm. 
Use a peak photon flux Ø of approx. 1030 
photons/s·cm2 to avoid photo-damage and 
time bins of 1–100 ps for appropriate time 
resolution.

9.3.4  Evaluating the FRET-Ratio 
from Cerulean FLIM Data

 8. Acquire from the 3D time-resolved fluores-
cence data of Cerulean the fluorescence decay 
curve in a region.

 9. Determine using a bi-exponential fitting algo-
rithm the fluorescence lifetimes of unquenched 
and FRET-quenched Cerulean (Fig. 9.1).
Note: For instance, Matlab provides such fit-

ting routines.
Note: In the case of TN L15 the fluorescence 

lifetime of unquenched Cerulean τ2 
amounts ~2300 ps and τ1 of FRET-
quenched Cerulean ~600 ps.

 10. Perform a bilinear approximation in each 
pixel of the 3D time-resolved fluorescence 
image stack using the equation:

 
I t a e a e

t t

( ) = ⋅ + ⋅
− −

1 2
1 2τ τ

 

with I(t) the time-resolved fluorescence signal 
with subtracted background, τ1 and τ2 the fluo-
rescence lifetimes of quenched and unquenched 
Cerulean and the prefactors a1 and a2 the cor-
responding concentrations (Fig. 9.2).

 11. From the prefactors a1 and a2 calculate:

 
FRET ratio

a

a a
=

+
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in each pixel of the 3D image. Using a cor-
responding calibration curve—such as the 
one described in [12], this value indicates 
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the absolute intracellular calcium 
concentration.Note: Using the described 
approach in 3D we measured the neuronal 
dysfunction (FRET ratio > 47%) in acute 
hippocampal slices of CerTN L15 mice, 
within the glial scar formed at their surface, 
as depicted in Fig. 9.3. Intravital 3D FLIM 

in the brain stem of CerTN L15 mice 
affected by experimental autoimmune 
encephalomyelitis (EAE) revealed absolute 
neuronal calcium concentrations and the 
level of tissue dysfunction during and after 
inflammation of the central nervous system 
[10, 11].

Fig. 9.1 Validation of calcium response in hippocampus 
slices of CerTN L15 mice by FRET-FLIM. The series of 
fluorescence images of Cerulean in hippocampus slices of 
CerTN L15 mice is well described by a bi-exponential 
function. The first part corresponds to FRET-quenched 
Cerulean, the second to unquenched Cerulean. The fluo-
rescence lifetime of unquenched Cerulean was validated 
by bi-exponentially evaluating FLIM data acquired in 

70–100 μm depth in healthy brain slices. Following the 
calibration curve for the TN L15 construct, the calcium 
concentration in healthy neurons is 100 nM (b). After 
treatment with either KCl, glutamate or ionomycin the 
contribution of a shorter fluorescence lifetime (of FRET- 
quenched Cerulean) dramatically increases, resulting in a 
calcium concentration of 3.8 μM (a). λexc = 850 nm, 
λdetection = 460 ± 30 nm
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9.4  Notes

Carry out all procedures at 37 °C in order to 
insure perfect metabolic state of the tissue.

 1. Note: Experimental autoimmune encephalo-
myelitis (EAE)

We crossed the CerTN L15 transgenic 
C57BL/6 mice (kindly provided by O.
Griesbeck) with LysM tdRFP mice (myeloid 

cells and neutrophil granulocytes express 
tdRFP) to generate CerTN L15 x LysM tdRFP 
mice. Active EAE was performed by immuniz-
ing these mice subcutaneously with 150 μg of 
MOG35–55 (Pepceuticals, UK) emulsified in 
CFA (BD Difco, Germany). The mice addition-
ally received 200 ng Pertussis toxin (PTx, List 
Biological Laboratories, Inc.) intraperitoneally 
at the time of immunization and 48 h later. 
Intravital FLIM was performed on day 15 after 
immunization, i.e. at the peak of disease.

Fig. 9.2 Quantifying neuronal dysfunction by intracellu-
lar calcium in vivo: 3D FRET-FLIM in brain tissue of 
CerTN L15 mice. Work flow for acquiring and evaluating 
FRET-FLIM data in the brain tissue of CerTN L15 mice. 
First a series of fluorescence intensity images of Cerulean 
(the donor in the Ca-sensitive FRET construct TN L15) 
are rapidly acquired with a parallelized time-correlated 
single-photon counting device. The fluorescence image of 
Citrine (the acceptor of the FRET pair) is used to create a 
digital mask [1–0] resolving signal from background. The 
mask is applied to all images of the time-resolved series. 
Each pixel of the image series contains the Cerulean fluo-

rescence decay curve, which can be well approximated by 
a bi-exponential function. The short term corresponds to 
Cerulean quenched by FRET, whereas the other term 
describes the decay of unquenched Cerulean. After bi- 
linear evaluation in each pixel, the pre-factors of the two 
terms, i.e. the relative concentrations of unquenched and 
FRET-quenched Cerulean, are calculated. The percentage 
of FRET quenched Cerulean in the total Cerulean concen-
tration describes the FRET ratio. A FRET ratio of over 
47% corresponds to 1 μM free calcium known to cause 
neuronal death. λexc = 850 nm, λdetection = 460 ± 30 nm, 
scale bar = 50 μm
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Live Cell Imaging of Viscosity in 3D 
Tumour Cell Models

Marina V. Shirmanova, Lubov’ E. Shimolina, 
Maria M. Lukina, Elena V. Zagaynova, 
and Marina K. Kuimova

Abstract

Abnormal levels of viscosity in tissues and cells are known to be associated 
with disease and malfunction. While methods to measure bulk macro-
scopic viscosity of bio-tissues are well developed, imaging viscosity at the 
microscopic scale remains a challenge, especially in vivo. Molecular 
rotors are small synthetic viscosity-sensitive fluorophores in which fluo-
rescence parameters are strongly correlated to the microviscosity of their 
immediate environment. Hence, molecular rotors represent a promising 
instrument for mapping of viscosity in living cells and tissues at the micro-
scopic level. Quantitative measurements of viscosity can be achieved by 
recording time-resolved fluorescence decays of molecular rotor using 
 fluorescence lifetime imaging microscopy (FLIM), which is also suitable 
for dynamic viscosity mapping, both in cellulo and in vivo. Among tools 
of experimental oncology, 3D tumour cultures, or spheroids, are consid-
ered a more adequate in vitro model compared to a cellular monolayer, 
and represent a less labour-intensive and more unified approach compared 
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to animal tumour models. This chapter describes a methodology for 
microviscosity imaging in tumour spheroids using BODIPY-based molecular 
rotors and two photon-excited FLIM.

Keywords

Microviscosity • Molecular rotors • Fluorescence lifetime imaging 
microscopy (FLIM) • Cancer cell • Tumour spheroid

10.1  Introduction

The microscopic viscosity of the plasma mem-
brane is one of the key parameters that controls a 
range of vital cellular processes associated with 
membrane permeability, intracellular transport, 
enzymatic activity, diffusion controlled func-
tions, biosynthetic processes and molecular inter-
actions [1]. It is known that abnormal levels of 
viscosity are associated with malignant transfor-
mation, but the published data on viscosity in 
cancer are limited and provide contradictory vis-
cosity values. The first attempts to estimate the 
viscosity in cancer were made by Guyer et al. 
using the ultracentrifugation of cells suspensions. 
This study established that the relative viscosity 
of whole tumour cells is higher compared to that 
of normal cells, and associated this phenomenon 
with accumulation of lactic acid in tumour [2, 3]. 
Doblas et al. used magnetic resonance elastogra-
phy on cancer patients and demonstrated that the 
viscosity of malignant hepatic tumours was 
higher than that of benign lesions and signifi-
cantly varied among the different tumour types 
[4]. Importantly, these studies were performed on 
‘bulk’ cells and did not provide organelle-specific 
viscosity quantification. Therefore, the resulting 
values might not be physiologically meaningful 
and cannot be easily compared between different 
methods.

At the same time, the microscopic viscosity of 
individual domains of live cells in vitro was 
determined using various spectroscopic or micro-
scopic methods. Aqueous cytoplasm domain of 
cancer cells was reported to be less viscous com-
pared with normal cells using radiofrequency 
electron paramagnetic resonance [5]. Rebelo 
et al. determined with atomic force microscopy 

that cancerous cells in culture are less viscous 
than non-tumorigenic cells [6]. In a model for 
progressive ovarian cancer, Ketene et al. utilised 
atomic force microscopy to demonstrate that 
mouse ovarian cells are more viscous when they 
are benign [7]. Using FRAP (fluorescence recov-
ery after photobleaching), Sigley et al. showed 
the decreased diffusion of a free form of enhanced 
green fluorescence protein (EGFP) in the cytoplasm 
of tumorigenic (immortalised) cells as compared 
with noncancerous cells, which was associated 
with increased cytoplasmic viscosity, while in the 
nucleus increasingly severe neoplastic transfor-
mation was associated with increased mobility of 
EGFP (decreased viscosity) [8].

The relationship between viscosity and chemo-
resistance of cancer cells was also investigated. 
It was revealed by Huang et al. with the use of 
fluorescence probe TMA-DPH in cellulo that the 
plasma membrane microviscosity is higher in 
cells resistant to cisplatin [9]. Increased micro-
viscosity was detected in plasma membranes iso-
lated from cancer cells resistant to doxorubicine 
by staining with fluorescent probe pyrene [10]. 
It was also found by diffusion time distribution 
analysis that microviscosity of plasma mem-
brane of multidrug-resistant cancer cells is more 
heterogeneous in comparison with non-resistant 
ones [11]. The rapid increase in membrane 
fluidity following cisplatin treatment was 
detected in cancer cells ongoing apoptosis by a 
spin-labeling method using electron paramag-
netic resonance [12].

Fluorescent molecular rotors are viscosity- 
sensitive fluorophores that allow viscosity quan-
tification in the microscopic environment of live 
cells [13, 14]. Radiative relaxation of the rotor’s 
exited state competes with intramolecular 
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rotation, with relative radiative/non-radiative 
rates strongly dependent on the environment, most 
dominantly, on the local viscosity. Fluorescence 
ratiometric or fluorescence lifetime-based detec-
tion from molecular rotors allows to overcome 
difficulties associated with an unknown fluoro-
phore concentration and, thus, enables quantita-
tive viscosity mapping to be performed [13]. 
Thus, ratiometric or lifetime-based rotors were 
previously used to quantitatively measure viscos-
ity of individual organelles of live cells, under 
normal physiological conditions and chemical 
and photochemical perturbations [15–28]. 
Although the relationship between abnormal vis-
cosity and cancer has not been specifically inves-
tigated using molecular rotors, we have recently 
reported the feasibility study of the use of fluo-
rescent molecular rotors BODIPY-C10 and 
BODIPY++, Scheme 10.1, in combination with 
Fluorescence Lifetime Imaging Microscopy 
(FLIM) to image microscopic viscosity in vivo in 
mouse tumours, both in single cells and in con-
nective tissues [29]. We found that viscosities 
recorded from single tumour cells in vivo corre-
lated well with the in cellulo values from the 
same cancer cell line. Importantly, our new 
method allowed both the imaging and the 
dynamic monitoring of viscosity changes in real 
time, in cellulo and in live animals. For example, 
the changes of cellular microviscosity during a 
light-induced cancer treatment termed 
Photodynamic Therapy (PDT) were reported in 
cellulo. We have demonstrated using two inde-
pendent molecular rotors that PDT of cultured 
cells causes a large viscosity increase [24, 25] 

and investigated the mechanism of this process in 
model lipid bilayers constructed as giant unila-
mellar vesicles (GUVs) [28].

Thus, the literature data indicate that viscosity 
has the potential to be a biomarker for human 
malignancy and, furthermore, can serve as a 
predictor of a tumour response to therapeutic 
intervention. Molecular rotors combined with 
FLIM offer an excellent opportunity for quantita-
tively measuring and imaging microscopic 
viscosity in different cancer models- from 
monolayer cultured cells to animal tumours.

Among the available molecular rotors, 
BODIPY-based structures are widely used as 
FLIM-based viscosity probes owing to the ease 
of synthetic modification, a high sensitivity in a 
wide range of viscosities (10–5000 cP), good 
dynamic range of fluorescence lifetimes corre-
sponding to this viscosity range, temperature 
independence, and monoexponential fluores-
cence decays that allow straightforward data 
interpretation [16–18, 27, 30, 31]. To date 
BODIPY-based FLIM measurements provided 
the wealth of biologically relevant information 
on model lipid membranes [32–34], bacterial 
[15, 19] and eukaryotic cells and cellular organ-
elles [20–29], and allowed viscosity monitoring 
during lipid (photo)oxidation [28], cell death 
[25], bacterial sporulation and deactivation [15], 
bacterial membrane viscosity changes in response 
to variations in temperature [19], as well as viscos-
ity mapping in animal tumours in vivo [29].

Tumour spheroid cultures have been recog-
nized as the physiologically relevant model for 
basic cancer research and anticancer drug develop-

Scheme 10.1 The molecular structure of molecular rotors BODIPY-C10 and BODIPY++
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ment [35, 36]. These 3D cellular systems possess 
cell-to-cell interaction and chemical gradients 
(oxygen, nutrients or metabolites), reflecting 
in vivo features of tumours and therefore recreate 
the complexity of human tissues, while retaining 
the ability for high-throughput screening and cel-
lular level imaging. To the best of our knowledge, 
viscosity imaging has yet to be realized in tumour 
spheroids. In this chapter we present a protocol 
for quantitative microviscosity imaging in tumour 
spheroids using BODIPY- based molecular rotors 
and two photon-excited FLIM.

10.2  Materials

HeLa Kyoto (human cervical carcinoma) cell line
DMEM cell culture media (Life Technologies) 

supplemented with 100 μg/ml penicillin, 
100 μg/ml streptomycin sulfate and 10% fetal 
bovine serum (FBS)

DMEM media without phenol red
Hank’s solution without Ca2+/Mg2+

Molecular rotors based on BODIPY structure: 
hydrophobic BODIPY-C10 and amphiphilic 
BODIPY++ (Scheme 10.1), synthesised as 
previously reported [17, 25] and dissolved in 
DMSO (1 mM)

Versen buffer
Trypsin- EDTA 0.25%
96-well round bottom ultra low attachment 

microplates
Glass-bottom FluoroDishes for microscopy
Ice
Fluorescein solution containing 1 M KI
Sugar
Clean cover slips
2 μM Calcein AM and 4 μM Propidium Iodide 

(Live/Dead Cell Double Staining Kit, Sigma)

10.2.1  Equipment

Cell culture incubator (37°C, 5% CO2, humidi-
fied atmosphere)

Laminar flow hood
Automatic pipettes, cell culture dishes
Microcentrifuge

Multiphoton tomograph MPTflex (JenLab 
GmbH, Germany) equipped with a tuneable 
80 MHz, 200 fs Ti:Sa laser MaiTai (Spectra 
Physics, USA).

TCSPC-based FLIM module with SPC-150 
detector (Becker & Hickl GmbH, Germany) 
integrated into the MPTflex system.

SPCImage™ version 4.8 (Becker & Hickl 
GmbH) for FLIM analysis.

Inverted Laboratory Microscope Leica DMIL 
Led

10.3  Methods

10.3.1  Cell Culturing

Grow HeLa Kyoto cells in 25 cm2 flask in DMEM 
containing 10% FBS, 100 μg/ml penicillin, and 
100 μg/ml streptomycin. Maintain cells by split-
ting them every 2–3 days with Trypsin-EDTA 
0.25%. HeLa cells should be split when they are 
70–80%-confluent, after they formed a tightly 
packed layer of cells (see Note 1).

10.3.2  Generation of Tumour 
Spheroids

 1. Remove a freshly confluent (~80%) flask of 
HeLa cells from the cell culture incubator and 
place within a sterile cell culture hood.

 2. Wash cell monolayer twice with Vercen buffer 
(2.5 ml for a 25 cm2 flask), add Trypsin- 
EDTA 0.25% (1 ml for a 25 cm2 flask) to 
detach cells and incubate cells at 37°C for 
2–5 min.

 3. Check cell detachment under a microscope 
and neutralize Trypsin- EDTA with complete 
growth medium DMEM (5 ml for a 25 cm2 
flask).

 4. Centrifuge cell suspension at 1.000 rpm for 
5 min at room temperature.

 5. Remove supernatant, tap the tube and re- 
suspend cell pellet in 1 ml of complete growth 
medium using a pipette. This should yield a 
single cell suspension without cell clusters.
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 6. Count cells using a Goryaev’s chamber and 
dilute the cell suspension to obtain 0.5 × 103 
cells/ml).

 7. Transfer the cell suspension to a sterile dish 
and, using a multichannel pipette, dispense 
200 μl/well (100 cells) into ultra-low attach-
ment 96-well round bottom plates.

 8. Transfer the plates to an incubator (37 °C, 5% 
CO2, 80% humidity). Three days later, visu-
ally confirm tumour spheroid formation using 
light microscope (see Note 2).

 9. Exchange media every 3 days. Remove plate 
from the incubator, carefully remove 100 μL 
of media per well and replace with 100 μL 
fresh culture media. Return plate to the 
incubator.

10.3.3  Preparation of Spheroids 
for Live Cell Viscosity Imaging

 1. Carefully transfer the required number of 
spheroids (usually 8–10) from the plate to 
Eppendorf using an automatic 1-ml pipette, 
wash with 1 ml DMEM media without phenol 
red (see Notes 3 and 4).

 2. Gently replace the media with fresh DMEM 
media without phenol red and transfer the 
spheroids in 1 ml media on the glass-bot-
tom FluoroDishes using a 5 ml-pipette (see 
Note 5).

 3. Transfer the dishes to an incubator (37°C, 5% 
CO2, 80% humidity) for 2 h for attachment 
and confirm tumour spheroid attachment visu-
ally or using light microscope (see Note 6).

 4. Carefully replace the culture media with ice- 
cold Hank’s solution without Ca2+/Mg2+ (drop 
by drop) and incubate spheroids at +4°C (on 
ice) for 10–12 min. Ice-cold solution and incu-
bation on ice are used to prevent endocytosis.

 5. Prepare Hank’s medium or PBS solution 
containing 4.5 μM in BODIPY, by diluting 
BODIPY DMSO stock. The final incubation 
solution should contain less than, 0.5% 
DMSO by volume and should be kept 
ice-cold.

 6. Replace Hank’s solution in the cell dish with 
ice-cold BODIPY solution.

 7. Image spheroids kept in BODIPY solution 
using two-photon FLIM microscopy (room 
temperature is 20°C) (see Note 7).

 8. It is desirable to perform imaging within 
30 min of adding BODIPY to spheroids. At 
longer incubation times an intracellular uptake 
of BODIPY and its aggregation within cells 
may occur (see Note 8).

10.3.4  Two-Photon Excited 
Microscopy and FLIM 
of Tumour Spheroids

 1. Set up the scan head of the MPTflex system 
in the inverted position for in vitro imaging 
(see Note 9).

 2. Place the glass-bottom dish with attached 
spheroids on the adapter ring connected 
with a microscope objective so that the 
spheroid is maximally close to the centre 
of the objective.

 3. Enter the correct FLIM parameters (e.g. 
pixel dwell time—44 μs, acquisition 
time—11.7 s).

 4. Select an excitation wavelength of 850 nm to 
excite BODIPY fluorescence and laser 
power < 12 mW (typically 5–7 mW); fluo-
rescence detection is at 500–600 nm. Start 
scanning and, using the XY and Z position-
ing by an integrated motorized stage, bring a 
spheroid in the field of view and adjust the 
focus to the middle cross-section of the 
spheroid (see Notes 10 and 11).

 5. Adjust magnification, if necessary.
 6. Record FLIM image using 127 × 127 pixels 

resolution and check in the SPCImage 
 software that the pixel intensities are appro-
priate (≥5000 photons per decay per pixel or 
>100 photons in the maximum of the decay 
in the case of monoexponential decay are 
required for adequate fitting) (see Note 12). 
The acquisition time for one optical section 
is typically 12 s.

 7. Increase the laser power and/or acquisition 
time if required. Adjust the excitation power 
for each image depth, if required.
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 8. Record FLIM images for each tumour spher-
oid at intervals starting from t = 0 up to 
30 min. At longer incubation times an intra-
cellular uptake of BODIPY and its aggrega-
tion within the cells may occur.

 9. At the end of the acquisition, record an 
instrument response function, IRF, using 
exactly the same excitation parameters as for 
the data acquisition. An IRF is required for 
the accurate data fitting. The IRF could be 
recorded by using an SHG signal from dried 
sugar or urea film on the coverslip (425 nm 
detection for 850 nm excitation) or by using 
fluorescein solution containing 1 M KI as a 
quencher, resulting in a very short fluores-
cence decay (500–600 nm detection for 
850 nm excitation).

 10. Save each individual image and the IRF 
acquired.

 11. Perform live/dead cell staining using dual 
channel confocal imaging with 2 μM Calcein 
AM and 4 μM Propidium Iodide, to ensure 
that viscosity imaging was performed on 
live cells.

10.3.5  Data Analysis

 1. Import FLIM image and IRF into SPCImage 
software

 2. Fix the “offset” and “scatter” parameters by 
checking corresponding boxes on the 
SPCImage software interface.

 3. Use “Incomplete Multiexponential” fitting 
model (go to Options and select Model)

 4. Adjust the binning to achieve pixel intensities 
of ≥5000 photons per decay per pixel or >100 
photons in the maximum of the decay in the 
case of monoexponential decay.

 5. Fit time-resolved fluorescence decays in the 
region of interest using a monoexponential 
model. The χ2 ≤ 1.20 value indicates that the 
model used provides a reasonable fit. Discard 
the data that does not display monoexponen-
tial fit, as this may be indicative of aggrega-
tion and self-quenching of the dye, rendering 
the lifetime/viscosity calibration unusable 
(see Note 12).

 6. Calculate the histogram of fluorescent lifetime 
τ in each image.

 7. In the case of mixed mono- and bi- exponential 
decays in the field of view, analyse individual 
pixels with monoexponential decays only and 
export these measurements to a spreadsheet. 
Record on the spreadsheet the relevant image 
information (e.g., well or spheroid number, 
relative time point).

 8. Convert experimentally measured lifetimes 
(in ns) to viscosity values (in cP) using cali-
bration plot for your viscosity probe. Calculate 
the viscosity using the following equations:

x y=
2

0 0206. , for BODIPY++

x y=
2 1887

0 0221

.

.
, for BODIPY-C10, where 

x—viscosity (in cP), y—fluorescence lifetime 
τ (in ns).

10.4  Notes

All manipulations with cell culture and spheroids 
should be performed in sterile conditions.

 1. For spheroids preparation HeLa cell culture 
within 4–10 passage numbers are used.

 2. The absence of formed spheroids after three 
days can be a consequence of cell culture 
contamination.

 3. The spheroids can be cultured in the DMEM 
media without phenol red over the whole 
time. Then the replacement of media is not 
required.

 4. For transferring the spheroids of big size 
(5 days and later) we recommend to cut the 
tip of the 1 ml-pipette using sterile scissors 
or scalpel.

 5. We recommend to transfer small 3-day 
spheroids on the glass-bottom FluoroDishes 
in 0.5 ml DMEM media without phenol red 
for faster and more effective attachment.

 6. If the spheroids did not attached after 2 h, 
remove 0.3–0.5 ml of the medium from the 
dish, and transfer the plates to an incubator 
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(37°C, 5% CO2, 80% humidity) for 30 min to 
1 h. Then confirm the attachment.

 7. The medium containing BODIPY++ cannot 
be removed during FLIM imaging, other-
wise the dye will diffuse from the membrane, 
at least in the outside region of a spheroid. 
BODIPY-C10 accumulates inside cells via 
endocytosis and the medium containing 
BODIPY-C10 can be washed once the 
desired level of staining has been achieved. 
In our experience good cell staining can be 
achieved after 10 min incubation.

 8. If imaging of viscosity is required for period 
of time longer than 30 min (for example 
when monitoring dynamic processes with 
characteristic times of 30 min to 1 h), there is 
an option to keep the spheroids in the cold 
(<10°C), using a temperature-controlled 
stage. Cold temperature will stop the endo-
cytosis of the dye and the exclusive mem-
brane staining will be maintained for longer 
periods of time. However, cold temperature 
will affect the base viscosity of the mem-
brane (the viscosity will increase) and it may 
also affect the dynamics of metabolism and 
the nature of the process under observation.

 9. Any inverted confocal or multiphoton FLIM 
systems will be suitable for the data 
acquisition.

 10. Depending on the laser, other wavelengths in 
the range 780–900 nm can be used to excite 
BODIPY fluorescence using multiphoton 
excitation. Select a wavelength that results in 
the brightest fluorescence signal. One- 
photon excitation (450–500 nm) results in an 
excessive amount of scattering from spher-
oid samples, and poor depth penetration, but 
can be used successfully in a monolayer cell 
culture.

 11. It is recommended to image spheroids with-
out BODIPY as a control, to estimate the lev-
els of autofluorescence of the sample and to 
make sure that autofluorescence does not 
contaminate the signal for the BODIPY 
rotor. For example, the high level of autoflu-
orescence can result in biexponential fluo-
rescence decay, even in the absence of 
aggregation. To locate a spheroid, first select 

an excitation wavelength of 740 nm to excite 
autofluorescence from cells (NAD(P)H is 
predominantly excited at this wavelength) 
and move it to the centre of the field of view; 
then select an excitation wavelength of 
850 nm to acquire a control image in the 
absence of BODIPY.

 12. Biexponential decays may be indicative of 
aggregation. We are unable to check for 
aggregation due to the fixed filters in 
MPTflex system (and therefore we discarded 
biexponential data as quenching), however, 
on a FLIM system with variable filters, this 
can be done by testing monomer and 
aggregate- specific emission wavelength 
ranges, as described in ref. [34]

10.5  Anticipated Results

Using the protocol described here, we have gen-
erated tumour spheroids from human cervical 
cancer cells HeLa and visualized microscopic 
viscosity using BODIPY-based fluorescent 
molecular rotors and FLIM.

Figure 10.1 shows representative confocal 
z-stack of living tumour spheroid stained with 
BODIPY++ rotor on the day 5 after cell seeding. 
By this time spheroids normally reach the size of 
500–550 μm. FLIM images were recorded using 
850 nm pulsed excitation and a fixed pre-fitted 
emission filter for 409–660 nm fluorescence 
detection. After 10 min incubation with the solu-
tion of the rotor, bright fluorescence, typical of 
BODIPY++ was observed from 3D cell culture. 
BODIPY++ rotor penetrated to a full depth of the 
spheroids, showing an efficient staining of the 
plasma membranes of cells at all depths. The 
decays recorded from the plasma membranes of 
cells following incubation with BODIPY++ were 
monoexponential, as could be seen from the 
goodness of fit (χ2) values close to 1. Fluorescence 
lifetimes of BODIPY++ were narrowly (and 
symmetrically) distributed around 2.58 ± 0.04 ns, 
with no differences between cells from the core 
and the periphery of the spheroids. We converted 
FLIM maps to viscosity maps, using previously 
reported calibrations [33]. According to the 
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calibration curves, the membrane viscosity in 
HeLa cells in the spheroids at this stage of growth 
was 359 ± 11 cP.

The plasma membrane staining upon incuba-
tion with BODIPY++ was reported previously 
for monolayers of cells [18, 29]. It is important to 
note that membrane microviscosity values 
obtained for HeLa cells in spheroids were the 
same as for HeLa monolayer culture (349 ± 15 cP, 
unpublished data), and rather close to the values 
measured in mouse colon carcinoma cells 
CT26 in monolayer culture and in animal tumours 
(377 ± 27 cP and 386 ± 19 cP, respectively [29]) 
using BODIPY++.

In some cells within a spheroid, BODIPY++ 
was internalized into the cells. The areas of inter-
nalised rotor produced biexponential fluores-
cence decays (the areas with χ2 values of >1.5 in 
Fig. 10.1), presumably, due to BODIPY++ aggre-
gation. In the case of biexponential decays, vis-
cosity measurements were impossible.

Since a tumour spheroid represents a hetero-
geneous formation and is composed of cells 
with different proliferative and metabolic activ-
ities, as well as other phenotypic characteris-
tics, we examined weather membrane 

microviscosity differs for spheroids of different 
sizes (i.e. during spheroid growth). Monitoring 
of the viscosity was performed from day 3 to 
day 10 of the spheroid growth using BODIPY++ 
(Fig. 10.2).

Prior to spheroid transfer to the glass-bottom 
dishes for imaging, their morphology was assessed 
by conventional transmission microscopy. HeLa 
cells typically formed multicellular spheroids 
within 3 days after seeding. At this stage of growth, 
spheroids represented non- compact agglomerates 
of large cancer cells. By day 5 the spheroids 
became rounder and had a compact structure, in 
which a more dense, homogenous core and an 
outer layer of actively proliferating cells can be 
distinguished. By day 10 the spheroids begin to 
disintegrate due to their large size. As the spher-
oids grew, their diameter increased from ~400 μm 
(day 3) to ~800 μm (day 10).

Fluorescence lifetime of BODIPY++ was 
analysed at the centre and at the periphery of all 
spheroids, at all time-points. Fluorescence life-
time measurements and subsequent calculation 
of viscosity showed no significant differences 
between viscosity values recoded for spher-
oids of different sizes, nor between central and 

Fig. 10.1 Two-photon excited (TPE) fluorescence and 
FLIM images of living tumour spheroid incubated with 
4.5 μM solution of BODIPY++. Z-stack of the spheroid 
was obtained at day 5 of the growth. Excitation was 850 
nm, detection −409–660 nm. Control spheroid imaged at 

identical conditions that was not incubated with 
BODIPY++ is also shown in the first column. The χ2 maps 
confirm good monoexponential fitting in the areas where 
χ2 ≈ 1 (indicated by the orange colour). Scale bar is 
150 μm and is applicable to all images
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peripheral zones (Fig. 10.2). Fluorescence life-
time of the rotor was ~2.5 ns that corresponded 
to a viscosity value of ~350 cP.

To ensure that neither the spheroid growth 
over several days, nor the addition of BODIPY 
affected cellular viability, the live/dead staining 
of spheroids was performed immediately after 
FLIM imaging. For this 2 μM Calcein AM and 
4 μM Propidium Iodide (Live/Dead Cell Double 
Staining Kit, Sigma) were added to the dishes, 
and fluorescence of the dyes was imaged using 
LSM 880 microscope (Carl Zeiss, Germany). 
For Calcein AM the excitation wavelength was 
488 nm, registration range was 550–570 nm, for 
Propidium Iodide, 543 nm for excitation and 
600–700 nm for detection was used. Analysis of 
cell viability using live/dead staining showed 
that during the whole period of growth spher-
oids consisted of viable cells; and an insignifi-
cant number of dead cells within spheroids 
appeared on days 7 and 10. Therefore, we did 
not detect any changes of microscopic viscosity 
of plasma membranes in HeLa cells during 
tumour spheroid growth, as well as in living 

cells across individual spheroids, which indi-
cates that microviscosity of membrane is a rela-
tively stable parameter, not affected by the 
metabolic and proliferative activity of cells and 
by the heterogeneity of the cellular microenvi-
ronment. BODIPY++ was demonstrated to be a 
non-toxic and highly spheroid-permeable dye, 
suitable for viscosity imaging.

Finally, we tested another molecular rotor 
BODIPY-C10 for mapping microviscosity in liv-
ing tumour spheroids. BODIPY-C10 is a hydro-
phobic molecule that displays extremely poor 
water solubility. Previous studies with 
BODIPY-C10 in monolayer cell cultures showed 
the intracellular uptake of this molecular rotor 
with punctate cellular distribution, probably 
located in the endocytotic vesicles [27]. 
Incubation of HeLa spheroids with BODIPY-C10 
resulted in fast penetration of the rotor into the 
cells at all depths of the spheroid and punctate 
staining of the cell cytoplasm (Fig. 10.3). 
Monoexponential fitting of time resolved fluores-
cence decays showed fluorescence lifetimes 
2.02 ± 0.05 ns, corresponding to the viscosity of 

Fig. 10.2 Measuring microviscosity during spheroid 
growth. (a) Transmission, two-photon excited (TPE) fluo-
rescence and FLIM images of living tumour spheroid 
incubated with 4.5 μM solution of BODIPY++ and live/
dead cell staining using calcein-AM (viable cells, green) 
and propidium iodide (PI, dead cells, red). (b) 
Quantification of viscosity in central and peripheral areas 
of the tumour spheroids incubated with BODIPY++. 

M ± SD, n = 4 spheroids for each time-point (10 measure-
ments from each spheroid). For BODIPY++ excitation 
wavelength was 850 nm, detection was 409–660 nm. The 
χ2 maps confirm good monoexponential fitting in the areas 
where χ2 ≈ 1 (indicated by the orange colour). Images of 
the middle cross sections of the spheroids are shown. 
Scale bars are 150 μm
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210 ± 11 cP. Again, no differences in the viscosity 
were found between cells from the centre and the 
periphery of spheroids. This viscosity value is 
consistent with those measured in the internal 
cellular organelles previously using the same 
rotor [18].

Therefore, we demonstrate the possibility of 
non-invasive mapping of microviscosity of living 
tumour spheroids using non-toxic BODIPY- 
based fluorescent molecular rotors and FLIM. As 
expected, water-soluble BODIPY++ rotor dis-
played localisation in the plasma membrane of 
cells, while BODIPY-C10 with poor aqueous 
solubility showed distribution into the hydropho-
bic regions of the cellular cytoplasm. The viscos-
ity value recorded for the plasma membrane of 
cells in 3D culture are higher than that for the 
internal staining, and both values are consistent 
with measurements performed for monolayer cell 
cultures. Measuring viscosity of plasma mem-
brane upon the spheroids growth showed that vis-
cosity value is constant for multicellular nodules 
of different sizes.
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11.1  Introduction

The invasion of tumour cells into neighbouring 
tissue is a hallmark of cancer and constitutes the 
initial step of metastasis—the spread of tumour 
cells to distant tissues or organs [1]. Metastasis 
contributes to over 90% of cancer deaths [2]; 
however, the development of anti-metastatic 
therapies has been largely unsuccessful to date 
[3, 4], in part because of the absence of good pre-

dictive in vitro models for drug screening. 2D 
in vitro cell culture is currently the standard 
model used for initial preclinical drug testing. 
Yet, this model fails to replicate essential features 
of the tumour microenvironment such as oxygen 
and drug diffusion gradients, and cell-extracellu-
lar matrix (ECM) signalling. 3D multicellular 
tumour spheroids more closely represent tissue 
organisation in vivo and offer a powerful alterna-
tive to classical 2D models.

To elucidate the mechanisms of cell invasion 
and evaluate the effects of drugs on cell migra-
tion, spheroids need to be imaged in their entirety, 
live, over several hours. This brings new 
 challenges in terms of sample preparation, 
microscopy, data analysis and interpretation. We 
here describe the use of a multicellular tumour 
spheroid model to investigate cellular migration 
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and invasion in 3D using light-sheet fluorescence 
microscopy (LSFM). In a typical spheroid inva-
sion assay, spheroids are plated on, or embedded 
in, ECM in a 96-well plate. The plates are imaged 
using an inverted microscope and invasion is 
quantified by measuring the distance that cells 
have migrated away from the spheroid [5, 6]. 
While this technique has the advantage of being 
high-throughput, it only provides information 
about the movement of cells in the x–y plane and 
does not provide any information about the migra-
tion of cells within spheroids. A further disadvan-
tage of this technique is the inability to track 
individual cells.

We here describe an experimental protocol to 
track the invasion of individual cells in the x, y 
and z planes using LSFM. Both the migration of 
cells within spheroids, as well as their invasion in 
to the surrounding matrix, can be studied. Such 
an approach provides important information 
about the effects of the 3D architecture of cells on 
cell migration. While it is possible to acquire 3D 
images using a confocal microscope, the depth 
penetration is poor. The development of LSFM, 
also known as single-plane illumination micros-
copy (SPIM), has led to a revolution in the imag-
ing of large (>0.2 mm) living biological samples 
in 3D. LSFM was developed by Huisken et al. in 
2004 and uses a plane of light, provided by dual 
illumination objectives, to provide optical sec-
tioning [7]. The sheet of light illuminates only the 
focal plane of the detection objective, resulting in 
reduced photobleaching and phototoxicity com-
pared to confocal microscopy [7, 8]. LSFM 
proved very soon to be an ideal tool to rapidly 
observe large living multicellular specimens 
obtained in a three-dimensional cell culture [9].

Spheroids are embedded in a solution of 
Matrigel and media and mounted in an FEP tube, 
which is suspended in a liquid-filled chamber 
where it can be moved through the light sheet to 
produce a z-stack. Light is detected by a CCD or 
CMOS camera, which allows for very fast image 
acquisition compared with traditional point- 
scanning confocal microscopy, which samples 

pixel by pixel. This makes LSFM an ideal 
 technique for imaging cell movement in a large, 
tightly packed spheroid when z-stacks need to be 
acquired in rapid succession to facilitate the 
tracking of cells. To make analysis more amena-
ble, the data can be down-sampled in space and 
bit-depth to allow further analysis on a range of 
computer hardware. From the raw or processed 
data it is possible to quantify the movements of 
cells within the spheroids, as well as those invad-
ing into ECM.

11.2  Materials

11.2.1  Cell Culture

 1. U87 glioblastoma cells (HTB-14; ATCC, UK)
 2. T-75 flasks
 3. Minimum Essential Medium (MEM) supple-

mented with 10% v/v Foetal Bovine Serum 
and 1% v/v Sodium-Pyruvate

 4. We used U87 cells stably expressing Histone 
2B fused to Red Fluorescent protein (H2B- 
mRFP) using lentiviral transduction. The 
plasmid used for transduction was pHIV- 
H2BmRFP (Addgene, plasmid #18982)

11.2.2  Materials

 1. 96-well Perfecta3D® Hanging Drop plates 
(3D Biomatrix, USA; ordered from Sigma) 
for spheroid formation

 2. 0.22 μm PES filters (Biofil®, Guangzhou, 
China)

 3. Teflon plunger (Brand GMBH, Wertheim, 
Germany)

 4. Glass capillaries with green tag, size 3, inner 
diameter 1 mm (Brand GMBH, Wertheim, 
Germany)

 5. Fluorinated Ethylene Propylene (FEP) tubing, 
1/16”ID × 1/8”OD (S 1815–04, BOLA, 
Germany)

 6. Parafilm
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11.2.3  Chemicals

Corning® Matrigel® Basement Membrane Matrix, 
phenol red free (Corning, ordered from VWR, UK)

11.2.4  Equipment

 1. Light-sheet microscope Z.1 (Zeiss, Germany)
 2. Cell incubator set at 37 °C, 5% CO2 (Sanyo, 

Japan)
 3. TC20 automated cell counter (Bio-Rad, UK)
 4. HP Z640 computer workstation (Hewlett- 

Packard, US) equipped with six central pro-
cessing units (CPUs; Intel Xeon E5-2620v3 
2.4 GHz) and 128 GB of DDR4 RAM (see 
Note 1).

11.3  Methods

11.3.1  Cell Staining for Imaging 
and Tracking

A nuclear marker is used to facilitate the auto-
mated identification of cells. We previously 
found that nuclear stains show poor penetration 
in spheroids; therefore, it was necessary to cre-
ate a cell line stably expressing a fluorescent 
nuclear reporter protein. We expressed histone 
H2B by transducing U87 cells with the pHIV-
H2BmRFP construct generated by Welm et al. 
[10] (see Note 2).

11.3.2  Formation of Multicellular 
Tumour Spheroids

 1. Make a cell suspension using a pellet of 
2.4 × 104 U87 cells in 1 mL of filtered 
growth media. Media needs to be filtered 
through a 0.22 μm PES filter as unfiltered 
media contains small particulates that spher-
oids adhere to.

 2. Pipet the cell suspension (50 μl per well) into 
a 96-well Perfecta3D Hanging Drop plate 
where it will form a hanging droplet 
(Fig. 11.1). After three days, the cells will 

have compacted from a loose aggregate and 
formed a compact spheroid.

 3. On day 3, transfer the spheroids to a 35 mm 
non-treated culture dish using a P1000 pipette. 
Depending on size/compactness of the spher-
oids, it is usually beneficial to cut the final 
segment of the blue P1000 tip to widen the 
diameter of the tip and avoid spheroid disrup-
tion during the transfer and change media 
every 2–3 days (2 mL media/dish). As spher-
oids settle at the bottom of the dish, the old 
media is simply aspirated with a pipette and 
replaced with fresh media.

11.3.3  Sample Mounting

 1. Prepare all the materials needed for spheroid 
mounting: FEP tubes, Teflon plunger and 
glass capillary (Fig. 11.2a).

 2. Collect individual spheroids from the tissue 
culture dish using a Pasteur pipette, and trans-
fer in a droplet of media to an empty dish 
(Fig. 11.2b).

 3. Aspirate the surrounding media using a pipette 
and replace with 50% ice-cold Matrigel and 
50% growth media supplemented with 25 mM 
HEPES. See Note 3 about the choice of 
Matrigel for embedding and Note 4 for drug 
treatment, if required.

 4. Insert a Teflon plunger into an FEP tube (sev-
eral cm in length) and use it to draw the spher-
oid into the opposite end of the tube 
(Fig. 11.2c). Before drawing up the spheroid, 
a small amount of air needs to be drawn up to 
create an air gap where the tube can be cut 
using scissors to release it from the plunger 
(see Note 5).

 5. Insert the FEP tube into a glass capillary, 
which is marginally wider in diameter than 
the FEP tube (Fig. 11.2d). If a close fit is 
achieved, there is no need for any additional 
fixative to hold the tube within the 
capillary. 

 6. Wrap the end of the FEP tube, which is not 
inside the glass capillary, in parafilm 
(Fig. 11.2e), insert the complete set-up 
(Fig. 11.2f) in the sample holder (Fig. 11.2g) 
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and immerse in the sample chamber, which is 
filled with RO water and maintained at 37 °C 
for the duration of the experiment.

11.3.4  Image Acquisition

 1. Excite the samples with the appropriate wave-
length for the fluorophore used using a 10x 
illumination objective. Collect emitted light 

through the appropriate filter for the fluoro-
phore using a 20x W Plan-Apochromat 
objective.

 2. Acquire images every 3 min with a z-step of 
1.66 μm, starting approximately 50 μm in 
front of the spheroid. Use the Lightsheet Z.1 
Zen software (Zeiss) for image acquisition 
(Fig. 11.3). Acquisition can be performed 
from three angles if necessary for further 3D 
reconstruction, depending upon sample size 

Fig. 11.1 Hanging 
Drop plate. The cell 
suspension is pipetted 
into the wells to form a 
hanging droplet ( red 
arrow). Spheroids form 
within 3 days in the 
droplets. The spheroids 
are harvested by tapping 
the plate onto a large 
Petri dish, so that they 
can be pipetted and 
transferred into a 35 mm 
dish filled with cell 
culture medium

Fig. 11.2 Spheroid 
mounting. (a) From the 
top: ruler shown for 
scale, glass capillary 
(left) and FEP tube 
(right), Teflon plunger 
(b) single spheroid (red 
arrow) in a droplet 
containing the Matrigel- 
medium mix. (c) 
Drawing of the spheroid 
(red arrow) into the FEP 
tube. (d) Detail of FEP 
tube held within the 
glass capillary. (e) 
Sealing one end of the 
FEP tube with parafilm. 
(f) Detail view of the 
spheroid (red arrow) in 
the FEP tube. (g) 
Photograph of the whole 
capillary holder ready to 
be inserted into the 
LSFM microscope
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(see Note 6). Images are acquired using a pco.
edge scientific complementary metal–oxide–
semiconductor (sCMOS) camera.

11.3.5  Image Processing

We suggest using the following workflow to pre-
pare the data for analysis (Fig. 11.4). Pre- 

processing the data is essential if you do not have 
access to a computer cluster, due to the large file 
sizes produced (up to 0.75 TB for one experi-
ment). Down-sampling is acceptable in our case, 
as the loss in resolution has minimal effect upon 
the precision of feature detection.

 1. Use the macro written in Fiji by D. Mason 
(available at https://bitbucket.org/davemason/

Fig. 11.3 Image acquisition. Select the preferred Z stack, 
Time Series and Multiview options in Experiment Design 
(a). Switch on the laser (b). Set up the appropriate light-
path (c) laser intensity and exposure times (d) for the fluo-
rescent labels in use. Decide the duration of the experiment 

and the time interval between the acquisitions (e). Set the 
z spacing (f): 1.66 micron in the example. Select the 
desired number of views (g), three evenly spaced (e.g. 0, 
120, 240 degrees) being a suggested minimum
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lsfm_scripts). The macro loads one time point 
at a time and down-samples the data by decreas-
ing bit depth from 16 bit to 8 bit and performing 
2x spatial binning in X and Y. Options for crop-
ping are also available. More down-sampling 
means a smaller file size and faster manipula-
tion but less precise spot detection.

 2. If you have used multiple acquisition angles 
(Note 6), you can register and fuse them using 
the Multiview Reconstruction Application 
plugin [11], following the tutorials on the 
ImageJ website (http://imagej.net/Multiview-
Reconstruction also archived at: https://web.
archive.org/web/20170222212102/http://
imagej.net/Multiview-Reconstruction). If 
there is a problem with sample drift (see Note 
7), the same plugin can also be used for drift 
correction.

11.3.6  Image Analysis

After processing, the data are amenable to feature 
detection and tracking using the open source soft-
ware Fiji (for example via the Trackmate plugin) 
or using other software such as Imaris. Simple 
statistics such as instantaneous spot speed are pro-
vided in the output, however bespoke analysis can 
be used to query the data in a multitude of ways.

11.4  Notes

 1. The computational requirements are offered 
as a guideline only and will be highly depen-
dent upon your sample and acquisition set-
tings. The down-sampling script referenced in 
3.5.1 requires a single time point be loaded 
into memory at once therefore this should 
inform hardware requirements.

 2. The use of longer excitation/emission wave-
length red fluorescent proteins (RFPs) results 
in reduced autofluorescence, light scattering 
and excitation phototoxicity, making RFP 
(and variants) the most suitable fluorescent 
protein variant for long-time-lapse live-cell 
imaging in thick samples [12].

 3. The most typical approach for preparing small 
samples for imaging using LSFM is to embed 
them in a hydrogel, such as agarose, which 
has a refraction index close to that of water. 
We initially attempted to embed spheroids in 
1% (w/v) low-melt agarose diluted in cell cul-
ture medium. However, agarose is not an ideal 
embedding medium for long-term culture 
because it is not a physiological substrate; it 
also precluded cell invasion. We also tried 
embedding spheroids in collagen IV and 
MaxGel ECM (Sigma); however, we again 
found that the cells did not invade.

Fig. 11.4 Summary of steps to reduce file size and make 
data sets ready for image analysis. After acquisition, Fiji 
is used to first reduce file size by down-sampling and bin-
ning, and then to correct sample drift and register the mul-

tiple views. Approximate file sizes after each step and 
time to process are shown for a large spheroid imaged 
from three angles, although these are highly 
sample-dependent
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 4. If drug treatment is required, the drug can be 
added to the growth media at the desired 
concentration.

 5. FEP tubes: Spheroids were mounted in a 
Matrigel-medium mix in FEP tubes, thereby 
creating conditions suitable for stable long- 
term imaging. As the spheroid is contained in a 
discrete compartment the sample chamber can 
be filled with distilled water instead of media. 
This means that there is no need to dismantle 
and sterilise the chamber after each use as con-
tamination is not an issue. Furthermore, much 
smaller volumes of expensive reagents (e.g. 
Matrigel, drugs) are required because the vol-
ume of the FEP tube is much smaller than the 
volume of the sample chamber.

 6. Multi-view acquisition and reconstruction: 
Many small samples (below ~150 μm) can be 
imaged from a single angle. Some small and 
many larger samples such as spheroids will 
benefit greatly from acquiring multiple acqui-
sition angles and reconstructing them post 
acquisition.

While it is possible to carry out online dual 
side fusion using the Zen software, this does 
not include a registration step so can compli-
cate multiview registration if the system is not 
perfectly aligned. We suggest that users who 
are doing more than one angle do not enable 
dual side fusion, and instead use the Multiview 
Registration Application to register both dual 
side data and multiple acquisition angles at 
the same time.

 7. Drift: We found that an initial sample drift, 
typically upward, tended to occur in the first 
three hours of the experiment, before cells had 
begun to invade. Therefore, we chose to mount 
spheroids on the light-sheet microscope 
immediately after embedding but to delay 
imaging for 3 h after sample mounting, to 
allow the sample to stabilise.
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Abstract

Raman imaging microscopy is a powerful tool for label-free imaging of 
biological samples. It has the advantage of measuring the spatial distribu-
tion of endogenous proteins and lipids in cells, as well as obtaining chemi-
cal information on these endogenous molecules, such as hydrogen bonding 
and electrostatic interactions. However, because Raman intensity is very 
weak compared with fluorescence intensity, obtaining a reliable Raman 
image requires fast acquisition of a Raman image and rejection of back-
ground fluorescence. In this chapter, we describe the procedure for obtain-
ing images of the Raman band of interest using a multipoint technique, 
which is the fast acquisition method for obtaining an image.
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12.1  Introduction

Over the last few decades, Raman imaging 
microscopy has attracted great attention by biolo-
gists as a nondestructive and label-free technique 
to study molecular distribution in living systems. 
All living systems consist of molecules, and the 
contents and distribution of molecules in or 
between cells determine structure and function 

of a living system. Therefore, it is essential to 
study molecular distribution within living cells, 
tissues, and organs in order to understand their 
functions.

“Raman scattering” is a phenomenon that was 
discovered in 1921 by Sir C. V. Raman. He was 
fascinated by the scattered blue light of sunlight 
from the Mediterranean Sea and started to inves-
tigate scattered light components with wave-
lengths different from incident light. He found 
that the energy difference between the incident 
and scattered light (frequency shifts) depends on 
the molecule observed. After publishing his first 
paper on Raman scattering in 1928 [1], he was 
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given the Nobel Prize in Physics just two years 
later, in 1930, for the discovery of Raman 
scattering.

Raman scattering is the inelastic scattering 
process of a photon by a molecule (see Fig. 12.1). 
When photons are incident on molecules, almost 
all the photons scatter elastically and maintain 
the frequency of the incident light. This phenom-
enon is called Rayleigh scattering. A small frac-
tion of the incident photons are scattered 
inelastically, either loosing or gaining some 
energy from a molecule. The inelastically scat-
tered photons with lower photon energy appear at 
longer wavelengths (red-shifted) and are called 
Stokes Raman scattering, while those with higher 
photon energy appear at shorter wavelengths 
(blue-shifted) and are called anti-Stokes Raman 
scattering. The energy difference between an 
incident photon and an inelastic scattered photon, 
which is called Raman shift, corresponds to the 
energy of a molecular vibration causing the 
inelastic scattering of the incident photon. As 
shown in Fig. 12.1, Stokes Raman scattering cor-
responds to the transition with the energy of the 
final state higher than that of the initial state, and 
anti-Stokes Raman scattering corresponds to the 
energy of the final state lower than that of the ini-
tial state. Therefore, anti-Stokes Raman scatter-
ing arises only from molecules that are populated 
on excited vibrational states, resulting in very 
weak intensity compared with Stokes Raman 
scattering. The intrinsic vibrational energy levels 
in a molecule are determined by chemical struc-
ture and environment of the molecule. We can, 
therefore, obtain information on the chemical 

structure and intra- and inter-molecular interac-
tions of the target molecule by measuring its 
Raman spectrum, which is a plot of the magni-
tude of Raman scattering (Raman intensity) 
against Raman shift. The energy of a vibration 
inducing Raman scattering is measured as the 
peak position of the Raman band.

Raman imaging microscopy, which maps the 
spatial distribution of the Raman band of interest 
in a sample, has great advantages compared with 
other imaging techniques. Since each molecule 
has its own Raman spectrum, the spatial distribu-
tion of endogenous chemical substances can be 
obtained by Raman imaging microscopy without 
labeling of probes [2, 3]. Namely, Raman imaging 
usually does not require chemical pretreatment 
and provides direct and quantitative information 
on molecular distributions in living systems. 
Infrared (IR) absorption spectroscopy also gives 
information on vibrations of a molecule and IR 
imaging microscopy is used to observe the spatial 
distribution of molecules in solids, such as tablets 
used in pharmaceutical science. However, IR 
spectroscopy is difficult to be applied to living 
systems because the very strong IR absorption of 
water greatly interferes with the observation of 
the IR absorption bands of other molecules. 
Furthermore, Raman spectroscopy has higher 
spatial resolution than IR spectroscopy, which 
comes from the fact that the visible light is gener-
ally used as the excitation source for Raman 
spectroscopy and the spatial resolution is higher 
at shorter wavelengths.

The disadvantage of Raman spectroscopy is 
that Raman intensity is very weak compared with 
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fluorescence. The cross-section for Raman 
scattering is estimated to be 10−30 ~ 10−25 cm−2, 
which is much smaller than the absorption cross-
section of fluorescent probes (10−16 cm−2 for typi-
cal dye molecules having a molar extinction 
coefficient, ε, of ~104 M−1 cm−1). This means that 
the intensity of Raman scattering is ten orders of 
magnitude weaker than that of fluorescence and it 
takes time to measure a Raman spectrum or a 
Raman image with high signal-to-noise (S/N) 
ratio. Therefore, Raman imaging microscopy 
requires both a high-sensitive detection system 
and a fast acquisition technique.

In Raman imaging microscopy, the Raman 
spectrum at each spatial location is collected and 
the integrated intensity of the Raman band of 
interest is mapped to convert to an image of the 
Raman band. In this chapter, we first briefly intro-
duce the classical theory of Raman scattering, 
examples of Raman spectra and Raman images of 
cells. We then describe materials, methods, and 
notes for Raman imaging microscopy with a mul-
tipoint technique that is one of the fast acquisition 
methods for obtaining an image.

12.2  Theory

There are two ways to interpret the physics of 
Raman scattering: classical and quantum inter-
pretation. In classical interpretation, light is con-
sidered as an electromagnetic wave and Raman 
scattering results from the interaction between 
the oscillating electric field of light and the elec-
tron cloud of a molecule via its polarizability. On 
the other hand, in quantum interpretation, light is 
considered as a particle, and Raman scattering is 
thought to be the inelastic collision between a 
photon and a molecule. Classical interpretation is 
intuitive and is easy to understand the selection 
rule of Raman transition, namely that a molecular 
vibration does not always exhibit Raman scatter-
ing. Here we briefly introduce classical interpre-
tation of Raman scattering and derive the 
selection rule. It is noted that introduction of 
quantum mechanical theory is necessary to 

understand some optical phenomena related to 
Raman scattering, such as the resonance effect.

The electric field of incident light with 
frequency νi is described as

 
E E e v ti i= ( )0 1 2cos π

 
(12.1)

where E0 and e1 are the amplitude and the unit 
vector of the electric field, respectively. When 
incident light interacts with a molecule, the oscil-
lating electric field causes a change in the elec-
tron density distribution of the molecule and then 
induces a dipole moment (induced dipole 
moment, μind) in the molecule. When the ampli-
tude of the electric field is sufficiently low, the 
induced dipole moment is the product of the elec-
tric field and the molecular polarizability, α, of 
the molecule.

 
µ α α πind i i= = ( )E E e v t0 1 2cos

 
(12.2)

The molecular polarizability corresponds to 
the magnitude of the change in electron density 
in a molecule with an external electric field. This 
value is changed slightly in synchronization with 
molecular vibrations because the molecular 
structure is synchronously changed with vibra-
tions. When the frequency of a molecular motion 
is νR, the molecular polarizability changes syn-
chronously with νR:

 
α α ∆α π= + ( )0 2cos v tR  

(12.3)

where α0 is the mean polarizability and Δα is the 
amplitude of the variation of the polarizability 
with the vibration. Eq. (12.2) is therefore 
expanded to:
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Equation (12.4) shows that the induced dipole 
moment has three oscillating components with 
different frequencies. One component has a fre-
quency of the incident light and the other two 
components have frequencies shifted by the fre-
quency of the molecular vibration causing the 
change in molecular polarizability. A dipole oscil-
lation with a certain frequency emits electromag-
netic radiation (i.e., light) of the same frequency. 
Therefore, the first component causes light emis-
sion with the same frequency as the incident light, 
that is, Rayleigh scattering. The second and third 
components generate light emission shifted to 
lower frequency (νi − νR) and higher frequency 
(νi + νR), respectively. These lower- and higher-
shifted light are Stokes Raman scattering and 
anti-Stokes Raman scattering, respectively.

As shown in Eq. (12.4), Raman scattering 
does not appear when the molecular polarizabil-
ity remains unchanged with a molecular vibra-
tion (Δα = 0). It is therefore said that Raman 
scattering is observed only for molecular vibra-
tions inducing the change in molecular polariz-
ability (Δα ≠ 0). The vibrations showing Raman 
scattering are called Raman active vibrations. 
Skeletal vibrations such as C = C stretching and 
C = O stretching modes are known to show strong 
Raman intensity.

12.3  Examples and Materials

12.3.1  Example of Raman spectra

Molecular vibrations of chemical substances 
existing in a cell or constructing plasma mem-
branes can be probed using Raman spectros-
copy. Fig. 12.2a shows a Raman spectrum of 
human cervical carcinoma (HeLa) cells, which 
is a representative immortal cell line cultured 
in scientific research. The excitation wave-
length is 532 nm. The assignments of the 
observed bands are also shown in the same fig-
ure. The Raman band due to C–H bonds of 
fatty acids and proteins are observed at around 
1450 cm−1, and the Raman band at around 
1650 cm−1 is ascribed to the amide band of pro-
teins in a cell.

It should be noted that the Raman bands of 
proteins or fatty acids in Fig. 12.2 are ascribed to 
the summation of a variety of proteins or fatty 
acids in cells; it is difficult to distinguish a pro-
tein or fatty acid of interest from others by 
conventional Raman spectroscopic techniques. 
In Fig. 12.2a, however, some Raman bands 
 assignable to protein cytochrome c (cyt c) are 
clearly observed, which is due to the so-called 
resonance Raman effect, a phenomenon of the 

Fig. 12.2 Raman 
spectra of HeLa cells 
with the excitation 
wavelength of 532 nm 
(a), 488 nm (b), and 
229 nm (c). A, G 
adenine and guanine, F 
phenylalanine, W 
tryptophan, Y tyrosine
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remarkable enhancement of the Raman intensity 
that occurs when the wavelength of the excitation 
light is in the region of the electronic absorption 
of the observed molecule. An excitation wave-
length of 532 nm is in resonance with the absorp-
tion of cyt c in the region of 500–570 nm, 
resulting in the strong enhancement of their 
Raman bands [4]. Actually, the Raman bands of 
cyt c disappear when the Raman spectrum of 
HeLa cells is observed at an excitation wave-
length of 488 nm, which is not efficiently reso-
nant with the absorption of cyt c.

Amino acids with an aromatic ring, such as 
tryptophan and phenylalanine, have an absorp-
tion band in the ultraviolet (UV) region of 220–
300 nm. Therefore, the Raman bands of aromatic 
amino acids are remarkably enhanced with UV 
excitation. The Raman spectrum of HeLa cells 
with the excitation wavelength of 229 nm is 
shown in Fig. 12.2c. The obtained spectrum is 
markedly different from that obtained at the visi-
ble excitation (Fig. 12.2a, b), and the Raman 
bands due to tryptophan (W) and tyrosine (Y) in 
HeLa cells are clearly observed with 229 nm 
excitation wavelength. In conclusion, it is impor-
tant to remember that the Raman spectrum of liv-
ing cells and tissues changes with excitation 
wavelength.

12.3.2  Example of Raman imaging

Imaging of the spatial distribution of the Raman 
band of interest is obtained using a microscopic 
technique. Fig. 12.3 shows the example of an 
image of the C–H stretching Raman band in a sin-
gle HeLa cell, together with a bright field image. 
All the images shown in this chapter were obtained 
using a multipoint confocal Raman imaging 
microscope (Phalanx-R, Tokyo Instruments, inc.), 
whose details are shown later.

The intensity between 2847 and 2918 cm−1 is 
integrated at each pixel, which is converted to an 
image of the C–H stretching Raman band. The 
intensity reflects the concentration of C–H bonds 
in each cellular compartment and the dull round 
region corresponds to the nucleus which has 
fewer C–H bonds than the cytosol. The Raman 
images at different depths are also obtained using 
a confocal microscopic technique, which is 
shown in Fig. 12.4.

12.3.3  Materials

The preparation of living cells for Raman micros-
copy is very similar to that for standard fluores-
cence microscopy. Endogenous proteins and 

Fig. 12.3 Bright field 
(a) and confocal Raman 
(b) images of a single 
HeLa cell. The Raman 
image was obtained by 
the integration of the 
intensity in the area of 
the C–H stretching band, 
which is shown in a gray 
bar in the Raman 
spectrum of a single 
HeLa cell (c). The 
excitation wavelength 
was 532 nm

12 Raman Imaging Microscopy



168

lipids are usually probed in Raman measure-
ments of cells and tissues without loading dye. 
The preparation of HeLa cells for Raman micros-
copy is shown as follows.

 1. Culture medium for HeLa cells is prepared 
using DMEM, as shown in Chap. 8.

 2. Stocked HeLa cells are thawed at room tem-
perature and mixed with 4 ml of the culture 

medium. The cell suspension is centrifuged at 
100 × g for 3 min then the supernatant is aspi-
rated. The resultant pellet is suspended with 
4 ml of the culture medium. Then HeLa cells 
are plated in 10 cm dishes with 8 ml of the 
culture medium and are incubated in a 5% 
CO2 humidified atmosphere at 37 °C until 
semi-confluent.

 3. Cells are washed with phosphate buffered 
saline (PBS) buffer, the PBS is aspirated, and 
then cells are incubated for 2 min with 1–2 ml 
of trypsin/EDTA. The culture medium is 
added to the dish, cells are centrifuged, then 
resuspended using the culture medium.

 4. Cells are plated in a 5 cm glass-bottomed dish 
with 3 ml of the cultured medium and are 
incubated for one day.

 5. Cells are washed at least twice using Hanks’ 
Balanced Salt Solution (HBSS). After the 
HBSS is aspirated, 3 ml of HBSS is added into 
the glass-bottomed dish, and then the Raman 
measurement is initiated (see Notes 1, 2).

12.4  Methods

12.4.1  Measurement System

Any one-photon laser microscopes can be com-
bined with Raman imaging microscopy. Confocal 
laser-scanning microscopes are mostly used for 
Raman imaging because tightly focusing of exci-
tation laser-beam is necessary to obtain efficient 
Raman signals. Therefore, wide-field microscopy 
is usually considered not be suitable for Raman 
imaging microscopy. The construction of a con-
focal Raman imaging microscope is similar to 
that of a standard confocal fluorescence micro-
scope except for the detection system. A highly 
sensitive detection system must be prepared for 
Raman imaging microscopy because Raman 
intensity is much weaker than fluorescence inten-
sity and a spectrograph is usually equipped with 
the microscope to obtain Raman signals as a 
spectrum, resulting in the reduction of Raman 
intensity.

Highly sensitive charge-coupled device (CCD) 
cameras are mostly used in Raman imaging 

Fig. 12.4 Confocal Raman images of a single HeLa cell 
with changing position in the Z direction, together with a 
bright field image of the same cell. The excitation wave-
length was 532 nm
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microscopy. The quantum efficiency, which rep-
resents the conversion efficiency from incident 
photon to electron, is the most important term 
considered to select CCD for Raman imaging 
microscopy. The quantum efficiency should be as 
high as possible in the wavelength region where 
Raman signals appear. Noises such as dark cur-
rent, reading noise, and shot noise should also be 
considered when obtaining a Raman image with 
high S/N ratio. CCD for Raman microscopy is 
usually cooled by thermoelectric (TE) cooling 
system to −50 ~ −100 °C to reduce dark current. 
A liquid-nitrogen cooled CCD is also used to 
measure very weak Raman spectra [5].

Because Raman intensity is very weak com-
pared with fluorescence intensity as mentioned 
above, one of the serious problems in Raman 
imaging microscopy is that it takes a long time to 
obtain a Raman image. Prolonged laser irradia-
tion is often necessary to obtain a Raman image, 
resulting in significant damage to biological sam-
ples. Development of a fast acquisition system 
for Raman images, as well as a high-efficient 
detection system is very important to apply 
Raman imaging microscopy to a variety of bio-
logical systems. The line scanning technique is 
one of the methods for fast acquisition of an 
image [6, 7].

Multipoint (multifocus) imaging microscopy 
is a fast acquisition method [8–10] commercially 
available from a few companies. In multipoint 
microscopy, an excitation laser is split into X by 
X using a spatial light modulator, then X2 beam-
lets are focused with an objective lens onto a 
sample with keeping the array shape. The Raman 
signal from each spot is collected and transferred 
to a fiber bundle to rearrange two-dimensional 
Raman signals into a one-dimensional single 
line. Then the single line of the Raman signals is 
introduced into a spectrograph to be dispersed, 
and therefore X2 Raman spectra are detected at 
once by the CCD detector. The obtained X2 spec-
tra are converted to a two-dimensional Raman 
image with the integration of the Raman band of 
interest at each point. Multipoint imaging 
microscopy ideally enables us to obtain a Raman 
image at once without the scan of the excitation 
laser beam.

12.4.2  Procedure for Raman imaging

The procedure for conventional Raman imaging 
microscopy is very similar to that for standard 
fluorescence microscopy except for the measure-
ment time. In this chapter, we have shown the 
protocols to obtain Raman images using a multi-
point confocal Raman imaging microscope with 
a TE-cooled CCD detector. There is some techni-
cal knowledge for multipoint confocal micros-
copy to be understood for obtaining a reliable 
image. The procedure for obtaining images of 
HeLa cells in the C–H stretching band region is 
as follows. An inverted microscope is used in this 
experiment and a simple bright field CCD camera 
is equipped to monitor bright field images of 
samples and beam spots.

 1. Turn on the visible diode laser, CCD camera, 
confocal microscope, XYZ-piezo stage, and 
PC. Tune the laser power to ~0.5 W. CCD is 
cooled to ~ −50 °C (see Notes 3–5).

 2. Select the 60X oil immersion objective lens 
and place it in the center of the sample stage. 
After stabilization of the CCD temperature, 
place one drop of immersion oil directly on 
the top of the objective lens (see Note 6).

 3. Set a glass-bottomed dish on the stage of the 
microscope. This dish is empty and is only 
used for obtaining background signals (see 
Note 7).

 4. The room is darkened (see Note 8).
 5. Close the shutter of the laser and measure the 

dark noise of the system with 10 s accumula-
tion time. The obtained background spec-
trum is automatically subtracted from the 
Raman spectrum at each pixel using a soft-
ware program.

 6. The excitation light is split into X by X with 
a spatial light modulator, and a total of X2 
beamlets of square matrix array are focused 
onto the glass-bottomed dish by the immer-
sion objective lens. Signals at all the spots 
are collected by the same objective lens and 
are transferred to a fiber bundle. The Raman 
signals are rearranged to form a one- 
dimensional line by this fiber bundle and 
then are introduced into the spectrograph to 
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obtain the line of the Raman spectra (see 
Note 9).

 7. Confirm using a bright field camera that the 
excitation beamlets keep a square matrix 
array (see Note 10).

 8. The beamlets are focused onto the glass of 
the dish. Then measure the spectra at 100 
points with 10 s accumulation time (see Note 
11).

 9. Set the glass-bottomed dish containing HeLa 
cells on the stage of the microscope and 
adjust the position of the objective lens to 
focus on HeLa cells by observing the bright 
field image (see Note 12).

 10. Start the measurement of the Raman spectra 
at 100 spatial points with 10 s accumulation 
time. If necessary, scan the sample stage 
using the XY-piezo stage and aquire more 
points to interpolate the gaps between the 
beamlets and/or enlarge the observation area 
(see Note 13).

 11. Measure Raman spectra step-by-step with 
changing z-axis every ~1 μm

 12. Change the position of the sample stage to 
the area where cells are not observed and 
measure the Raman spectra with the same 
experimental conditions as in step 10.

 13. Integrate the intensity across the C–H 
stretching band in wavenumber at each spa-
tial point obtained by steps 10 to convert to 
the Raman image. At each height position, 
the Raman image is obtained by the same 
procedure. The image obtained here is called 
the Image 13.

 14. Make the image of signals from the dish 
glass in step 8 with the same integration 
region as that of Image 13. The resultant 
image is called Image 14.

 15. Make the image of signals obtained by step 
12 with the integration of the intensity across 
the O–H stretching band in wavenumber to 
convert to the image of the O–H stretching 
band of the medium. The resultant image is 
called Image 15.

 16. Image 14 sometimes has weak C–H stretch-
ing Raman bands due to the immersion oil. 
In this case, Image 14 is subtracted from 

Image 13 until the C–H stretching band com-
pletely disappears in the area where cells are 
not observed in the image. This is because 
the cell medium used in Raman measure-
ments, such as HBSS, does not show any 
C–H stretching band. The image of the C–H 
stretching Raman band without the contribu-
tion from the immersion oil is obtained (see 
Note 14).

 17. The image obtained by step 16 is divided by 
Image 15 to compensate the irregularity 
among the intensities of the beamlets (see 
Note 15).

 18. Singular value decomposition (SVD) analy-
sis is performed to reduce background noise 
in some cases (see Note 16).

12.5  Notes

 1. Culture media including several nutrients 
often exhibit background fluorescence, which 
lowers the S/N ratio of a Raman image. Opti-
MEM without phenol red, which is usually 
used as a background-free medium for fluo-
rescence microscopy, also shows background 
fluorescence. On the other hand, inorganic 
media such as PBS do not show any disturb-
ing fluorescence when there is no organic 
impurity in the buffer. It is recommended to 
measure the fluorescence spectrum of the 
medium in advance with the excitation wave-
length to be used. It is also necessary to be 
aware that Raman signals due to substances 
constituting the culture medium also appear 
as background signals.

 2. PBS is a buffered solution and is widely used 
as a medium for cells to maintain a neutral 
pH and osmotic pressure on cells. PBS is 
ease to preparation and a recipe to prepare 
PBS depends on researcher or laboratory. 
However, cells cannot live long in PBS, and 
therefore PBS is not suitable for Raman 
imaging microscopy because it takes a long 
time to obtain a Raman image. HBSS is a 
balanced salt solution maintaining physio-
logical pH and osmotic pressure on cells. 
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HBSS is used as a medium for living cells 
and can keep cells alive for longer than 
PBS. HBSS is, therefore, adequate for 
Raman imaging microscopy as a cell medium 
exhibiting no fluorescence. However, prepa-
ration of HBSS is a little difficult and it may 
be better to buy HBSS than make it. It is also 
noted that HBSS cannot be used in a CO2 
incubator.

 3. Autofluorescence from biological samples 
interferes with the measurement of a Raman 
spectrum. Cells and tissues have endogenous 
fluorophores and exhibit fluorescence with-
out dye staining, which is called autofluores-
cence. An excitation wavelength exhibiting 
weak or no autofluorescence should be used 
in the Raman measurements of biological 
samples.

 4. The magnitude of autofluorescence depends 
on the excitation wavelength because auto-
fluorescence intensity is proportional to the 
absorption intensity of endogenous fluoro-
phores. Representative autofluorescent fluo-
rophores are tryptophan, nicotinamide 
adenine dinucleotide (NADH), and flavin 
adenine dinucleotide (FAD), whose absorp-
tion wavelengths are 250–300 nm, 300–
400 nm, and 300–500 nm, respectively. The 
fluorescence wavelengths of these fluoro-
phores are 300–450 nm (tryptophan), 400–
600 nm (NADH), and 500–650 nm. The 
wavelength longer than 500 nm is therefore 
suitable as the excitation wavelength for mea-
suring Raman spectra of biological samples.

 5. A longer excitation wavelength is also appro-
priate for biological samples because dam-
age of samples due to irradiation of excitation 
laser light becomes smaller using longer 
wavelengths.

 6. Spatial resolution of Raman imaging micros-
copy, including z-axis resolution, is deter-
mined by objective lens, which is the same as 
that of other microscopes.

 7. When placing the glass-bottomed dish on the 
stage, care must be taken not to introduce 
bubbles into the immersion oil.

 8. The room (surroundings around the micro-
scope) should be darkened to eliminate any 
stray light and the monitor of PC should 
be also turned off, if possible.

 9. Scattered excitation light should not be 
allowed to enter the CCD detector that is eas-
ily broken by strong light. Care should also 
be taken not to damage the bright field cam-
era with the introduction of strong light.

 10. When the array of the beamlets is distorted, 
adjust the mirrors introducing the laser beam 
to the spatial light modulator.

 11. The interval of the spots of the beamlets on 
the sample depends on the objective lens and 
the excitation wavelength. It is therefore rec-
ommended in advance to measure the inter-
val of spots using the objective lens and the 
wavelength to be used.

 12. Because of very weak Raman intensity, it 
takes more than several seconds to obtain a 
Raman image. Therefore, damage to samples 
due to prolonged photo-irradiation must be 
considered to determine experimental 
parameters, such as laser power, accumula-
tion time, and pixel dwell time. Pixel dwell 
time is the irradiation time at each pixel of 
the image in a point-scanning confocal 
microscopy.

 13. All imaging measurements should be per-
formed with the same number of points 
because arithmetical operations between the 
images are necessary to obtain the final 
image.

 14. The most serious problem in multipoint 
microscopy is that the confocal condition is 
often broken and the Raman band of the 
immersion oil is overlapped in the spectra of 
a cell. Therefore, very careful optical align-
ment is necessary, and if the band of immer-
sion oil appears, this band must completely 
be removed using the procedures shown in 
the previous section.

 15. The Raman image of the O–H stretching 
band of the medium ideally has no irregu-
larity because the concentration of water 
must be the same in a dish. Therefore, the 
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appearance of irregularity in the image 
results from the irregularity among the 
intensities of the beamlets or inappropriate 
optical conditions such as slight inclination 
of the stage. The irregularity of beamlets 
can be compensated by the division of the 
image of the O–H stretching band of the 
medium. This procedure is only necessary 
for multipoint microscopy.

 16. SVD is a mathematical technique, in which 
a raw matrix is decomposed into two sets 
of vectors and corresponding singular val-
ues. In the analysis of an image using 
SVD, a raw 4D data matrix (spatial × spa-
tial × spatial × spectral) is converted into a 
2D matrix A (spatial × spectral), and then 
the obtained 2D matrix is decomposed into 
three matrices as

 A U W VT= × ×  (12.5)

 where U and V are matrices containing sin-
gular vectors, and W is a diagonal matrix 
where the diagonal elements represent the 
singular values in decreasing order. The 
components with large singular values cor-
respond to the Raman spectra of samples and 
those with small singular values are just 
noise components in the spectrum [2, 11]. 
Therefore, the contribution of noise to the 
Raman spectra can be reduced using only the 
first several values of W (i.e. by replacing the 
rest values of W with zero) for the recon-
struction of the spectra.
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