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Preface

The Third International Conference on Technologies and Innovation (CITI 2017) was
held during October 24–27 2017, in Guayaquil, Ecuador. The CITI series of confer-
ences aim to become an international framework and meeting point for professionals
who are mainly devoted to research, development, innovation and university teaching,
within the area of computer science and technology applied to any important field of
innovation. CITI 2017 was organized as a knowledge-exchange conference consisting
of several contributions about current innovative technology. These proposals deal with
the most important aspects and future prospects from an academic, innovative, and
scientific perspective. The goal of the conference was the feasibility of investigating
advanced and innovative methods and techniques and their application in different
domains in the field of computer science and information systems, which represents
innovation in current society.

We would like to express our gratitude to all the authors who submitted papers to
CITI 2017, and our congratulations to those whose papers were accepted. There were
68 submissions this year. Each submission was reviewed by at least three Program
Committee (PC) members. Only the papers with an average score of 1.0 or higher were
considered for final inclusion, and almost all accepted papers had positive reviews or at
least one review with a score of 2 (accept) or higher. Finally, the PC decided to accept
24 full papers.

We would also like to thank the PC members, who agreed to review the manuscripts
in a timely manner and provided valuable feedback to the authors.

October 2017 Rafael Valencia-García
Katty Lagos-Ortiz

Gema Alcaraz-Mármol
Javier Del Cioppo
Néstor Vera-Lucio

Martha Bucaram-Leverone



Organization

Honorary Committee

Martha Bucaram Leverone Universidad Agraria del Ecuador, Ecuador
Javier Del Cioppo Universidad Agraria del Ecuador, Ecuador
Néstor Vera Lucio Universidad Agraria del Ecuador, Ecuador
Teresa Samaniego Cobo Universidad Agraria del Ecuador, Ecuador

Organizing Committee

Rafael Valencia-García Universidad de Murcia, Spain
Katty Lagos-Ortiz Universidad Agraria del Ecuador, Ecuador
Gema Alcaraz-Mármol Universidad de Castilla-La Mancha, Spain
Javier Del Cioppo Universidad Agraria del Ecuador, Ecuador
Néstor Vera Lucio Universidad Agraria del Ecuador, Ecuador
Martha Bucaram Leverone Universidad Agraria del Ecuador, Ecuador

Program Committee

Jacobo Bucaram Ortiz Universidad Agraria del Ecuador
Martha Bucaram Leverone Universidad Agraria del Ecuador
Rafael Valencia-García Universidad de Murcia, Spain
Miguel Ángel

Rodríguez-García
King Abdullah University of Science and

Technology, Saudi Arabia
Eugenio Martínez-Cámara Technical University of Darmstadt, Germany
Antonio A. López-Lorca University of Melbourne, Australia
José Antonio Miñarro-Giménez Medical University Graz, Austria
Catalina Martínez-Costa Medical University Graz, Austria
Lucía Serrano-Luján Imperial College London, UK
Chunguo Wu Jillin University, China
Giner Alor-Hernández Instituto Tecnológico de Orizaba, Mexico
José Luis Ochoa Universidad de Sonora, Mexico
Ana Muñoz Universidad de Los Andes, Venezuela
Gema Alcaraz-Mármol Universidad de Castilla-La Mancha, Spain
Ricardo Coelho Silva Federal University of Ceará, Brazil
Francisco

M. Fernandez-Periche
Universidad Antonio Nariño, Colombia

Alejandro Rodríguez-González Universidad Politécnica de Madrid, Spain
Carlos Cruz-Corona Universidad de Granada, Spain
Dagoberto Catellanos-Nieves Universidad de la Laguna, Spain
Juan Miguel Gómez-Berbís Universidad Carlos III de Madrid, Spain



Jesualdo Tomás
Fernández-Breis

Universidad de Murcia, Spain

Francisco García-Sánchez Universidad de Murcia, Spain
Antonio Ruiz-Martínez Universidad de Murcia, Spain
Maria Pilar Salas-Zárate Universidad de Murcia, Spain
Mario Andrés Paredes-Valverde Universidad de Murcia, Spain
Luis Omar Colombo-Mendoza Universidad de Murcia, Spain
Katty Lagos-Ortiz Universidad Agraria del Ecuador, Ecuador
José Medina-Moreira Universidad de Guayaquil, Ecuador
César Morán Castro Universidad Agraria del Ecuador, Ecuador
Dedime Campos Quinto Universidad Agraria del Ecuador, Ecuador
Vanessa Vergara Universidad Agraria del Ecuador, Ecuador
Rocío Cuiña Universidad Agraria del Ecuador, Ecuador
José María Álvarez-Rodríguez Universidad Carlos III de Madrid, Spain
Thomas Moser St. Pölten University of Applied Sciences, Austria
Lisbeth Rodríguez Mazahua Instituto Tecnologico de Orizaba, Mexico
José Luis Sánchez Cervantes Instituto Tecnologico de Orizaba, Mexico
Cristian Aaron Rodríguez

Enriquez
Instituto Tecnologico de Orizaba, Mexico

Humberto Marín Vega Instituto Tecnologico de Orizaba, Mexico
María Teresa Martín-Valdivia Universidad de Jaén, Spain
Miguel A. García-Cumbreras Universidad de Jaén, Spain
Begoña Moros Universidad de Murcia, Spain
Salud M. Jiménez Zafra Universidad de Jaén, Spain
Arturo Montejo-Raez Universidad de Jaén, Spain
A.M. Abirami Thiagarajar College of Engineering, Madurai, India
Elena Lloret Universidad de Alicante, Spain
Anatoly Gladun V.M. Glushkov of National Academy Science,

Ukraine
Yoan Gutiérrez Universidad de Alicante, Spain
Miguel A. Mayer Universidad Pompeu Fabra, Spain
Gandhi Hernandez Universidad Tecnológica Metropolitana, Mexico
Manuel Sánchez-Rubio Universidad Internacional de la Rioja, Spain
Mario Barcelo-Valenzuela Universidad de Sonora, Mexico
Alonso Pérez-Soltero Universidad de Sonora, Mexico
Gerardo Sanchez-Schmitz Universidad de Sonora, Mexico
José Luis

Hernández-Hernández
Universidad Autónoma de Guerrero, Mexico

Manuel Campos Universidad de Murcia, Spain
Jose M. Juarez Universidad de Murcia, Spain
Mario Hernández Universidad Autónoma de Guerrero, Mexico)
Guido Sciavicco University of Ferrara, Italy
José Aguilar Universidad de Los Andes, Venezuela
Ángel García Pedrero Universidad Politécnica de Madrid, Spain
Miguel Vargas-Lombardo Universidad Tecnologica de Panamá, Panamá
Denis Cedeño Moreno Universidad Tecnologica de Panamá, Panamá

VIII Organization



Viviana Yarel Rosales Morales Instituto Tecnologico de Orizaba, Mexico
José Javier Samper-Zapater Universidad de Valencia, Spain
Claudia Victoria Isaza Narvaez Universidad de Antioquia, Colombia
Raquel Vasquez Ramirez Instituto Tecnologico de Orizaba, Mexico
Janio Jadán Guerrero Universidad Indoamérica, Ecuador
Severino Feliciano Morales Universidad de Guerrero, Mexico

Local Organizing Committee

Andrea Sinche Guzmán Universidad Agraria del Ecuador, Ecuador
Maritza Aguirre Munizaga Universidad Agraria del Ecuador, Ecuador
Vanessa Vergara Lozano Universidad Agraria del Ecuador, Ecuador
Karina Real Avilés Universidad Agraria del Ecuador, Ecuador
Mayra Garzón Goya Universidad Agraria del Ecuador, Ecuador
María del Pilar Avilés Universidad Agraria del Ecuador, Ecuador
Raquel Gómez Chabla Universidad Agraria del Ecuador, Ecuador
Mariuxi Tejada Castro Universidad Agraria del Ecuador, Ecuador
Carlota Delgado Vera Universidad Agraria del Ecuador, Ecuador
Elke Yerovi Ricaurte Universidad Agraria del Ecuador, Ecuador
Karen Mite Baidal Universidad Agraria del Ecuador, Ecuador
Jorge Hidalgo Larrea Universidad Agraria del Ecuador, Ecuador
William Bazán Vera Universidad Agraria del Ecuador, Ecuador
Wilson Molina Oleas Universidad Agraria del Ecuador, Ecuador
Roberto Cabezas Universidad Agraria del Ecuador, Ecuador
Teresa Samaniego Cobo Universidad Agraria del Ecuador, Ecuador

Organization IX



Sponsoring Institutions

http://www.uagraria.edu.ec/

http://www.springer.com/series/7899

X Organization

http://www.uagraria.edu.ec/
http://www.springer.com/series/7899


Contents

Cloud and Mobile Computing

Migrating SOA Applications to Cloud: A Systematic Mapping Study . . . . . . 3
Miguel Botto-Tobar, Richard Ramirez-Anormaliza,
Lorenzo J. Cevallos-Torres, and Edwin Cevallos-Ayon

Analysis of Mobile Applications for Self-healthcare of Panamanian Patients
with Hepatitis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Denis Cedeño-Moreno, Miguel Vargas-Lombardo,
María Pilar Salas-Zárate, Mario Andrés Paredes-Valverde,
and Rafael Valencia-García

Intelligent Agents and Semantic Web Services: Friends or Foes? . . . . . . . . . 29
Francisco García-Sánchez and Héctor Hiram Guedea-Noriega

Knowledge Based and Expert Systems

An Ontology-Based Decision Support System for the Management
of Home Gardens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Vanessa Vergara-Lozano, José Medina-Moreira, Christian Rochina,
Mayra Garzón-Goya, Andrea Sinche-Guzmán,
and Martha Bucaram-Leverone

A Collaborative Filtering Based Recommender System for Disease
Self-management. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

José Medina-Moreira, Oscar Apolinario, Harry Luna-Aveiga,
Katty Lagos-Ortiz, Mario Andrés Paredes-Valverde,
and Rafael Valencia-García

Analysis of a Network Fault Detection System
to Support Decision Making . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Mitchell Vásquez-Bermúdez, Jorge Hidalgo,
María del Pilar Avilés-Vera, José Sánchez-Cercado,
and Christian Roberto Antón-Cedeño

Knowledge-Based Expert System for Control of Corn Crops . . . . . . . . . . . . 84
Karen Mite-Baidal, Carlota Delgado-Vera, Evelyn Solís-Avilés,
Manuel Jiménez-Icaza, Wilmer Baque,
and Mónica Patricia Santos-Chico

http://dx.doi.org/10.1007/978-3-319-67283-0_1
http://dx.doi.org/10.1007/978-3-319-67283-0_2
http://dx.doi.org/10.1007/978-3-319-67283-0_2
http://dx.doi.org/10.1007/978-3-319-67283-0_3
http://dx.doi.org/10.1007/978-3-319-67283-0_4
http://dx.doi.org/10.1007/978-3-319-67283-0_4
http://dx.doi.org/10.1007/978-3-319-67283-0_5
http://dx.doi.org/10.1007/978-3-319-67283-0_5
http://dx.doi.org/10.1007/978-3-319-67283-0_6
http://dx.doi.org/10.1007/978-3-319-67283-0_6
http://dx.doi.org/10.1007/978-3-319-67283-0_7


Applying a Software Estimation Method to the Human Resources
Management Based on PMBOK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Nemury Silega, Gilberto Fernando Castro, Danaysa Macías,
Mitchell Vasquez-Bermúdez, Walter Eduardo Paredes,
Néstor Vera-Lucio, and Jessenia Chalén

Evaluation of Vulnerability and Seismic Risk Parameters
Through a Fuzzy Logic Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Lorenzo J. Cevallos-Torres, Alfonso Guijarro-Rodriguez,
Nelly Valencia-Martínez, Jorge Tapia-Celi,
and Wilmer Naranjo-Rosales

Applications in Healthcare and Wellness

An IoT-Based Architecture to Develop a Healthcare Smart Platform . . . . . . . 133
Isaac Machorro-Cano, Uriel Ramos-Deonati, Giner Alor-Hernández,
José Luis Sánchez-Cervantes, Cuauhtémoc Sánchez-Ramírez,
Lisbeth Rodríguez-Mazahua, and Mónica Guadalupe Segura-Ozuna

A Development Model of an Embedded System for Improving
the Mobility of People with Physical Disabilities. . . . . . . . . . . . . . . . . . . . . 146

Maritza Aguirre-Munizaga, Vanessa Vergara-Lozano,
Carlota Delgado-Vera, Jorge Hidalgo, and Rosa González-Villalta

A Decision Support Visualization Tool for Infection Management
Based on BMPN and DMN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

Bernardo Cánovas-Segura, Francesca Zerbato, Barbara Oliboni,
Carlo Combi, Manuel Campos, Antonio Morales, Jose M. Juarez,
Francisco Palacios, and Roque Marín

Automatic Recording and Analysis of Somniloquy Through the Use
of Mobile Devices to Support the Diagnosis of Psychological Pathologies . . . 169

Virginia Aparicio-Paniagua, Jorge Pérez-Muñoz,
Alejandro Rodríguez-González, Ángel García-Pedrero,
Juan Miguel Gomez-Berbis, Consuelo Gonzalo-Martin,
Ernestina Menasalvas-Ruiz, and Giner Alor-Hernández

Clinical Assessment Using an Algorithm Based on Fuzzy
C-Means Clustering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

Alfonso A. Guijarro-Rodríguez, Lorenzo J. Cevallos-Torres,
Miguel Botto-Tobar, Maikel Leyva-Vazquez, and Jessica Yepez Holguin

Kushkalla: A Web-Based Platform to Improve Functional
Movement Rehabilitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

Fabián Narváez, Fernando Arbito, Carlos Luna, Christian Merchán,
María C. Cuenca, and Gloria M. Díaz

XII Contents

http://dx.doi.org/10.1007/978-3-319-67283-0_8
http://dx.doi.org/10.1007/978-3-319-67283-0_8
http://dx.doi.org/10.1007/978-3-319-67283-0_9
http://dx.doi.org/10.1007/978-3-319-67283-0_9
http://dx.doi.org/10.1007/978-3-319-67283-0_10
http://dx.doi.org/10.1007/978-3-319-67283-0_11
http://dx.doi.org/10.1007/978-3-319-67283-0_11
http://dx.doi.org/10.1007/978-3-319-67283-0_12
http://dx.doi.org/10.1007/978-3-319-67283-0_12
http://dx.doi.org/10.1007/978-3-319-67283-0_13
http://dx.doi.org/10.1007/978-3-319-67283-0_13
http://dx.doi.org/10.1007/978-3-319-67283-0_14
http://dx.doi.org/10.1007/978-3-319-67283-0_14
http://dx.doi.org/10.1007/978-3-319-67283-0_15
http://dx.doi.org/10.1007/978-3-319-67283-0_15


E-learning

Competences as Services in the Autonomic Cycles of Learning Analytic
Tasks for a Smart Classroom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Alexandra González-Eras, Omar Buendia, Jose Aguilar, Jorge Cordero,
and Taniana Rodriguez

A Cloud-Based Architecture for Robotics Virtual Laboratories . . . . . . . . . . . 227
Raquel Gómez-Chabla, Karina Real-Avilés, and Jorge Hidalgo

A Reference Framework for Empowering the Creation of Projects
with Arduino in the Ecuadorian Universities. . . . . . . . . . . . . . . . . . . . . . . . 239

Raquel Gómez-Chabla, Maritza Aguirre-Munizaga,
Teresa Samaniego-Cobo, Jhonny Choez, and Néstor Vera-Lucio

Ontology Model for the Knowledge Management in the Agricultural
Teaching at the UAE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252

Ana Muñoz-García, Javier Del Cioppo, and Martha Bucaram-Leverone

ICT in Agronomy

The Current State and Effects of Agromatic: A Systematic
Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

William Bazán-Vera, Oscar Bermeo-Almeida, Teresa Samaniego-Cobo,
Abel Alarcon-Salvatierra, Ana Rodríguez-Méndez,
and Valeria Bazán-Vera

A Photogrammetry Software as a Tool for Precision Agriculture:
A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

Carlota Delgado-Vera, Maritza Aguirre-Munizaga,
Manuel Jiménez-Icaza, Nadia Manobanda-Herrera,
and Ana Rodríguez-Méndez

Search for Optimum Color Space for the Recognition of Oranges
in Agricultural Fields. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296

José Luis Hernández-Hernández, Mario Hernández-Hernández,
Severino Feliciano-Morales, Valentín Álvarez-Hilario,
and Israel Herrera-Miranda

Predictive Models for the Detection of Diseases in Crops Through
Supervised Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 308

Cristina Páez Quinde, Margarita Narváez Ríos, Segundo Curay Quispe,
Marco Pérez Salinas, Francisco Torres Oñate,
Daniel Sánchez Guerrero, Javier Sánchez Guerrero,
and Carlos A. Morales F.

Contents XIII

http://dx.doi.org/10.1007/978-3-319-67283-0_16
http://dx.doi.org/10.1007/978-3-319-67283-0_16
http://dx.doi.org/10.1007/978-3-319-67283-0_17
http://dx.doi.org/10.1007/978-3-319-67283-0_18
http://dx.doi.org/10.1007/978-3-319-67283-0_18
http://dx.doi.org/10.1007/978-3-319-67283-0_19
http://dx.doi.org/10.1007/978-3-319-67283-0_19
http://dx.doi.org/10.1007/978-3-319-67283-0_20
http://dx.doi.org/10.1007/978-3-319-67283-0_20
http://dx.doi.org/10.1007/978-3-319-67283-0_21
http://dx.doi.org/10.1007/978-3-319-67283-0_21
http://dx.doi.org/10.1007/978-3-319-67283-0_22
http://dx.doi.org/10.1007/978-3-319-67283-0_22
http://dx.doi.org/10.1007/978-3-319-67283-0_23
http://dx.doi.org/10.1007/978-3-319-67283-0_23


Selection of Agricultural Technology: A Multi-attribute Approach. . . . . . . . . 319
Jorge L. García-Alcaraz, Valeria Martínez-Loya,
Aide Maldonado-Macias, and Liliana Avelar-Sosa

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

XIV Contents

http://dx.doi.org/10.1007/978-3-319-67283-0_24


Cloud and Mobile Computing



Migrating SOA Applications to Cloud:
A Systematic Mapping Study

Miguel Botto-Tobar1,2(B), Richard Ramirez-Anormaliza3,
Lorenzo J. Cevallos-Torres1, and Edwin Cevallos-Ayon3

1 Universidad de Guayaquil, Guayaquil, Ecuador
{miguel.bottot,lorenzo.cevallost}@ug.edu.ec

2 Eindhoven University of Technology, Eindhoven, The Netherlands
m.a.botto.tobar@tue.nl

3 Universidad Estatal de Milagro, Milagro, Ecuador
{rramireza,ecevallosa}@unemi.edu.ec

Abstract. Cloud Computing has emerged as an economical option to
use IT resources when needed without considerations about where they
are allocated or how they are delivered. Cloud Computing expands the
SOA capabilities by adding scalability, elasticity and other relevant qual-
ity attributes. In this context, many companies have started to migrate
their SOA applications to Cloud environments without proper support.
We conducted a systematic mapping study to gather the current knowl-
edge about existing strategies for migrating SOA applications to cloud
computing. 105 papers were identified and the results show that most
of the approaches follow a semi-automated (conventional) strategy for
migrating to the Cloud (93%) and that most of the reported works fol-
low a hybrid deployment model (60%). We additionally identify several
research gaps such as the need for more technology-independent solu-
tions, a common definition for concepts and resources, tool support, and
validation.

Keywords: SOA · Migration · Cloud computing · Systematic mapping

1 Introduction

Cloud computing is a paradigm shift that enables scalable processing and storage
over distributed, networked commodity machines [1]. The main characteristics
of cloud services are: on-demand self-service, ubiquitous network access, location
independent resource pooling, rapid elasticity, and measured service [2]. Cloud
computing technology is classified into Infrastructure as a Service (IaaS), Plat-
form as a Service (PaaS) and Software as a Service (SaaS). And their deployment
models as public, private, community and hybrid [2].

The use of cloud services enables companies to pay only for what they use
with regard to computing and network resources, rather than having to invest
in IT resources, and staff to support all the hardware and software needs. Cloud
computing has associated benefits and also challenges. One of these challenges
c© Springer International Publishing AG 2017
R. Valencia-Garćıa et al. (Eds.): CITI 2017, CCIS 749, pp. 3–16, 2017.
DOI: 10.1007/978-3-319-67283-0 1



4 M. Botto-Tobar et al.

is related to its adoption, more specifically, the migration of existing application
to cloud computing. There are few studies as reported in [3,4] that present the
evaluation of different cloud platforms for performance indicators. Nevertheless,
there is not sufficient literature available to support on process for migrating
existing applications to cloud.

The paper is organized as follows: Sect. 2 discusses related work. Section 3
presents the protocol we defined. Section 4 describes the results obtained.
Section 5 discusses the threats to the validity of the results, and finally, Sect. 6
presents our conclusions and suggest areas for further investigation.

2 Related Work

Cloud computing is a relatively new field in software engineering, this may be
a reason why there are few secondary studies related to cloud migration. Yunus
presents costs and risks of application migration [5], while Louridas [6] discussed
the migration of applications to the cloud examining key features of cloud offer-
ings based on the taxonomy from [7]. Khajeh-Hosseini et al. [8] illustrated the
potential benefits and risks associated with the migration of an IT system to
Amazon EC2 from a broad variety of stakeholder perspectives across the enter-
prise, thus transcending the typical, yet narrow, financial and technical analysis
offered by providers.

Kothari and Arumugam introduce guidelines to assess the feasibility of
migrating applications to the cloud and suggest a general migration strategy
for applications [9] while Sattaluri discusses different aspects that need to be
considered during application migration [10]. On the other hand, Mossburg lists
four important points that lead to a successful cloud migration [11].

All these studies are different from our work in the sense that they provide
general instructions or technology-specific issues related to cloud migration and
do not gather knowledge from other sources. Furthermore, these approaches are
focused on the IaaS level and not to PaaS nor SaaS levels.

With respect to methodologies, cloud service providers such as Microsoft,
Amazon, and Cisco also provide guidelines for migrating legacy applications
to their platforms [4,12–14]. Tran et al. [15] presented a taxonomy of critical
factors emphasizing that a migration to cloud platforms is not an easy task: some
changes need to be made to deal with differences in software environments, such
as programming model and data storage APIs, as well as varying performance
qualities.

Andrikopoulos et al. [16] focus on the challenges and solutions for each layer
when migrating different parts of the application to the Cloud. They categorized
different migration types and identify the potential impact and adaptation needs
for each of these types on the application layers. They also investigate various
cross-cutting concerns that need to be considered for the migration, and position
them with respect to the identified migration types.

In our previous work [17], we conducted a similar study with fewer criteria,
the results indicated research into cloud computing migration is still in its early
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stages. We identified research gaps: (i) MDD approach had been rarely used in
the process to migrate SOA applications to Cloud environments; and (ii) Some
quality characteristics which we consider relevant in applications (reliability,
maintainability, portability) had not received appropriate coverage.

Finally, there are several works about how to migrate SOA and other legacy
applications to the cloud but there is a need of gathering this knowledge and to
identify the existing research gaps and those aspects that are well-addressed in
practice.

3 Research Method

We have performed a systematic mapping study by considering the guidelines
that are provided in works as those [18–20]. A systematic mapping study is a
means of categorizing and summarizing the existing information about a research
question in an unbiased manner. The study was performed in three stages: Plan-
ning, Conducting, and Reporting. The activities concerning the planning and
conducting stages of our systematic mapping study are described in the follow-
ing sub-sections and the reporting stage is presented in Sect. 4.

3.1 Planning Stage

In this stage, we performed the following activities in order to establish a review
protocol: (1) Establishment of the research question; (2) Definition of the search
strategy, (3) Selection of primary studies, (4) Quality assessment, (5) Definition
of the data extraction strategy, and (6) Selection of synthesis methods. Each of
them is explained in detail as follows.

Research question. The goal of our study is to examine the current use of
strategies of migration of SOA applications to Cloud Computing environments
from the point of view of the following research question: How researchers and
practitioners migrate their SOA applications to Cloud Computing environments
and which is the effect on the quality? Since our research question is too broad,
it has been decomposed into more detailed sub-questions: RQ1: Which strategies
are used to migrate Service-Oriented Architecture applications to Cloud com-
puting environments? RQ2: Which are the consequences of the migration on the
product quality? RQ3: Which type of support is used to migrating SOA applica-
tions to Cloud Computing environments? RQ4: How is addressed the academic
and industry research on migrating SOA applications to Cloud Computing envi-
ronments?

Search strategy. The main digital libraries that were used to search for primary
studies were: IEEEXplore, ACM Digital Library, Science Direct, and Springer
Link. We also manually searched on relevant conference proceedings: Cloud Com-
puting, and IEEE CLOUD. In order to perform the automatic search of the
selected digital libraries, we used a search string (see Table 1). It was carried
out in March 2017, and the period reviewed included studies published from
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2006 to 2016 (inclusive). This starting date was selected because 2006 was the
year in which Amazon Inc. officially launched Amazon Web Services [21], and
after following up the references of the preliminary studies Cloud Computing
has started to appear in the Web Engineering field.

Selection of primary studies. Each study was evaluated in order to decide
whether or not it should be included (considering the title, abstract and key-
words). The studies that met at least one of the following inclusion criteria were
included: (1) Papers presenting migration strategies SOA applications to the
Cloud. (2) Papers presenting examples or empirical studies (e.g., study cases,
experiments) about migration strategies to Cloud Computing environments.

Table 1. Search string applied.

Concept Alternative terms or synonyms

Migration (migra* OR evolv* OR adopt* OR reus* OR mov*) AND

Services (soa OR service*) AND

Cloud cloud

The studies that met at least one of the following exclusion criteria were
excluded:

– Introductory papers for special issues, books or workshops.
– Duplicate reports of the same study in different sources.
– Papers with less than five pages.
– Papers not written in English.

Quality assessment. In addition to general inclusion/exclusion criteria, it is
considered critical to assess the quality of primary studies. A three-point Likert-
scale questionnaire was designed to provide a quality assessment of the selected
studies. The questions were:

1. The study presents strategies to migrate SOA applications to the Cloud.
2. The study has been published in a relevant journal or conference.
3. The study has been cited by other authors.

The possible answers to these questions were: I agree (+1), Partially (0), and I
do not agree (−1).

Data extraction strategy. It was based on providing the set of possible
answers for each research sub-question that had been defined. The possible
answers to each research sub-question are explained in more detail as follows.

With regard to RQ1 (Strategies used to migrate SOA applications to Cloud),
we consider the following C1–C5 extraction criteria:
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– C1: Migration strategies: we consider 2 migration strategies.
1. Conventional: if the paper uses a manual migration strategy.
2. MDD: if the paper uses a strategy based on models and transformations

[22].
– C2: Migration approaches: we consider 4 migration approaches [23].

1. Rehost: migration of the application without changing its architecture.
2. Refactor: migration of the application to a different hardware environ-

ment and/or change the application infrastructure configuration without
changing its external behavior.

3. Revise: migration to modify or extend the existing base code to support
legacy modernization requirements.

4. Rebuild: migration to rebuild a solution, discarding the code of the exist-
ing application and re-architecturing the application.

– C3: Migration types: we consider 4 migration types [16].
1. Replace components: one or more (architectural) components are replaced

by cloud services.
2. Partially migrate: to migrate some of the application functionality to the

cloud, such as application layers, and architectural components.
3. Migrate the whole software stack: to move the application that is encap-

sulated in VMs and run it on the cloud.
4. Cloudify: to complete migrate the application to the cloud.

– C4: Deployments model: we consider 4 model deployments [2].
1. Private: provisioned for exclusive use by a single organization comprising

multiple consumers.
2. Community: provisioned for exclusive use by a specific community of con-

sumers from organizations that have shared concerns.
3. Public: provisioned for open use by the general public.
4. Hybrid: provisioned as a composition of two or more distinct cloud

infrastructures (private, community, or public).
– C5: Service models: we consider 3 service models [2].

1. Software as a Service (SaaS): the capability provided to the consumer is
to use the provider applications running on a cloud infrastructure.

2. Platform as a Service (PaaS): the capability provided to the consumer
is to deploy onto the cloud infrastructure consumer-created or acquired
applications created using programming languages, libraries, services, and
tools supported by the provider.

3. Infrastructure as Service (IaaS): the capability provided to the consumer
is to provision processing, storage, networks, and other fundamental com-
puting resources where the consumer is able to deploy and run arbitrary
software, which can include operating systems and applications.

– With regard to RQ2 (C6: Quality aspects considered in the migration),
we consider the quality characteristics from the ISO/IEC 25010 standard
SQuaRE [24].

– With regard to RQ3 (C7: Type of support used in the migration), we consider
the following answers:
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1. Automated: if it presents a tool that automatically performs the entire
migration or a large portion of the migration.

2. Semi-automated: if it presents a partially migration using a software tool.
3. Manual: if it presents an approach that is performed manually, signifying

that the migration can be computer-aided but that the main tasks need
to be performed by a human.

Finally, with regard to RQ4 (Addressing of migration), we consider the fol-
lowing C8–C12 extraction criteria:

– C8: Phase(s) in which the studies are based: one or more ISO/IEC 12207 [25]
high-level processes:
1. Requirements: if the artifacts that are used as input for the migration

include high-level specifications of the application (e.g., task models, uses
cases, usage scenarios).

2. Design: if the migration is conducted on the intermediate artifacts that
are created during the development process (e.g., navigational models,
abstract user interface models, dialog models).

3. Implementation: if the migration is conducted at the final user interface
or once the application is completed.

– C9: Artifacts involved:
1. Models/Transformations: the artifacts used for the migration include

models or transformations (e.g., uses cases, class diagrams, transforma-
tions).

2. Source code: the artifacts used for the migration include any collection of
computer instructions.

3. Others: the artifacts used for the migration include elements not men-
tioned above (e.g., components, tasks, VMs images, databases).

– C10: Type of validation: types of validations [26]:
1. Survey: if it provides an investigation performed in retrospect.
2. Case study: if it provides an observational study in which data is collected

during real/simulated environments.
3. Experiment controlled: if it provides a formal, rigorous, and controlled

investigation that is based on verifying hypotheses. (d) Others: if it pro-
vides others forms not mentioned above (e.g., examples).

– C11: Usage scope: the context in which the migration strategy has been
defined or used (industrial and/or academic).

– C12: Environment of use: the environment in which the migration strategy
has been defined or used (mobile application, Web application, Ubiquitous,
Extension).

Synthesis method. We applied both quantitative and qualitative synthesis
methods. The quantitative synthesis was based on:

– Counting the primary studies that are classified in each answer from our
research sub-questions.

– Counting the number of papers found in each bibliographic source per year.

The qualitative synthesis is based on including several representative studies for
each criterion by considering the results from the quality assessment.
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3.2 Conducting Stage

The application of the review protocol yielded the following preliminary results
(see Table 2): A total of 105 research papers were therefore selected in accordance
with the inclusion criteria.

Table 2. Results of conducting stage.

Source Potential studies Selected studies

Automated search

IEEEXplore (IEEE) 1686 82

ACM DL (ACM) 35 8

Science Direct (SD) 431 7

Springer Link (SL) 629 3

Total 2781 100

Manual search

CLOUD COMPUTING 8 1

IEEE CLOUD 7 4

Total 15 5

Overall results from both searches 2796 105

4 Results

The overall results, which are based on counting the primary studies that are
classified in each of the answers to our research sub-questions, are presented in
Table 3. The included papers which are cited in this section as [SXX] are referred
to Appendix A.

Migration strategies. The results for criteria C1 (migration strategies)
revealed around 93% of the papers reviewed presented conventional strategy
(e.g., Babar et al. [S04], and Tran et al. [S30]). The remaining 7% of the stud-
ies reported the use of MDD strategy. MDD approaches rely on models as a
means of abstracting the development process from the peculiarities of each
cloud platform. These results may indicate that there are few studies that used
this strategy to migrate existing system to cloud computing environment (e.g.,
Guillen et al. [S14], and Mohagheghi et al. [S25]).

Migration approaches. The results for criteria C2 (migration approaches)
revealed that the most frequently used migration way is rehost, with around
72% of the papers reviewed (e.g., Li et al. [S22], and Zhou et al. [S33]). Refactor
account for around 17% of the papers reviewed (e.g., Beserra et al. [S05], and
Chee et al. [S09]). Rebuild account for around 11% of the papers reviewed (e.g.,
Cai et al. [S06], and Song et al. [S28]).
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Table 3. Results of conducting stage.

Research Sub-questions Criteria Possible answers
Results

# Studies
Percentage

(%)

RQ1: Which strategies
are used to migrate
Service-Oriented
Architecture applications
to Cloud Computing
environments?

C1: Migration
strategies

Conventional 98 93
MDD approach 7 7

C2: Migration
ways

Rehost 75 72
Refactor 18 17
Revise - -
Rebuild 12 11

C3: Migration
types

Replace - -
Partially migrate 12 12
Migrate the whole
software stack

60 57

Cloudify 33 31

C4: Model
deployments

Private 24 23
Community - -
Public 18 17
Hybrid 63 60

C5: Service
deployments

SaaS 31 30
PaaS 26 25
IaaS 48 46

RQ2: Which are
the consequences
of the migration
on the product
quality?

C6: Quality
aspects

Performance
efficiency

28 27

Compatibility 7 7
Reliability 18 17
Security 23 22
Maintainability 12 11
Portability 17 16

RQ3: Which type
of support is used
to migrating SOA
applications to
Cloud Computing
environments?

C7: Type of
support
employed

Automated
Conv. 26 25
MDD 2 2

Semi-Automated
Conv. 54 51
MDD 6 6

Manual
Conv. 17 16
MDD - -

RQ4: How is
addressed the
migration of
SOA
applications
to Cloud
Computing
environments?

C8: Phase(s)
in which the
studies are
based

Analysis 9 9
Design 6 6
Implementation 90 86

C9: Artifacts
used

Models/Transformations 7 7
Source code 47 45
Others 51 48

C10: Type
of Validation

Survey 2 2
Case Study 34 33
Experiment 56 53
Others 13 12

C11: Approach
scope

Industry 18 17
Academy 87 83

C12: Environment
of use

Mobile Application 8 8
Web Application 79 75
Others (Ubiquitous) 7 7
Extension 11 10
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Migration types. The results for criteria C3 (migration types) revealed around
57% of the papers reviewed presented Migrate the whole software stack (e.g.,
Suen et al. [S29]). On the other hand, cloudify account for around 31% of the
papers reviewed (e.g., Lamberti et al. [S21]). Lastly, partially migrate account
for around 12% (e.g., Gerhards et al. [S12]).

Deployment models. The results for criteria C4 (deployment models) revealed
around 23% of the papers reviewed select private. On the other hand, around
17% present public (e.g., Khajeh-Hosseini et al. [S20]). Finally, hybrid account
for around 60% of the papers reviewed (e.g., Fan et al. [S11], and Hajjat et al.
[S15]).

Service models. The results for criteria C5 (service deployments) revealed
around 46% of the papers reviewed presented Infrastructure as a Service (e.g.,
Khajeh-Hosseini et al. [S19], and Lloyd et al. [S23]). Platform as a Service (PaaS)
account for around 25% (e.g., Menzel et al. [S24]). Finally, Software as a Service
(SaaS) account for around 30% of the papers reviewed (e.g., Azeemi et al. [S03]).

Quality aspects. The results for criteria C6 (quality aspects) revealed the most
frequently quality aspects were performance/efficiency and security with around
27% and 22% respectively. The rationale is because of the elasticity property of
applications where quick and secure deployment is typically required. Others
quality aspects as maintainability and compatibility account for around 11%
and 7% respectively. This is in line with some claims stated by other researchers
such as “Quality aspects such as maintainability to play a minor role because
the cloud providers is responsible of this part their platforms”. We found fol-
lowing example for these aspects in Guillen et al. [S13]. On the other hand,
reliability and portability account with 17% and 16% respectively received less
considerations (e.g., Babar et al. [S04]).

Type of support employed. The results for criteria C7 (type of support)
revealed around 6% of the papers reviewed considered semi-automated MDD
(e.g., Guillen et al. [S14], Mohagheghi et al. [S25]) used Model-Driven Devel-
opment to implement the cloud migration. On the other hand, around 16%
present manual conventional. The findings is because they did not use any tool
to carry out the cloud migration. Finally, the most addressed types of support
were semi-automated and automated fulfilled in conventional strategy with 51%
and 25% respectively. The rationale is because the majority of studies used tool
that let the cloud migration with intervention of developers, or only the tool
implemented the cloud migration (e.g., Juan-Verdejo et al. [S17], Kempf et al.
[S18], and Khajeh-Hosseini et al. [S20]).

Phase(s) in which the studies are based. The results for criteria C8
(Phase in which the studies are based) indicated the less addressed phases were
analysis and design with 9% and 6% respectively of the papers reviewed (e.g.,
Andrikopoulos et al. [S02], and Qiu et al. [S27]). Finally, the majority of the
studies reviewed are based at implementation. We identified a representative
example in Chen et al. [S10].
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Artifacts involved. The results for criteria C9 (artifacts involved) revealed the
most frequently artifacts involved was others (e.g., architecture, components,
VMs, service) account for around 51 (48%) of the studies reviewed (e.g., Beserra
et al. [S05]). On the other hand, models/transformation account for around 7%
of the papers reviewed considered (e.g., Mohagheghi et al. [S25]). Lastly, around
45% of the papers reviewed implicated at source code (e.g., Chauhan et al. [S07]).

Type of validation. The results for criteria C10 (type of validation) revealed
around 33% of the papers reviewed presented case studies, in order to validate
their approaches. This is an encouraged result since it improves the situation
described in a systematic review presented in [27] which stated a lack of rig-
orous empirical studies for Web Engineering research (e.g., Vu et al. [S32]).
However, others (e.g., examples) account for around 12% (e.g., Venugopal et al.
[S31]). Beside, experiments account for around 53%. Experiments should be more
employed since they provide a high level of control and are useful for evaluating
approaches in a more rigorous way (e.g., Lamberti et al. [S21]). Finally, surveys
are the less preferred study accounting for 2%.

Approach usage. The results for criteria C11 (Approach usage) revealed the
majority of the studies have been performed from the academic research view-
point account for around 83% (e.g., Hao et al. [S16]). However, it is also impor-
tant to note that a worthy 17% of the studies were performed from the industry
research viewpoint (e.g., Pfitzmann et al. [S26]).

Environment of use. The results for criteria C12 (Environment of use) revealed
around 75% of the papers reviewed have been performed in web applications (e.g.,
Chauhan et al. [S07]). On the other hand, around 8% of the papers reviewed have
been implemented mobile applications (e.g., Amoretti et al. [S01]). Amoretti et
al. illustrated an approach based on service mobility, which allows systems to
cope with highly dynamic environmental conditions. Others (e.g., Ubiquitous)
account for around 7%, and finally, the 10% of the studies have been fulfilled to
extension (e.g., Suen et al. [S29]).

It is worthy to mention that the analysis of the number of research studies
on cloud migration showed that there has been a growth of interest on this
topic since 2009. Figure 1 shows the number of selected publications by year and
source. We believe that this growing interest supports the relevance of conducting
evidence-based studies in this area.

The criteria were combined to establish a mapping with the aim of provid-
ing an overview of migration strategies. This mapping allows us to obtain more
information about how the results from each criterion are related to the oth-
ers, and what the possible research gaps are. Due to space reasons, Fig. 2 only
shows one of the bubble plots which is related to the comparison of criterion
C1 “migration strategies” against the C2 “migration types”, C9 “artifacts” and
C10 “type of validation”. Other bubble plots are available at http://www.win.
tue.nl/∼mbottoto/resources/citi2017.

http://www.win.tue.nl/~mbottoto/resources/citi2017
http://www.win.tue.nl/~mbottoto/resources/citi2017
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Fig. 1. Number of publications by year and source.

Fig. 2. Mapping results obtained from the combination of C1 against C2, C9 and C10.

5 Threats to Validity

The main limitations of this study are the scope of our research questions, pub-
lication and selection bias, inaccuracy in data extraction, and misclassification.

The scope of our research question was limited to the migration SOA applica-
tions to cloud computing environment. However, we realized during the conduc-
tion of this mapping that migration using model-driven development paradigm
is an interesting extension which will be explored as further work.
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Publication bias refers to the problem that positive results are more likely to
be published than negative results [20]. We are aware about this inherent lim-
itation to our bibliographic sources. With regard to publication selection bias,
we chose the sources where papers about cloud migration are normally pub-
lished, and we compared the retrieved papers against a small sample which was
previously identified as relevant papers to appear. However, we did not consider
some other bibliographic sources such as Google Scholar or Wiley that may have
affected the completeness of our systematic mapping. Moreover, since our bibli-
ographical search was conducted at the end of December of 2016, some papers
not yet indexed in this last period were not considered. Finally, we attempted
to alleviate the threats of inaccuracy in data extraction and misclassification by
conducting the classifications of the papers with three reviewers and solving the
discrepancies by consensus.

6 Conclusions

This study presented a systematic mapping study in order to address how
researchers and practitioners migrate their SOA applications to Cloud Computing
environments and which is the effect on the quality. Through that method we con-
ducted this research investigating the state-of-the-art in Cloud Computing, clari-
fying open issues through an analysis of evidences found in 105 primary studies.

Through the answers found in a research question and four research sub-
questions, it was possible to identify evidence that point applications migration
to cloud computing as an emerging approach, which proposes a shift of paradigm
in the context of Information Technology. The principal findings of our study are:

– MDD approach had been rarely used in the process to migrate SOA applica-
tions to Cloud environments.

– Some quality characteristics which we consider relevant in applications (reli-
ability, maintainability, portability) had not received appropriate coverage.

– The results achieved by this mapping study will help our research group to
develop new research fronts about cloud computing.

Appendix

A Excerpt of the Papers Selected

Complete list available at: http://www.win.tue.nl/∼mbottoto/resources/
citi2017.

S01. Amoretti M, Laghi MC, Tassoni F, Zanichelli F. Service migration within
the cloud: Code mobility in SP2A, in 2010 International Conference on
High Performance Computing & Simulation, 2010, 196202.

S02 Andrikopoulos V, Binz T, Leymann F, Strauch S. How to adapt applica-
tions for the Cloud environment. Computing 2012; 95: 493535.

http://www.win.tue.nl/~mbottoto/resources/citi2017
http://www.win.tue.nl/~mbottoto/resources/citi2017
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S03. Azeemi IK, Lewis M, Tryfonas T. Migrating To The Cloud: Lessons And
Limitations Of Traditional IS Success Models. Procedia Comput. Sci. 2013;
16: 737746.

S04. Babar MA, Chauhan MA. A tale of migration to cloud computing for shar-
ing experiences and observations, in Proceeding of the 2nd international
workshop on Software engineering for cloud computing - SECLOUD 11,
2011, 50.

S05. Beserra P V., Camara A, Ximenes R, Albuquerque AB, Mendonca NC.
Cloudstep: A step-by-step decision process to support legacy application
mi-gration to the cloud, in 2012 IEEE 6th International Workshop on the
Maintenance and Evolution of Service-Oriented and Cloud-Based Systems
(MESOCA), 2012, 716.

S06. Cai B, Xu F, Ye F, Zhou W. Research and application of migrating legacy
systems to the private cloud platform with cloudstack. Autom. Logist.
(ICAL), 2012; 400404.

S07. Chauhan MA, Babar MA. Migrating Service-Oriented System to Cloud
Computing: An Experience Report. 2011 IEEE 4th Int. Conf. Cloud Com-
put. 2011; 404411.

S08. Chauhan MA, Babar MA. Towards Process Support for Migrating Applica-
tions to Cloud Computing, in 2012 International Conference on Cloud and
Service Computing, 2012, 8087.

S09. Chee Y-M, Zhou N, Meng FJ, Bagheri S, Zhong P. A Pattern-Based Ap-
proach to Cloud Transformation, in 2011 IEEE 4th International Confer-
ence on Cloud Computing, 2011, 388395.

S10. Chen Y, Shen Q, Sun P, Li Y, Chen Z, Qing S. Reliable Migration Mod-
ule in Trusted Cloud Based on Security Level - Design and Implementa-
tion, in 2012 IEEE 26th International Parallel and Distributed Processing
Symposi-um Workshops & PhD Forum, 2012, 22302236.

S11. Fan C-T, Wang W-J, Chang Y-S. Agent-Based Service Migration Frame-
work in Hybrid Cloud, in 2011 IEEE International Conference on High
Perfor-mance Computing and Communications, 2011, 887892.

S12. Gerhards M, Sander V, Belloum A. About the flexible Migration of Work-
flow Tasks to Clouds Combining on- and off-premise Executions of Appli-
cations, in CLOUD COMPUTING 2012, The Third International Confer-
ence on Cloud Computing, GRIDs, and Virtualization, 2012, 8287.
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Abstract. Hepatitis B infection and liver disease are the leading causes
of cirrhosis and liver cancer in the world. The use of computer solutions
applied to the medicine is increasing every day. Scientific research in
areas of health, as well as the development of new technologies involv-
ing smartphones and sensors, is making possible self-management of
health. In this context, interest in mobile health (mHealth) applications
for self-management of diseases is growing. Hence, this research aims
to analyze this kind of applications, specifically, those ones focused on
hepatitis B. Furthermore, an ontological model for the effective manage-
ment of knowledge of the hepatitis B domain is proposed in this research.

Keywords: Ontology · Hepatitis B · Mobile applications ·
Self-healthcare

1 Introduction

Hepatitis is a viral infection that causes acute and chronic disease, and some-
times death. Several types of virus have been classified: hepatitis A (HAV) and
hepatitis B (HBV), hepatitis C (HCV), hepatitis D (HDV), hepatitis E (HEV),
hepatitis G (HGV) [1].

Hepatitis B is the most common liver infection in the world. It causes hepati-
tis B virus (HBV) [2], which attacks the liver and injures it. The hepatitis is
passed through the blood, unprotected sex, needles shared or reused, and from
the infected mother to the newborn baby during childbirth. Most infected adults
can get rid of the hepatitis B virus without any problem, but some adults and
most infected infants and children cannot get rid of the virus which causes chronic
infections.
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When this disease attacks the liver, it blocks the passage of bile by breaking
down fat, disrupting its function of removing toxins from the blood, producing
various important substances and storing and distributing glucose, vitamins and
minerals. According to the World Health Organization (WHO), the hepatitis B
virus infects 10 to 30 million people worldwide every year, most of them children
and adolescents [3]. About 2 billion people have been exposed to the hepatitis B
virus through contact with blood or infected organic fluids [4]. The infections can
occur during labor, sharing infected needles, or transfusions of infected blood [5].
Symptoms of hepatitis B may not appear for up to 6 months after the time of
infection. The early symptoms include: lack of appetite, fatigue, body weakness,
low fever, nausea, vomiting, dyspepsia, abdominal discomfort, bleeding tendency,
swelling, abdominal edema, yellow skin, turbid urine and jaundice.

The symptoms will disappear in a few weeks to months if the body is capable
of combating the infection. Some people never get rid of HBV; this is known as
chronic hepatitis B. People with chronic hepatitis may not have symptoms and
not know they are infected. Some people may submit symptoms of chronic liver
damage and cirrhosis of the liver.

In addition, hepatitis B can cause psychosocial problems, such as anxiety and
withdrawal of interpersonal relationships. Such physical, psychological problems,
and socio-economic problems constantly affect activities and quality of life of
patients [6].

If this disease is not treated properly, it can result in death due to its many
complications [7] in most developing countries (sub-Saharan Africa, for example)
chronic hepatitis B represents between 8% and 15% of the population. In these
countries, liver cancer associated with the hepatitis B virus is the third leading
cause of cancer death.

In Panama, the incidence of hepatitis B virus reported annually is relatively
low, compared to other chronic degenerative diseases, but has had a variable
behavior in the last six years and it is important for health organizations to
maintain a balance of the patients who have the disease in order to monitor
them and stop spreading [8]. Next, Table 1 shows a balance of the number of
deaths due to the hepatitis B virus, in the last 6 years in Panama.

Hepatitis B is the most common virus in Panama, 14 cases of cellular hepatic
cancer were diagnosed in 2014, according to statistics from the Ministry of Health
(MINSA-Panama).

Nowadays, the convergence of several areas of knowledge [9] has led to the
design and implementation of computer systems using tools such as tablets,
mobile phones, Internet, wireless networks [10], sensors attached to the body
[11] and other devices that allow to perform monitoring [11] of various factors
such as medication intake, blood pressure, and blood glucose, among others.

The management of ontological models that can shape the knowledge of
domain experts, especially those of hepatitis B, is of utmost importance. Based
on this understanding, we propose an ontology in order to semantically describe
relations between concepts in hepatitis B domain. Ontologies allow static knowl-
edge representation and enable knowledge sharing and reuse, thus reducing
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Table 1. Number of death in Panama attributable to hepatitis B.

Year Quantity of deaths

2009 250

2010 480

2011 279

2012 365

2013 268

2014 214

the effort needed to implement expert systems. Ontologies are currently being
applied in several different domains, such as sentiment analysis [12], recommen-
dation systems [13], natural language interfaces [14], or bioinformatics [15].

The use of these information technology solutions applied to health is increas-
ing and there are many applications focused on the user, these applications are
known as mobile health [16] or mHealth [17]. The main objective of these appli-
cations is that through any smart device it can be downloaded, installed and
used, with the advantage that most of them are free. Also, mHealth applications
bring useful tools for health care and for a better quality of life, such as monitor
the heart rate, consult the vaccination schedule, take control of chronic diseases
such as hepatitis B, and remember taking a drug and even triggering it quickly
in the face of an emergency [18].

By the year 2020, 6.1 billion people, or about 70% of the world’s population,
will use smartphones, and at least 50% of smartphone users will use health-
related mobile applications [19].

Therefore, we present an in-depth analysis of the features of Hepatitis B
mobile applications. In addition, we contrast the requirements derived from
evidence-based recommendations with the functions available in existing inter-
ventions.

2 Background

Nowadays, the main causes of death in Panama are mostly chronic degenerative
diseases: cancer, cardiovascular disease, diabetes mellitus and hepatitis B. The
WHO estimates that 46% of global disease is due to chronic diseases [20].

Panama started in the Telemedicine area in 1999, when the Documentation
and Medical Information Center was created in the Faculty of Medicine of the
University of Panama (UP).

In MINSA-Panama, there is a system of teleradiology, which has been oper-
ating for almost 10 years, the purpose of this project is to make teleconsultations
through e-mails, queries that are sent from different regions of the interior of the
country. Nowadays, Panama has a National Telemedicine and Telehealth Pro-
gram, of the MINSA, where teleradiology is developed more than anything else.
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There is a lack of studies in the self-management [21] of the health of patients
with the virus of the hepatitis B. Although they exist in other specialties like
diabetes.

When a patient with the hepatitis B virus becomes ill, clinical symptoms
often do not manifest clearly in their entirety until the liver damage has pro-
gressed. In this situation, many patients do not take the disease self-management
seriously, they do not inform themselves about the causes, or possible procedures,
as well as they lose follow-up appointments with their specialists or they do not
follow the treatment adequately due to a lack of knowledge of the disease [6].

Panama is the fourth country in the world that has the highest penetration
of cellular telephony, based on the Global Index of Information Technology. The
country is located below Honkong, Arabia Saudi and Montenegro. According to
sources from the Ministry of Economy and Finance of Panama (MEF) and the
National Institute of Census Statistics, 83.9% of households had at least one
telephone cell phone.

Table 2 shows the proportion of households with cellular telephony, according
to provinces and indigenous districts (data obtained from the 2010 Census).

Table 2. Proportion of households with smartphones.

Provinces and indigenous regions Proportion of households with smartphones (%)

Total provinces 83.9

Bocas del Toro 72.7

Cocle 279

Colon 365

Chiriqui 85.6

Darien 71.7

Herrera 81.8

Los Santos 80.5

Panama 90.8

Varaguas 70.9

Indigenous regions

Kuna Yala 46.5

Embera 37.3

Ngöbe Bugle 26.9

With these high percentages, the strong dependence of Panamanian house-
holds on cellular technology was sustained. On average 83 per 100 households or
8 per 10 had a smartphone.

Even in the Indian regions, where the cultural aspect is very discriminatory
when deciding which technology to use, due to bias or myths, the demand for
mobile telephony service was very high.
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Therefore, it is important that patients with the hepatitis B virus perform
self-care in order to manage their own health and well-being. Self-care is an
extended concept that includes activities related to the prevention and treatment
of chronic diseases, rehabilitation and health.

Adequate and active self-care of patients [22] can positively improve progno-
sis. Reports have indicated that knowledge of a disease [23] and self-efficacy are
the main factors that can improve the self-care of patients.

However, studies have revealed low levels of knowledge of the disease in
patients with hepatitis B virus, or negligence of self-care in these patients, as
well as in the transmission of hepatitis virus B [24].

3 Method

3.1 Search Strategy

The search was based on online stores for mobile applications, using the search
terms related to Hepatitis B to ensure that all relevant applications were
detected. We chose the following keywords related to the hepatitis B virus:
hepatitis B, hepatology, HBV and HCV.

This review was focused on the operating system Android. Therefore, the
analysis was carried out using the Google Play Store for Android applications.

3.2 Selection Criteria

The main inclusion criteria were quantity of downloads, last update, rating, num-
ber of opinions, functionality, usability, and price. Also, We excluded applications
not centered on the specific condition, based on others language different that
Spanish, or those included in the category of games, entertainment, or music.

3.3 Evaluation and Assessment of Application Functionalities

Next, each one of the selected functionalities for the analysis are presented.

1. Sending reports to the doctor. This refers to the ability of the application to
collect certain information and issue reports to the doctor or the person in
charge of the patient’s treatment.

2. Drug database. It includes commonly used reference drugs in hepatology, with
emphasis on practical advice and common complications.

3. Analysis of formulas and equations. The applications present information
calculations, risks or projections about diseases related to hepatitis.

4. Reminder of medication intake. This feature allows the application to send
reminders of the medication to be taken by the patient according to the
doctor’s prescription.

5. Data storage and processing. This feature allows to store information directly
in certain storage services of the phone and then perform some analysis.
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6. Social networks. This functionality establishes a connection with social net-
works such as Facebook or chat rooms in order to communicate with other
patients, send messages related with the progress achieved through the treat-
ment followed.

7. Alerts for testing. This allows scheduling the days on which the patient should
do medical examinations.

8. Reminder visits to the specialist doctor. This functionality allows the patient
to receive reminders about visits to the specialist.

9. Health tips. This refers to the ability of the application to provide preventive
health advice, decision-making and general information on the treated disease.

10. Access to teaching materials. Applications have access to medical journals.

4 Results

This section presents a comparative analysis of the mobile applications oriented
to the management of hepatitis B. The main objective of this analysis is to know
the characteristics and functionalities provided by the most popular applications
in the virtual stores, and determine the main Advantages and disadvantages of
these.

The applications studied are summarized in Table 3. As can be seen, iLiver
is the applications more download and more popular with 50000 downloads and
150 opinions. On the other hand, the application with the highest ranking was
VitalTalk Tips with a score of 5. All these applications analyzed have a score
of 3 to 5 in rating. Regarding to the price, applications can be purchased from
2.33 to 56.20 dollars.

Table 3. Selected applications.

Apps Type of mobile device Cost Download Rating No. Opinions

EASL LiverTree Android 4.1 (and higher) free 1000 4.5 10

GIT & Hepatology News Android 4.0 (and higher) free 5000 4.1 14

Healthy B Android 2.2 (and higher) free 5000 3.5 8

Hepatitis B Disease Android 2.2 (and higher) free 10000 3.9 15

HepB Story Android 4.0 (and higher) free 500 3 2

iLiver Android 2.2 (and higher) free 50000 4.4 154

iLiver Tablet 5000 free 1000 4.5 20

inPractice Hepatology Android 4.0 (and higher) free 500 5 3

LiverCalc Android 2.2 (and higher) free 10000 4.2 44

Liverpool HEP iChart Android 4.0 (and higher) free 10000 4.6 65

ScaleHBV Android 4.1 (and higher) free 50 4 1

STD Info, Symptoms & Testing Android 2.3.3 (and higher) free 5000 3.4 7

The Journal of Hepatology Android 4.4 (and higher) free 1000 4.8 6

Understanding Hepatitis B Android 2.3.3 (and higher) 2,33 5000 4.1 12

VitalTalk Tips Android 4.2 (and higher) free 500 5 7
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Table 4 shows the results from the analysis of the functionalities that were
studied in each application selected.

Table 4. Features analysis of selected apps.

App’s Features

1 2 3 4 5 6 7 8 9 10

EASL LiverTree x

GIT & Hepatology News x x x x x x

Healthy B x x x x x x

Hepatitis B Disease x

HepB Story - Menzies x x

iLiver x x x

iLiver Tablet x x

inPractice Hepatology x x x

LiverCalc x x x x

Liverpool HEP iChart x x x

ScaleHBV x

STD Info, Symptoms & Testing x x

The Journal of Hepatology x x

Understanding Hepatitis B x x x x x x x x x

VitalTalk Tips öbe Bugle x x

4.1 Classification of the Application

There is a very important issue in this context of health self-management applica-
tions [25] and it is the reliability of health information on the Internet addressed
to non-professional users, this is a relevant topic and widely debated by profes-
sionals and patients themselves.

We have proceeded to classify the mobile applications [26] according to a
series of criteria that generalize basic elements that constitute them and for
these applications to be accepted by the users in general, which are: use, interest
and confidence. This study classified several applications into different categories
as explained below.

Self Care. The performance of self-care includes the daily activities that a
patient performs to maintain his/her health. In order to measure the performance
of self-care, we reviewed of different applications, especially those containing
elements or modules related medical instructions, medication, manage symptoms
and complications, follow up appointments, record and analyze liver function
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tests (ALB Albumin, ALT Alanine Transaminase). The applications that have
elements that can be identified in this category and are: iLiver, Understanding
Hepatitis B, LiverCalc and Healthy B Handbook.

The Understanding Hepatitis B application contains many of the elements
identified for self-care of the patient, allows to register certain analyzes of patients
with hepatitis (ALB, AST etc.) and send them to the patient for review. Sched-
ule the examinations that the patient should perform, as well as reminder of
appointments and taking medications.

The Healthy B Handbook application contains some elements within this
category of self-care. For example, a module that calculates the “liver cancer
risk forecast”, records the levels of ALT and other antigens and projects the
probability of having liver cancer. Also, it has module of reminder of exams to
be realized, visits to the specialist and taking of medicines.

The LiverCalc application includes the formulas and equations used in the
daily evaluations of patients with liver disease, such as cirrhosis, hepatitis, and
liver transplantation. This innovative calculator allows calculating 17 hepatic
parameters in a single panel, ensuring convenience and accuracy. LiverCalc facil-
itates the organization and processing of patient data. It is an application intu-
itive and very easy to use.

Drug Database. In hepatitis therapy, patients take more than one drug at
the same time and other drugs to treat coexisting conditions. Many of the drug
combinations have the potential to interact and this can affect patient safety or
treatment efficacy. Two of the applications analyzed, inPractice Hepatology and
Liverpool HEP iChart, fall into this category.

With regards to inPractice Hepatology, it is a complete database of drugs.
The physician specifies the drug and the application brings the required infor-
mation. It was approved by the Food and Drug Administration (FDA). Also,
this application has access to summaries of PubMed which is a database with
information and clinical trials.

Liverpool HEP iChart contains a database of drugs, where the patient or
doctor selects the medicines to be evaluated and through a dashboard shows with
color the results after of analyzing them, which determine if there are opposite
reactions between them. The results are presented as a system of “Traffic light”
(red, yellow, green) to indicate the recommendation.

Knowledge of the Disease. To be aware of his/her treatment and self-
management of the disease, the patient must have access to information that
allows him/her to know everything related to his/her disease. Most of the appli-
cations analyzed fall into this category, approximately 95% are focused on teach-
ing and/or training.

The Hepatitis B Disease application gives the patient complete information
about the disease, such as symptoms, causes, diagnoses, treatments and preven-
tion.
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Understanding Hepatitis B is an informational application about hepatitis B
disease and has a FAQ section.

STD is an application that is approved by the FDA and allows a patient
anonymously through a series of questionnaires to determine what type of sex-
ually transmitted disease can have, including hepatitis B.

HepB Story provides information on how the virus. Also, it provides infor-
mation about stages of illness, symptoms, as well as details on immunization
and treatment. There is also a section with information for women dealing with
mother-to-child transmission of the virus and ways to prevent it.

SCALE HBV provides counseling guidance to address patients’ questions and
concerns about the prevention, testing, and treatment of hepatitis B.

The Journal of Hepatology application publishes original papers, reviews,
case reports and letters to the Editor concerned with clinical and basic research in
the field of hepatology. We also find the iLiver application that is for professional
use that provides immediate medical information and clinical recommendations
for medical experts. This application contains information specifically related to
liver disease.

It is important to note that of the applications analized, only two of them
have access to PubMed that allows access to bibliographic databases such as
MEDLINE, these applications are GIT & Hepatology News and inPractice
Hepatology.

Applications for Doctors. This category consists of applications that can pro-
vide useful information to the medical specialist such as reports and statistics.
This information allows to the specialist to carry out monitoring of patients with
diabetes. SCALE B is an application that provides clinicians with an easy way to
link patients with local HBV specialists based on zip code, city or state of patients.

The main objective of InPractice Hepatology is intended to meet the needs
of medical specialists, hepatologists, gastroenterologists, infectious disease clin-
icians and others who treat patients with viral hepatitis, including HBV and
HCV. The iLiver application provides immediate medical information and clin-
ical recommendations for medical experts.

Social Forums/Blogs. This category consists of applications that allow inter-
action between people with hepatitis B, aiming to share information and expe-
riences. An example of this application is “Understanding Hepatitis B”.

5 Ontological Model

In this work, we present a model based on the construction of an ontology for the
hepatitis B domain. This ontology represent a detail every facet of the Hepatitis
disease. Among the main aspects included are types of patients depending on
the level of reagent obtained in the tests: Anti-HBc, Anti-HBs and HBsAg; the
phenotypes of the disease describe both the causes as well as the symptoms of
the disease; and treatments administered to a patient in a chronic condition,
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either antiviral or injectable. This ontology is described using the second version
of the Web Ontology Language (OWL2). The ontology defines 37 classes, 3 data
type properties, 8 object properties, 8 individuals and 183 axioms. An excerpt
of the ontology is shown in Fig. 1.

Fig. 1. Extract the ontology of the hepatitis B domain.

In the model, we can see, the Phenotype hierarchy represents observable char-
acteristics of the Hepatitis B disease, such as symptoms or causes. For example,
some of the symptoms of the Hepatitis B disease are Fatigue, Fever or Muscle-
Pains. On the other hand some of the causes are Share-Needles-During-Drug-Use,
Receive-Blood-Transfusion or Long-Term-Renal-Dialysis. All these classes are
related to the Hepatitis B class by means of the isSymptompsOf and isCauseOf
object property.

The Test hierarchy represents the kind of tests that are done to a patient
with Hepatitis B (i.e. Anti-HBs, Anti-HBc and HBsAg). The values of these
test determine the level of the disease into Chronic, Infected or InfectedInRe-
covery that are equivalent classes. For example, if all the tests are positive for a
particular patient then the level of her/his disease is Chronic.

It is important to mention the relationship isTreatmentOf that represents
the type of treatment that should be recommended to patients with Hepatitis B.
There are different treatments, such as, Antiviral, Injectable or Oral.

Finally, the ontology includes some axioms to inferred new knowledge such
as the kind of recommended treatments from the state or level of the disease.

6 Conclusion

Although the Central America region is under development, Panama country
has important technological and communications infrastructure that allows it to
advance and adapt new services based on mobile devices, as well as Internet ser-
vices.
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There is also high demand for public health services and the number of
patients at different levels of hospital care is growing rapidly, especially those
with chronic degenerative diseases such as hepatitis B.

The use of health technologies, e-health and m-health can play an important
role in the health strategies of the country. A strategy should be definitively
established to regulate and propose appropriate methodologies for the use of
health technologies, taking care of the patient’s intimacy with potential chronic
diseases such as diabetes.

It is also necessary to establish an evaluation agency in health technology
and to adequately promote services that allow the Panamanian population to
be educated in the adoption of new health care services.
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Abstract. Some controversial approaches have derived from the discussion
about the scope of the well-established Multiagent Systems technology, and the
functionality expected from the ever-evolving Web Services technology. While
some authors in the field of intelligent agents state that Semantic Web Services
can be also viewed as services provided by agents distributed all over the
Internet using semantic mark-up, others believe that the agent functionality can
be integrated in the core of intelligent Web Services. A converging trend claims
that the next generation Web will be integrated by both agents and Web services
working seamlessly. In this work, we establish a set of parameters within three
different dimensions, namely, general issues, matureness level, and applicability,
by means of which these technologies can be evaluated and compared. From the
results of this study we conclude that both technologies are completely inter-
operable and the strength of their union depends on the way it is achieved.

Keywords: Multiagent systems � Internet of Services � Semantic Web

1 Introduction

The Intelligent Agents (IAs) field has been broadly studied over the last 40 years and
nowadays the topic under question is being revisited thanks to its relation to the
Semantic Web (SW) and the potential benefits that can be reached from their potential
integration [1, 2]. IAs emerged due to the promising benefits of having applications
with a technology that allows applications to decide for themselves what they need to
do in order to satisfy their design objectives. IAs are mainly characterized by four
properties [3]: autonomy, social ability, reactivity, and proactiveness. Furthermore,
agents hardly ever operate isolated but they exist in environments that contain other
agents, so constituting multiagent systems (MASs). There exist several application
fields where agents can be applied [4], including systems and networks management,
mobile access and management, mail and messaging, information access and man-
agement, collaboration, workflow and administrative management, electronic com-
merce, and adaptive user interfaces. Nevertheless, agents face the problems derived
from the lack of structure in the information published on the current Web.
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On the other hand, Web Services (WS) have arisen as the best solution for remote
execution of functionality [5]. This is due to some promising properties such as
operating systems and programming languages independence, interoperability, ubiq-
uity, loosely coupled applications, etc. However, as the Web grows in size and
diversity, there is an increased need to automate aspects of WS such as their discovery,
execution, selection, composition and interoperation. The problem is that current
technology around WS (e.g. UDDI, WSDL, and SOAP) provides limited support for all
what has been pointed out before [6].

The emergence of the SW [7] involved the overcome of the mentioned drawbacks
for both IAs [8] and WS [6]. SW technology aims at adding semantics to the data
published on the Web (i.e., it attempts to establish the meaning of the data), so that
machines are able to process these data in a similar way a human can do. Therefore,
IAs can exploit the semantics to perform their assigned tasks in a better way. On the
other hand, WS capability descriptions can be semantically annotated so that automatic
discovery, composition, and invocation can be achieved. One might think that the next
obvious step towards more powerful Web applications should be the mixture of IA and
Semantic Web Service (SWS) technologies, which by working together can make the
Next Generation Web become real [9]. However, some controversial approaches have
appeared at this point. While some researchers claim that services can be part of agents’
functionalities [10, 11], others state that WS can include all kinds of behaviors [12].

The aim of this document is to clarify as much as possible whether IAs and SWS
are compatible or not. With this goal in mind, a comparison framework has been
designed to evaluate both technologies. The framework contemplates three different
dimensions: general issues, matureness level, and applicability. A wide study of each of
these dimensions has been done. From the results obtained in our research, the feasi-
bility and appropriateness of integrating together these two technologies can be
concluded.

The rest of the paper is organized as follows. Section 2 offers a brief description of
IA and SWS technologies. In Sect. 3, a comparison framework is established with the
purpose of determining the pros and cons of both technologies and whether they are
compatible or not. A broad study is presented and a summary with the main results is
given. Finally, in Sect. 4 the feasibility and advantage of integrating IA and SWS
technologies are discussed, some related work is presented and future work is briefly
explained.

2 State of the Art

2.1 IAs

A common accepted definition of the term ‘Agent’ determines that an agent is a
computer system placed in some environment and capable of autonomous action in this
environment in order to meet its design objectives [3]. Wooldridge also highlights that
an agent has to fulfil some properties in order to become intelligent: reactivity (the
ability to perceive its environment and respond to changes in it in a timely fashion),
pro-activeness (the ability to exhibit goal-directed behavior by taking the initiative),
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and social ability (the ability to interact with other agents). Agents can be useful as
stand-alone entities that are delegated particular tasks on behalf of a user. However, in
most cases agents exist in environments that contain other agents, constituting MASs.
A MAS can be seen as a system consisting of a group of agents that can potentially
interact with each other [13]. These agents can either cooperate (if they have the same
global objective) or compete (they have different yet conflictive objectives). In this
latter case, a negotiation mechanism, such as auctions or argumentation-based nego-
tiation, becomes necessary [14]. Some design methodologies have been proposed to
facilitate the development process of MASs [15].

The research in this field is following several paths. A standardization process
related to all the concepts pertaining to the Multiagent field is under consideration. FIPA
(The Foundation for Intelligent Physical Agents) [16], currently an IEEE Computer
Society standards organization, seeks to standardize several aspects of the agent-based
technology. FIPA offers architectural guidelines and specifications for constructing
agents and agent platforms. It also defines open standard interfaces for accessing agent
management services, the human agent interaction part of an agent system, security
management and facilities for securing interagent communication, software agent
mobility, and some other issues. FIPA aims at enabling the interoperation of hetero-
geneous software agents, and has developed some specifications with a group of nor-
mative rules that permit an agent society to operate among themselves. These rules
include some necessary agent’s roles for the platform and agent management.

Agents negotiation is another very active research field [14, 17]. Negotiation
becomes essential when a group of individual agents who have different yet conflictive
objectives form a MAS. It can be defined as the process by means of which several
agents communicate and commit themselves to reach a mutually beneficial agreement.
Other interesting issues under scrutiny in this context are security [18] and commu-
nication protocols [19]. Although MASs security has been arduously treated, several
additional factors need to be addressed for agents autonomously acting on behalf of
their owner, especially in open agent systems. Ensuring user confidence and trust in
this kind of applications is a basic requirement. On the other hand, after reaching an
agreement over the use of agent protocols and languages (likely, public libraries of
alternative protocols), and of standard, agent-specific design methodologies in open
agent systems in specific domains, truly-open and fully-scalable MASs across domains
will probably be more popular.

2.2 SWS

AWS can be defined in a simple way as a service located at some location on the Internet
that can be accessed through a standard protocol. The key to WS is on-the-fly software
creation through the use of loosely coupled, reusable software components in such a way
that software can be delivered and paid for as fluid streams of services [20]. WS tech-
nology is not an innovative idea, since techniques such as DCOM, RMI and CORBA
have been previously applied for remote execution of functionality. Although they work
properly on local networks, they fail when transposed to a web environment. The
difference between WS and other pre-existing remote procedure call (RPC) methods is
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that, by using SOAP, XML messages are passed over plain HTTP (also SMTP), thus
avoiding firewall problems and allowing for “RPC over the Web” [20].

The continuous evolution of the services landscape, from SOAP services to REST
services through cloud services and mobile services, has given rise to the so called
‘Internet of Services’ [21]. The European Commission defines the Internet of Services
as “a vision of the Internet of the Future where everything that is needed to use
software applications is available as a service on the Internet, such as the software
itself, the tools to develop the software, the platform (servers, storage and communi-
cation) to run the software…Anybody who wants to develop applications can use the
resources in the Internet of Services to develop them. Advantages of the “Internet of
Services” include the little investments needed upfront to develop an application and
the possibility to build upon other people’s efforts. The risk involved in pursuing new
business ideas is diminished, and might lead to more innovative ideas being tried out in
practice” [22].

With all, WS try to transform the Web into a global infrastructure for distributed
computation, application integration and business process automation. However, as the
Web grows in size and diversity, there is an increased need to automate aspects of WS
such as automatic discovery, execution, selection, composition and interoperation. The
problem is that the syntactic nature of WS underpinning technologies provide limited
support for all that [20]. The SW [7] aims at adding machine-processable semantic
content to the data published on the Web so that computers can ‘understand’ and
process the information in a similar way to that done by a human. Several different
approaches have been conceived to add semantics to service descriptions [23–25]. The
joint application of SW and WS to create intelligent WS is referred as SWS [26]. The
main formalisms to semantically annotate WS are the Web Ontology Language for
Services (OWL-S), the Web Service Modelling Ontology (WSMO) and the Semantic
Annotations for the Web Services Description Language (SAWSDL).

3 Agents Versus Services

There are different opinions among the researchers about what WS and what IAs are,
and whether they are compatible or not. Many researchers coming from the WS
community think that all software components can be seen as a WS, which can
incorporate all kinds of behaviors [12]. Unlike this opinion, part of the agent com-
munity considers that WS can be viewed as (a part of) an agent [10, 11]. In this section,
we propose an evaluation framework by means of which we can compare and contrast
both technologies.

3.1 Comparison Framework

To establish an objective framework with which to compare the above referred fields, a
number of relevant criteria can be specified. Three dimensions (see Table 1) can thus
be defined. First, we propose a general dimension, which refers to the most common
aspects of the technologies. This dimension refers to information about the knowledge
a programmer, designer or modeler must possess prior to being capable of effectively
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using the technology (epistemological assumptions), these one’s autonomy degree
regarding user interaction, the flexibility or adaptation possibilities, and the key
enabling technology.

The second dimension, the matureness level, refers to the state of the art found for
these technologies, regarding aspects such as the languages, platforms, and method-
ologies developed for the technology under question to implement effective real
applications. This dimension also accounts for technology security issues and stan-
dardization degree. This dimension is summarized by depicting an overall view of the
global matureness for each above-mentioned aspect.

The last dimension is that of applicability. It refers to the impact of MAS and SWS
technologies on the real world. This dimension provides information about application
areas where these technologies are being applied, tasks they are suited to (e.g., plan-
ning, search, diagnosis, etc.), their (successful) implantation in industry, and the tools
that have been developed by making use of them.

We do not pretend to present a broad study nor being exhaustive about each of
these issues but to depict the main points related to these innovative fields.

3.2 IAs Analysis

General

Epistemological assumptions. IA research has been influenced by work done in a
number of fields including Artificial Intelligence (e.g., reasoning theory and artificial

Table 1. A comparison of IAs and SWS

Comparison framework

1. General
a. Epistemological assumptions
b. Key enabling technology
c. Autonomy degree
d. Flexibility
e. Interactivity

2. Matureness level
a. Supporting infrastructure
b. Languages
c. Development methodologies
d. Platforms
e. Security
f. Degree of standardization
g. Global matureness

3. Applicability
a. Task types
b. Application areas
c. Application level in industry
d. Successful tools implemented
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life), Software Engineering (e.g., object-oriented programming and distributed pro-
cessing), and Human-Computer Interaction (e.g., user modelling and cognitive engi-
neering). Therefore, it is needed for the designer or modeler of IAs to possess
knowledge about techniques such as case-based reasoning and neural networks, object
and role-oriented programming, and user profiling among others.

Key enabling technology. Since the IAs field is related to several others, it is difficult to
determine a single key enabling technology. Instead, many different technologies form
the core of agents systems: ontologies for the establishment of a common vocabulary,
protocols for remote execution of functionality, languages for the communication and
the negotiation among agents, knowledge management and learning procedures for the
achievement of intelligent tasks. Recently, WS have been included in the list of the
agents supporting infrastructure.

Autonomy degree. A major ability of agents is autonomy, which implies that an agent
takes initiative and grips the control of its own actions. The autonomy is achieved by
means of several characteristics such as goal-oriented behavior (the agent accepts
high-level request indicating what a person wants and is responsible for deciding how
and where to satisfy the requests), collaborative actions (it can modify request or even
refuse them – if it thinks it is not worth to do it), and flexibility (it can dynamically
choose which actions to invoke by taking into account the state of its external envi-
ronment). Therefore, the maximum autonomy degree is achieved by IAs. It is quite
logical if we consider that one of the main goals assumed by their creators was that
users do not have to worry about tedious and repetitive tasks.

Flexibility and Interactivity. Both individual agents and MASs are flexible. IAs are
called ‘intelligent’ mainly because they can learn, so that they show a dynamic
behavior dependent on the situation as it has been mentioned above. In the same way,
when a set of IAs join forming a MAS, they show a global, flexible and dynamic
behavior. A goal can be achieved in several ways and, depending on the knowledge
each agent possesses, the goal will be performed in one way or another. Besides, IAs
interact with other agents apart from interacting with the users they act on behalf of.
The interactivity with other agents is very important as in most situations an individual
agent is not able to perform a task by itself. It is because an agent hardly ever has a
complete knowledge of its environment. In such a situation, the cooperation with other
agents becomes necessary to achieve a goal.

Matureness Level

Platforms, languages, and degree of standardization. MASs are a sub-field of computer
science that have been studied since about 1980. This field has only gained widespread
recognition since about the mid-1990s. Since then, the interest in the field has grown
rapidly. This rapid evolution has been reflected in some standardization initiatives. Much
of the agent standardization effort has fallen into the Foundation for Intelligent Physical
Agents (FIPA) and the Object Management Group (OMG). In terms of languages, the
most widespread are the Knowledge Query and Manipulation Language (KQML) pro-
posed by the US-based DARPA-funded Knowledge Sharing Effort (KSE), and
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FIPA-ACL (FIPA Agent Communication Language). Some FIPA-compliant agent
platforms have been released such as, for example, JADE, ZEUS and FIPA-OS.

Supporting infrastructure. A major obstacle for the adoption of agent technologies has
been the lack of infrastructure able to support the creation of dynamic and heteroge-
neous networks of devices and services that is central to the support of significant
agent-based systems. In the last few years, several technologies have emerged that can
facilitate agent-based systems development. Among them, WS are the most promising
because they provide for a platform- and programming language-independent solution
that can deal with messages exchange, services description and their publication and
discovery. All these capabilities are necessary for any agent-based architecture. Other
important contributions in this sense are internet technologies (e.g., XML, RDF, and
lately the SW), remote procedure call (RPC) (e.g., RMI, CORBA), and distributed
object technologies. All these technological developments are responding to some of
the underlying infrastructural needs for agent-based systems.

Development methodologies. Another fundamental obstacle to the acceptance of agent
technology is the lack of mature software development methodologies for agent-based
systems. Based on principles of software and knowledge engineering, augmented to
suit the differing demands of this new paradigm, several methodologies have been
proposed. The most employed are MAS-CommonKADS (an extension of Com-
monKADS), MaSE (Multi-agent systems Software Engineering), ZEUS
(Belief-Desire-Intention agents), GAIA (a set of entities that execute interactions), and
INGENIAS (an evolution of MESSAGE), but there is no common accepted one (they
need to maturate).

Security. Security is a central issue for MASs as they are characterized by an intrinsic
openness, heterogeneity and because of the autonomous and potentially self-interested
nature of the agents therein. So far, the main focus of the work with the FIPA agent
platform has been related to specification, development, and testing of this platform,
while little effort has been made on investigating security issues. Although currently
deployed agent applications often provide good means of security, several additional
factors need to be addressed. Security issues such as the problem of agents authenti-
cation, securing communication, and preventing unauthorized activity from hackers or
malevolent agents among others should be studied.

Global matureness. To summarize, although the agent field has been studied over the
last 30 years, more effort should be made in order to standardize all the issues con-
cerning agent technologies. Special care should be taken in security issues, as this is a
key factor for the migration of the technology to the industry in real applications.

Applicability

Task types. The current applications of agents are rather experimental and ad hoc ones.
IAs aim to solve problems that require the application of knowledge, that is, intelli-
gence. Examples of knowledge-intensive tasks are classification, assessment, diagnosis,
monitoring, prediction, design, modelling, planning, scheduling and assignment.
Methods to solve these kinds of tasks may be included in the core of IAs’ design.
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It is also usual to find agents acting autonomously on behalf of a user. These users try
to save their time by delegating repetitive tasks to software agents that should achieve
them with minimum interaction of users.

Application areas. In [3], the author divides the possible application of agents into two
main groups: distributed systems and personal software assistants. Systems and net-
work management is one of the earliest application areas to be enhanced using IAs
technology. Agents can help filter and take automatic actions at a higher level of
abstraction, and can even be used to detect and react to patterns in systems behavior.
Another area where agents can act is mobile access and management. In this envi-
ronment, IAs, which reside in the network rather than on the users’ personal computers,
can address the needs of such an unstable environment by persistently carrying out user
requests despite network disturbances. Mail and messaging applications, information
access and management, electronic commerce, etc., are some other application areas.

Industrial applications. The three industry sectors most likely to have the greatest
impact from the application of agent systems are telecommunications and networks,
manufacturing, and transport. Currently, IAs are being applied in industries such as:
telecommunications, manufacturing, finance, air traffic management, aerospace,
eCommerce, customer management, defense simulation and decision support, gov-
ernment services, education, and product support /helpdesk.

Successful tools implemented. Several IA applications have been developed in health
care. IAs have been also applied extensively for network management. Another broad
application field for IAs is eCommerce. A list of tools implemented by using agent
technologies can be found in the AgentLink Web site [27].

3.3 SWS Analysis

General

Epistemological assumptions and Key enabling technologies. SWS come from the
mixture of SW and WS technologies. Thus, many of their properties are derived from
those ground technologies. The key enabling technologies for SWS are ontologies and
WS. Ontologies, which are the backbone of the SW, are used to add semantics to the
data published on the Internet. On the other hand, WS transform the Web from a
distributed source of information to a distributed source of functionality. WS capa-
bilities are described by means of ontologies in the world of SWS. Hence, the epis-
temological assumptions for SWS can be deduced from those of both, SW and WS.
While people within the SW field should have a broad background on the area of
knowledge representation and, in particular, ontologies, those related to the WS field
should know the basis for remote procedure calls (RPCs) and have clear ideas about
component-based programming and distributed computing.

Autonomy degree. The autonomy degree here is lesser than for IAs. However, the
necessity of a payment in order to get a WS to perform a task can be seen in some way
as an autonomy act. Furthermore, once the execution of a WS has started it is likely that
the user interaction becomes unnecessary. Nonetheless, with semantics added to WS
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the degree of autonomy raises up since it is possible to automatically discover, com-
pose, invoke and monitor WS.

Flexibility. If we consider SWS as a whole, we can observe a dynamic behavior.
A SWS framework can adapt itself according to changes in its environment. However,
this is not the case for WS as individuals. Globally, depending on the services available
in a specific period of time, the execution of a high-level task can be performed in
different ways and it is possible to obtain different results. On the other hand, if WS are
considered as individual entities then we find out that their behavior is not adaptable,
and they are not able to learn: a WS executes the same actions once and again each time
the service is required.

Interactivity. Finally, we can point out that SWS are fully interactive. Actions may be
initiated by either the user (by means of agents) or other WS. In a common environ-
ment, we can find users asking their agents for the execution of different tasks. Then,
these agents will request WS for the services they advertise. At the end, WS interact
among themselves for services execution.

Matureness Level

Infrastructure. The supporting infrastructure for SWS is the one inherited from WS
(software components that should be published somehow and can interact with each
other) and SW (language for incorporating semantics into web content). Besides, most
of the researchers in this field claim that an ontology for describing WS is needed. Two
ontology models have been proposed for this purpose [26]: OWL-S and WSMO.
Another possibility is to extend WSDL with semantic annotations as established in the
SAWSDL proposal [26].

Languages. For SWS to become a reality, a markup language is needed to describe
WS capabilities. That language must be descriptive enough so that a computer can
automatically determine its meaning. The goal is to facilitate the automatic discovery,
composition, invocation, and monitoring of WS. A language with these characteristics
can be taken from the SW. The most extended ones are OWL and WSML.

Development methodologies. There are not methodologies either for SWS or for WS
development. However, some efforts are being made in the field of Service Oriented
Architecture (SOA) to obtain a methodology from the patterns already devised.
A methodology for development and deployment of applications using SW technology
should be the result of combining standard software development methodologies with
those for knowledge-based applications adapted to SW technologies’ particularities.

Platforms. SWS infrastructures can be characterized along three dimensions: usage
activities (functional requirements that a framework should support), architecture
(components needed for accomplishing the activities), and service ontology (ontology
for describing WS capabilities). So far, some approaches such as WSMX and IRS-II
present a complete infrastructure that (intend to) include most of the required func-
tionalities (i.e., discovery, composition, invocation) within one platform [26].
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Security. Security consists of maintaining confidentiality, integrity and availability of
software, hardware and data. A key enabler of the development and future deployment
of SWS is the creation and adoption of an effective security model for the current
generation of WS. Despite being a major inhibitor for implementing WS, little effort
has been made on security issues. So far, the main focus of the work with this tech-
nology has been related to the specification and development of ontologies for WS
capabilities description. However, it is likely that effective security models for WS be
extended to be applied to the SWS field. The conclusion is that to ensure the future
success of SWS, it is important to develop a flexible and expandable security archi-
tecture for the current generation of WS.

Standardization degree. The standardization process of this technology is almost
non-existent. The ontology for describing the WS capabilities, which is the most basic
element to be established, is not a standard yet. OWL-S, WSMO and SAWSDL are the
most promising approaches [26], but SAWSDL is the only W3C recommendation.
Certainly, no other standards have been defined in this field, although it is expected that
solutions obtained in the two sub-fields the SWS come fromwill be inherited and adapted.

Global matureness. The matureness of SWS is tightly related to the development of its
two base technologies, that is, WS and the SW. While WS have been studied deeply
over the last few years and its core is based on well-established concepts such as RPC
and distributed computing, the SW was firstly envisioned in 2001. To sum up, SWS
need a long way to become steady. Hard work is needed in areas such as security and
development methodologies. We believe that after a global approach (i.e., OWL-S,
WSMO, SAWSDL) is chosen, the remainder standardization process will be easier.

Applicability

Task types. The tasks which a software developed by using SWS best fits do not
require any knowledge/intelligence. The behavior of the service is established at design
time and no adaptive actions dependent on the environment are implemented. The
services are intended to interact with the business process of a company. While IAs
were conceived to act proactively without user interaction, a WS cannot decide what to
do by itself. Thus, we will refer to the tasks carried out in SWS frameworks as
‘systematic tasks’ given that they follow a strict and previously planned method.

Application areas. As we pointed out before, among the application areas on which
SWS applications are expected to impact more we find Knowledge Management,
Enterprise Application Integration, and eCommerce. Other application areas include
e-contracting, supply chain management, retailing, auctions, insurance, international
aspects of eCommerce, security authorization policies, reputation systems, dispute res-
olution, computer games, advertising, bioinformatics [28, 29] and those that are intended
to provide information such as financial services [30], news or travel agency [31], etc.

Successful tools implemented. Most of the tools implemented in this field aim to enable
the technology itself. Tools for WS annotation and infrastructures for WS automatic
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Table 2. Comparison summary table

Criterion MAS SWS

Generalities Epistemological
assumptions

Yes (Artificial Intelligence,
Software Engineering,
Human-Computer
Interaction, …)

Yes (Knowledge
management (Ontologies),
RPCs, component-based
programming)

Key enabling
technology

Yes (Ontologies, remote
execution protocols,
communication/negotiation
languages, knowledge-related
procedures)

Yes (Ontologies
SW & WS)

Autonomy
degree

Yes (almost total) No (but increasing)

Flexibility Yes (dynamic behavior) Not as individuals but
possible as a whole – a set of
services that can be
composed

Matureness
level

Supporting
infrastructure

Yes (Internet technologies,
remote procedure call,
distributed object
technologies)

Yes (SW – in development –,
WS, Ontologies (WSMO,
OWL-S))

Languages
available

Yes (FIPA-ACL, KQML) Yes (OWL, WSML)

Development
methodologies

Yes (INGENIAS, ZEUS,
MaSE, GAIA,
MAS-CommonKADS)

No (import from SOA? WS
patterns?)

Platforms Yes (FIPA-OS, JADE,
ZEUS)

Yes (WSMX, IRS-II)

Security level Low (Little FIPA effort,
infrastructure-dependent)

Low (to extend WS security
models,
a flexible and expandable
security architecture is
needed)

Standardization Yes (Base infrastructure) No
Global
matureness

Medium Low

Applicability Task
orientedness

Yes (Knowledge-based tasks) Yes (Systematic tasks)

Application
areas

Yes (Social simulation,
eCommerce,
Human-Computer interfaces,
…)

Yes (Knowledge
management, Enterprise
Application integration,
eCommerce)

Industrial
applications

Yes (Telecommunications,
manufacturing, finance, air
traffic management, …)

No (this technology is still
immature)

Successful tools
implemented

Yes (Health care, network
management, eCommerce,
human assistant,…)

Yes (Technology-enablers)
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discovery, composition, and invocation are being implemented. The purpose of all the
referred tools is to facilitate the creation of applications using SWS and to show the
viability of this new technology. SWS require that each service be annotated with
semantic metadata.

Adoption by industry. Although the technology under question has not been trans-
ferred into industry yet, some applications of the referred technology are expected in
domains such as entertainment, health care, manufacturing, law enforcement, educa-
tion, defense, and science. Several tools have been developed using WS (several
examples can be found in http://www.webservices.org) or the SW (http://www.
semanticweb.org) as the subjacent technologies. By examining these tools, it is pos-
sible to realize about the potential applicability of this mixed technology. The main
idea behind all this technological development is to improve WS applications by
adding semantics to WS capability descriptions.

Table 3. General conclusions

SWS MAS SWS & MAS

Promising
aspects

Distributed source of
functionality + Machine
interpretable
information ! intelligent
access to distributed
functionality.

Task delegation.
Automatic
achievement of
reiterative
processes.
Aggregation and
coherent
representation of
distributed content.
Execution of
distributed
functions

Intelligent and powerful
applications: total integration
of the supply chain linking
B2B and B2C sides.

Current
limitations

Manual annotation of content
is not scalable.
Interoperability among
different sources (e.g.,
ontology mapping).
Security.

Need clearly
defined
representation.
User profiles are
still poor from the
business point of
view.
Security.

SWS matureness.
Security issues.

Challenge Mediation.
Security, trust, reputation.
Automatic annotation.
Choreography and
Orchestration.

Exploit the
functionality of
SWS and the
content of the SW.

Standardization (basic).
Communication: languages
(ontologies, ontology
mappings), protocols
(security)
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4 Conclusions and Future Work

Nowadays, with the emergence of the SW, which provides the infrastructure for the
semantic interoperability of WS, and the evolution of the IA field some controversial
viewpoints have appeared. While some researchers coming from the WS community
think that all can be seen as a WS (they can provide all kinds of behaviors), others
coming from the agent community claim that WS can be viewed as (a part of) an agent.
It is the aim of this paper to determine whether IAs and SWS technologies are com-
patible or not.

In Table 2, we present a brief summary of the issues studied above in order to
compare the two technologies. From the information contained in that table is possible
to conclude that MASs are a much more mature technology but there is great effort in
the research community to make SWS (technically) feasible.

From the results obtained in our study, we conclude that both technologies can go
together and cooperate to develop fully-fledged applications and reach the Next
Generation Web. A clear example of the likely synergies is the supporting infras-
tructure, where WS can be seen as a technology perfectly suited for implementing
MAS environments. By examining the section related to applicability, it becomes clear
that while WS are involved in low level tasks (related to the business model), IAs can
act at a higher level, thus allowing these ones to work cooperatively. Our point of view
is that agents can be considered as intelligent entities that work to achieve or maintain
goals on behalf of their corresponding users. Agents incorporate functionality or per-
form knowledge-intensive tasks showing an intelligent behavior and interacting with
WS to accomplish these tasks. On the other hand, WS are the computational entities in
charge of interacting with the business model of the companies that offer these services.
This idea is supported by the fact that the main aim of the SW envisioned by Tim
Berners-Lee was to add semantics to the Web content in order for agents or other
software entities to be able to process it. Therefore, WS semantically annotated can be
accessed by IAs performing high level, abstract user requests. Table 3 summarizes the
promising aspects, the current problems and the main challenges that the referred
technologies face. It also describes the advantages that can be obtained if they work
cooperatively.

To sum up, we may say that agents can act on behalf of service providers, managing
access to services, and ensuring that contracts are fulfilled. On the other hand, they can
act on behalf of service consumers as well, locating services, agreeing contracts, and
receiving and presenting results. Finally, agents will also be crucial for the interaction
with Web users, achieving the goals their users establish. For this, different kinds of
agents will have to communicate and negotiate with one another and several (semantic)
WS will likely be invoked. Several studies have addressed the integration of agents and
(semantic) WS for different purposes successfully [9, 28, 31–33].
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Abstract. Home gardens or family gardens are the oldest cultivation systems
used in the world. The home garden has different goals which gone from leisure
and recreation to self-consumption, healthy production, family savings and
community integration. Home garden management has become a knowledge
problem since the community needs to know what vegetables can be planted as
well as the activities that must be performed according to different parameters
such as illumination, harvest time, irrigation time, among others. In this sense,
there is a clear need for new mechanisms in which experts’ knowledge are inte-
grated to support decision making in the context of the home garden. In this work,
we present a DSS focused on the management of home gardens. This system takes
advantages of semantic technologies, more specifically ontologies, to model the
main activities related to the home garden management such as creation, irriga-
tion, transplanting and harvesting. TheDSS proposedwas evaluated in the context
of medicinal plants and vegetables obtaining encouraging results.

Keywords: Home garden � Ontologies � Support system � Agriculture

1 Introduction

Home gardens or family gardens are the oldest cultivation systems used in the world. In
Latin America, there is a growing interest for this kind of systems because of the boom
achieved by the agroforestry systems and the efforts of many international organiza-
tions [1]. The home garden has different goals which gone from leisure and recreation
to self-consumption, healthy production, family savings and community integration.

According to the latest results of poverty, inequality and labor market from INEC,
in Ecuador the 28.6% of population live in urban-rural areas where they have food,
social and economic problems. This value is due to the migration of people from the
countryside to the city. Due to this phenomenon, the use of home garden has increased
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significantly, thus creating a new concept of agriculture known as urban agriculture.
Furthermore, according to the AEISA [2], 5 out of 10 Ecuadorians prefer the pro-
duction of 100% organic products.

According to the FAO [3], it is estimated that up to 15% of world’s food is
produced through urban agriculture and 70% of urban households in developing
countries participate in agricultural activities.

In Guayaquil, people living in the marginal urban area represent the 18% of the
total population. Therefore, there have been several social assistance programs by
government authorities and NGOs such as ZUMAR. This last organization is focused
on the generation of family gardens through the Funding Agreement between the
European Union and Guayaquil government.

All home garden programs that have been created are oriented to mitigate com-
munity problems such as malnutrition, lack of family incomes and savings, as well as to
enjoy organic food and establish a relationship with nature. These efforts are disap-
pearing due to the lack of follow-up given to the orchards after these ones have been
implemented. This follow-up includes the construction of orchards, community train-
ing and technical advice.

Home garden management has become a knowledge problem since the community
need to know what vegetables can be planted and the activities that must be performed
according to different parameters considering the place of implementation, i.e., com-
munity need to be supported from home garden construction to the harvest time. In this
sense, there is a clear need for new mechanisms in which scientific knowledge, in this
case, the knowledge of management of home gardens, be integrated to support agri-
cultural decision making [4]. Examples of this kind of tools are the decision support
systems (DSS) which have been widely used in agricultural processes such as precision
agriculture, climate risk analysis [5], among others. Summarizing, DSSs can support
people in charge of home gardens by means of experts’ knowledge.

The Semantic Web has emerged as a new approach whose main goal is to provide
the information with a well-defined meaning and make it understandable not only by
humans but also by computers [6]. Thanks to the Semantic Web, computers can
automate, integrate and reuse high-quality information from distributed data sources.
One of the pillars of the Semantic Web are the ontologies, which are defined as a
formal and explicit specification of a shared conceptualization [7]. Ontologies have
been successfully applied in different fields such as finances [8], cloud computing [9],
and question and answering systems [10], among others.

According to the above discussed, communities interested in the implementation of
home gardens need to know all tasks and criteria that must be considered for the correct
management of a home garden. In this work, we present a DSS focused on the man-
agement of home gardens. This system takes advantage of semantic technologies, more
specifically ontologies, to model the main activities related to the home garden man-
agement such as creation, irrigation, transplanting and harvesting. This system is based
on the expertise of domain experts. In this way, when users want to create a home
garden, they must provide a set of parameters through which the system suggests which
activities must be performed. For this purpose, the system uses the knowledge stored in
the semantic repository and a rule-based engine to infer the activities and recom-
mendations according to the parameters provided by the users.
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The rest of this paper is structured as follows. Section 2 describes research works
that implement the technologies involved in this work. Section 3 describes the
sociodemographic features of Guayaquil as well as its planting preferences. Section 4
presents the general architecture of the system and its components. Section 5 describes
a case study for evaluating the effectiveness of the proposed method. Finally, con-
clusions and future work are presented.

2 Related Works

Home gardens are very important for community because they improve que quality of life
of citizens who own it, either economically (saving, additional income), social
(human-nature relation and community relation) and food (consumption of healthy and
organic vegetables) [11]. To implement home gardens in cities, it is necessary to have the
knowledge for managing home gardens. An innovative way to perform this task is the use
of DSS’s whose main goal is to provide users with tools for improving the
decision-making process, thus obtaining more informed decisions [12]. DSS’s have been
implemented in different areas such as medical care [13] for dosing, diagnosis, preventive
care and quality assurance aswell as for sharing information and decisions about patients’
management. In the contexts of Big Data and Cloud computing, Haluk Demirkan and
Dursun Delen [14] define a list of requirements for DSS’s oriented to services. Also, they
propose a conceptual framework through which opportunities and challenges of
service-oriented engineering are established. In the political field, Vicki L. Sauter [15]
provides several examples of DSS’s used in this field. For instance, the Neighbor-to-
Neighbor system that helped the Obama campaign in 2008. This system includes the
names and addresses of all undecided voters and the specific topics of interest for this
group of citizens. By means of this tool, it is possible to identify and convince these
people to vote for Obama. In the agricultural field, there are different systems for sup-
porting different processes. For example, the DSS Vite.Net [16] is a system composed of
two main parts namely, an integrated system for real-time monitoring of the components
of the vineyard, and a Web-based tool for analyzing the data collected by means of
advanced modeling techniques. Furthermore, DSS has also been used in the diagnosis of
plant diseases. For example, in [17] authors present an Ontology-based DSS that pro-
motes the experts’ knowledge for diagnosing plant diseases.

In the context of agriculture, ontologies are used to solve interoperability and
integration problems of heterogeneous data sources [18]. Several ontological models
have been developed for agricultural processes such as citrus fruit production [19]. This
ontology defines three decision services: fertilization, nutrient imbalance, and
irrigation/drainage. In the context of plant diseases, in [20], the authors describe an
expert system that diagnoses plant diseases based on a multicriteria approach. In [21],
authors present and intelligent irrigation system that considers weather conditions
collected by several IoT-based devices distributed along area. In the biorefinery context
[22], a DSS for assessing the sustainability of biorefinery systems. Finally, in [23], the
authors propose an extensible and self-adaptive DSS for the management of
heterogenous data sources.
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The research works above-analyzed propose DSS -based solutions to many prob-
lems from different domains. Most of them use ontologies for representing the
knowledge of experts related to disease diagnosis and citrus fruit production. However,
none of them is focused on the management of home gardens and family gardens. This
work aims to provide a DSS for helping non-expert people interested in owning a home
garden. This system has been designed to use the experience and knowledge from
experts in the creation and management of home garden. All this knowledge is for-
malized by means of an ontology that guides processes related to the provision of
place, planting of vegetables, irrigation, transplant, and harvest, based on a set of
premises provided by the users. The following sections describe in detail the design of
the architecture and the functionality of each of its components.

3 Socio-Demographic Characteristics of Guayaquil and Its
Planting Preferences in Organic Orchards

According to the latest Population Census conducted in 2010 [24], 2,291,158 people
are living in the urban area of Guayaquil. This fact makes of Guayaquil the most
populated city in Ecuador. With a territorial extension of 2,493.86 Km2, Guayaquil has
an urban population density of 919 inhabitants per kilometer square, 54.4% more than
its population density in 2001. This increase is mainly due to the migration of
Ecuadorians from the countryside to the city. These people look for better opportunities
in economically attractive cities like Guayaquil.

One of the positive aspects of this migration is that now a part of the inhabitants has
acquired the knowledge about a specific activity such as agriculture. Sometimes this
knowledge remains latent for its use in activities of similar characteristics such as
gardening, parks, among others [25].

Considering the fact above presented, the promotion of home gardens development
is an important task to be considered. Unlike commercial crops that require a large area
of land and a large investment in both seeds and fertilizers for their care, a home garden
does not demand a large piece of land or an expensive investment for the care of the
farm since they use organic natural products.

The Provincial Council of Guayas and the M.I. Municipality of Guayaquil have
focused their efforts on the development of home gardens. Even, this project has
obtained very positive results which are reflected in a better nutrition of the members of
the family, economic saving as they produce their own food, and a better use of the
leisure time in home [25].

Regarding the preferences of people from Guayaquil to implement a home garden,
there are market research that aims to know the importance that people give to the
home gardens and the benefits of their use. Figure 1 shows the results obtained from a
market research about planting preferences in urban homes from Guayaquil. As can be
seen in Fig. 1, 9 out of 10 homes are interested in implementing an organic orchard.
With respect to their planting preferences, 6 out of 10 homes prefer planting the tomato.
Other vegetables that people want to plant are radish, artichoke, pepper, red onion,
chamomile, and anise.
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Finally, it is important to emphasize the increasing availability of information
technology for the benefit of the world population. In the case of Guayaquil, in 8 out of
10 homes at least one of its members has a mobile phone. On the other hand, in
Guayas, 6 out of 10 people use a computer, and 6 out of 10 people have access to the
Internet.

4 An Ontology-Based Decision Support System

The system proposed in this work generates recommendations about plantations in
home gardens from the Coastal Region of Ecuador, based on a set of parameters
provided by the user. This system is configurated for the tomato, radish, artichoke,
pepper, red onion, chamomile and anise. The recommendations depend on the crop
selected and the set of parameters provided. Figure 2 shows the architecture of the
proposed system which consists of two main parts, a rule-based engine and the home
garden ontology.

The DSS here proposed, in conjunction with the home garden ontology, aims to
generate recommendations based on the experts’ knowledge. In a nutshell, the system
works as follows: (1) the user selects the seed to cultivate and provide a set of
parameters such as quantity and space. This information is provided through a mobile
application; (2) once the information has been provided, the system generates a set of
recommendations based on a set of rules; (3) the system shows the user the set of
recommendations which consider the soil conditions, climatic conditions, humidity,
and appropriate harvest time. The next section describes the home garden ontology,
which is one of the pillar of the system here proposed.

Fig. 1. Planting preferences in urban homes from Guayaquil.
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4.1 Home Garden Ontology

As has been mentioned, the system here proposed is based on an ontology that
describes the home garden domain through concepts such as irrigation, pesticides,
climatic conditions, among others. Figure 3 shows an extract of the ontology proposed
in this work. This ontology has been created by using OWL and Protégé 4.3.

Fig. 2. Overall architecture guided by ontologies.

Fig. 3. Home Garden Ontology.
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Types
The home garden ontology defines nine types namely, irrigation, pesticide, climatic
condition, crop, crop control, crop space, parameter, recommendation and harvest time.
All these types are defined as disjoint types; however, the types recommendation,
climatic conditions and parameter share criteria of several entities or instances. This
ontology has been created based on the cultivate preferences of a group of users.
However, this ontology can evolve by including more types of crops such as vegeta-
bles, fruits and medicinal plants.

The types defined by the ontology allow classifying the preferred crops for home
gardens implementation. In this way, the class Crop has two subtypes, MedicinalPlant
and Vegetables. The first subclass represents crops such as anis and chamomile.
Meanwhile, the second subclass represents crops such as tomato, radish, artichoke,
pepper and onion.

Regarding the class parameter, it refers to those parameters provided by the user
such as seed and quantity. The class recommendation covers all those recommenda-
tions about crop control, pesticide control, harvest time and crop recommendations.
Also, it is important to consider the climatic conditions such as humidity, sun, and
water, among others.

Finally, it must be remarked that the home garden ontology describes such domain
based on the knowledge and expertise of domain experts, to provide user appropriate
recommendations.

Properties
The home garden ontology defines a set of properties that allow the system to generate
a set of recommendations about care and control crop according to the parameters
provided by the user. These properties represent the existing relationship between the
domain types. All types are related to the Crop class due to factors such as irrigation,
pesticides, climatic conditions, crop control, crop space, parameters, recommendations
and harvest time depend on the crop the user want to plant. The properties described by
the home garden ontology are presented in Fig. 4.

• isParameterOf. It defines the input parameters such as crop and quantity. For
instance, for the Tomato, it must be provided the amount of seed and the area
(square meter) on which will be cultivated.

• isCropSpaceOf. It is used to define the recommended area of cultivation according
to the chosen crop. For example, the cultivation of radish or pepper requires an area
of one square meter.

Fig. 4. Properties of the Home Garden Ontology.
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• hasRecommendation. It uses a set of relations among the types defined by the
ontology since the recommendations depends on the irrigation, pesticides, climatic
conditions and the way crops are controlled.

The properties above have their corresponding inverse properties that allow
establishing relations among entities. In this way, the property isParameterOf is the
inverse property of hasParameter, the property isCropSpaceOf is the inverse property
of hasCropSpace, and hasRecommendation is the inverse property of
isRecommendationOf.

Individuals
The home garden ontology defines the types MedicinalPlants and Vegetables to
classify the cultivation preferences of people from the Coastal Region of Ecuador. The
type MedicinalPlants groups crops such as anise and chamomile. Meanwhile, the class
Vegetables groups crops such as tomato, radish, artichoke, pepper and red onion.
Furthermore, climatic conditions such as humidity and sunlight have been considered
by this ontology. Finally, each crop has a set of recommendations about the crops
control and harvest time. These recommendations are related to the crop by means of
the properties described in the previous section.

Finally, it is worth mentioning that a semantic knowledge base based on descriptive
logic has two fundamental elements clearly defined: TBox (terminological axioms)
which contains the schema that defines the domain through concepts, relations and
constraints; and the ABox (assertions) which contains all instances of the domain.

4.2 Rule-Based Engine

The rules definition process involved the participation of domain experts who were
asked to express their knowledge and experiences regarding the parameters to be
considered during home garden implementation, as well as the recommendations to
follow for controlling and harvesting home gardens.

The recommendations provided by the experts were analyzed according to the
space and distance used to plant the seeds, the way and frequency of irrigation, the
recommended doses of pesticides, crop control, the appropriate harvest time and the
climatic conditions of the Coastal Region of Ecuador.

The input parameters that must be provided by the user are the product to grow,
quantity of seeds to be cultivated, the space (square meters) that he/she owns for the
crop, and the season (winter or summer). Based on such parameters, the system pro-
vides recommendations about the distance between seeds, harvest time, the yield to be
obtained from the crop, frequency of irrigation, time of exposure to the sun and amount
of nutrients to add to the crop.

Once this information was obtained, a set of inference rules were established. For
this purpose, the SWRL [26] language was used. The set of rules created from the
experts’ knowledge are used to obtain recommendations according to the type of
crop. The inference process emphasizes the type of crop (vegetables or medicinal
plants) because they share some recommendation criteria.
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Table 1 presents a set of recommendations provided by the system. For example,
when the user provides the input parameters Tomato, as seed, and 3 m2, as the space to
be cultivated, the system generates next recommendations: a distance between seeds of
1 m, a yield of 8–10 tomatoes, and that the harvest time must be every 90 days.

5 Evaluation

5.1 Method

We perform an evaluation process to validate the coherence and correctness of the
recommendations provided by the system. This process required the participation of 50
urban farmers from Guayaquil. These people are immersed in a program of home
gardening promoted by the Municipality of Guayaquil. Table 2 shows the type of crops
considered by this program. These farmers cultivated medicinal plants such as cha-
momile and anise, and vegetables such as tomatoes, radishes, artichokes, peppers and
red onions. Each participant provided different sets of conditions and parameters
concerning their home garden. Some of these parameters are the type of crop, seed
quantity, area for cultivation, and climatic conditions.

For the purposes of this evaluation, the type of plants grown by urban farmers was
divided into two main groups:

• Medicinal plants. These plants are used for health problems. They offer economic
benefits since they do not need a large area and do not require a big investment. The
medicinal plants considered in this evaluation were chamomile and anise.

• Vegetables. These plants are used for a balanced diet. This evaluation considers
vegetables from the Coast Region of Ecuador namely tomatoes, radishes, arti-
chokes, peppers, and red onions.

Table 1. Home Garden recommendations

Input data Recommendations

Seed Space Distance between seeds Yield Harvest time
Tomato 3 m2 1 m 8–10 90 days
Onion 3 m2 1 m 4–6 Only one
Radish 3 m2 1 m 2–3 Only one

Table 2. Types of plants grown by urban farmers

Plant Total of home gardens

Medicinal plant 30
Vegetables 53
Total 83
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Once all sets of parameters were provided by the farmers, these were provided as
input to the system proposed. Then, the DSS generates a set of recommendations for
the maintenance of the home garden as well as about the harvest time and yield of the
harvest. The recommendations provided by the system were compared to the main-
tenance tasks, harvest time and yield previously known. Finally, the results were
evaluated by using the metrics of precision, recall, and their harmonic mean F-measure
whose formulas are shown below.

recall ¼ TP
TPþFN

ð1Þ

precision ¼ TP
TPþFP

ð2Þ

F1 ¼ 2 � precision � recall
precisionþ recall

ð3Þ

The TP (True Positives) refers to those recommendations provided by the system
that match those ones established by the experts. The FP (False Positives) are the set of
recommendations obtained by the system but they do not match with those ones
established by the experts. Finally, FN (False Negatives) are the set of recommenda-
tions provided by the system that were related to another type of planting, that is, those
sets of recommendation that was not related to the correct plant. The F1 metric cor-
responds to the weighted average of the precision and recall obtained by the system.
Next section discusses the results of this evaluation.

5.2 Discussion

The evaluation results obtained by the system for medicinal plants cultivation are
shown in Table 3. The system obtained an average precision score of 0.7965, and
average recall score of 0.9183, and an average F-measure score of 0.8474. The system
obtained the best results when recommendations about illumination that need the plants
are provided. Meanwhile, the aspect with the lowest precision (0.6316) is the distance
that must exist between the plants cultivated.

Table 3. Evaluation results for medicinal plants

TP FN FP Precision Recall F-measure

Distance 12 5 7 0,631578947 0,705882353 0,666667
Irrigation time 13 2 2 0,866666667 0,866666667 0,866667
Illumination 26 0 0 1 1 1
Nutrients 15 1 2 0,882352941 0,9375 0,909091
Performance 12 0 7 0,631578947 1 0,774194
Harvest time 23 0 7 0,766666667 1 0,867925
Average 0,796474028 0,918341503 0,84742
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The evaluation results obtained by the system for vegetable cultivation are shown
in Table 4. In this case, the system obtained better results than with medicinal plants.
More specifically, the system obtained scores of 0.8598, 0.9716 and 0.90988 for the
precision, recall, and F-measure, respectively. In this context, the aspect for which
better results were obtained is the irrigation time with a score of 0.9167. Meanwhile,
the lowest score was obtained for the aspect of illumination with a score of 0.8301.

The evaluation results obtained by the system are good for both medicinal plants
and vegetables. In Tables 3 and 4 we can observe that there is no a big difference
among the results obtained in both scenarios. We attribute these differences to two main
facts: (1) some plants were cultivated in winter, and the climate in this season varies
widely, hence, urban farmers make certain changes in the cultivation process; and
(2) some medicinal plants and vegetables share several parameters; therefore, it was
difficult to provide the specific recommendation when more than 3 parameters were the
same for a medicinal plant and a vegetable.

Sometimes, urban farmers provided parameter related to the season (winter or
summer), e.g., they provide the parameter rainy, very rainy or wet. These values are not
considered by the system. Hence, it is necessary to extend the ontology by adding new
parameters as well as jargon used in the domain of home gardens. Furthermore, it
would be important to integrate a broader set of properties that allow the system to
provide the correct recommendations when two or more parameters are common
between different plants. Finally, it is necessary to generate more rules to improve the
effectiveness of the system.

6 Conclusions and Future Work

In response to the requirements of food, leisure and social welfare in big cities, the
creation of home gardens is proposed. To help this task, in this work we present a DSS
that aims to provide urban farmers support for decision making. Thanks to this system,
these farmers have access to experts’ knowledge in the form of recommendations about
the general implementation process of a home garden including harvest time and yield.
In this system, ontologies and semantic reasoning play a fundamental role.

Table 4. Evaluation results

Plant TP FN FP Precision Recall F-measure

Distance 33 0 0 1 1 1
Irrigation time 44 3 4 0,916666667 0,936170213 0,926316
Illumination 44 0 9 0,830188679 1 0,907216
Nutrients 40 3 6 0,869565217 0,930232558 0,898876
Performance 26 1 7 0,787878788 0,962962963 0,866667
Harvest time 40 0 13 0,754716981 1 0,860215
Average 0,859836055 0,971560956 0,90988
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The main goal of this project is to make this type of technology accessible to urban
farmers to reduce the rate of premature abandonment of their home garden project. The
system here proposed obtained encouraging results with an average F-measure of
0.8787 for the cultivation of medicinal plants and vegetables.

As future work, authors plan to generate new rules and recommendations, as well
as to extend the knowledge described by the ontology. Furthermore, the authors are
considering the possibility of covering a new set of crops such as fruits. The ontology
proposed in this work could be extended by including new seeds that can be planted in
home gardens. Furthermore, it will be necessary to include information concerning
their harvest time, yield and distance between seeds. For this purpose, a bigger group of
experts will be involved. Also, it is important to integrate a mechanism that allows
users to share information and experiences through a social network or a messaging
service, thus improving the teamwork for solving specific problems. Finally, authors
plan to extend the ontology by integrating the knowledge concerning control of pests
and insects that affect home gardens.
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Abstract. Diabetes is a chronic disease that is diagnosed by observing raised
levels of glucose in the blood. High levels of glucose in the blood damage many
tissues in the body, thus bringing life-threating and disabling health complica-
tions. According to the World Health Organization, the number of people with
diabetes is around 422 million, and the diabetes prevalence has been raising
more rapidly in middle and low-income countries. People with diabetes must
have periodic contact with healthcare professionals. However, it is necessary for
them to have the skills, attitude, and support for self-management. In other
words, people with diabetes should be active participants in the treatment. In this
work, we present a system for diabetes self-management. This system deals with
different subjects related to the control and management of glucose levels in the
blood, such as diet, physical activity, mood, medication, and treatment. Fur-
thermore, this system implements the collaborative filtering recommendation
algorithm for generating health recommendations. This module was evaluated to
measure its effectiveness providing such recommendations obtaining encour-
aging results. This evaluation involved the participation of real patients with
diabetes and healthcare professionals.

Keywords: Diabetes self-management � Collaborative filtering � Cloud
computing

1 Introduction

The WHO (World Health Organization) defines diabetes as a chronic disease that
occurs either when the pancreas does not produce enough insulin or when the body
cannot effectively use the insulin it produces [1]. Diabetes is diagnosed by observing
raised levels of glucose in the blood. In this sense, high levels of glucose in the blood
damage many tissues in the body, thus bringing life-threating and disabling health
complications [2].
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According to the Global Report on Diabetes [3] performed by the WHO in April
2016, the number of people with diabetes was around 422 million in 2014. Further-
more, the global prevalence of diabetes among adults (over 18 years of age) was 8.5%
in 2014. It must be emphasized that the number of diabetic people has been rising more
rapidly in middle and low-income countries.

People with diabetes must have periodic contact with healthcare professionals.
However, it is necessary for them to have the skills, attitude, and support for
self-management of their condition [4]. In other words, people with diabetes should be
active participants in the treatment.

Diabetes has an effect not only on patients but also on their families, the healthcare
system and the society. Therefore, diabetes self-management education (DSME) is a
critical element of care for all people with diabetes and is necessary to improve
patients’ outcomes [5]. DSME is the process of providing the person with diabetes with
the necessary knowledge and skills to perform self-care, manage crises, and make
lifestyle changes required to successfully manage this disease [6].

Recommender systems are software tools and techniques which provide sugges-
tions for items to be of use to a user [7]. This kind of systems offer filtered information
from many elements, i.e., those recommendations are intended to provide elements of
interest to users. Recommender systems have been successfully applied in different
contexts such as movie show times [8], passengers and vacant taxis [9], digital libraries
[10], and Web services [11], among others.

In this work, we present a system for diabetes self-management. This system
provides a mobile application for monitoring different subjects related to the control
and management of glucose levels in the blood, such as diet, physical activity, mood,
medication, and treatment. Furthermore, this mobile application aims to improve the
relationship between patients and healthcare professionals, because healthcare profes-
sionals can obtain real-time information about the health status of the patient, as well as
a detailed description of the patients’ treatments.

In addition to the features above mentioned, the system provides a set of health
recommendations based on the collaborative filtering (CF) recommendation algorithm,
which bases its predictions and recommendations on the ratings or behavior of the
users in the system [12]. Thanks to this algorithm, the system can recommend the
active user (patient with diabetes) the items (food, exercise, treatments) that other
patients with similar tastes liked in the past.

The rest of this paper is structured as follows. Section 2 describes the most relevant
research efforts regarding diabetes self-management. Section 3 presents the architecture
of the system here presented, as well as of all modules that compose it. Furthermore,
this section provides a detailed description of the recommender module which is based
on collaborative filtering. Section 4 describes the evaluation process that was per-
formed to evaluate the effectiveness of the recommendations provided by the system.
Finally, conclusions and future work are presented.
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2 State of the Art

There are many works in the literature that deal with different activities related to the
self-management of diseases. For instance, in [13], the authors present WEALTHY, a
wearable health care system for vital signs monitoring. This system integrates smart
sensors, computing techniques, portable devices, and decision support system. The
simultaneous recording of vital signs allows generating alert messages and a synoptic
patient table. On other hand, the CARE (Collaborative Assessment and Recommen-
dation Engine) system [14] implements a novel collaborative filtering method that
captures patients’ similarities and produces personalized disease risk profiles for
individuals. In [15], the authors present a recommender system for constructing nursing
care plans. This system uses correlations among nursing diagnosis, outcomes and
interventions. Furthermore, this system provides a ranked list of suggested care plan
items based on previously-entered items.

Regarding mobile application for diabetes management, in [16] the authors present
an study about the effectiveness of available smartphone applications combined with
text-message feedback from a certified diabetes educator. The evaluation results show
an improvement in the glycemic control of the patients. On the other hand, in [17] a
systematic review of mobile applications for diabetes self-management is performed.
This study aimed to determine whether diabetes applications have been helping patients
with type 1 and type 2 diabetes. The authors conclude that application usage is asso-
ciated with improved attitudes favorable to diabetes self-management. In the context of
systematic reviews, in [18] the authors present an analysis of the features and contents
of Chinese diabetes mobile applications in terms of their suitability for use by older
adults with diabetes. The authors conclude that the features of most mobile applications
failed to include areas of known which were important for managing diabetes in older
adults. Another work focused on the development of mobile application for diabetes
self-management is the presented in [19], which describes a systematic approach to the
design and development of a diabetes self-management mobile application. The
resulting application provides a set of features to the self-monitoring of blood glucose,
physical activity, diet and weight, the identification of glycemic patterns in relation to
the patient’s lifestyle and a remedial decision making.

Our approach is different from existing works in that it tries to provide a tool for
diabetes self-management that considers the daily routine of patients to generate tips
and recommendations that help them to manage and control their disease. Furthermore,
this system allows patients with diabetes to register information about their daily
routine including information about food intakes, insulin intakes, physical activities
performance, as well as their mood. All this information can be accessed by healthcare
professionals to determine a new treatment or improve the current one. The next section
describes the functional architecture of the system here proposed. Also, all its func-
tionalities are described in detail.
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3 A Collaborative Filtering Based Recommender System
for Diabetes Self-management

This work describes a system that aims to help people with diabetes to control and
manage their disease. This application allows patients to keep a record of their daily
routine including activities related to their physical activity, diet, mood, medication and
treatment. Furthermore, it aims to improve communication between patients and
healthcare professionals since it offers healthcare professionals a general perspective of
the daily routine of their patients. This information, represented in form of charts,
allows healthcare professionals to detect the problems related to the treatment, diet or
physical activity, as well as to establish new routes for improving the health status of
their patients.

Figure 1 shows the functional architecture of the system for diabetes self-
management. This architecture is decomposed into three main modules namely Web
application, mobile application and the collaborative filtering based recommender module.

In a nutshell, the system for diabetes self-management works as follows. Both,
patients with diabetes and healthcare professionals have access to the system via Web
or through the mobile application. The mobile application allows patients to register
their daily routine including information about the levels of glucose in the blood,
physical activity, food intakes, mood, insulin intakes, and intakes of medication. All
this information is stored in the database, which is accessed via REST-based Web
services. The data collected through the mobile application is presented to the
healthcare professionals by means of charts, which provide an easy to understand
graphical representation, which shows, in a straightforward way, a summary of all
subjects above mentioned. This summary aims to facilitate healthcare professionals to

Fig. 1. Functional architecture.
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detect the weak points in the treatment of the patients, i.e., thanks to this information,
the healthcare professionals can determine if the patients need to do more exercise,
include more high carbohydrate food, or increase the insulin intakes, among other facts.
Furthermore, this information can be exported to pdf files or can be shared via email.

The system has been developed by using SCRUM [20], an agile development
method for developing flexible software systems, i.e. it allows managing software
development when business conditions are changing. Regarding the mobile applica-
tion, it works on Android devices.

Next sections provide a description in detail of the two main components of the
present system namely, the mobile application for diabetes self-management, and the
collaborative filtering based recommender module.

3.1 Mobile Application for Diabetes Self-management

As was previously mentioned, the mobile application presented in this work provides
support for diabetes self-management activities such as vital sign monitoring, diet,
physical activity, mood, medication, and treatment. Figure 2 contains some of the main
graphical interfaces of the mobile application.

The left-side interface represents a list menu that contains all functionalities pro-
vided by the mobile application such as the registration of physical activity, food
intakes, medical notifications, and reports generation. The interface of the middle refers
to the registration of the mood as well as a short description of it. Finally, the right-side
interface provides a view of the reports generated by the application. In this case, the
interface presents a summary of the insulin intakes from a specific period.

Fig. 2. User interfaces of the mobile application.
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The following sections provide a description in detail of each of the functionalities
provided by the mobile application.

Vital Signs Monitoring
Vital signs are measurements of the body’s functions, more specifically, the most basic
functions namely body temperature, pulse rate, respiration rate (rate of breathing) and
blood pressure (the blood pressure is often measured along with the vital signs;
however, it is not considered a vital sign). Due to the fact that the vital signs are useful
in detecting and monitoring health problems, the mobile application allows patients to
keep a record of their vital signs. From this information, the system provides a set of
recommendations and tips that allow them to manage their disease in a better way.

Diet
People with diabetes must take extra care to make sure that their food is balanced with
their levels of glucose in blood, insulin, and oral medication (if they take it), as well as
to the type of diabetes that they suffer. In this sense, it is well known that there is not a
perfect diet for people with diabetes. However, including a variety of food and
watching portion sizes is a key factor to a healthy diet. Furthermore, this diet must be
rich in vegetables, whole grains, fruits, non-fat dairy products, beans, lean meat,
poultry, and fish, among other foods.

To help patients to control their levels of glucose in the blood, the present system
provides a module that allows users to register information concerning the food intakes,
emphasizing the quantities of carbohydrates, calories, fat, and proteins. The information
collected is used by the system to recommend diets from 1800–2400 calories per day.

Physical activity
Diabetes is associated with the increased risk of cardiovascular disease and premature
mortality [21, 22]. According to [23], the most proximal behavioral cause of insulin
resistance is physical inactivity. Considering these facts, the mobile application helps
patients to record their physical activities at the same time that provides them with tips
and recommendations about exercise routines that can help them to improve their
health status.

Mood
The mood is a key element to be considered within diabetes self-management be-cause
mood changes are a common to people with type 2 or type 1 diabetes. These changes
can be attributed to several factors such as stress, depression, and rapid changes in
blood sugars, among others. Hence, the mobile application provides the patients with
the opportunity to record their mood in such a way that healthcare professionals can
establish ways to address the problem related to this subject.

Medication
To achieve a good control over diabetes patients must follow a series of corrective
measures such as the ingestion of hypoglycemic pills or the injection of insulin. For this
purpose, this system allows patients to register all insulin intakes as well as the intake of
medication. In this context, it must bementioned that the system has a wide drug database
which can be extended by the users, more specifically by healthcare professionals.
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Treatment
There are several treatments to help people manage and control their diabetes. Each
patient is different, so the treatments vary depending on individual needs. For instance,
people with Type 1 diabetes may need to treat their condition with insulin. Meanwhile,
people with Type 2 diabetes may be able to manage their condition with exercise and
diet. In this sense, the mobile application allows patients to record all information
related to the food intakes, physical activity, and insulin intakes. These data will allow
healthcare professionals to determine the main reasons for the success or failure of the
treatment established, and assign a new treatment when it is necessary.

Communication between patient and healthcare professional
People with diabetes have periodic contact with healthcare professionals. In these
meetings, healthcare professionals need for information that help them to determine
what is the health status of the patient and, when the health status is not positive, to
determine the main factors that caused this status. To help healthcare professionals to
perform such diagnosis, the mobile application provides a summary of the insulin
takes, the level of glucose in the blood, heart rate, blood pressure, weight, intake of
medication, mood and food intakes. This information is provided through charts, which
can be customized by selecting a specific period. Furthermore, these charts can be
exported to pdf files or can be sent via e-mail.

Alerts and Recommendations
The system here presented generates a set of tips and health recommendations based on
two main facts: (1) the current health status of the patient, which is determined by the
glucose levels in the blood registered by the users; and (2) the data provided by the
users regarding their diet, mood, and physical activity.

The recommendations were established in conjunction with a group of healthcare
professionals from the Valdivia IESS (Ecuadorian Social Security Institute) Ambula-
tory Hospital. A detailed description of this functionality is provided in the next
section.

3.2 Collaborative Filtering Based Recommender Module

One of the most important components of the system for health monitoring is the
recommender module. This module implements a CF (Collaborative Filtering) method
that captures patients’ similarities and provides health recommendations concerning
food, exercise and treatments.

CF-based systems work by collecting the user’s feedback in the form of rating for
items in a specific domain. Furthermore, this kind of systems exploits differences
among profiles of several users in determining how to recommend and item [24].

In a nutshell, the recommender module works as follows. Firstly, the system stores
(database) the patients’ profiles which contain information such as age, weight, type of
diabetes, as well as information concerning the treatment he/she follows, e.g., food
intakes, physical activity, and insulin or medication used. Also, this database stores the
patients’ interest in items, in this case, in food, physical exercises, etc.

The next step consists in implementing a mechanism that compares a particular
patient’s profile to the profiles of other patients to determine similarity.
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For this purpose, the K-means algorithm was implemented. More specifically, this
module uses the MSD (Mean Squared Difference). MSD (see Eq. 1) measures the
mean squared difference between two vectors.

simðx; yÞ ¼ 1� 1
#Bx;y

X
iεlu

rx;i � ry;i
max� min

� �2
ε 0; 1½ � ð1Þ

Where #Bx,y is the number of items that both patients have rated; rx,i and ry,i are the
rates provided by the patients x and y respectively.

Based on the similarity computation, the most similar patients to the patient under
consideration are selected. The patients selected are those whose similarity score is
close to 1. Once the group of patients is selected, the module predicts how the patient
under consideration would rate items that have not been evaluated. For this purpose,
the weighted average is used. In the final phase, the module considers the n items that
were rated with the highest values. This group of items is recommended to the target
patient [25].

4 Evaluation and Results

4.1 Method

As has been described in this work, the system presented in this work provides a set of
recommendations based on the similarities between patients. Therefore, to measure the
performance of the system here proposed, i.e. to evaluate the efficacy and effectiveness
of the system to provide the correct recommendations, the precision, recall and
f-measure metrics [26] were used. These metrics have traditionally been used for
evaluating information retrieval systems [27]. However, they have been more recently
applied to recommender systems because this kind of systems is usually considered a
particular case of personalized information retrieval system [28]. The formulas of
precision, recall, and f-measure are shown below.

recall ¼ correctly recommended items
relevant items

ð2Þ

precision ¼ correclty recommended items
total recommended items

ð3Þ

F1 ¼ 2 � precision � recall
precisionþ recall

ð4Þ

In this evaluation, precision (see Eq. 3) is interpreted as the system’s ability to
recommend as many relevant items as possible. Therefore, correctly recommended
items represents the number of items classified as relevant by the patient that are
recommended by the system. Meanwhile, total recommended items is the total number
of items recommended by the system. Regarding the recall metric, it is interpreted as
the ability of the system to recommend as few non-relevant items as possible.
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From Eq. 2, relevant items is the number of items classified as relevant by the patient.
Finally, the f-measure score is calculated by using the Eq. 4.

This evaluation was conducted in a real-life scenario. More specifically, this
evaluation involved the participation of 10 patients of diabetes and healthcare pro-
fessionals from the Valdivia IESS (Ecuadorian Social Security Institute) Ambulatory
Hospital. These patients were asked to interact with the mobile application. The cor-
responding patients’ profiles were generated based on the information provided by the
patients. The participants were directly asked about their food and physical activity
preferences. The information provided by the patients was compared with the rec-
ommendations provided automatically by the system. The results obtained by the
system are presented in the next section.

4.2 Results

Table 1 presents the evaluation results obtained by the system here presented. As can
be seen, this system obtained and average rate of 0.799 for the precision metric, 0.812
for the recall metric, and 0.803 for the f-measure metric. Taking into account the results
obtained by each patient, patient 4 (P4) obtained the highest F-measure rate (0.889).
Meanwhile, patient 3 (P3) and patient 6 (P6) obtained the lowest F-measure score
(0.727).

Considering the results obtained by the system presented in this work, it can be
concluded that this system provides good recommendations based on the similarities
between patients. However, as can be seen from Table 1, there is not a big difference
between the results obtained by the patients. For instance, for patient 4 (P4) the system
could correctly provide 8 out of 9 items (food or physical activities) labelled as relevant
by the patient. In the case of patient 3 (P3) and patient 6 (P6), the system could
correctly provide just 4 out of 5 and 4 out of 6 items labelled as relevant by the users,
respectively.

Table 1. Evaluation results.

Patient Total Relevant Correct Precision Recall F-measure

P1 7 6 5 0.714 0.833 0.769
P2 7 8 6 0.857 0.750 0.800
P3 6 5 4 0.667 0.800 0.727
P4 9 9 8 0.889 0.889 0.889
P5 7 7 6 0.857 0.857 0.857
P6 5 6 4 0.800 0.667 0.727
P7 5 5 4 0.800 0.800 0.800
P8 7 6 5 0.714 0.833 0.769
P9 7 7 6 0.857 0.857 0.857
P10 6 6 5 0.833 0.833 0.833
Average 0.799 0.812 0.803
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5 Conclusions and Future Work

In this paper, a system for diabetes self-management was presented. This application
offers a set of recommendations related to the food and physical activity that patients
with diabetes can perform. These recommendations aim to improve the health status of
the patient. Some experiments were performed to evaluate the effectiveness of the
system to provide the correct recommendations. The system obtained encouraging
results, with a precision of 0.799, a recall of 0.812 and an F-measure of 0.803.

As future work, we plan to extend the system to other degenerative diseases such as
hepatitis and arterial hypertension. For this purpose, it will also be necessary to analyze
the treatments recommended for people with the diseases to be involved, for example
the recommendations presented in [29]. On the other hand, we plan to integrate
wearable healthcare devices [30] that allow the system to automatically collect data
about vital signs such as body temperature, pulse rate, respiration rate, blood pressure,
and weight, among others, as well as the levels of glucose in the blood. This kind of
devices has been applied for monitoring other diseases such as Parkinson [31]. This
goal will be achieved thanks to the proliferation of such type of devices in the market,
some of which do not represent high investment costs. However, an analysis of the
health devices available on the market will be performed to ensure the correct per-
formance of the application with the smallest investment. This fact will allow the
application to be accessible for most people.
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Abstract. When a network fault occurs, administrators spend a lot of time
finding the causes as well as solving the problem. Network fault localization is a
process that aims to find the exact source of the fault. This process consists of a
diagnosis process that considers the symptoms ranging from end-to-end con-
nectivity fault to more sophisticated symptoms such as SLA violations. To solve
network faults, it is necessary a great amount of information that allows network
administrators to analyze and determine symptoms, and then reduce the number
of possible solutions. Considering the above discussed, it is necessary a decision
support system that allows network administrators to diagnose a network fault
and solve it. In this work, we present a fault detection system for LAN networks.
This system is based on a set of rules that allows determining the specific
problem as well as to obtain possible solutions to them. The rules were defined
based on the data collected from network monitoring process as well as the
expertise of network administrators. The system was evaluated to measure its
effectiveness regarding network fault detection, obtaining encouraging results.

Keywords: Network fault detection � Decision making

1 Introduction

One of the main problems that LANs (Local Area Network) administrators face is the
lack of a network monitoring and management system that monitors the computer
network for detecting faults and that notifies them. When a network fault occurs,
administrators spend a lot of time finding the causes as well as solving the problem.

Network fault localization is a process that aims to find the exact source of the fault
[1]. This process is performed in several layers of the network protocol stack. Fur-
thermore, it diagnoses the symptoms ranging from end-to-end connectivity fault to
more sophisticated symptoms such as SLA (Service-Level Agreement) violations [2].
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Most problems that reduce the performance of LANs are related to the physical
layer of the OSI model, which includes wiring, NIC (Network Interface Card), routers
and switches. Network connectivity faults represent a permanent or intermittent
inability of communication with a network or performing tasks related to it. There are
multiple causes of this kind of problems, for example, a cable with incorrect splicing,
incorrect NICs, and faults in routing devices. These kinds of problems are difficult to
diagnose, isolate and solve [3]. On the other hand, there are no tools that provide
solutions to problems such as the logic fault identification that can occur in a network.

To solve network faults, it is necessary a great amount of information that allows us
to analyze and determine symptoms that reduce the number of possible solutions. The
network management solution must be easy to deploy and cost effective. In this sense, it
must have a graphical user interface that can be implemented in an easy and fast way [4].

Network monitoring processes are complicated because of the lot of available
network management system [5], which makes it difficult to find a solution for the
problems. To achieve a correct network management, administrators must know the
real-time operation of the network and find security threats and faults as soon as
possible. To perform the analysis and diagnosis of problems, it is necessary to locate
the network fault and then give a quick response and solution to the problem [6].

Considering the above discussed, it is necessary a 24/7 network monitoring system.
For instance, when the network administrator receives a call from a user who has a
problem accessing to a website, he/she doesn’t have a specific information about the
problem. Such information could be provided by a 24/7 network monitoring system [7].

In this work, a system for detecting faults presented in LAN networks is presented.
This system allows detecting faults based on a set of rules. Once the fault is detected,
the system provides a possible solution to the problem. Thanks to this information,
network administrator saves time and effort for solving the problem.

The system proposed was evaluated to know its effectiveness detecting networks
faults. For this purpose, the metrics precision, recall and F-measure were used.

The rest of this paper is structured as follows. Section 2 provides a description of
the most relevant works regarding network monitoring. Section 3 presents the archi-
tecture of the system proposed. Evaluation and results are described in Sect. 4. Finally,
conclusions and feature work are presented.

2 Related Works

In the context of communication networks, fault localization is an important fact that
must be considered because this kind of problems cannot be avoided. Hence, its fast
detection is a task that must be addressed. Fault detection and localization are tasks of
great significance because they allow to protect and restore the network performance
[8]. Furthermore, the detection of link faults, as well as their location, can be present in
different layers of the protocol stack. Therefore, it is desired that these faults can be
identified and corrected in the physical layer before they spread to higher layers.

Usually, fault management in computer networks has four main phases: detection,
localization, repair and testing. The most important phase is the localization phase [9].
There are approaches focused on the fault treatment. These approaches use different
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techniques according to the number of nodes. These techniques combine active and
passive measurements to localize faults in networks.

The end-to-end approach uses passive measurements to localize faults in networks
[10]. This approach considers fault location as an optimization problem. Therefore, it
uses the GA-FL (Genetic Algorithm Fault Location) applied to a small set of com-
ponents, and then it uses the rest of nodes. Also, the end-to-end can be implemented
with heuristic algorithms [11, 12], which retrieve scattered information through the
network to detect and repair faulty components. This algorithm selects a sequence of
routers for performing tests. When a router is considered as faulty, it is repaired by
reconfiguring the topology and wrong routes. Simulation results show that this algo-
rithm requires a very small set of network components to detect and repair all faults in
the network.

Classic tools for network fault detection use passive methods, which monitor the
operational state of the network and detect the presence of faults. These faults are
located based on the information collected from the nodes that were damaged. In this
context, there is an active method [13], which works in a network with several nodes
and a polling station. This method assumes that all components work fine. Furthermore,
this method consumes bandwidth resources. Many researchers have tried to address
this drawback through programming methods and describing algorithms as a set of
problems and simulation results [14]. The experiments performed demonstrate a
reduction of network traffic and fault diagnosis time.

3 Architecture of the System for Network Fault Detection

This section describes the main components of the system for network fault detection
proposed in this work. As can be shown in Fig. 1, the system architecture is composed
of four modules, namely: (1) monitoring module, (2) fault detection module, (3) fault
history module, and (4) new knowledge module. Also, it can be noted that client
applications interact with the server to detect faults that can occur.

Fig. 1. Architecture of the system for network fault detection.
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The fault detection system for LAN networks is based on rules. Thanks to this
feature, new knowledge can be added to support decision making of networks
administrators.

The system constantly monitors all host devices of the network to obtain infor-
mation that helps to verify the parameters received. The response of each host device is
analyzed and verified by means of a set of rules that help to identify the possible
problem. This information is stored as an unknown parameter for the knowledge base.

Common problems in LAN networks are:

1. Host disconnection. The host cannot connect to the network due to a malfunction of
the network card, a damaged UTP cable, among other problems.

2. Host without Internet access. The host has no access to Internet due to a bad
configuration or a damaged modem.

3. Unconfigured host. It occurs when users or network administrators make a bad
network/host configuration.

4. Communication between hosts. This problem refers to the case when the host
cannot be seen or accessed by other computers despite it has access to the Internet
and it has an active state within the network.

3.1 Monitoring Module

This module shows the information of all host devices of the network such as con-
nected hosts, IP direction, host name, and its state.

This module constantly monitors the input and output of network packages.
Monitoring module obtains information about the network traffic as well as the data
necessary to verify the correct operation of the network. This information allows the
system to determine the possible cause of the problem.

To perform the tasks above mentioned, this module uses the SNMP (Simple
Network Management Protocol) protocol [15], which in turn uses the following ports:

• 161/UDP to get the value of an object.
• 162/UDP to receive SNMP traps.

The process carried out by this module can be summarized as follows:

• The monitoring module sends a GetRequest message to the managed host to get the
state of it. For example, for the message “OID_sysUpTime = 1.3.6.1.2.1.1.3.0”, the
module obtains the active time of a network interface, in this case, all managed
hosts.

• The system captures the flow obtained from both the SNMP and ICMP requests,
which are done to the host. The responses obtained are analyzed by the fault
detection module, which relates the request values with one of the rules defined by
the system.

3.2 Fault Detection Module

This module identifies and localizes the faults that occur in the network [16]. This
process validates each parameter obtained by the monitoring module.
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As was previously mentioned, the fault detection module is based on a set of rules
which were defined by using the Clips [17] library. This tool allows executing and
validating the knowledge base by means of rules.

The rules used by the module were established based on information about com-
mon problems detected during network monitoring process. In this way, each rule
defines a response to each problem that can occur in the network. All rules are con-
tained in a text file to allow Clips software to select the correct rule. Figure 2 depicts
the fault detection process.

The main component of fault detection module is the facts collected from the
monitoring process. Based on this information, rules are established by means of six
main parameters:

• Nombre_Snmp: It represents the name of the ObjectID, i.e. it stores the name of the
SNMP parameter received by the network monitoring module, e.g., OID:
sysUpTime.

• Object_ID. It refers to the identifier value of the Object ID. It is obtained by the
network monitoring module. An example of this value is “OID: 1.3.6.1.2.1.1.3.0.”

• Response_Snmp: It represents the response given by the SNMP. It stores the
response obtained by the network monitoring module when a SNMP request to the
hosts managed is performed.

• Mensaje_Respuesta. It is the value obtained from the ICMP request. It stores the
value obtained when a SNMP request is performed and it receives a response from
the hosts managed.

• Estado Host. It refers to the state of the host (Active or Inactive). This value is
obtained through the ICMP request from the network monitoring module.

• Tipo. It represents the value of the kind of request performed, e.g. communication
network request.

Fig. 2. Rule workflow.
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Each rule contains all information necessary to perform the retract process. This
process is carried out by the CLIPs to identify the problem. This response is assigned to
a variable of type “Tipo”, which is read by the system to show the identified problem.

As was previously mentioned, all rules are defined in a text file. Figure 3. shows an
extract of this text file, where it can be noted that each rule is composed of its name, the
known facts, and the response. A detailed description of this rule is provided below.

The defrule function allows assigning the name of the rule. The hecho elements are
represented by means of a template which contains all variables. Each hecho element
contains the variables to be evaluated to detect the problem. On the other hand, the
retract function is used to eliminate hecho elements when new variables are provided.
When the rule matches the variables provided, the name of the problem is stored in a
template called resultado_diagnostico_problema. Finally, this information is provided
to the user.

The problem detection is performed through the validation of all parameterized
rules. Some of the problems covered by these rules are described below.

Host disconnection. It occurs when it is not possible to establish communication with
the remote host. In this case, the system compares the parameters provided, specifically
the state of the host (Active or Inactive). Considering this information, the system
performs a request using ICMO packages. If these parameters are met and the response
is “Inactive”, the problem detected is identified as “Host disconnection”.

Fig. 3. Rule structure.
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Communication problems between hosts. When communication cannot be estab-
lished between hosts of the network, the system validates if the state of the host is not
“inactive”, and the request by means of ICMP packages is not “Active”.

Considering the above-described data, the system determines that the problem is due
to the fact that there is no communication between hosts of the network.

IP duplication. When an IP duplication problem occurs, Windows hosts detect the
problem and exclude the network host until a valid IP is assigned. The system here
proposed validates, through rules, if there is a response to the request performed by
means of ICMP packages, and if there is a connection with the host. If both conditions
are met the problem detected is IP duplication.

Printer connection problems. The rule that was established for printer connection
problems, validates the state of the network interface through a Trap. If this state is
“Link down”, and the host type is “Printer”, then the problem detected is “Printer
Connection problem”.

DNS problems. To identify a DNS problem in the host managed, the system monitors
all hosts stored in the knowledge base by means of SNMP requests. If there is a host
disconnected, the system validates if the host is turned on and if it has a response to
requests based on ICMP packages.

When all conditions are met, and the network has Internet connection, the rule
“DNS problems” is activated. This rule is applied when the problem is in the host
managed.

3.3 Network Fault History Module

The network fault history module provides users a description of the faults detected by
the system. To achieve this goal, this module determines the possible solutions to the
problem based on a set of rules. All solutions are stored in the knowledge base.

The results obtained by this module are provided to the users in a format like the
presented in Table 1, where the ID, description, date and hour when the problem
occurred are presented. Thanks to the information provided by this module, network
administrators can solve problems without spending much time.

3.4 New Knowledge Module

This module allows establishing new rules to deal with problems arisen from SNMP
requests. These rules are established based on the information stored in the knowledge
base and information about the new problem detected by the network monitoring
module.

The new knowledge module uses the CLIPs file which describes all rules of the
system. This module uses the SNMO protocol, which receives the Trap [18], and
obtains the OID (Unique Identifiers). When the system detects a network fault, it
provides the network administrator with the corresponding information that helps them
to establish a new rule, and to add information related to possible solutions.
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For instance, to obtain a new fault, a new IP configuration is performed in the
router. Then, the SNMO agent sends trap alerts when the problem occurs, and the
system receives a description of the fault such as “v2 public host 1192.193.194.195”
1.11.12.12.15.15 “IP change”. The message selected by the application is saved as new
knowledge. Finally, the network administrator must define a new rule, assigning a
name to the Trap received.

4 Evaluation and Results

To evaluate the effectiveness of the system detecting failures in a LAN network, the
recall, precision, and F-measure evaluation metrics were used. Recall (1) is the pro-
portion of actual positive cases that were correctly predicted as such. On the other hand,
precision (2) represents the proportion of predicted positive cases that are real positives.
Finally, F-measure (3) is the harmonic mean of precision and recall [19].

recall ¼ TP
TPþFN

ð1Þ

precision ¼ TP
TPþFP

ð2Þ

F1 ¼ 2 � precision � recall
precisionþ recall

ð3Þ

Where TP is the number of true positives, FN is the number of false negatives, and
FP is the number of false positives.

Specifically, the variables used to measure the effectiveness of the system are:

• True positives. The items that were correctly identified as network faults.
• False positives. The items that were identified as network faults, but they are not

network faults.

Table 1. Network fault history.

ID Example Description Date Hour

75 DNS
problem

The host has an IP address. However, it
does not have Internet access.

02/08/2016 1:19:14

76 Host
connection
problem

The host cannot be found on the network.
The host has been disconnected.

24/08/2016 13:59:32

77 Bandwidth
problem

High bandwidth consumption. 14/09/2016 14:00:25

78 DNS
problem

The host has an IP address. However, it
does not have Internet access.

04/09/2016 22:04:12

79 Bandwidth
problem

High bandwidth consumption. 14/09/2016 14:00:25
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• False negatives. The items that were not identified as errors, but they are network
faults.

The experiments were performed in a LAN network (Fig. 4) with access to Internet,
IP directions ranging from 192.168.1.1 to 192.168.4.14. A network fault detection
system was installed in the administrator host. This system monitored all hosts
including PC’s and printers.

To simulate network faults, several network faults were generated, which were
detected by the system installed in the administrator host. Once all network faults were
generated and detected, these ones were provided to the system proposed in this work.
Then, the evaluation metrics above were used to measure the effectiveness of this system.

4.1 Fault Detection

As was previously mentioned, the effectiveness of the system proposed in this work
was evaluated over the LAN topology presented in Fig. 4. The evaluation results are
shown in Table 2. Five hundred network faults were generated, which were divided
into 20 groups. Some of the network faults generated are cable disconnection, IP
duplication, host shutdown, SNMP port deactivation, printer disconnected, DNS
problem, Internet access blocked by antivirus, as well as other networks faults that were
not considered by the system. Most common network problems were “communication
problems between hosts” and “DNS problems”. The main cause of these problems was
an unstable Internet connection. Table 2 presents the precision, recall and f-measure

Fig. 4. Network topology simulation
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scores obtained for each group of network failures. As can be seen in Table 2, the
system got encouraging results regarding network fault detection, with values of 0.74,
0.76 and 0.72 for precision, recall, and F-measure, respectively.

5 Conclusions and Future Work

This work presents the analysis of a network fault detection system that provides
network administrators with possible solutions to the network problems detected in a
LAN network. The general performance of this system is based on the information
collected from network monitoring process. Furthermore, the solutions were estab-
lished based on the expertise of network administrators. The system was evaluated to
measure its effectiveness regarding network fault detection. The results obtained are
encouraging.

Despite all advantages and features provided by the system, it has several limita-
tions that must be addressed in future work. For example, the system depends on a
knowledge base about network faults, which must be fed by network administrators. In
this sense, it is important to explore new mechanisms that allow the system to learn and
generate new rules through solutions based on expert systems [20].

On the other hand, the experiments were performed in a simulated environment,
which is not enough to obtain a wide perspective of all failures that can occur in
real-world scenarios. Therefore, we plan to implement the system in LAN networks
from the Ecuadorian universities.

Finally, the system here presented is focused on LAN networks, which limits its use
to a narrow set of scenarios. Hence, it is important to perform new experiments in
wireless networks that integrate mechanisms based on expert systems [21]. Further-
more, it will be very interesting to carry out experiments with WiMAX technology, by
using algorithms that reduce the delay of transmissions [22].

Table 2. Evaluation results of the fault detection system

Test P R F Test P R F

1 0, 0,7 0,6 11 0,8 0,6 0,7
2 0,8 0,7 0,9 12 0,7 0,7 0,8
3 0,7 0,7 0,6 13 0,8 0,7 0,6
4 0,8 0,8 0,7 14 0,9 0,8 0,6
5 0,9 0,9 0,7 15 0,6 0,8 0,6
6 0,8 0,6 0,8 16 0,7 0,9 0,7
7 0,7 0,7 0,7 17 0,8 0,9 0,7
8 0,8 0,7 0,8 18 0,6 0,6 0,8
9 0,9 0,8 0,9 19 0,6 0,8 0,9
10 0,6 0,9 0,6 20 0,7 0,8 0,7
AVG 0,76 0,75 0,73 AVG 0,72 0,76 0,71
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Abstract. Information and communication technology in agriculture has
emerged for the enhancement of agricultural and rural development through
improved information and communication processes. In this context, this paper
presents the design and development of a knowledge-based expert system to the
control and monitoring of corn crop. The main objective of this work is to obtain
a knowledge base from experts’ information that helps to determine the factors
(soil, diseases and pests) that should be considered for generating recommen-
dations. The system provides a recommendation according to the problem
detected and the attributes established. For this purpose, the system used a set of
inference rules. The use of this system would allow farmers to obtain important
benefits such as increasing the yield and productivity of their orchards, sup-
porting inexperienced users in crop management, increasing quality in the
decision making process, and reliable results.

Keywords: Expert systems � Inference rules � Knowledge-based system

1 Introduction

In recent years, microcomputers have become instruments that facilitate the develop-
ment of systems to make decisions. The intelligent systems are the way to manage
information that allows making decisions about problems of specific fields [1].

These expert systems have two main objectives: (1) obtain the criteria of the experts
and make them more accessible and (2) improve the information about the control of
the crop. Experts systems can be used when experts’ knowledge about a specific
problem is needed. In addition, this knowledge will be always available when
requested. Furthermore, a criterion could be provided without the presence of an expert
or the bibliographic material.

The aim of this study is to develop an expert system able to generate recommen-
dations about the control of corn crops. The recommendations are based on rules for the
control and monitoring of corn. This field was selected since, in Ecuador, corn crops
are some of the main sources of the economy.
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Several expert systems have been developed to help farmers to make decisions on
control of crops. These systems are oriented to different stages of corn growth such as
soil preparation, planting or germination, vegetative growth, flowering, and fertiliza-
tion, among others [2].

In Ecuador, maize agriculture is an important economic activity. According to a
study conducted by the Ministry of Agriculture, Livestock, Aquaculture, and Fisheries
from the year 2000 to 2012, the production of soft corn increased by 68.43%. This
result is mainly due to two reasons (1) the growing demand for this product and
(2) corn has been considered as a staple food in the diet of the population. In the 2000
census was reported a production of 43 thousand tons, whereas in the 2012 survey
(ESPAC-INEC) it increased to 73 thousand tons, which indicates an average annual
growth rate of 6.93% [3].

For the development of the application proposed in this work, we consider a
rule-based expert system able to generate recommendations. Therefore, two knowledge
bases of the corn crop control domain were generated. The first one represents input
and output variables. The second one represents the rules to be used [4].

In the domain of expert systems, several rules are activated for the same configuration
of input parameters, and an output is generated for each one of the rules. These outputs
cause a change in the knowledge thus activating other rules. This process is known as
chaining rules. There are two specific chaining rules: forward and backward [5].

The rest of this paper is organized as follows. Section 2 presents a review of the
literature concerning agriculture. Section 3 presents a knowledge-based expert system
for control of corn crops. A case study is described in Sect. 4. Finally, our conclusions
and future work are presented in Sect. 5.

2 Related Works

Maize is known in different ways depending on the country and culture. In America, it
is known as “corn”, “choclo”, “elote”, “jojoto”, “sara” or “zara”.

The growth of maize is classified into five stages: (1) germination and emergence,
(2) initial vegetation, (3) vegetative growth, (4) flowering, and (5) grain filling and
maturity [6].

The agricultural sector constantly undergoes changes with respect to the nutrients
of the land due to climatic changes and other factors [7]. In this sense, it is important to
identify the type of crop to plant according to the area and climate, among other factors.
The technology plays an important role in identifying these aspects. For example,
Antonopoulou et al. [8] proposed a support system for farmers to select alternative
crops specifically maize, soybean, sorghum, rapeseed, and thistle.

The importance of the design of computer models based on rules is a mechanism to
obtain a technical decision that considers the necessary conditions and parameters. For
instance, Debaeke et al. [9] proposed a set of rules based on agronomic principles
(density of plants).

Several works distinguish recommendation techniques into following four classes
(1) collaborative-filtering, (2) demographic filtering, (3) knowledge-based filtering, and
(4) content-based filtering [10]. Furthermore, there are different ways to infer
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knowledge stored in the system, such as decision trees, clustering, and rule-based. The
last one is the method selected in this work [11].

Gordon [12] mentioned that rules can be stored and updated as needed. These rules
are converted into a knowledge file rather than an information file since the rules would
be used as the automated reasoning. A rule-based system consists of three components:
(1) working memory, (2) the rule base, and (3) the inference engine. The rule base and
working memory are data structures that the system uses, and the inference engine is
the basic program. The advantage of this framework is the clear separation between
data (knowledge about the domain) and control (how knowledge should be used) [13].

Sarma et al. [14] presented a logical programming approach where the system
integrates a structured knowledge base that contains remedies of diseases about the rice
plant. Also, this database is integrated with images related to the symptoms of the
disease and an interface that contains rules-based decision-making algorithms, which
are validated by experts.

On the other hand, Marwaha [15] proposed the use of knowledge-based systems
based on ontologies. The authors claim that these systems help to farmers to improve
efficiency, crop yield, and productivity with respect to the identification of diseases,
insects or pests.

In [16], the authors propose a robust and dynamic nutrient management known as
SSNM (Site-specific Nutrient Management) which aims to increase yields and optimize
profits while maintaining the productivity of cropping systems.

Finally, in [17], the authors present AGRIdaksh, a tool for building online experts
systems. This tool enables domain experts to build agricultural expert systems for crop
management with the minimal intervention of knowledge engineers and programmers.

3 Knowledge-Based Expert System for Control of Corn
Crops

3.1 Modules of the Expert System

The knowledge-based expert system proposed in this work has as purpose to guide
students in the best practices of control of the maize crop from the preparation of the
soil to the harvest [18]. The mobile application is composed of four modules: (1) soil
preparation, (2) planting or germination, (3) vegetative growth, and (4) flowering.

Figure 1 shows a scheme of the system dependent relationships [12], and the vari-
ables needed by eachmodule to generate the recommendations. These relationships allow
organizing the structure of the rules. These rules are based on the work presented in [19].

Soil Preparation. The main variables verified at this stage are (1) texture of the land,
(2) date of the crop, and (3) the place to carry out the sowing. With respect to the first
one it can be sandy, clayey and loamy-loamy. The system will show the features of
each kind of soil to allow user to determine the correct one. Regarding the second one,
the January to May months are not suitable for the crop. Finally, in the case study, it
was applied in the Coast region.
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Planting or Germination. The system at this stage requests that the user selects
between the ranges from 0 to 1 (sowing period), and from 2 to 6 (germination period).
In addition, the user must enter additional variables such as seed type, type of pests,
type of disease, and type of weed, among others. Regarding pests, the system will
provide information about different types of pests and diseases commonly presented in
the seed type. The purpose of providing this information is to make the appropriate
validation of the rules and give the users the corresponding recommendations. With
regards to the weeds, the system will provide a set of images to allow users to identify
the correct one.

Vegetative Growth. The system at this stage requests the user to choose between the
range of 7 to 48 days called the period of vegetative development. Furthermore, the
user must provide additional variables such as the type of pests, damage observed in
the crop, type of undergrowth, among others. The purpose of providing this infor-
mation is to make the appropriate validation of the rules and give the users the cor-
responding recommendations related to the level of pest treatment, weed treatment, and
disease.

Flowering. The system at this stage requires the user to choose between the range of
49 to 52 days, 53 to 67 days, 68 to 110 days called the development period. In addition,

Fig. 1. Modules of the expert system for the control of corn crops.
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the user must provide additional variables such as the type of pests, damage observed
in the crop, type of undergrowth. The purpose of providing this information is to make
the appropriate validation of the rules and give the users the corresponding recom-
mendations related to the level of pest treatment, weed treatment, and disease.

3.2 Inference Rules of the Mobile Application

There are different ways to represent knowledge in expert systems, one of them is the
rules of inference [20]. These rules play an important role in intelligent
problem-solving systems. The knowledge of a human expert is represented and stored
through rules of inference. Expert systems based on rules for a specific area can detect
anomalies and provide indications to develop processes according to the recommen-
dations [21].

As can be observed in Fig. 2, the input variables are required for each module.
Once the rules were evaluated by the inference engine, the reasoning control technique
forward chaining was used [22]. The inference engine using the forward chaining
technique searches in all rules the THEN clause equals true, this value allows gener-
ating a recommendation.

Table 1 shows an extract of the recommendations with respect to the different
variables provided by the users according to each stage of maize cultivation.

Fig. 2. Internal processing of app modules.
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The description of the recommendations that the system provides for the user are
the following:

• Recommendation 6.
– Apply Insecticides.
– Perform constant monitoring in the crop to identify damages in the crop.
– Perform trapping to know stages and populations of the plague.

• Recommendation 7.
– Pest detected: Diatraea spp.
– Apply Insecticides bait.
– Perform constant monitoring in the crop to identify damages in the crop.
– Perform trapping to know stages and populations of the plague.

• Recommendation 8.
– Pest detected: Spodoptera frugiperda
– Apply Insecticides to foliage.
– Perform constant monitoring in the crop to identify damages in the crop.
– Perform trapping to know stages and populations of the plague.

• Recommendation 9.
– Weed detected: Cyperus Rotundus
– Apply herbicide.
– The type and dose of the herbicides used will depend on the age of the crop and

population of the undergrowth.
• Recommendation 10.

– Disease detected: Spiroplasma, Phytoplasma and virus.
– Perform constant monitoring in the crop to identify early symptoms of diseases

to be able to perform an efficient control.
– Use certified seed.
– Use resistant hybrids.
– Control insect vectors.

3.3 Architecture

Figure 3 shows the architecture of the mobile application presented in this paper. The
storage layer is composed of the knowledge base which contains the structure of the
rules and the database which stores the information to be provided to the users. The
application layer is composed of an inference engine which interacts with the

Table 1. Recommendations for the module of vegetative growth and flowering.

Days Seed Pest Undergrowth Disease Recommendation

2–6 Hybrid or
variety

Cutting
worms

jointed grass Curvular
spot

Recommendation 6,
9 and 10

7–48 Hybrid or
variety

screwworm Ipomoea Rust Recommendation 6,
9 and 10

49–
110

Hybrid or
variety

fall
armyworm

Purple
nutsedge

Red
ribbon

Recommendation 6,
9 and 10
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knowledge base to provide the recommendations. Finally, the presentation layer is
responsible for delivering and formatting of information to the application layer for
further processing or display.

4 Case Study: Mobile Application for the Control of Maize
Crop

Thanks to the increasing use of the Internet in the agriculture domain, it has been
possible to develop a mobile application focused on corn crops management. This
application aims to be used for helping farmers to increase the yield of the crop. The
present case study was carried out at the Regional Program of Teaching Naranjal of the
Agrarian University of Ecuador, whose coordinates are latitude 2°40′25″ S, longitude
79°37′05″ O, and altitude of 25 m. In this place, several plots were installed to perform
the different processes related to the crop management. Furthermore, to test the use of
the mobile application during maize growth, the application generates a set of rec-
ommendations [23] about such agricultural processes. The recommendations provided
by the application aim to help farmers to make decisions based on parameters related to
each phase of the crop.

Fig. 3. Architecture of the mobile expert system

90 K. Mite-Baidal et al.



Figure 4 presents the graphical user interface of the mobile application presented in
this work. To access to all functionalities provided by this application, users must perform
the authentication process by using their corresponding username and password. The
main interface of the applications shows a list of all phases of the crop, from which users
can select one. These phases are surface preparation, planting, crop growth and flowering.
Once a phase is selected, users must select the specific parameters. Finally, the system
generates a set of recommendations considering the parameters selected by the users.

4.1 Results

Once the mobile application presented in this work was used by the students from the
Agricultural University of Ecuador, they were asked to answer a set of questions related
to their experience using the application. Table 2 presents the questions that were used
in this process.

The aspects of the system that were evaluated are: (1) quality, which refers to the
objectivity of the recommendations provided by the system, (2) trust, which refers to
the novelty of the recommendations, (3) utility, which refers to the reliability and
effectiveness of the recommendations, and (4) satisfaction, which evaluates the users’
satisfaction about the recommendations provided by the system.

Fig. 4. Stages of corn crops. Preparation module soil with a recommendation.
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As can be seen, a total of thirteen questions were asked to the students. Some of the
subjects to be evaluated through this survey are the ease of use of the application and its
graphical interface. Furthermore, this survey aims to collect information about the
confidence that users have about the recommendations provided by the system. The
answer to the questions was based on a 4-point Likert scale where 1 indicates disagree,
2 little agree, 3 agree and 4 strongly agree.

Summarizing, the aspects that this survey aims to evaluate are the user inter-face,
quality/novelty of the application, the confidence of the recommendations provided by
the application, utility, and satisfaction. Table 2 presents the main subject to which the
question aims to evaluate.

Table 3 shows the rating obtained by the four aspects evaluated namely, quality,
confidence, utility, and satisfaction. The aspect that obtained the best results (17.67% of
students agree and 57.00% of the students are strongly agreed) was the satisfaction. It
means that most students have a feeling of fulfillment of de-sires and expectations
about the mobile application. Regarding quality of the application, 72% of the users
(30.67% - agree and 41.33% - strongly agree) think that the application is very useful
for corn cultivation activities. Furthermore, the application obtained a high level of
confidence about the recommendations provided by the application (15.75% - agree
and 48.75 - strongly agree). With regards to the utility of the application, 64.50% of the
students (15.75% - agree and 48.75% - strongly agree) think that the system provides
efficient recommendations about corn crops.

The tabulation of the survey data was expressed as a central tendency (mode). The
mode is the value that occurs most often in the distribution of data. The mode was used
to determine the scores corresponding to each category. The mode of this survey is
presented in Table 4.

Table 2. Satisfaction survey questions

Variable Item Question

Quality P.1 Does the recommender system provide clear explanations of the
recommendations?

Quality P.2 Is the recommender system easy to use?
Quality P.3 Is the system interface attractive, clear and adequate?
Trust P.4 Did the recommendations correspond with your needs?
Trust P.5 Were the recommendations novel and interesting?
Trust P.6 Were the recommendations out of context?
Utility P.7 Do you agree with the recommendations received from the system?
Utility P.8 Are the recommendations sometimes confused?
Utility P.9 Did the recommendations help you to improve the effective-ness in

the crop?
Utility P.10 Did the recommendations help you increasing productivity in the

crop?
Satisfaction P.11 Were the recommendations satisfactory?
Satisfaction P.12 Would you use the system again?
Satisfaction P.13 Would you recommend the system to farmers?
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For the confidence category, the same number of scores was obtained with a value
of 4. Therefore, a score of 4 was assigned to this category. This score corresponds to
the arithmetic mean of the three values. This score demonstrates that the level of
confidence of users correspond to strongly agree.

The scores assigned by the users who completed the survey cover a range of 1 to 4
point to express: strongly agree (4), agree (3), little agree (2) and disagree (1). Con-
sidering this scale, the scores of 1 and 2 can be considered as negative scores and the
scores of 3 and 4 as positive scores.

An analysis of the results obtained by the survey shows that users have a high
degree of satisfaction (4.0 points) about the application. Furthermore, these users are
highly agreed (4.0 points) with the utility and quality of the recommendations provide
by the system.

Regarding the confidence that the users shown about the recommendations pro-
vided by the system, it obtained a score of 4.0.

With regards to the quality, utility, and satisfaction about the application and the
recommendations provided by it, the users shown to highly agree with these subjects.

A combined analysis of the scores assigned by the users to the different sub-jects
places the recommendation system with an average score of 4 points, ac-cording to the
histogram of mode corresponding to the general evaluation.

5 Conclusions and Future Work

The knowledge-based expert system proposed in this work was used by students from
the Agricultural University of Ecuador during the whole course of cultivation. More
specifically, they used this system for the control of corn crops. To store and represent
the experts’ knowledge, several rules were implemented. These rules allowed gener-
ating recommendations for the different phases of corn cultivation.

Table 3. Evaluation results of the recommender system.

Disagree % Little agree % Agree % Strongly agree % Total

Quality 1,33 0,02 1,67 0,02 30,67 0,41 41,33 0,55 75
Trust 12,67 0,17 3,00 0,04 21,67 0,29 37,67 0,50 75
Utility 7,75 0,10 2,75 0,04 15,75 0,21 48,75 0,65 75
Satisfaction 0,00 0,00 0,33 0,00 17,67 0,24 57,00 0,76 75
Average 5,43 0,07 1,93 0,02 21,44 0,28 46,18 0,61 75

Table 4. Results obtained in the user evaluation

Category Score (mode)

Quality 4.0
Trust 4.0
Utility 4.0
Satisfaction 4.0
General 4.0
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The interaction between rules as well as the relative independence of the different
pieces of knowledge are some advantages of the rule-based approach followed in this
work. In many systems, it cannot be assumed that rules do not inter-act among them,
because when this interaction is ignored it could lead to unexpected results that would
undermine system recommendations.

Some tasks that can be easily defined in terms of procedural representations are not
very easy to define by means of rules. The rule-based approach is very useful because it
provides a thorough analysis about the solution of human problems. However, there are
systems where the use of rules is tedious.

The system here proposed was designed to generate recommendations oriented to
the different phases of corn cultivation, using the rules. More specifically, these rec-
ommendations are oriented to students for corn cultivation and for determining the
problems that affect their crops.

There are no methodologies for implementing rule-based systems. These systems
are implemented based on intuition, experience, trial and errors. Our system has been
implemented following the expertise and knowledge of experts on crop control and
management. Furthermore, this system is based on pictures taken on crop from the
Cantón Naranjal, Ecuador. Despite the features provided by our proposal, it has a main
disadvantage, which refers to the fact that it is mainly oriented to corn crops man-
agement. In this sense, as future work we plan to include new types of crops in order to
allow a bigger group of farmers to take advantage of this technology.

The students involved in this work are satisfied with the use of the system. Also,
they consider that the system can be qualified as a tool that contributes to
decision-making in the corn cultivation processes. The system here proposed represents
a technological tool that allows people to learn about the monitorization of crops as
well as the pests and weeds that affect them.

The inference process performed by this system is based on first-order logic, where
each variable takes values within limited intervals which are defined by facts. In this
sense, the authors plan to implement fuzzy sets [22]. This approach has been applied in
Asthma as well as different processes in medicine. The authors think that this approach
must be applied in agriculture as an efficient mechanism for the control and manage-
ment of maize crops and other short-cycle and perennial crops.

The simplicity of the rules used in this system leads to the disadvantage that all they
have the same level. Therefore, it is necessary to have rules at different levels, working
with a hierarchy. However, this change will demand the system to be consistent with
this hierarchy. It is worth mentioning that the needs of farmers can change continu-
ously, and users have long-term information needs. Therefore, instead of providing a
query, users could directly collect information from weather stations.
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Abstract. The component based software development (CBSD) allows
developing components independently and integrating them in a system.
However it is not easy to manage the human resources during a project based on
CBSD, usually some important tasks are not executed successfully, such as
selection of the right human resources, tasks assigning and incentive to the
workers according to their performance. PMBOK is a methodology for the
project management. One of its areas is the human resources management. This
paper argues about the impact for the human resources management at applying
a method to calculate the absolute value of work in the component based
software development. Therefore, how this method supports the activities for the
human resources management proposed by PMBOK is illustrated in this paper.

Keywords: Human resources management � Component based software
development on (CBSD) � PMBOK

1 Introduction

The companies in the industry for the software development have the mission to obtain
software with high quality and make it efficiently. Therefore, nowadays the community
of software development uses new paradigms in order to build software more effi-
ciently. For instance, the component based software development (CBSD) receives the
attention of both, the research and the industrial community.

It is possible to find numerous evidences of the benefits of applying CBSD in the
literature. In spite of these benefits, it is not easy to find proposals with a
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methodological orientation that help to manage the human resources in a project based
on CBSD. Hence, some problems with the human resources management arise, such as
inefficient selection of the developers and the wrong assignation of tasks according to
the skills of the workers. The human resources management in a software project is
essential to achieve a successful conclusion. In this regard, it is crucial to follow an
appropriate project management methodology which guides and controls the software
development activities and the human resources management.

PMBOK is a project management methodology. The integration of DSBC and
PMBOK methodology synergistically may ensure the implementation of best practices
in software development. The aim of this paper is to demonstrate the benefits of
applying a method to calculate the absolute value of work in the software development.
Specifically, we provide evidences of the positive influence of the method for the
human resources management, in especial, we demonstrate how this method supports
the activities for the human resources management defined by PMBOK.

The structure of the paper is as follows: Sect. 2 describes the related work. Next, in
Sect. 3, a discussion about some common problems in the human resources manage-
ment is presented. In Sect. 4, a method to calculate the absolute value of work in the
development of a component is described. Section 5 describes how the method sup-
ports the activities for the human resources management which are proposed by
PMBOK. In the last section conclusions and future work are presented.

2 Related Work

In this section we present related work from existing literature about estimation
methods. We identified some limitations of these approaches.

2.1 Function Points

This method is intended to measure the software from the logical design of the system
[1]. The method was proposed by Albrecht in 1970. It allows quantifying the size of a
system by independent units of the programming language, methodologies, platforms
as well as used technologies, called Function points. Function points allow estimating
the size of a software from its requirements. During the initial stage of the lifecycle of
the project, actors and use cases of the system are identified as well as the function-
alities which are documented through a brief description. By applying Function points
to use cases, a preliminary estimate of size can be obtained [2]. This estimation is
inexact because the information about software is not enough at the beginning of a
project, but it provides an idea about the size of the system.

2.2 Use-Case Points Analysis

This method helps to estimate the time of a project by assigning “weights” to a number of
factors that affect it. The steps to calculate the variables were presented by Nageswaran
[3–5]. In step 1, calculation of unadjusted use-case points is made, in step 2 Calculation of
Adjusted Use Case points is made and in step 3 calculation of required effort is made.
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This method allows estimating effort considering only the development of the func-
tionalities specified by means of use cases. This effort corresponds to the implementation
stage of the project and represents 40% of the total time. To estimate the overall duration
of the project, the estimated effort from other related activities in the software devel-
opment must be included, such as: analysis with 10% of the total time, design with 20%
of the total time, test with 15% of the total time and other activities with 15% of the total
time.

2.3 COCOMO II

This is a method for estimating the effort proposed by the Software Engineering
Institute (SEI). It is based on mathematical equations that allow calculating the effort
from metrics of estimated size, such as the Function point analysis and Source Lines of
Code (SLOC). These equations are weighed by cost factors that influence the effort
required for software development. COCOMO II has two variants: one variant for the
beginning of the project called preliminary design and the other variant to apply after
the definition of the architecture system called post architecture [6, 7].

After the review of these three important estimation methods in the software
development some conclusions can be presented:

• The estimation with adjusted function points and conversion factors is difficult to
apply if there does not exist an historical database with information of the projects
to obtain the converting coefficients.

• The estimation with COCOMO II with unadjusted function points as input is very
useful to estimate a project in a global way when there is a set of use cases with little
level of detail.

• The estimation with use-case points is very effective to estimate the required effort
to develop the first use cases of a system following an iterative approach. These use
cases are classified as critical and represent a key part of the architecture.

The studied methods have a high dependence of development software methodol-
ogy, especially those that are based on use cases. These methods cannot adjust favorably
to the development of components, because all components not necessarily respond to a
functionality or may have features that are present in several components. Hence, an
estimation method to the component based software development is necessary.

In addition to the analysis of these three methods, we examined other proposals to
have a better perception of the state of the art about the estimation. In the work of
Dapozo et al. [8] remark the relevance of the estimation in the early stages of the project
because it represents a crucial factor to anticipate solutions to potential problems and
reduce the cost for the identification and solution of changes in the final stages. Nev-
ertheless, they do not make a concrete proposal. They identified some research lines
about estimation methods as well as tools to support thes methods [9, 10].

Salazar [11] describes a methodology to estimate software projects. However, the
methodology is based on Albrecht technique; we already argued about this technique.

Bohem and Humphrey propose two of the most important theories for the esti-
mation of software projects. Ruís and Cordero [12] apply these techniques in a practical
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case. But to adopt this proposal, it is required to know the number of code lines,
sometimes, it is not possible to have this data in early stages of the project.

Robiolo et al. [13] demonstrated the precision of the methods based on experts
judgment for the estimation. In spite of benefits of this kind of methods, they have to be
complemented with formal methods which provide quantitative measures.

Pow-Sang and Imbert [14] describe an approach to estimate the effort in software
projects which make use of use cases. They make the estimation with COCOMO and
Function points. These techniques were already analyzed.

These works are usually based on Function points, use-case point analysis and
COCOMO II. We discussed previously some limitation of these three techniques. To
make a deep study of the estimation method is not in the scope of this work. With this
purpose some works can be consulted [15–17]. The lacks of the estimation methods
usually have a negative effect in the human resources management. Therefore, in the
next section we discuss about these facts.

In Sect. 4, an estimation method is described. This method is focused to be applied
in the based component software development and does not dependent on use cases
like most of the studied methods. After describing the method, we discuss how it
supports the activities for the human resources management.

3 Problems for the Human Resources Management
in Software Projects

This section describes some of the most common deficiencies related to the human
resources management in the software projects, such as:

• The incorrect delineation of the responsibilities for each role: this situation is
caused because in the development of a component usually workers with different
roles take part and it is difficult to differentiate the responsibilities for each role, for
example, an user-interface developer is often the same that carries out the required
functions in the business logic, it means that user-interface developer is making
extra tasks but usually he does not receive any additional compensation.

• Wrong task plan: Usually, the metrics are not used to make the plan. Therefore the
plan is often wrong and its consequences are very negative for the project. For
example, if a developer has the task to make a trigger function in the database, but
the defined time is based on subjective elements and not on quantitative metrics,
some negative effects could appear such as delays to accomplish the tasks, non-
conformity of the developers, among other negative consequences.

• Performance evaluation of the project members: The evaluation is usually carried
out considering only the task names or other subjective elements. This kind of
evaluation does not allow taking into account the particularities or the complexity of
the components, for example, if the developers A and B work in the components C1
and C2 respectively, both could have a task named “develop the user interfaces”,
but to make a proper evaluation, checking the complexity of the components C1
and C2 is required to because maybe C1 is more complex than C2 since developer
A should have a better evaluation than developer B. Nevertheless, usually both
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receive the same evaluation. This situation could be compared with the traditional
industries; for example, it is very easy to evaluate the barbers in a barber shop,
simply by knowing how many people they give a service to in a period of time.

• Stimulation to the project members: In a software project based on CBSD the
components usually are be developed by independent teams, for example if team A
and team B develop the components C1 and C2 respectively. How could the best
developer in the area of database design be identified? To answer this question
could be a bit complicated if there are not metrics that support this selection. On the
contrary, if no metrics have been applied in this selection, the result could be wrong
and stimulate the incorrect person. This situation could generate dissatisfaction on
the affected workers and reduce their performance in the project.

The elements described above, are negative effects in software projects when
metrics have not been used properly. Metrics are mechanisms which help to assign and
assess the work in a project. Especially in projects based on CBSD, where sometimes
the activities proposed for this purpose in traditional methods cannot be applied
properly. These facts motivated the creation of a method to estimate the absolute value
of work in a software project based on CBSD. The next section describes this method.

4 Estimation Method to Calculate the Absolute Value
of Work

This method has been called MCAVW (Method to calculate the absolute value of
work). The authors have been members of several software development projects.
Therefore some specifications of the method are based on this empirical experience.
The method deals with four areas which are common to most components, although
some components may have more impact in some of them. The areas are: User
Interface, Business Logic, Data and Integration. The components may have some of
these areas, only one area or all of them. After applying the method, a value for each
area expressed in Work Unit (WU) is obtained.

4.1 Calculation in Data Area

In this area the calculation of work would be performed with the following equation:

ED ¼ CT �
X

ETi þ
X

EDj þ
X

EFk

� �
ð1Þ

Where:

• CT is the complexity of the technology used in the area concerned, it receives a
value from 1 to 10 and 1 is the lowest complexity.
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• ETi is the required work to develop each table that the component has.

ETi ¼ ccþ crþ clf ð2Þ

cc: number of fields
cr: number of restrictions
clf: number of foreign keys

• EDj is the required work to develop each Trigger that the component has.

EDj ¼ cg � ctþ cpð Þ ð3Þ

cg: complexity of the trigger
ct: number of associated tables
cp: number of fields updated

• EFk is the work to develop each function that the component in the database has.

EFk ¼ cf � ctþ cpð Þ ð4Þ

cf: complexity of the function
ct: number of associated tables
cp: number of fields updated

4.2 Calculation in Business Logic Area

This area connects all the intermediate elements between the user interface and data-
base, remarking that investigating about different architectural styles is out of the scope
of this article. It has only been recognized that any component independently of
architectural style has these common elements. One element to consider is that actions
in one component can be divided into four main groups: actions to insert, delete, update
and display data. Hence the calculation in this area is defined as described below:

EL ¼ cmt �
X

EFIi þ
X

EFEj þ
X

EFAk þ
X

EFMl

� �
þEAD ð5Þ

Where:

• cmt is the complexity of the framework used to develop the software. It receives a
value from 1 to 10 and 1 is the lowest complexity.
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• EFIi is the value of the work needed to develop each function used to insert data.

EFIi ¼ cna � cpþ ccþ coþ cpcþ cpocð Þ ð6Þ

cna: complexity of insert functions. This constant is defined for this type of
function.

cp: number of parameters
cc: number of cycles
co: number of objects that are instantiated in the function
cpc: number of preconditions
cpoc: number of postconditions

• EFEj is the work required to develop each function used for deleting data.

EFEj ¼ cnd � cpþ ccþ coþ cpcþ cpocð Þ ð7Þ

cnd: complexity of delete functions. This constant is defined for this type of
function.

cp: number of parameters
cc: number of cycles
co: number of objects that are instantiated in the function
cpc: number of preconditions
cpoc: number of postconditions

• EFAk is the work required to develop each function used for updating data.

EFAk ¼ cnu � cpþ ccþ coþ cpcþ cpocð Þ ð8Þ

cnu: complexity of update functions. This constant is defined for this type of
function

cp: number of parameters
cc: number of cycles
co: number of objects that are instantiated in the function
cpc: number of preconditions
cpoc: number of postconditions

• EFMl is the work required to develop each function used for extracting data.

EFMl ¼ cn � cpþ ccþ caþ coþ cpcð Þ ð9Þ
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cn: complexity of the function
cp: number of parameters
cc: number of cycles
ca: number of display attributes
co: number of objects that are instantiated in the function
cpc: number of preconditions

• EAD is the required work to develop data access operations. This represents the
data access work taking into account the technology to be used. For example:
Hibernate, Doctrine, among others. In this article a way to calculate this element is
not defined due to variation in the available tools. For example, using Hibernate is
easy to get the result, while with other technology could be more complex.

4.3 Calculation in User Interface Area

This area is responsible for interaction with the user. The elements proposed for this
area are influenced by the experience of the authors and have particularities of man-
agement systems in general. Here we take into account common and traditional
components in management applications.

EIU ¼ CT �
X

ELi þ
X

ECIDj þ
X

EEl

� �
ð10Þ

Where:

• CT is the complexity of the technology to be used in the area. It receives a value
from 1 to 10 and 1 is the lowest complexity.

• ELi is the required work to create each component that lists elements (table, grid).

ELi ¼ c � caþ
X

Eci ð11Þ

c: complexity of the current component, it receives a value in the range of 1 to 10
and 1 is the lowest complexity.

ca: number of attributes to display.
Eci: complexity assigned to each internal component of the current component.

A value from 1 to 10 must be assigned to each visual component.

• ECIDj is the required work to develop each component to insert data.

ECIDj ¼ ccvþ
X

Eci ð12Þ

ccv: complexity of the visual component. It receives a value in the range of 1 to 10
and 1 is the lowest complexity.
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Eci: is the complexity to develop each internal component of the current component.
A value in the range from 1 to 10 should be assigned to each visual component.

• EEl is the required work to develop each event running on the interface (e.g. during
the on click of a button or in a row on a table)

EEl ¼ ce � cvaþ ccþ cf þCI � cpð Þ ð13Þ

ce: complexity of the event
cva: number of visual components affected
cc: number of cycles on the event
cf: number of functions called in the event
CI: complexity of the integration with the bottom layer
cp: number of requests to the bottom layer in the event

4.4 Calculation in Integration Area

This area is responsible for the integration of the components. The integrations can be
among the components of the own system or with components of an external system.
Hence there is a high dependence on the policies defined in the project for the inte-
gration as well as the complexity of the implementation.

EI ¼ CT �
X

SCi þ
X

SOj

� �
ð14Þ

Where:

• CT is the complexity of the technology to be used in this area. It receives a value in
the range of 1 to 10 and 1 is the lowest complexity.

• SCi is the work to develop each service that the component consumes.

SCi ¼ cs � ccþ cpþ coð Þ ð15Þ

cs: complexity of the service
cc: number of cycles on the service
cp: number of parameters
co: number of objects instantiated to implement the service

• SOj is the work to develop each service that the component offers.

SOj ¼ cs � ccþ cpþ coð Þ ð16Þ
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cs: complexity of the service
cc: number of cycles on the service
cp: number of parameters
co: number of objects instantiated to implement the service

4.5 Calculation of Performance and Time

The following equation links Total Work, Performance and Time:

TotalWork ¼ Performance � Time ð17Þ

With the estimation of Total Work for each area, it is possible to fix (assign a value
according to the characteristics of the project) a variable with the objective to obtain the
value of the other variable, according to formula 18. For example, if the time is fixed,
then the performance can be calculated. This value is expressed in WU/h and can be
used to calculate the human resources required to develop a project, taking into account
that the sum of the individual performances of workers must be equal to the value of
performance obtained after applying Eq. 17. The performance of each worker should
be established at the beginning of the project taking into account their performance in
previous projects. To illustrate the results of applying the method, we describe two
examples. In Example 1, we calculated the Total Work required to develop one of the
areas of a project; then the required performance for the project, if the time was already
defined is needed to know. In Example 2, the Total work and the performance are
known; then we want to know the overall time to achieve the project.

Example 1: Calculate the required Total Work in the user interface area using the
formulas explained in the previous section. The technology that will be used has a low
complexity. The interfaces from Figs. 1 and 2 will be used to exemplify the calculation.
The maximum time for the implementation of this area is 20 h, so we need to know:
What human resources could be required to develop with these conditions?

Fig. 1. User interface – product list.
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Solution:
Time = 20 h
EIU = ?
Performance = ?

To estimate the work for developing the user interface, Eq. (10) is applied:

• Assigning a value to CT (Complexity Technology):

CT receives a value in the range from 1 to 10. In this case, the technology has a low
complexity; hence value 1 is assigned to CT.

CT = 1

• Calculating the value of ELi

To calculate the work to develop each component of listing elements, Eq. (11) is
used. The first step is to find the value of Eli for each component; then these values will
be added. The interface of Fig. 1 will be used to carry out the example.

In this example, there is one component that lists elements (T1). Supposing that
developers have experience with this type of component, a value 1 is assigned to ca.
The number of attributes to show is 6 because there are 6 columns. T does not have
internal components; hence Eci = 0. Finally the value of ELi is: ELi = 6.

• Calculating the value of ECIDj

To calculate the work required to develop each data insertion interface, Eq. (12) is
used. The first step is to find the value of ECID for each interface; then these values will
be summed. The interface of Fig. 2 will be used to carry out the example.

For this example, we considered that this type of component has a low complexity,
hence the value of ccv = 2. Eci is the complexity to develop each type of internal
component of the current interface. We list in Table 1 the assigned values to the
internal components. Note that this value is assigned to the type of visual component
and not to a specific component; for example, in Fig. 2 there are two text fields, but in
Table 1, we only consider one, because both fields have the same type.

Fig. 2. User interface – add product.
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The sum of the values of the development complexity assigned to each internal
component is Eci = 5. Finally the value of ECID is: ECID = 7

• Calculating the value of EEl

To calculate the work required to develop each event that is executed in the
interface, Eq. (13) is used. The first step is to find the value of EEl for each event; then
these values will be summed. The interface of Fig. 1 will be used to carry out the
example.

Table 1 shows the events of the interface of the Fig. 1. In order to make the
calculation easier, we stated that the complexity of each event is ce = 1. The value of
cc in every case is 0 because the events do not require cycles to be executed. The value
of cf = 1 since each event calls only one function.

Considering that developers have good experience with the technology of the
project we stated that complexity of the integration with the bottom layer is CI = 2.
The values of cp depend on the numbers of requests made in the event to the bottom
layer; e.g., the event onclick_btnadd has a value of cp = 4 because it makes 4 requests:
to obtain the list of categories, to obtain the list of countries, to save the introduced data
in the form and to update the list of products showed on the table. Table 2 shows the
values of the variables for each event.

Finally, the sum of the required work to develop the events executed in the interface
is EEl = 48.

Table 1. Complexity of internal components

Component type Value

Textfield 1
Combobox 2
Checkbox 1
Radiobutton 1

Table 2. Values of the varibles for each event.

Event ce cva cc cf CI cp EEl

onclick_btnadd 1 2 0 1 2 4 11
onclick_btnupd 1 3 0 1 2 5 14
onclick_btndelete 1 2 0 1 2 2 7
onclick_btndetail 1 3 0 1 2 1 6
onrowclick_table 1 6 0 1 2 0 7
onrowmouseover_table 1 2 0 1 2 0 3
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• Substituting the values obtained above for EE, ECID and EL into Eq. (10) to find
the value of EIU then:

EIU ¼ 1 � 6þ 7þ 48ð Þ
EIU ¼ 61WU

With the value of EIU and knowing that the maximum time for the implementation
of these interfaces is 20 h then the performance is:

Performance ¼ EIU
Time

¼ 61WU
20 h

¼ 3:05WU=h

The value obtained was EIU = 61 WU. With this value, different variants of
selection of human capital could be analyzed, taking into account that the sum of the
selected workers performance must be equal to 3.05 WU/h. In this case, one worker
could be selected with a minimum performance of 3.05 WU/h.

Example 2: After calculating (in the previous example) the Total Work in the user
interface area, the value obtained was EIU = 61 WU. Now, if we have one developer
whose performance is 5 WU/h. What is the required time to develop the project with
these conditions?

Solution:
EIU = 61 WU
Performance = 5 WU/h
Time = ?

Applying Eq. (17) we have to:

Time ¼ TotalWork
Performance

¼ 61WU
5WU=h

¼ 12:2 h

After carrying out the corresponding calculations we can conclude that with the
established conditions the time required to develop the project is 12.2 h.

5 Applying MCAVW to Support the Processes for Managing
Human Resources Defined in the PMBOK

In Sect. 2, some of the common problems in software development projects related
with the human resources management were analyzed. While in the previous section a
method to calculate the absolute value of work in a component based software
development was introduced. In this section, we will discuss how this method could
help to tackle some of the aforementioned problems related with the human resources
management. Here we will explain how the use of MCAVW supports the development
of processes for managing human resources defined in the PMBOK which is a
methodology for the project management. First of all, the processes for the human
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resources management proposed by PMBOK are presented. Then we provide an
explanation about the way that MCAVC supports the execution of these processes.

5.1 Develop the Plan of the Human Resources

In this process, the roles and responsibilities for the members of a project are deter-
mined. It develops the project organization chart with the graphical representation of
the project members and their relationships. Furthermore, the personnel management
plan is elaborated. This plan includes the requirements for the human resources and
other specifications, such as the steps for acquisition of staff, definition of work system,
needs of training as well as strategies of payments and recompenses (PMI, Project
Management Institute, 2008).

This process may take advantage of applying MCAVC. First of all, after the design
phase, MCAVC will let know to the project management the absolute work required to
develop the components that will compose the system. With the work absolute value
for each component and depending on the first variable set in (18), the project man-
agement has a quantitative value to take important decisions about the project. For
example, if the human resources are predetermined, then it is necessary to calculate the
time required to develop each component with these workers, taking into account their
coefficients of performance that already must be known by the managers. While if the
default variable is the time, then the project management should calculate the perfor-
mance coefficients of the workers required to develop the project in the time contracted
with the client.

The foregoing would give quantitative elements to acquire or hire the required
personnel. Besides, the working hours of each worker should be established according
to their performance in order to achieve the activities. If the workers hired do not have
all the desired knowledge, then training strategies must be drawn up that contribute to
the perfection of their knowledge, and thus to the improvement of their performance.

Recognition and recompenses are key elements for the human resources manage-
ment. With the use of MCAVC, the project management can determine the work
absolute values that deserve some stimulation. The explicit definition of this value will
reduce the impact of subjective indicators and could increase the performance of the
developers because they know what they have to do in order to obtain recompense. For
example, if the standard for a UI developer is that an interface with specific charac-
teristics should be developed in two days and this developer made the interface in a
day, then this worker is worthy of some recognition.

5.2 Acquire the Team of the Project

The aim of this process is to obtain the necessary human resources to complete the
project. The documentation related to the availability of human resources and the time
periods where each project team member can work is made. Besides, the staff man-
agement plan is updated (PMI, Project Management Institute, 2008).

In this process, the people who will work on the project will be defined according to
the performance required for the project. Hence, MCAVC may represent a useful tool
to know the performance coefficients for each candidate. It is important to know the
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performance coefficient of the members of the project to make the plan as well as to
evaluate workers during the execution phase.

5.3 Develop the Project Team

In this process, the skills and interactions of team members are improved in order to
increase and evaluate the project performance. Hence some activities are executed to
increase the feelings of trust and cohesiveness among the team members in order to
increase productivity through greater teamwork (PMI, 2008).

MCAVC could be a useful tool to support this process since this method provides
objective elements to analyze how the performance of the team and of each individual
evolves. This information can be recorded in evaluation reports where the effectiveness
of the project team is included. Therefore, the project manager could recognize what
decisions helped to improve or worsen the collective and individual performance.
These insights may be useful to make training strategies, among other options to
improve the performance.

With the specialization of personnel by areas of development, it will be easier to
evaluate the performance of each worker, according to the capabilities demonstrated
during the execution of the assigned activities. These elements may improve the team
work and increase the project productivity.

5.4 Manage the Project Team

The primary goal of this process is to track the performance of team members, provide
feedback, resolve polemics, and coordinate changes to improve project performance.
The project management observes team behavior, manages conflicts, resolves polem-
ics, and evaluates the performance of its members. As a result of managing the project
team, the personnel management plan is updated, change requests are submitted, dis-
putes are resolved and some inputs are provided for the evaluations of organization
performance (PMI, Project Management Institute, 2008).

Similarly to the previous process, the MCAVC may be an effective help to analyze
the performance of the project members. This approach may contribute to homogenize
the work of the project members. Since MCAVC is focused in the component-based
software development, the manager will have the possibility of objectively comparing
the work of several people who have the same role, but who work in different com-
ponents. So; for example, it is possible to identify the member of the database area who
has the most outstanding performance in a given period or who is the one that has the
better progress with respect to the preceding period. The possibility to have a quanti-
tative measure to evaluate the performance of the workers allows to make some analyzes
similar to other fields; for example, in soccer, the best forward in a championship is the
one who scored more goals. With these analyzes, it is possible to reduce the utilization
of methods based on subjective elements to evaluate the workers. This type of method
can generate incorrect assessments and produce discontent on the workers.

On the other hand, the project manager must update the indexes of workers per-
formance and improve the implementation of the MCAVC to turn it in an aid tool
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which provides feedback to the management team. These indexes could be used in
future projects as inputs to apply the MCAVC.

6 Conclusions

In this paper the benefits of applying the method to calculate the absolute value of work
for managing human resources were presented. We illustrated how this approach
supports the success execution of the processes defined in PMBOK for managing
human resources, in special in a context of component based software development.
The method provides quantitative values that can help the organization towards opti-
mization of resources, time and production costs. It also helps companies to make
decisions about staff hires, to create strategies for monitoring the evolution of indi-
vidual and group performance, to plan courses for specific roles as well as to com-
pensate the most outstanding workers. In order to make the adoption of this method
easier, we are working in the development of an automated tool which will reduce
considerably the manual work.
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Abstract. Due to the geographical location of the Pacific fire belt, Ecuador is
the scenery of natural phenomena such as earthquakes, which might be the main
threat source on national territory and their intensity is likely to cause disasters,
to facilitate the identification process of the risk level these disaster cause, we
apply techniques of fuzzy logic, because related studies in this area have given
more accurate results when working directly with the qualitative values of the
data, allowing to deal with the uncertainty of the information on physical and
social damages in a given area. For this study, the information was classified
considering loss and immediate response scenarios, obtaining variables to which
the Analytic Hierarchy Process (AHP) model and the fuzzy set theory were
applied using the software ¨Matlab¨ for the evaluation of the results.

Keywords: Earthquakes � Uncertainty � Decision making � Risk � Fuzzy
logic � Fuzzy sets � AHP

1 Introduction

Natural disasters, in the case of earthquakes, have been over the last years a very broad
discussion topic as these events unleashed great negative effects, especially in those
urban regions constituting the basic poles of a city system and densely populated [1].
Because of these continuous telluric movements due to the sliding of the tectonic
plates, a high level of uncertainty is induced, followed by great social, environmental,
infrastructure consequences, as well as a destabilization in the economy and finally
human losses; these factors depend on the intensity of the natural phenomenon [2–4].
Few works have been carried out regarding seismic disasters, amongst which we can
find a study carried out by the Geophysical Institute of the National Polytechnic School
of Ecuador. It is important to indicate that these works were carried out in an empirical
way since prevention methods were used rather than prediction ones to minimize any
damage from seismic hazard, which means an accurate seismic risk assessment cannot
be achieved. Fuzzy logic yet offers significant advantages over such approaches thanks
to its ability to represent qualitative aspects of examination data in a natural way and to
apply flexible inference rules [5].
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One of the main tools for computational intelligence is fuzzy logic, which is why
this tool has been very helpful in the field of seismic engineering, allowing dealing with
uncertainty due to imprecision of data, achieving favorable results and providing a
wide knowledge. For instance, there are many uncertainties in the assessment of
seismic hazard during calculation phases, such as the definition of seismic sources and
wave attenuation models that present a greater degree of imprecision in the data, unlike
other phases, while these data are more relevant in their result, as shown in [6–9].
Therefore, it has been considered in this paper to use a fuzzy approach with fuzzy sets
to evaluate earthquakes and to use it to study the earthquake registered in Ecuador on
April 16, 2016, having a magnitude of 7.8 degrees on the Richter scale. [1, 10–12].

2 Fuzzy Logic Techniques

Fuzzy logic techniques, initiated by [13], are used to define processes that are imprecise
and ambiguous. Fuzzy sets are used to define the membership of data that don’t belong
to a particular group, but are rather part of a set. An important point within fuzzy logic
and specifically fuzzy sets is the so-called membership function of a set, i.e. deter-
mining the fact of “belonging to a set” or “not belonging to a set” in a gradual way,
where a membership function of a set A on a universe X is defined as follows: µA:
X ! [0,1] where µA (x) = r if r is the degree to which x belongs to A, whose char-
acteristic will have values whose set is {0,1}, whereas, if it is fuzzy, it will have them in
the closed interval of [0,1]. If lA (x) = 0 the element does not belong to the set,
otherwise if lA (x) = 1 the element does belong completely to the set [14].

Fuzzy logic allows transferring sophisticated precepts from the natural language to a
mathematical formulation, which means they give flexibility to modeling using lin-
guistic expressions such as “much”, “little”, “severe”, “scarce”, and so on. As an
example, we can determine that fuzzy sets are used to define magnitudes observed when
an earthquake occurs and that can be considered as “mild”, “moderate” or “serious”;
otherwise when distances from the epicenter where the earthquake originates, which are
“near field”, “intermediate field” and “far field”. The degree of membership of a set
describes the level by which the data belong to that particular group. As for instance, the
distance from the source where the earthquake occurs. [15], is given by.

rclose xð Þ 2 0; 1½ � ð1Þ

Where rclose xð Þ is the degree of membership that X has in the fuzzy site set “near the
source of the earthquake” and x is the distance between the site and the epicenter (3).
The fuzzy set of the distance from the source is shown on Fig. 1

Determining seismic sources is very important because of the vagueness degree of
the information, since spatial locations of earthquakes can be grouped by fuzzy grouping
analysis, making it possible to specify the extent of each seismic source [14, 16].
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2.1 Fuzzy Sets

Fuzzy sets are collections of elements whose characteristics are defined by linguistic
values having a degree of membership between {0, 1} within a discourse universe. The
notation defined for fuzzy sets is the one established by Lofti Zadeh, which combines the
concepts of logic and the Lukasiewicz set by means of the degree of relationship [13]

A ¼ x; uA xð Þð Þ=x 2 [f g ð2Þ

Where A is the ordered pairs of x and the result of the membership function uA xð Þ for
every element x of the discourse universe U.

2.2 Fuzzy Sets Operations

The basic operations in fuzzy logic and fuzzy sets are Intersection, Union and Comple-
ment; these operations are performed in the membership function of the fuzzy sets [17].
The operations of fuzzy sets are used for the following properties (Table 1 and Fig. 2):

2.3 Membership Functions Characteristics

Core ðAÞ ¼ x 2 X=uA xð Þ ¼ 1f g ð3Þ

Fig. 1. Distance fuzzy sets

Table 1. Fuzzy sets properties

Properties Definition

Associative A[ B \Cð Þ ¼ A[Bð Þ \C A[ B [Cð Þ ¼ A[Bð Þ [C
Commutative A\B ¼ B\A A[B ¼ B[A[
Involution �A ¼ A
Identity A\X ¼ A A[; ¼ A
Morgan law A\B ¼ A[B ¼ �A[ �B
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Border ðAÞ ¼ fx 2 X=0\uA xð Þ\1g ð4Þ

Support ðAÞ ¼ fx 2 X=uA xð Þ[ 1g ð5Þ

Crossing ðAÞ ¼ x 2 X=uA xð Þ ¼ 0:5f g ð6Þ

Width ðAÞ ¼ x2 � x1j j ð7Þ

2.4 Integration of AHP with Fuzzy Sets

In order to justify the relationship and the support of the AHP model to the theory of
fuzzy sets, we can indicate that a fuzzy inference model, which allowed us to incor-
porate AHP, to obtain a value of membership with regard to set variables used. Using
this methodology, we give account altering the process established by the model of
fuzzy inference, i.e. AHP change the numbers employed in the scale of assessment of
Saaty (Table 2) by fuzzy numbers, since this usually gets the value of membership by

Fig. 2. Membership functions characteristics

Table 2. Saaty’s evaluation scale.

Saaty scale

9 A is extremely better than B
7 A is markedly better than B
5 A is better than B
3 A is slightly better than B
1 A is equal to B
1/3 B is slightly better than A
1/5 B is better than A
1/7 B is markedly better than A
1/9 B is extremely better than A
2, 4, 6, 8 Intermediate values - used in case of evaluation with different judgments
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the cut of the function in the calculation of abscissas While the model AHP does so by
its evaluation, allowing that the fuzzy inference only gets a level of risk.

3 Study of the Seismic Case Through the Analytic Hierarchy
Process (AHP)

For this research study, we chose the cantons of Manabí that were affected by the
earthquake in April 2016, whose epicenter was located in the city of Pedernales. The
seismic risk will be assessed from a physical and social damage approach since the
degree of seismic threat in those areas is high; in addition, the information obtained from
the reports of the SGR (Secretariat for Risk Management) and the INEC (National
Institute of Statistics and Censuses), both for damages and for resources used to solve
the emergency, are available. It is important to emphasize that during the process to
determine the exact number of casualties situation reports were generated by the risk
management Secretariat, in his web page (http://www.gestionderiesgos.gob.ec/
informes-de-situacion-actual-terremoto-magnitud-7-8/), from the number 1 status
report until the number 71, in order to be able to clearly demonstrate the official results
of the most relevant variables, which caused inconsistencies during the analysis of
weights of importance. The results obtained will help us identify areas of greater risk and
thus contribute to the decision making helping to mitigate the seismic threat (Fig. 3).

The technique to make decisions using the ranking proposed by Saaty (Table 2), it
is in essence the reduction of the complexity of the evaluation of multiple attributes,
replacing it with a series of comparisons by pairs, which are grouped into a matrix
reciprocal positive.

Fig. 3. Seismic intensities registered in the Ecuadorian coastline
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The values in the array will be numeric and the method to guarantee the results
imposed by a couple of logical constraints: (i) when you compare an alternative against
itself, you are given “equal importance”, and (ii) if option A is assigned a number x to
compare it with the B option, then when it is compared against the option B option
value that will be assigned to this comparison is 1, in our case study when comparing
the variable A variable B, for a certain period of time, the variable A, was “more
important”. In any case this value may vary when analyzing another period of time.

During the process of evaluating seismic risk, the use of fuzzy sets by weighting the
input variables through the Analytic Hierarchy Process (AHP) allows us to identify the
level of risk in a geographic area with respect to a level of physical risk caused by the
telluric event and a level of social aggravation [18]. Fuzzy inference systems help to
interpret human knowledge through a set of rules helping the decision making and as
an alternative to determine the digital processing of seismic signals, and in this study
we decided to use the programming language of “MATLAB”, a mathematical calcu-
lation platform; it shall allow us to develop fuzzy systems that streamline the process of
estimating the total risk of a given area.

The Analytic Hierarchy Process (AHP) is a basic analysis model for decision
making allowing to represent a problem through a hierarchical structure in order to
establish the criteria importance of a level with respect to a higher level and thus to
select the best alternative [19]. The steps to follow are:

3.1 Structuring the Problem

This step is the most important one because the problem must be broken down into
components that are relevant to it. The basic hierarchy is established by a goal or
objective, criteria and alternatives. The Fig. 4 shows the variables of physical risk and
social aggravation used in the total risk calculation process.

Fig. 4. Calculation of total risk, variables of physical risk and aggravation factors (social
fragility and lack of resilience) with their respective weights.
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3.2 Construction of the Comparison Matrix

Once the criteria and alternatives have been defined, they are hierarchized through the
design of a square matrix called peer comparison matrix that is based on a relative
importance where the paired comparison is made between the criteria and alternatives
established.

A ¼
a1;1 . . . a1;n
..
. . .

. ..
.

an;1 � � � an;n

2
64

3
75 ð8Þ

To calculate the priority level between the paired comparisons we use a scale of
proportions or intensities denominated by Saaty, shown in Table 2. This numerical
scale is used effectively for qualitative interpretation in many applications requiring a
weighting of its elements through their homogeneous comparison [19]. In addition, a
type of comparison must be considered. The existing ones are:

• Importance: Appropriate when comparing criteria with each other.
• Preference: Appropriate when comparing alternatives.
• Most likely: Used when you compare the probability of the results, either with

criteria or alternatives.

3.3 Estimation of Relative Weights

It is being done using the eigenvalues method where weights are assigned amongst n
alternatives, to do so, one only needs to perform n-1 estimates.

Once the values of the comparison matrix are calculated, the columns are nor-
malized to 1 by dividing each element by the total sum of the columns. The eigenvector
is obtained by calculating the average of each row of the normalized matrix.

p ¼

1
n

Pn
1 a1j

1
n

Pn
1 a2j

� � �
1
n

Pn
1 anj

0
BB@

1
CCA ð9Þ

Vector of criteria priorities is obtained as shown in 10

p ¼
pc11
pc12
. . .
pc1n

0
B@

1
CA ð10Þ
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3.4 Results Analysis

The AHP method allows measuring the non-consistency and sensitivity of the judg-
ments by calculating the consistency ratio, to this extent the consistency index must
first be obtained.

Calculation of the consistency index.
It is the index measuring the consistency of the comparison matrix, its formula is the
following:

CI ¼ kmax � n
n� 1

ð11Þ

Where n is the size of the matrix and kmax is the eigenvalue, which is obtained through
the multiplication of matrices between the elements of the eigenvector and the original
matrix, thus obtaining a quotient for each element that we must add and then divide for
n elements.

Calculation of the consistency ratio.
It is obtained by dividing the consistency index for an already established random value
that depends on n elements used, it is recommended not to use more than nine elements
so that the method can maintain consistent (Table 3).

CR ¼ IC
ICA

ð12Þ

According to Saaty, a good accuracy of the consistency value is recommended,
with CR less than 0.1, however, values ranging up to 0.2 are mentioned; if the con-
dition is not met, the whole process must be re-run from the comparison matrix until it
can have an acceptable consistency.

In this case several tests for the evaluation, in order to obtain a better accuracy of
the values corresponding to each of the variables using the AHP model, with respect to
the weights that were used for the evaluation by fuzzy sets, these will indicate the
degree of membership of each variable were considering their level of risk. The method
gives us an analysis of consistency, which if it is greater than 0.1, will indicate that the
evaluation is inconsistent.

Regarding the seismic risk assessment, this methodology will help us obtain the
weights of the input variables belonging to the risk factors for physical damage and

Table 3. Random consistency according to the number of criteria

3 4 5 6 7 8 9 10 11 12 13 14 15

ICA 0.525 0.882 1.115 1.252 1.341 1.404 1.1452 1.1484 1.1513 1.1535 1.555 1.570 1.583
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social aggravation, they will be used in the application of fuzzy sets during the esti-
mation process. Below are shown the tables of the analytic hierarchy process for the
weighting of each group of factors ðFRFk;FFSk;;FFRk;Þ shown before on Table 4
(Tables 5, 6, 7, 8 and 9).

Table 4. Comparison matrix of physical risk.

FRF1 FRF2 FRF3 FRF4 FRF5 FRF6 FRF7 FRF8

FRF1 1 3 3 3 5 5 7 5
FRF2 0,33 1 1 1 3 3 5 3
FRF3 0,33 1,00 1 1 3 3 5 4
FRF4 0,33 1,00 1,00 1 4 4 5 3
FRF5 0,20 0,33 0,33 0,25 1 3 5 3
FRF6 0,20 0,33 0,33 0,25 0,33 1 5 3
FRF7 0,14 0,20 0,20 0,20 0,20 0,20 1 1/2
FRF8 0,20 0,33 0,25 0,33 0,33 0,33 2,00 1

Table 5. Normalized matrix of physical risk.

FRF1 FRF2 FRF3 FRF4 FRF5 FRF6 FRF7 FRF8

FRF1 0,3646 0,4167 0,4215 0,4265 0,2964 0,2560 0,2000 0,2222
FRF2 0,1215 0,1389 0,1405 0,1422 0,1779 0,1536 0,1429 0,1333
FRF3 0,1215 0,1389 0,1405 0,1422 0,1779 0,1536 0,1429 0,1778
FRF4 0,1215 0,1389 0,1405 0,1422 0,2372 0,2048 0,1429 0,1333
FRF5 0,0729 0,0463 0,0468 0,0355 0,0593 0,1536 0,1429 0,1333
FRF6 0,0729 0,0463 0,0468 0,0355 0,0198 0,0512 0,1429 0,1333
FRF7 0,0521 0,0278 0,0281 0,0284 0,0119 0,0102 0,0286 0,0222
FRF8 0,0729 0,0463 0,0351 0,0474 0,0198 0,0171 0,0571 0,0444

Table 6. Priority Vector and Weight Allocation

Factor Variables Weights Priority vector

FRF1 Affected buildings wRF1 0,33
FRF2 Deceased WRF2 0,14
FRF3 Attended people wRF3 0,15
FRF4 Injured WRF4 0,16
FRF5 Effect on drinking water service WRF5 0,09
FRF6 Effect on electric system WRF6 0,07
FRF7 Effect on telecommunications system WRF7 0,03
FRF8 Effect on productive sector WRF8 0,04

Eigenvalue = 8,6185
CI = 0,0884
CR = 0,0629
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4 Seismic Risk Assessment - Set Method

For the case study, the theory of fuzzy sets was applied in order to identify the level of
seismic risk of a given geographical area, considering risk variables for physical
damage and social aggravation extracted from a database provided by the INEC (http://
www.ecuadorencifras.gob.ec/institucional/home/) and the Secretariat for Risk Man-
agement (http://www.gestionderiesgos.gob.ec/).

Table 7. Comparison matrix of social aggravation.

FFS1 FFS2 FFS3 FFR1 FFR2 FFR3 FFR4

FFS1 1 3 4 1/3 1 1 1/2
FFS2 0,33 1 3 1/5 1/5 1/5 1/3
FFS3 0,25 0,33 1 1/3 1 1/3 1/2
FFR1 3,00 5,00 3,00 1 1 2 2
FFR2 1,00 5,00 1,00 1,00 1 2 1
FFR3 1,00 5,00 3,00 0,50 0,50 1 1
FFR4 2,00 3,00 2,00 0,50 1,00 1,00 1

Table 8. Normalized matrix of social aggravation.

FFS1 FFS2 FFS3 FFR1 FFR2 FFR3 FFR4

FFS1 0,1165 0,1343 0,2353 0,0862 0,1754 0,1327 0,0789
FFS2 0,0388 0,0448 0,1765 0,0517 0,0351 0,0265 0,0526
FFS3 0,0291 0,0149 0,0588 0,0862 0,1754 0,0442 0,0739
FFR1 0,3495 0,2239 0,1765 0,2586 0,1754 0,2655 0,3158
FFR2 0,1165 0,2239 0,0588 0,2586 0,1754 0,2655 0,1579
FFR3 0,1165 0,2239 0,1765 0,1293 0,0877 0,1327 0,1579
FFR4 0,2330 0,1343 0,1176 0,1293 0,1754 0,1327 0,1579

Table 9. Priority vector and weight allocation

Factor Variables Weights Priority vector

FFS1 Poverty rate WFS1 0,14
FFS2 Mortality rate WFS2 0,06
FFS3 Population density WFS3 0,07
FFR1 Food Kits WFR1 0,25
FFR2 Hostels and Shelters WFR2 0,18
FFR3 Rescue staff WFR3 0,15
FFR4 Water supply WFR4 0,15

Eigenvalue = 7,78
CI = 0,1307
CR = 0,0975
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Once the variables are established, we proceed to obtain their weights (WRFk, WFSi,
WFRj) corresponding to the variables of physical risk and social aggravation (social
fragility and lack of resilience) (XRFk, XFSi, XFRj) through the AHP (Analytic Hierarchy
Process) method applied in Sect. 4.

With this method, the problem will be structured, i.e. the physical risk factor FRFk
and aggravation factor FFSk, then a matrix will be designed for each factor; and then
values will be assigned through the Saaty comparison scale.

It is important to define the linguistic values for the calculation of the total risk. For
this study five linguistic values will be used (very low, low, medium, high, very high)
and using fuzzy sets, one obtains the membership functions of each variable; in this
process, it is necessary to define the range of the abscissa next to their grades corre-
sponding to the degree of membership as shown in Table 10.

Next are presented the following nomenclatures:

• LRFi Physical risk level.
• LFj Aggravation level.
• u xð Þ Membership function.
• uLRF Membership function of physical risk.
• uLF Membership function of aggravation.

It is essential to establish the membership functions well because the fact of having
a good estimate of the total seismic risk depends on them; the variables input values for
the evaluation process can be considered of good quality since the fuzzy logic deals
with this imprecision in the data. Once the incoming information is established, it is
compared with the values of the abscissas previously defined in the membership
functions in order to obtain a level of physical risk or aggravation for each variable.
This process is called fuzzification and it is used in the methods of inference to obtain a
fuzzy value from said comparison.

Following the sequence of the fuzzy inference model, a new output fuzzy set must
be generated using the implication where a cut is made, choosing the minimum
membership degree between the fuzzy value obtained and the fuzzy set of the output
variable. Table 11 shows the membership functions of the variable outputs of physical
risk and aggravation.

By using the fuzzy output sets we perform the aggregation through the union
operation of the membership functions and then with the centroid method we defuzzify,
in order to generate an index and linguistic value of physical risk or aggravation. For
these two processes, the following formulas are defined:

Physical Risk

Union

uRF XRFð Þ ¼ max WRF1uLRF1 LRF1ð Þ; . . .;WRFkuLRFk LRFkð Þð Þ ð1Þ

It is the union (max) of the output sets relative to the physical risk input mem-
bership functions, weighted with their weights and risk level of each variable.
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Defuzzification

:RF ¼ ½max WRF1uLRF1 LRF1ð Þ; . . .;WRFkuLRFk LRFkð Þð Þ�centroid ð2Þ

It is the center calculation of the area under the union curve of the membership
functions of the physical risk RF.

Table 10. Code developed on Matlab for the design of membership functions for deceased,
poverty rate and hostels/shelter

%%—> Dead people <—%%
%Abscissa
rf2 = 0:paso:3000;
%Membership function
fall_mb = sigmf(rf2, [–0.03 220]);
fall_b = gbellmf(rf2, [160 3 400]);
fall_m = gbellmf(rf2, [160 3 760]);
fall_a = gbellmf(rf2, [160 3 1100]);
fall_ma = sigmf(rf2, [0.03 1300]);
%Graph
subplot(1,1,1), plot(RF, rf_mb, RF, rf_b, RF, rf_m, RF, rf_a, RF, rf_ma,
‘LineWidth’,1)
set(gca, ‘FontSize’,10), legend(‘Very low’, ‘low’, ‘Medium’, ‘high’,
‘Very high’)
xlabel(‘Level of physical risk’), ylabel(‘\nu(Membership)’)
axis([0 1 0 1])

%%—> Poverty rate (%) <—%%
%Abscissa
afs1 = 0:paso:100;
%Membership function
pob_mb = sigmf(rf6, [–0.5 26]);
pob_b = gbellmf(rf6, [8 3 35]);
pob_m = gbellmf(rf6, [8.5 3.5 52.7]);
pob_a = gbellmf(rf6, [10 3.7 72]);
pob_ma = sigmf(rf6, [0.4 82]);
%Graph
subplot(1,1,1), plot(afs1, pob_mb, afs1, pob_b,
afs1, pob_m, afs1, pob_a,afs1,pob_ma,’LineWidth’, 1)
set(gca, ‘FontSize’, 10), legend(‘Very low’, ‘low’, ‘Medium’, ‘high’,
‘Very high’)
xlabel(‘Poverty rate (%)’), ylbel(‘\nu(Membership)’)

%%—> Hostels and Shelters <—%%
%Abscissa
afr2 = 0:paso:100;
%Función de pertenecia
alre_mb = sigmf(afr2, [–0.9 6]);
alre_b = gbellmf(afr2, [6 3.5 13]);
alre_m = gbellmf(afr2, [7 3.5 27]);
alre_a = gbellmf(afr2, [7 3.5 42]);
alre_ma = sigmf(afr2, [0.7 50]);
%Graph
subplot(1,1,1), plot(afr2, alre_mb,
afr2, alre_b, afr2, alre_m, afr2,
alre_a, afr2, alre_ma, ‘LineWidth’, 1)
set(gca, ‘FontSize’, 10), legend(‘Very low’, ‘low’, ‘Medium’, ‘high’,
‘Very high’)
xlabel(‘Numbers of hostels/shelters’), ylabel(‘\nu(Membership)’)
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Aggravation

Union

uF XFS;XFRð Þ ¼ max WFS1uLF1 LF1ð Þ; . . .;WFRjuLFj LFj
� �� � ð3Þ

It is the union (max) of the output sets relative to the social fragility and lack of
resiliency input membership functions, weighted with their weights and aggravation
level of each variable.

Table 11. Code developed on Matlab for the design of membership output functions, physical
risk and social aggravation.

%%— > Level of physical risk < —%%
%Abscissa
RF = 0:0.01:1;
%Función de pertenecia
rf_mb = sigmf(RF, [–110 0.075]);
rf_b = gbellmf(RF, [0.065 3.9 0.145]);
rf_m = gbellmf(RF, [0.075 3.5 0.29]);
rf_a = gbellmf(RF, [0.095 4 0.47]);
rf_ma = sigmf(RF, [60 0.57]);
%Graph
subplot(1,1,1), plot(RF, rf_mb, RF, rf_b, RF, rf_m,
RF, rf_a, RF, rf_ma, ‘LineWidth’,1)
set(gca, ‘FontSize’,10), legend(‘Very low’, ‘low’,
‘Medium’, ‘high’, ‘Very high’)
xlabel(‘Level of physical risk’), ylabel(‘\nu
(Membership)’)
axis([0 1 0 1])
%%— > Level of social aggravation < —%%
%Abscissa
A = 0:0.01:1;
%Función de pertenecia
a_mb = sigmf(A, [–100 0.11]);
a_b = gbellmf(A, [0.062 4 0.17]);
a_m = gbellmf(A, [0.075 5.2 0.31]);
a_a = gbellmf(A, [0.09 4.2 0.48]);
a_ma = sigmf(A, [46 0.575]);
%Graph
subplot(1,1,1), plot(A, a_mb, A, a_b, A, a_m, A, a_a,
A, a_ma, ‘LineWidth’, 1)
set(gca, ‘FontSize’, 10),legend(‘Very low’, ‘low’,
‘Medium’, ‘high’, ‘Very high’)
xlabel(‘Level of social aggravation’), ylabel(‘\nu
(Membership)’)
axis([0 1 0 1])
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Defuzzification
:F ¼ ½max WFS1uLF1 LF1ð Þ; . . .;WFRiuLFi LFið Þð Þ�centroid ð4Þ

It is the center calculation of the area under the union curve of the membership
functions of the aggravation F.

Figures 5 and 6 show the union process of the weighted membership functions with
their weights and later defuzzification to obtain the risk index.

Fig. 5. Weighted membership functions with their respective weights

Fig. 6. Union and defuzzification to obtain physical risk index
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Once the physical risk and the aggravation indexes have been calculated, we assign
a level to each factor using the linguistic values defined in the membership functions
and the comparison of the input values with their respective abscissas. For the final
calculation of the total risk assessment, we compare the levels of each factor with the
fuzzy rules established in Table 12.

4.1 Fuzzy Logic Toolbox - Matlab

Matlab is a mathematical calculation development platform that facilitates the analysis,
design and visualization of results. For this study, we used the fuzzy logic toolbox using
inference modeling functions, it facilitates the design and simulation of fuzzy systems.

In the estimation of the total seismic risk it shall help us model the membership
functions of each variable, as well as execute the inference process (fuzzification,
implication, aggregation and defuzzification) allowing us to obtain the resulting
indexes. In Fig. 7, we can see that the greatest physical risk are in the cities of Puerto
Lopez, Portoviejo, Jama, El Carmen, and the greatest social aggravation is in the cities
of Puerto Lopez, El Carmen, Jama, Portoviejo.

Table 13 shows the qualitative value of the total risk obtained through the fuzzy
rules established.

Table 13 shows the qualitative value of the total risk obtained through the fuzzy
rules. The case in the proposed study, the total risk level is “very high” in almost all of
the variables, when comparing the abscissas of the crisp output value from Fig. 6,
(which indicates that the rate of physical risk of the canton Portoviejo is 0.73) and
Fig. 7 (both physical risk levels as social aggravation of 22 cantons) This indicates the
index of the level of risk that will be used in the diffuse tables (Table 12), and in this
case it is to us that it is “very high”, this same procedure is done for all other situations,
where the level of overall risk resulting in “high”; It is worth highlighting that the
design of the membership function of fuzzy sets, were analyzed on the basis of reports
published on the website of the Secretariat of management of risk, however other
potential extension of the proposal is to allow opinions without interaction of several
experts and working on a method previously established consensus-based comparisons
of experts within the framework of fuzzy systems.

Table 12. Fuzzy rules to estimate total risk.

Aggravation

Physical
risk

Low Medium
Low

Medium
high

High Very high

Low Low Low Medium
Low

Medium
Low

Medium
Low

Medium
Low

Medium
Low

Medium
Low

Medium
high

Medium
high

Medium
high

Medium
high

Medium
high

Medium
high

High High Very high

High High High Very high Very high Very high
Very high Very high Very high Very high Very high Very high
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Fig. 7. Indices of the physical risk level and aggravation of the cantons of the province ofManabí.

Table 13. Total risk level of the Manabí province cantons

Canton Total risk level

Portoviejo Very high
Chone Very high
Manta Medium
Montecristi Very high
Sucre Very high
Pedernales Very high
Jama High
Jaramijo Very high
San Vicente High
Bolivar Very high
El Carmen Very high
Rocafuerte Very high
Flavio Alfaro Very high
Tosagua Very high
Puerto Lopez Very high
Santa Ana Very high
Pajan Very high
Jipijapa Very high
24 de Mayo Very high
Olmedo Very high
Junin Very high
Pichincha Very high
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5 Conclusions

The study focused on the 22 cantons of the province of Manabí, where data of the
potential losses suffered by these areas during the earthquake of April 2016 were
obtained. The information was classified for physical risk and social aggravation
scenarios, the fuzzy sets theory was applied to it, in order to identify the risk levels of
each zone.

The physical risk and social aggravation indices of each canton; according to the
results shown in Fig. 7, all of the cantons of Manabí were severely affected: with
respect to physical damages, the most affected ones were Pedernales, El Carmen and
Portoviejo, while the one with the smallest damage is 24 de Mayo. With respect to the
aggravation, the biggest situation was seen in Santa Ana, and the smallest was Manta.

Total risk was assessed using fuzzy rules with the risk levels assigned by the
calculation of their indices, and just like in the previous analysis, we observed that the
situation in the affected areas was of high gravity. The context of material losses was
the most influent one for social impact, as it is the case in the Pedernales canton which
was totally destroyed, leaving its population in extreme poverty. Others were impacted
by the scarcity of resources and basic services that led the inhabitants to stay in shelters
until they found a way to recover in a socio-economic way.

Fuzzy set generations allow obtain high quality pattern easily understood. In future
research, it is expected to improve the results by delving deeper in the study of data
sets.
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Abstract. Nowadays, obesity and hypertension are two global health problems
that affect the quality of life of people and thus their work life. The Internet of
Things (IoT) is a paradigm in which everyday objects are equipped with
identification, detection, interconnection, and processing capabilities that allow
them to communicate with one another and with other devices and services
through the Internet to achieve some goal. The IoT great opportunities for
monitoring, analyzing, diagnosing, controlling and providing treatment recom-
mendations for chronic-degenerative diseases, such as obesity and hypertension.
In this work, we design a smart healthcare platform architecture based on the
IoT paradigm; the paper also discusses important literature associating obesity,
hypertension, and other chronic-degenerative diseases with the applications of
the IoT paradigm. Finally, to validate our architecture, we present the case study
of an elderly patient suffering from overweight and hypertension.

Keywords: Monitoring � Obesity and hypertension � IoT

1 Introduction

Obesity is a pathological state characterized by excessive accumulation of body fat.
Since 1980, global obesity has more than doubled. In 2014, more than 1.9 billion
adults, aged 18 and over, around the world that is, 39% were overweight, over
600 million that is, 13% were obese, and 41 million children under the age of 5 were
either overweight or obese [1]. In fact, most of the world’s population lives in countries
where overweight and obesity kills more people than underweight. As for Arterial
Hypertension (AH), it is a common condition characterized by high blood pressure,
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which is the force of blood pushing against the artery walls. Hypertension is a highly
prevalent cardiovascular risk factor worldwide because of the increasing longevity and
prevalence of contributing factors such as obesity. Whereas the treatment of hyper-
tension has been shown to prevent cardiovascular diseases and to extend and enhance
life, hypertension remains inadequately managed everywhere [2]. In other words, both
obesity and hypertension are two health problems that affect the quality of the people,
especially at work.

Healthcare is a popular and important application area of the IoT, since the IoT is
adapted to improve service quality and reduce costs. Various medical sensors or devices
are used to monitor medical parameters, such as body temperature, blood glucose level
and blood pressure. Recent advances in sensors, wireless communication, and pro-
cessing technologies are the driving force behind the application of the IoT in healthcare
systems. Lately, portable body sensors, better known as wearables, are being developed
to continuously monitor patient activities or parameters in real time. In this context, the
IoT offers healthcare systems an interconnection of the diverse heterogeneous devices to
obtain fast, complete, and accurate information of health parameters [3].

Assisted living environments facilitate the daily lives of people with disabilities and
chronic medical conditions. Thanks to the sensors’ capability to efficiently manage
data, it is possible to provide patients with real time assisted living services. Using the
IoT in healthcare contributes to innovative services, such as the collection of vital
patient data through a network of sensors connected to medical devices. It also con-
tributes to, delivering data to the cloud of a medical center for their storage and
processing, and ensures ubiquitous access or sharing of medical data (e.g. health
records) [4]. Similarly, the challenges of the healthcare sector are an opportunity to
develop and implement the IoT and thus contribute to the improvement of healthcare
services.

In this paper, we propose smart healthcare platform architecture. The architecture
relies on the IoT paradigm in such a way that it citizen participation in and respon-
sibility for self-care. Maximizing citizen involvement in self-care can reduce the
number of patients suffering from obesity and hypertension and thus minimize social
cost incurred to prevent and care for patients suffering from these diseases.

This research is structured as follows: Sect. 2 discusses works related to obesity,
hypertension, and IoT, whereas Sect. 3, explains the design methodology adopted to
create the IoT-based architecture. Section 4, presents the case study of an elderly
patient suffering from both obesity and hypertension. Finally, Sect. 5, presents the
research conclusions and a plan for future work.

2 Related Works

The IoT is a paradigm in which everyday objects are equipped with identification,
detection, interconnection and processing capabilities that allow them to communicate
with each other and with one another and other devices and services through the
Internet to achieve some goal. The IoT assumes that any single object is a real-time
data source. This principle is transforming the lifestyle of millions of people, partic-
ularly in the healthcare domain [5]. One, of the many applications of the IoT includes
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disease prevention and control, especially hypertension [6]. Additionally, the IoT
provides great opportunities for monitoring, analyzing, diagnosing, controlling, and
providing treatment recommendations for obesity and others chronic-degenerative
diseases. The IoT has thus become the source of great interest in the scientific com-
munity. Below, we present some works exploring the impact of the IoT paradigm on
the treatment of obesity, hypertension and other chronic-degenerative diseases.

2.1 Obesity in the IoT Paradigm

Vasquez et al. [7] proposed (mhealth, a mobile health) platform whose aim is to
increase children’s health awareness by tracking their food intake and sending proper
notifications and messages based on their food choices. On the other hand, Vilallonga
et al. [8] presented a follow-up study of obese patients after surgery. Patients consid-
ered the time saving as very valuable and concluded that visualizing their progress
charts on a constant basis was very motivating for them. Similarly, Lee and Ouyang [9]
presented a study enabled for UHD (Ubiquitous-Healthcare Device) based on the IoT
to recognize the relationships between and risk factors of mutual diseases. In turn,
Zaragozá et al. [10] described a monitoring platform intended to establish a sensor
network for obese children under clinical treatment.

Lee and Ouyang [11] proposed an intelligent service model for healthcare that gives
effective feedback to an individual. The authors introduced the collaboration protocol
that transfers risk factors among IoT personal health devices and proposed an intel-
lectualized service application algorithm to be operated in the personal health device.
Likewise, Hiremath et al. [12] tried to conceptualize Wearable IoT (WIoT) in terms of
their design, function, and applications. The authors discussed the building blocks of
WIoT including wearable sensors, internet-connected gateways, and cloud and big data
support which are a key to its future success in healthcare related applications. Finally,
the authors also proposed a new system science for WIoT that suggests future direc-
tions, encompassing operational and clinical aspects.

Vazquez et al. [13] presented a mobile health architecture intended to prevent
childhood obesity by promoting good health behaviors with a set of mHealth applica-
tions. The applications also provide notifications and messages from adults to improve
results. Kim et al. [14] presented the design and usage of iN Touch, a mobile
self-management application for tracking observations of daily living (ODLs) in a health
coaching program for low-income, urban, minority youth with overweight/obesity.
Also, Alloghani et al. [15] proposed a mobile health application intended to increase the
awareness levels of parents and children about the risks of obesity and help them sustain
a balanced and healthy eating lifestyle.

Wibisono and Astawa [16] presented a Website and mobile applications for a
weight loss program with machine-to-machine (M2M) technology using a special
weight scale to upload data to the server. From a different perspective, Dobbins et al.
[17] evaluated the performance of the classifiers, which are able to distinguish physical
activity from personal life logs and they designed a method to collect streams of life
logging data from wearable accelerometer and heart rate devices. Finally, Shin et al.
[18] defined the new concept of IoT-learning by integrating the IoT technologies and
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Ubiquitous-learning and proposed a personalized personal training program using
IoT-learning for weight management.

2.2 Hypertension in the IoT Paradigm

Krawczyk and Wozniak [6] presented the experimental evaluation of a set of com-
pound classifiers for highly imbalanced multi-class classification task. The task was
related to the crucial problem of hypertension type diagnosis, which is recognized as
one of the main serious social diseases. Similarly, Antonovici et al. [19] proposed an
Android application that aims at recording the systolic blood pressure, the diastolic
blood pressure, and heart rate, obtained from the electronic sphygmomanometer. The
application offers transmitting medical data via mobile or wireless internet. The data are
compared with standard values and if they are not in the normal range, the patient is
alerted, but also the family physician, or in the worst case the emergency service.
Similarly, authors Akutekwe and Seker [20] presented a hybrid Dynamic Bayesian
Network approach to modeling and inferencing made up of five feature selection
methods and Dynamic Bayesian Network. The approach was successfully applied to
the discovery of possible key biomarkers for hypertension.

Deen [21] proposed several low-cost, noninvasive, user-friendly sensing and
actuating systems using information and communication technologies. These systems
can be used to create engineering solutions to some of the pressing healthcare problems
in our society, especially as it pertains to the elderly. Jeong et al. [22] presented
blueprints of iotHEALTHCARE, a smart healthcare system, and its logical architec-
ture. In this work, medical data are collected by sensors, then they are processed via a
mobile and intelligent network. Then, after the data goes to cloud computing to be
analyzed with complex algorithms, and medical professionals make diagnoses and
treatment recommendations in a smart healthcare system, such as iotHEALTHCARE.
On the other hand, authors Gupta et al. [23] proposed an architecture based on the
embedded sensors of the equipment, rather than using wearable sensors or Smartphone
sensors, to store the value of basic health-related parameters.

Chen et al. [24] presented Smart Clothing as an innovative health monitoring system
that incorporates the new textile manufacturing techniques to overcome shortcomings of
traditional wearable devices in health monitoring applications, such as low comfort level,
low accuracy, complex operation, and inappropriate long-term monitoring. Also Jung
[25] proposed a framework for personal disease diagnosis with IoT contexts. The
framework depends is on observations of trajectory information of measurements for a
period of time for personal healthcare application. From a different perspective, Lake
et al. [26] presented an architecture and framework to development and supports solu-
tions. The authors identified core standards and industry bodies where eHealth-M2M-IoT
standardization was in progress. Finally, Zhang et al. [27] provided a comprehensive
survey of recent advancement in Wireless Sensor Networks-based healthcare, thus
exploiting the potential of ubiquitous sensing for healthcare (USH) service.
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2.3 Chronic-Degenerative Diseases in the IoT Paradigm

Santos et al. [28] proposed a novel IoT-based mobile gateway solution for mobile
health (m-Health) scenarios. This gateway autonomously collects information about the
user/patient location, heart rate, and possible fall detection. Also, Hossain and
Muhammad [29] presented a Healthcare Industrial IoT (HealthIIoT), a monitoring
framework where healthcare data are collected by mobile devices and sensors, and they
are securely sent to the cloud for seamless access by healthcare professionals. Then,
authors Jara et al. [30] proposed a personal device to assist and consider more factors in
the insulin therapy dosage calculation for patients with diabetes in ambient assisted
living (AAL). Whereas Paschou et al. [31] presented novel metrics and methods in an
attempt to maximize the capabilities of IoT and widen its acceptance/usage. Without
losing its generality, the method of Paschou et al. was experimentally evaluated the
healthcare domain.

Authors similar Gia et al. [32] proposed an IoT-based architecture and system for
healthcare applications. The presented IoT-based system provides a cost-effective and
easy way to analyze and monitor, either remotely or on the spot, real-time health data
such as Electrocardiogram (ECG) and Electromyography (EMG) data. On the other
hand, Jung et al. [33] developed a mobile healthcare application for Android OS to
provide self-diabetes management. The application has five functions: diabetes man-
agement, weight management, brain attack risk evaluation, stress and depression
evaluation and exercise management. Likewise, Hu et al. [34] investigated and pro-
posed a scalable RFID-based architecture that was deployed cost-effectively and at the
same time supported the delivery of accurate and timely healthcare to all patients. On
the other hand, Kumar [35] discussed the concept of Internet of Fitness Things (IoFT)
wearable devices and how the sensors inside these devices interact with the user and
the cloud. A new methodology to help patients with Obstructive Sleep Apnea
(OSA) and similar life-threatening diseases based on the IoFT was proposed in this
work.

Ganzha et al. [36] presented a study develop methods and tools to support semantic
interoperability in the INTER-IoT project, taking advantage of ontologies and semantic
data processing to facilitate interoperability through the IoT landscape. The INTER-IoT
project is driven by two use cases originating from, the (E/m) health and transportation
and logistics. Similarly, Raza et al. [37] presented an overview of the telehealth, then
they addressesed the possible telehealth technologies and applications that could be
applied to improve the healthcare service performance in developing countries. Also,
Camara [38] discussed several technological trends in wireless communications toward
5G networks. The author highlights the influence of e-health and IoT applications. On
the other hand, Ifrim et al. [39] presented the current status of IoT evolution, trends, and
research in e-Health, highlighting from a research perspective the performance and
limitations of existing healthcare architectures, services, and applications.

As can be observed, some IoT-based methods or techniques have been developed
to decrease the rate of obesity, while others diagnose hypertension. Others methods rely
on mobile devices and wearable devices to collect, store, and analyze information that
can be useful to a person’s health status.
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In the following section, we present the design of our IoT-based architecture that
integrates components, services for data detection and collection, protocols, and data
communications and data mining technologies.

3 Architecture of the Healthcare Smart Platform

A fundamental requirement in IoT is that things on the network must be interconnected,
so the IoT architecture guarantees the proper functioning of things and serves as a
bridge between the physical world and the virtual world. Designing architectures for
IoT involves considering many factors, such as networking, communication, security,
business models and processes. Additionally, it is important to take into account the
extensibility, scalability, and interoperability between heterogeneous devices and their
business models. Because things in the IoT move geographically and need to interact
with other things in real time, an IoT architecture is adaptable to make the devices
interact with other things dynamically and helps achieve unequivocal communication
of the events. Moreover, the IoT is decentralized and heterogeneous [40]. In this work,
we propose an approach that integrates different Information and Communication
Technologies (ICTs) and the discuss the development of new artificial intelligence
algorithms that identify critical variables based on the monitoring of vital signs
extracted from sensors and devices to the prediction of obesity, and hypertension, and
their possible complications. Also, the architecture can generate medical recommen-
dations to treat obesity and hypertension. In this sense, Fig. 1 depicts our proposed
IoT-based architecture of a smart healthcare platform. The architecture is composed of
five layers:

1. Presentation layer. It integrates with available wearables, sensors, and devices
with Internet connection to send and receive data or events. The presentation layer
holds direct communication with the user.

2. Integration layer. This layer is integrated by the wearable or sensor provider, the
query selector component and the response formulator. All of them, collaborate
together to receive data and queries from the user, and formulate the corresponding
answers.

3. Layer of services in the IoT. This layer includes the service caller, the search
service selector, the services in the IoT, and the dynamic search and storage
component. This layer is responsible for linking, invocating, selecting, and con-
firming the services in the IoT.

4. Analytical data layer. This layer includes the critical variable identification service
and the medical recommendation system. It is responsible for identifying critical
variables and medical recommendations.

5. Data layer. It contains all the data useful to the Healthcare Smart Platform and is
integrated by data or events in real time, critical variables, medical recommenda-
tions, the IoT services repository, and the clinical history of patients.

The following nine steps explain the workflow between the components that
integrate each layer, as well as their relationships with the components of other layers.
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1. In the presentation layer, the wearable sensor or wearable detects and collects a
patient’s physical state (temperature, heart rate, blood pressure) and physical
activity (burned calories, movements, number of steps) parameters, among others.
The monitored parameters are then sent to one or more devices with an Internet
connection (smartphone, laptop, tablet).

Fig. 1. Architecture of the healthcare smart platform
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2. By means of an application, the Internet-connected device simultaneously sends the
patient’s data, which are then stored in the provider’s database (DB), located in the
data layer. Through the DB, the user (patient, doctor, family) queries in real time the
results processed by the provider and displayed on the devices with Internet access.
In addition, the Internet-connected device sends the patient’s parameters to the
query selector component that is located in the integration layer.

3. The query selector component asks the provider for the patient’s processed results,
since the query formulator needs such results to prepare the information to be sent
to the service caller. The service caller is located in the service layer in the IoT. If
the user (patient, doctor, relative) about patient’s clinical history, the query for-
mulator requests the information directly from the patient’s clinical history database
(located in the data layer) and then sends the data to the DynamicSearch and
Storage Component (located in the service layer in the IoT), where in the infor-
mation is formulated and sent via an eXtensible Markup Language (XML) docu-
ment to the response formulator. The response formulator, sends the information to
the devices with Internet access for the user to visualize them.

4. The service caller interacts with the analytical data layer by first invoking the critical
ugh automatic algorithms and data mining, such as the Waikato Environment for
Knowledge Analysis (WEKA), the critical variable identification service analyzes
the patient’s data to detect whether the values blood pressure, heart rate, obesity, or
overweight fall in the normal range. That is, the critical variable identification
service consults the patient’s data stored in the BD of critical variables (found in the
data layer) to detect a possible emergency or values that do not fall in the normal
range. Then if the patient values do not fall in the normal range or there is an
emergency, the Apache-Mahout-based medical recommendation system is invoked.
This system, is also found in the analytical data layer. Then, automated learning
libraries, identify in their DB (located in the data layer) the possible medical rec-
ommendation and, notify caller about such a recommendation. Then, the service
caller forwards the patient’s data to the search service selector. Also, if the patient
values do not fall in the normal range or these is an emergency, the parameters, the
medical recommendation, the patient location, and the patient information are sent.
Then, if necessary, an emergency service (e.g. ambulance service) or other medical
services are requested.

5. The search service selector identifies the services in the available IoT (clinical
analysis service, nutrition, physical conditioning, or ambulance service, among
others) according to the medical recommendations issued and performs the service
request. Each service consults its availability and capacity to attend the request in its
DB (in the data layer) and, notifies the search service selector, if it will be able to
attend the request, indicating its corresponding information (day, time, costs, etc.).
If a service cannot attend the request. The search service selector sends the data to
the Dynamic Search and Storage Component, also located in the service layer in the
IoT.

6. The Dynamic Search and Storage Component first sends the data to a DB to be
stored in the intelligent platform containing the patient’s medical history located in
the data layer. Then, the component performs a query requesting a history of
possible problems or emergencies similar to those detected. Afterward, it sends the

140 I. Machorro-Cano et al.



data to the response formulator, located in the integration layer, via an XML-based
document.

7. The response formulator sends the analyzed data to the devices with Internet access,
and it also sends the values that do not fall in the normal range or the emergency.
The medical recommendation, the patient’s location, and the requested and rec-
ommended emergency service information are sent to notify the patient, the doctor,
and the relative.

8. If there is a requests for one or more services (clinical analysis, nutrition, or physical
conditioning service, among others), the patient consults each service’s information,
regarding its availability (day, time, costs) to choose the service options that suits
him/her better. Then, the patient selects a recommended service provider on the
Internet-connected device. Afterward, the connected device located in the presen-
tation layer sends the patient’s specifications to the confirmation formulator sub-
component, which is integrated in the query selector component. The confirmation
formulator then sends the confirmation to the Dynamic Search and Storage com-
ponent (found in the service layer in the IoT), where it sends the confirmation data
to the search service selector located in the same layer and to the backup in the
patient’s clinical history found in the data layer.

9. Finally, the search service selector sends the patient confirmation to the service
provider in the IoT to confirm the service reservation, considering the patient’s
specifications (day, time, cost).

4 Case Study: An Elderly Patient with Overweight
and Hypertension

This section presents a case study to validate our IoT-based smart healthcare platform
architecture. The study addresses the situation of an elderly patient that suffers from
both overweight and hypertension. The case study scenario is as follows:

• An elderly patient with overweight and high blood pressure needs to monitor how
many calories he burns and his daily physical activity. Also, this person needs to
constantly monitor his blood pressure to keep it stable and controlled. All the
monitored data must be sent to a relative and the patient´s doctor.

Figure 2 depicts the scenario of an elderly patient with overweight and hyperten-
sion. The patient´s parameters (burnt calories, physical activity, and hypertension
values) are collected by a wearable device that is synchronized with a smart phone.

Through an application, the patient, the family, and the physician can access the
smart healthcare platform, which requests the patient’s data to the wearable provider.
The application analyzes and processes such data to monitor the patient´s weight loss
progress and his blood pressure and makes such information available in real time to
the patient´s relative and physician. If the patient exceeds the amount of weight to be
lost or exceeds the goals set, the smart healthcare platform invokes a clinical analysis
service to verify the patient’s health and issues a recommendation. On the other hand, if
the patient does not meet the goals set for weight loss the platform invokes the nutrition
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service to make appropriate modifications to the patient’s diet. Also, the platform may
recommend or not increasing the physical activity that helps the patient lose weight.

Detects values that do not fall in the normal range in a given period, it will invoke a
clinical analysis service to verify the patient´s health status. If the platform detects
abnormally high values of systolic blood pressure or abnormally low values of diastolic
blood pressure, it immediately invokes an ambulance service, sending the service
provider the patient’s medical parameters as well as his exact location. Also, platform
immediately informs the family and the doctor of the emergency.

5 Conclusions and Future Work

Obesity and hypertension are transverse health problems that impact on the quality of
life of people, including their work life. In this sense, the IoT provides great oppor-
tunities for monitoring, analyzing, diagnosing, controlling, and providing treatment
recommendations for chronic-degenerative diseases, such as obesity and hypertension.
In this work, we propose smart healthcare platform architecture that relies on the IoT
paradigm to monitor overweight, obesity, and hypertension condition. Similarly, we
discuss how, through various research works, the IoT has contributed to diagnosing and
treating chronic-degenerative diseases.

To validate our architecture, we propose the case study of an elderly patient that
suffers from both overweight and hypertension. The architecture considers factors such
as networks, communication, business models, and processes, among others. Also, the
architecture takes into account the extensibility, scalability, and interoperability

Fig. 2. Scenario of an elderly patient with overweight and hypertension

142 I. Machorro-Cano et al.



between different heterogeneous devices and their business models. In addition, the
architecture is adaptable, so that the devices interact dynamically with other objects to
reach unequivocal communication.

Regarding our plan for future work, we look forward to performing a comparative
analysis of the most relevant works that address the role of the IoT in preventing,
controlling, treating, and tackling obesity, hypertension, and other chronic-degenerative
diseases. Additionally, we will seek to validate our IoT-based smart healthcare platform
architecture in other healthcare scenarios and to actually construct the IoT-based smart
healthcare platform to prevent, monitor and treat obesity and hypertension.
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Abstract. Worldwide there is a high amount of people with disabilities. For
instance, according to the National Council for the Equalization of People with
Disabilities, there are approximately 418,001 people with disabilities in Ecua-
dor. On the other hand, nowadays there are a lot of electronic devices that allow
people to perform everyday activities in a fast and easy way. Considering these
premises, the automated control of electronic devices through mobile devices
has emerged as a new challenge, whose main goal is to improve the quality of
life of people. In this work, we present HomeR, a system that allows people,
including people with disabilities, to manage smart home appliances through a
mobile application. This system uses the Arduino and Raspberry Pi technologies
to provide a low-cost solution that can be used by people independently of their
status and abilities. HomeR was evaluated in terms of its implementation cost
and accessibility. The results show that HomeR can be implemented in real
environments with a low investment compared to already available solutions in
Ecuador.

Keywords: Arduino � Raspberry Pi � Home automation � Paraplegia

1 Introduction

Nowadays, there are a lot of electronic devices that allow people to perform everyday
activities in a fast and easy way, thus improving the quality of life of users. Due to this
phenomenon, automated control of electronic devices through mobile devices has
emerged as a new challenge in which Human Computer Interaction (HCI) plays an
important role [1]. For instance, in [2], authors present an ontology-based natural
language interface that allows users to interact with different home appliances through
instant messaging services.

On the other hand, paraplegia refers to impairment or loss of motor and/or sensory
function related to the thoracic, lumbar, or sacral spinal cord segments [3]. People with
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paraplegia are unable to walk hence they must use wheelchair or assistance devices for
mobility. Therefore, there is a need for automation and control processes focused on
providing safety for people with paraplegia. In this sense, there are several works that
aim to solve mobility problems of paraplegic people. Even Artificial Intelligence has
been used for this purpose [4].

According to the National Council for the Equalization of People with Disabilities
[5], there are approximately 418,001 disable people in Ecuador, of which 196,758
people have a physical disability. Regarding this group, 148,487 people do not have a
job and lack economic income. With this regard, Government grants them a monthly
monetary bonus, as well as specialized medical assistance through the Ministry of
Social Inclusion.

According to the Ecuadorian Institute of Statistics and Censuses, 9 out of each 10
Ecuadorians have a cell phone, of which 53.9% are smartphones. Also, 36% of the
households have access to the Internet. Hence, it is necessary to take advantage of these
devices, to develop a system that can be embedded in them to improve the life quality
of people with paraplegia.

In this work, we present a system that aims to improve the life quality of people
with disabilities, including paraplegia. This system uses already available technology,
and it is supported by embedded systems [6], which are composed of hardware and
control software. Furthermore, it aims to provide a low-cost solution since not all
people have the economic resources to implement this system in their home or office.

In order to carry out this work, people with paraplegia who attend the Ecuadorian
Society Pro-Rehabilitation of Crippled [7] were asked to collect information about
relevant and important activities that they perform within their home or environment.
Some of these activities are: controlling ventilation, lighting control, wheelchair
movement, and controlling the room temperature. Based on such information, we
established their automation needs.

The technological solution suggested allows people with paraplegia to perform all
activities above mentioned. This application was developed by using smart home
automation devices. A prototype of this system was installed considering the perfor-
mance of the intelligent home network model [8].

The rest of this work is structured as follows. Section 2 describes a set of related
works. Section 3 describes the architecture of the proposed solution. Section 4 analyses
the results obtained from a survey performed to Ecuadorians from different social
status. Finally, conclusions and future work are presented.

2 Related Works

In the literature, there are different works that aim to provide solutions for people with
paraplegia. For instance, UbiTrak [9] is a location application that combines indoor and
outdoor information. This application has proven to be accurate, and feasible to be used
in real-world scenarios.

In [10], a home automation system is presented. This system allows controlling
different home appliances, thus contributing to the safety of elderly people or people
with disabilities [11].
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Some of the current solutions integrate technologies such as Cloud computing. For
example, in [12] authors evaluate the use of a Cloud-based robotics system to provide
assistance services for the promotion of the active and healthy ageing. Despite the fact
that the system obtained good results, authors suggest deeper investigation about the
reliability of the communication technologies adopted by this system.

On the other hand, in [13] authors present a low-cost system that allows remotely
controlling and monitoring home appliances and several sensors in the home by means
of an Android application.

In the last years, several approaches based on WiFi connectivity have been pro-
posed [14–17]. Although this kind of solutions has been applied at a commercial level,
their implementation requires great investment.

It is important to design computer models based on embedded systems that allow
communication between users and machines. In this sense, the present work takes as
reference the work presented in [18], at the same time that most current solutions use
embedded systems to integrate hardware and software focused on the users’ needs [19].

The research efforts presented in this section are clear examples of the successful
use of embedded systems for implementing home automation systems that benefit
people from different domains e.g. older adults and people with disabilities. Hence, it is
important to contribute to the improvement of this kind of technology to generate
low-cost solutions.

3 Design and Implementation

This section describes the design and implementation details about HomeR, an
embedded system that allows people to manage smart home appliances through a
mobile application. HomeR represents a low-cost solution thanks to which several
housework activities that require much time and effort were automated.

3.1 HomeR Architecture

A sensor network consists of a set of intelligent sensors that are connected among them
through wire or wireless mechanisms. In the context of networks, each network
component that has a module is known as node [20].

HomeR architecture is composed of two main elements, namely: a hardware-
software component and a user interface. HomeR uses the Arduino platform as it offers
a high compatibility with several sensors and it is easy-to-use technology regarding its
development environment, programming languages, and the Arduino boards. Fur-
thermore, this technology is multiplatform, i.e., it can work on different operating
systems such as Linux, Windows, MacOS, among others.

The HomeR architecture takes as reference the work presented in [21], which aims
to provide a system that uses low-cost hardware to obtain data in real time, as well as to
show this data to the users. Next section describes the main components that have been
used as the basis for the development of the prototype.
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• Arduino Uno. This component [22] consists of an MCU (Micro Controller Unit)
based on RISC (Reduced Instruction Set Computer) which works at a clock speed
of up to 8/16 MHz. This hardware has a flash memory module of 32 kB (0.5 kB are
used by the boot loader) and a SRAM (Static Random-Access Memory) module of
2 kB. Furthermore, this board has 11 digital pins that can be configured as input or
output. These pins have been used for the HomeR implementation since it is
through them that the Internet connection is established. Another important feature
of the Arduino platform is the Bootloader that runs on the microcontroller. This
component can be reprogrammed through an USB converter, which makes it easy
the configuration of the sensors used in the project. Finally, it should be mentioned
that in the Arduino platform [23] all computing and communication processes
(except Ethernet) are handled by the microcontroller. This fact allows the project to
be extended in future work.

• Raspberry Pi3 with SD camera and charger (raspberry pi kit). Raspberry Pi
[24] solves the problem of remote communications [25] that is present in Arduino,
thus allowing to take advantage of all features of an open connectivity. In this work,
Raspberry [26] works as a Web Server [27] that helps monitoring all sensors and
collects data from them. This information is stored in a small database.

• Gas sensor. The gas sensor [28] ensures a safety level within home. When it detects
a high level of gas, it sends an alert to the user. Therefore, it is important for this
element to have high sensitivity and fast response time.

• Relay. It is managed by the Arduino electronic board and allows turning on/off the
lights.

• Servo motor. (Metal Servo Motor) It is a small motor that can move in different
directions and angles [29] without losing stability. This element helps moving the
wheelchair from the mobile application [30].

• Cables (jumper male to male, female to female).
• Others. Also, this project uses an ethernet cable, a USB camera, LEDs and a power

supply.

The HomeR’s architecture is presented in Fig. 1.

Fig. 1. HomeR architecture.
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The HomeR’s architecture was implemented through a set of iterations, where each
of them involved analysis, design and implementation tasks. The result of the first
iteration was a basic architecture which was incrementally refined. In a nutshell, the
HomeR work as follows: the user interacts with the lights, wheelchair and other sensors
through a mobile application. This application receives all data collected by the
Arduino microcontroller and the Raspberry Pi card.

3.2 Methodology

The methodology used for the development of HomeR involved to carry out a survey
on a sample of 120 people with paraplegia from the SERLI (Ecuadorian
Pro-Rehabilitation of Crippled) [7]. This survey aimed to know the people require-
ments according to their daily activities and the demographic and socioeconomic
characteristics of all of them.

The survey results are shown in Table 1, where it can be noted that 98% of people
think that a mobile application for people with paraplegia is needed. Furthermore, the
intended use of this kind of application is of 82%.

Also, people involved were asked to sort a set of activities according to the
importance they have in their daily life. The results obtained are shown in Table 2.

Table 1. Variables analyzed in a survey to patients with paraplegia.

Variable Frequency %

Cell phone 120 100%
Cell phone usage frequency 88 73%
Apps usage 90 75%
Need for Apps for people with paraplegia 117 98%
Intended use of Apps for people with paraplegia 98 82%
Average 102.6 86%

Table 2. Importance of the activities considered by the App.

Activity to perform through the App Importance (Avg.)

Turn-on and Turn-off home appliances 8
Ventilation 7
Lights 6
Wheelchair movement 5
Gas system 4
Open and close doors 3
Open and close windows 2
Security regarding fire or intrusion 1
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In Table 2, it can be noted that most people see security regarding fire or intrusion
as the most important fact to be considered by the application. Meanwhile, the turning
on/off home appliances is the least important task.

Also, the survey provided relevant information related to the number of people that
are benefited from a human development bonus. Based on all the information obtained
from the survey, the requirements and the budget were established.

The system here presented was developed by using the Android operating system,
particularly the Ice Cream Sandwich version. Also, Putty was used as an SSH client
(Secure SHeel) to manage the Raspberry card from the mobile application. The Python
language was used since it provides a graphical user interface to access and controlling
several home appliances.

Figure 2 depicts the main functionalities of the system, which are: (a) turning on/off
the lights, (b) ventilation, (c) gas sensors, (d) humidity of the environment. It should be
mentioned that the system provides a remote connection between the smartphone and
the sensors distributed in the house. Also, it allows obtaining the location of the user.

Figure 3 presents the general model of the remote monitoring process, where it can
be noted that the system allows users to manage all components at home by using the
mobile application. For this purpose, users need to log into the system. Then, the
system shows them all available devices that they can manage.

Figure 4 presents a set of interfaces of the mobile application: (a) it allows users to
log into the system, (b) it provides a perspective of all devices that users can manage,
(c) it shows data collected by the sensors such as temperature, humidity, and gas, and

Fig. 2. Sensors distribution within the house.
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(d) it allows users to move the wheelchair in four directions (forward, backwards, left
and right) as well as to stop moving.

The system can activate an alarm when a gas leakage is detected as well as when
the humidity of the environment is high. To ensure its correct performance, the sensors
must be correctly installed. When the temperature is too high or low, users can control
the ventilation. Regarding the GPS location [31], it is stored in a text file which is sent
via email. In this sense, it is worth mentioning that the GPS location is estimated by
using the Wi-Fi signal.

Fig. 3. Remote monitoring process.
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4 Results

To know the people’s point of view and their expectations about HomeR, the system
was evaluated inside SERLI facilities. For this purpose, the people sample population
that was involved in the requirements specification were asked to collaborate again.
This validation consisted of two phases which are described below.

In phase 1, people were asked to install the mobile application and to analyze all
functionalities provided. Then they were asked to answer a survey about complexity of
installation, implementation, aesthetic, download time and intuitiveness. Table 3 pre-
sents the evaluation results of the first phase. According to these results, 76.7% of
patients consider that the installation process was very easy, and the aesthetic of the

Fig. 4. User interfaces of HomeR.
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application was very pleasant. Also, most patients (80%) consider that the application
is very intuitive.

Phase 2 had three main goals: (1) to analyze the patients’ point of view regarding
the usability, functionality, reliability and accessibility of the embedded system, (2) to
know the opinion about comfort and compatibility of the hardware, and (3) to analyze
the time they spend to perform the activities through the application. Regarding the
third goal, the time spent with the application was compared to the time they spend
performing the tasks without the application. Table 4 presents the results related to the
first goal. Based on these results, it can be concluded that most patients feel com-
fortable about using the application.

Table 5 presents the results related to the second goal of phase 2. It must be noted
that 98.3% of patients think that HomeR allows controlling home devices in an easy
and intuitive way. Furthermore, the compatibility of the system with several sensors
was successful.

Another aspect that was considered by this evaluation is the implementation cost
regarding hardware. Table 6 shows a comparative among the average cost of hardware
used in HomeR and the real cost of it. As it can be noted from Table 6, there is a big
difference between the costs, which amounts to $ 585.79.

Table 3. Evaluation results of the HomeR system (Phase 1).

Variable None Low Medium High Higher

Complexity of installation 0.8% 3.3% 19.2% 34.2% 42.5%
Implementation 0.8% 3.3% 16.7% 33.3% 45.8%
Aesthetic 2.5% 4.2% 9.2% 37.5% 46.7%
Download time 0.8% 3.3% 15.0% 31.7% 49.2%
Intuitiveness 0.8% 3.3% 15.8% 30.0% 50.0%
Average 1.2% 3.5% 15.2% 0.8% 46.8%

Table 4. Evaluation results of the HomeR software (Phase 2).

Variable None Low Medium High Higher

Usability 0.0% 0.8% 20.8% 36.7% 41.7%
Functionality 0.0% 1.7% 15.0% 37.5% 45.8%
Reliability 0.0% 0.8% 12.5% 31.7% 55.0%
Accessibility 0.0% 0.8% 8.3% 33.3% 57.5%
Average 0.0% 1.0% 14.2% 34.8% 50.0%

Table 5. Evaluation results of the HomeR hardware (Phase 2).

Variable Yes No

Comfort 99.2% 0.8%
Compatibility 97.5% 2.5%
Average 98.3% 1.7%
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Finally, the time patients spend performing the activities by means of HomeR was
compared to the time they spend performing the tasks without this application. As can
be noted from Table 7, there is a big difference between these values.

Usually, people with disabilities need help to perform their daily life activities.
Therefore, based on the results obtained, HomeR is an application that must be con-
sidered by patients with paraplegia because it helps them to carry out this kind of
activities in an autonomous way. Furthermore, HomeR have proven to be effective
regarding detection of gas leaks, which makes the system reliable in terms of security.

5 Conclusions and Future Work

This work presents HomeR, a system that aims to improve the life quality of people
with physical disabilities including people with paraplegia. This solution is based on
free hardware and software. HomeR was evaluated in terms of its implementation cost
and accessibility. The results show that HomeR can be implemented in real environ-
ments with low investment compared to already available solutions in Ecuador.

As future work, authors plan to implement a larger scale project that allows
implementing home automation of at least 50% of people with paraplegia who receive
the human development bonus in the city of Guayaquil. This project aims to have high
social impact by establishing links between people and advanced technologies. In this

Table 6. Hardware costs of HomeR in phase 2.

Functionalities Average cost Implementation cost Difference %

Location $ 56.23 $ 27.00 $ −29.23 51.98%
Turn on/off lights $ 105.85 $ 23.96 $ −81.89 77.36%
Ventilation $ 41.22 $ 25.68 $ −15.54 37.70%
Wheelchair movement $ 581.96 $ 241.89 $ −340.07 58.44%
Gas sensor $ 91.58 $ 15.00 $ −76.85 83.67%
Humidity of the environment $ 56.21 $ 14.0 $ −42.21 75.09%
Total $ 933.32 $ 347.53 $ −585.79 62.76%

Table 7. Usage time of HomeR.

Functionalities With HomeR Without HomeR Difference %

Location 3 1.26 −1.74 58.00%
Turn on/off lights 5.2 1.15 −4.05 77.88%
Ventilation 5.4 1.2 −4.2 77.78%
Wheelchair movement 10.5 4.3 −6.2 59.05%
Gas sensor 14.8 2.1 −12.7 85.81%
Humidity of the environment 15.6 2.3 −13.3 85.26%
Average 9.08 2.052 −7.032 77.41%
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sense, the graphical user interface of HomeR must include new mechanisms that
improve the human-computer interaction. For this purpose, we plan to integrate natural
language mechanisms that allow people to interact with their home devices in an easier
and more intuitive way, regardless their status and abilities.

Acknowledgements. Special thanks are given to the SERLI (Ecuadorian Society
Pro-Rehabilitation of Crippled), which has allowed authors to conduct tests at its facilities.
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1 Computer Science Faculty, University of Murcia, Murcia, Spain
{bernardocs,manuelcampos,morales,jmjuarez,roquemm}@um.es
2 Computer Science Faculty, University of Verona, Verona, Italy
{francesca.zerbato,barbara.oliboni,carlo.combi}@univr.it

3 University Hospital of Getafe, Getafe, Spain
franciscodepaula@gmail.com

Abstract. The interdisciplinary team of an Antimicrobial Stewardship
Program is indispensable to preserve the antibiotic utility and avoid resis-
tance in a hospital. One key duty of this team is the administration
behaviour surveillance, which is a complex and tedious issue.

In this work we present a tool to support this supervision by visualis-
ing some essential elements of the antimicrobial therapy: patient record,
guidelines and key decision actions. The tool uses standardized models
of industry (BPMN, DMN) to ease its maintenance in the long term and
its interopreability.

1 Introduction

There is an increasing concern worldwide about the loss of efficacy of antibiotics in
bacterial infection [12,13,21]. Antimicrobial Stewardship Program teams (ASPs)
are the hospital response to global antibiotic resistance, composed of multidiscipli-
nary members. They are aimed to achieve a rational use of antibiotics, improving
the collaboration between the hospital departments [3,16]. Data integration, visu-
alization, and clinical decision support systems based on Clinical Practice Guide-
lines (CPGs) can be helpful tools for ASPs to manage the overwhelming informa-
tion produced in hospitals [2]. However, most clinicians admit that they do not
make an intensive use of CPGs in their daily practice. During the last decades,
there are different proposals of automatization and representation in the liter-
ature, such as Asbru, GLARE, PROforma and GLIF, among others [17]. Some
recent studies have focused on the use of available business process standards,
such as the Business Process Model and Notation (BPMN 2.0) or conformance
checking [22]. Other improvements to business process technologies might be also
useful in medical scenarios, such as the Decision Model Notation (DMN 1.1) [15],
a new standard specifically designed for the modelling of decisions.
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In this work, we present a visualization tool to support decisions for ASP
teams, according to the needs identified in a previous work [2]. This proposal
lies on the use of standardized models of industry to show the current state of
the patient, the context of a potential CPG (BPMN) in use and specific medical
actions (DMN).

The remainder of this paper is structured as follows: in Sect. 3 we introduce
the tool architecture and the details of its implementation. Section 4 describes
the results of implementing a specific case of Vancomycin management. Finally,
in Sect. 5 we present our conclusions and future work.

2 Related Work

Visualization is a key aspect for clinical decision support systems [5]. The purpose
of using visual analysis of data is to exploit human perception as well as to help
in the understanding and communication of data and concepts.

The National Research Council of the National Academies [14] diagnosed
that the extra time required to introduce data into review systems for decision
making is largely owing to the lack of adequate cognitive support when interact-
ing with clinicians. In fact, in 2012, the US Institute of Medicine recommended
solving this problem through the use of visualisation models with scenarios of
interdisciplinary clinical practice [8].

Visualisation models in the clinical context are mainly focused on two aspects:
the custom visualisation of a single patient health record and the visualisation
of groups of patients [20].

For example, the goal of IPBC [4] was to improve the therapeutic adjust-
ment in haemodialysis using a three-dimensional visualization. KHOSPAD [18]
was designed to identify temporal relationships between primary care doctors,
the patient and hospital stays. The objective of KNAVE-II [23] is to visualise
oncological treatment information, while the VISITORS system [10] combines
intelligent temporal analysis and information visualisation techniques in order
to integrate, process and visualise information concerning multiple patients and
information sources.

With regard to the visualisation of groups of patients and their characteris-
tics, we can highlight sequence visualisation models such as lifeLines2 [24] and
viscareTrails [11], along with techniques based on a single temporal axis like
IPBC [4] and InfoZoom [1].

Nevertheless, little attention has been explicitly paid to clinical decision sup-
port systems for healthcare associated infection, and very few specific works on
the visualisation of epidemiology statistics [7] have been used to detect the out-
break of infections. In [6], a visualization tool is proposed to assist clinicians in
the prescription of empiric treatment.

In this work, we propose the use of visualisation techniques combining stan-
dard industry models (BPMN and DMN) to guide physicians according to a
given guideline.
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3 Decision Support Tool

We propose a visualization tool designed to support decisions for antibiotic and
infection management embedded in a general platform to support antimicrobial
management teams called WASPSS. Our proposal is based on the following
aspects:

1. patients: visualization of relevant information of the patient record, using an
interactive timeline representation;

2. processes: visualization of the process of potential CPG in use, using standard
process models and indicating the current status. We propose the use of
BPMN;

3. actions: decision making of specific clinical actions using standard decision
models such as using the new DMN model.

Figure 1a shows the general architecture of the tool. The rest of the section
describes the components and their implementation in detail.

3.1 WASPSS Platform

The Wise Antimicrobial Stewardship Program Support System (WASPSS) [16] is
a technological platform that comprises the integration of hospital departments
databases (laboratory, pharmacy, etc.) and the Health Information System (HIS)
to support the ASP team activity and to improve the collaboration between
the hospital departments. WASPSS also provides basic alerts on administration
of antibiotic therapy (prescription and therapeutic limits). Current version of
WASPSS is running at the University Hospital of Getafe, Spain. The visualiza-
tion tool presented is an extension of the current version.

3.2 EHR Interactive Timeline

The linearly organised flow of a timeline provides a great communicative power
to easily summarise the current state of the patient record.

The WASPSS system already has a simple timeline chart of several events in
a patient’s clinical history, such as treatments, cultures and stays. We extend the
Electronic Health Record (EHR) visualization of WASPSS, integrating events of
the patient’s clinical history (antibiotic administration, blood tests, etc.). More-
over, this view enriches the representation of the temporal perspective related
to process and decision diagrams obtained from the guideline. Figure 1b (top)
shows the implementation of the iteractive timeline: basic information about the
patient is displayed at the top of the picture, while the timeline view below shows
all the stays, laboratory tests, treatments and cultures performed, including a
view of the guideline tasks at the end.
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Fig. 1. Tool architecture (a) and snapshot of current implemented version (b). (Color
figure online)
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3.3 Guideline and BPMN Model

In this work we shall focus on the CPG knowledge components that support the
following decisions:

1. the recommended steps to follow to treat infections and
2. decision rules regarding the antibiotic to be applied according on certain

symptoms.

We consider that the use of generally accepted standards in industry for
process design, since it provides solid technology for long-term maintenance. To
this end, key knowledge from guidelines is obtained, under medical supervision,
using a semi-automatic process using technology available in the market. In
particular, this tool version implements the standard notation currently used for
business process modelling (BPMN 2.0) to model procedural aspects of clinical
guidelines.

The knowledge extracted from the guidelines refers to clinical processes coor-
dinating people, resources and information dealing with patients. A process is
composed of activities (tasks), events and splitting/merging points, and can be
considered and managed by using suitable approaches such as BPMN.

3.4 Rules: Excecution Point

The second goal of our proposal is to put the patient record into the context of
a CPG that might be followed by the clinician. Our tool aims to visualize the
all steps (using the BPMN graph) of the recommendation process, indicating
which might be the current step, called the execution point. However, detecting
the current execution point of a CPG for a given patient is a complex issue.
Our approach consists in checking for every BPMN task whether it is either in
progress, completed or omitted.

From the computational point of view, this problem means to deal with the
automatic map of each BPMN task with the elements of the patient record. The
key issue is the way the current status of each task is inferred in the BPMN.
In our proposal, we decompose the whole BPMN process in a set of production
rules. Therefore, a rule-based system is implemented according to the following
aspects:

1. the input is the current state of the patient (visualised in the timeline),
2. the knowledge base has the rules extracted from the BPMN,
3. and a forward-chaining reasoning engine is used. Its outcome is an inferred

fact for each task (or several, if the task is inside a loop) containing the status
inferred.

The implementation has been carried out by using Drools [19] as a rules engine,
a consolidated solution in industry that is easy to integrate with Java code.
Figure 1b (middle) shows the BPMN process and the execution point.
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3.5 DMN: Decision Support

The last goal of this tool is to support a specific set of decisions of antibiotic
therapy. Unlike indicating the execution point of the CPG, a general set of
recommendations, the tool aims to visualize the elements required to deal with
some clinical actions. We propose the use of a new standard, the Decision Model
and Notation (DMN 1.1) [15], to represent process-related decision making. This
notation makes it possible to model complex decisions by depicting the data
requirements and the previous decisions that must be considered to obtain the
final recommendation.

Similarly to the execution point, we use production rules to make knowl-
edge represented in DMN executable. Detailed explanations about any decision
status are possible using rule-based inference. All the rules include metadata
regarding their origin (guideline, task, etc.) and all the facts generated include,
in a human-readable way, the complete history of rules launched to generate
them. Clinicians may therefore check each suggestion made by the system and
validate its foundation. DMN visualization and suggestions are shown in Fig. 1b
(bottom). If the box representing the decision is green, this means that all the
required input data are available, and the user can then request a suggestion
about the decision based on available knowledge. These rules will subsequently
be fired to generate the suggested decision.

4 Case of Use: Vancomycin

The survey of Vancomycin administration is essential due to its resistance to
many health-care associated strains. In this case of study, we propose BPMN and
DMN models of the public guidelines for the Vancomycin treatment proposed
by the Johns Hopkins Hospital [9].

– Firstly, we face the modelling of CPG using BPMN. Usually, two main objec-
tives can be pursued when creating a computer-interpretable model from a
CPG. On the one hand, the model should be as detailed as possible, in order
to cover as many aspects from the CPG as possible. On the other hand, the
model should be as simple as possible for fostering interpretation by domain
experts. Unlike current computerized CPG methodologies, which are based
on a comprehensive description, we present the modelling of those parts that
are critical for decision-making and for which we have sufficient data to pro-
vide proper decision support.
We propose a BPMN diagram (Fig. 2) representing the main steps to be per-
formed during the treatment. Only the main tasks are modelled, and we focus
on the need to carry out periodic controls so as to ensure the appropriate
dosage of antibiotics. Activities are represented by means of rounded-corners
rectangles. Gateways are used to define splitting/merging points, and are rep-
resented as diamonds with a “+” for parallel branching points, and an “×”
for that data-based branching points where it is needed to choose an exclu-
sive path. The decision activities are represented using activity rectangles but
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Fig. 2. Example of Vancomycin treatment: BPMN
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Fig. 3. Example of Vancomycin treatment: DMN model.

including an specific mark (a small table) located at the up-left. As shown in
Fig. 2 the represented part of the CPG is a simple BPMN diagram composed
of 5 activities and 2 decision activities.

– Secondly, we model the decision of administer maintenance dose using DMN.
This decision depends on available information (e.g. renal replacement ther-
apy or patient weight) and estimation creatinine clearance, a second decision
to me made. Figure 3 shows a DMN decision requirements diagram for the
main decision administer maintenance dose. As shown, decision activities are
represented as rectangles and are related to the needed information, that are
depicted as rounded rectangles. Other knowledge sources, such as authority
and related published documents, are shaped as wavy-sided rectangles.

– Figure 4 shows how the tool supports a decision for Administer maintenance
dose using DMN visualization. The first component visualizes the DMN
model. In green the available components are highlighted. For example, the
Age, Weight, Gender and Serum creatinine components are available and,
therefore, Estimate creatinine clearance (CrCl) is possible. The second com-
ponent of the tool shows the DMN selected element, in this case Administer
maintenance dose, and the information available in the health record (e.g.
timestamped 12/18/2016 12 pm). The third module helps the physician by
providing a suggestion. In this example, the tool, according to the guideline,
suggest an initial Vancomycin dose of 1000 mg.

– Finally, Fig. 1b depicts a real example of a ICU patient for the Vancomycin
problem and how the visualization tool aims to support decisions. The interac-
tive timeline shows the current state of the patient, indicating the Vancomycin
details (750 mg every 12 h, intravenous). The BPMN panel depicts the cur-
rent guideline execution modelled in Fig. 2. The Administer maintenance
dose task has been selected, and the interface therefore shows a detailed
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Fig. 4. Visualization tool snapshot: decision supported using DMN. (Color
figure online)

description (including the linked DMN model), showing the missing informa-
tion to make a decision.

The supervision of Vancomycin using our visualization tool is currently under
evaluation by the ASP team of the University Hospital of Getafe.

5 Conclusions

In this work we propose a tool to support decisions for infection management
considering the visualization of: the current state of the patient, the context of
a potential CPG in use and specific medical actions.

There is a myriad of models to approach this problem. However, part of the
originality of this work relies on the assumption of using solid technologies tested
in the industry, avoiding unstandardized models, in order ease its integration in
hospital systems and to assure its maintenance in the long term.
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The presented tool is integrated the WASPSS platform [16] and patient infor-
mation is visualized using an interactive timeline, a simple and widely extended
model.

We use the BPMN to model processes contained in the CPGs and the novel
DMN model to represent decision tasks. We also use BPMN/DMN for visuali-
sation when a CPG is applied to a specific patient, colouring the elements of the
model in different ways depending on its adherence. We use production rules to:
(1) provide the user the context of a adherence of a CPG by inferring the state
of each task of the CPG (in progress, completed or omitted) and (2) support
decision based on the tasks modelled by DMNs. On the one hand, the BPMN
and DMN provide a standard formalism to express and share different types of
task process and rationale. On the other hand, production rules are widely used
antibiotic recommender systems in the industry. Its use also allows us to infer
helpful information for the physician to make a decision.

The tool is currently under evaluation in a hospital to assess on the man-
agement of Vancomycin therapy, and we plan to incorporate mechanisms with
which to facilitate the linking of tasks and data.
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Abstract. Somniloquy is a parasomnia that refers to talking aloud while
sleep. This parasomnia usually happens during transitory arousals from
NREM sleep. The recording of these parasomnias could be useful to
help in the diagnosis of certain psychological pathologies given that they
can reflect a state of anxiety or some behaviors which could be identi-
fied as psychological diagnosis criteria. In this work-in-progress paper, a
mobile platform which only records sleep-talking (excluding other noises
or sounds) and analyze them to identify the main emotion in the voice,
allowing making a transcription of the conversation, is presented.

Keywords: Somniloquy · Mobile devices · Diagnosis · Psychology

1 Introduction

Somniloquy consists in the pronouncing of words during sleep, without any
subjective and simultaneous notion by the subject. Usually, it is an infrequent
short-term process, which is most commonly experienced by males. It can switch
between unintelligible and incoherent sounds and long speeches, and it can hap-
pen several times during sleep.

According to the American Sleep Disorders Association [1], it belongs to the
group of parasomnias. This group is composed by episodic disorders that burst
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in the process of sleep and are characterized by vegetative and motor phenom-
ena as a manifestation of the central nervous system activation. It is common
among children, particularly between 3 and 10 years of age and it becomes less
frequent during adolescence [2]. Most adults with this disorder have done so
since childhood, however if the age of onset is over around 25 years it could be
related to factors as stress and sleep deprivation [2] or to underlying patholo-
gies [3]. In this regard, somniloquy may represent part of a prodrome in REM
sleep behavior disorder or coincide with obstructive sleep apnea [4]. Therefore
it requires a detailed analysis to have a better understanding of what happens
when we sleep.

Speaking in dreams can take place in REM and NREM phases. There are
several studies such as those performed by Arkin [5] and Rechlschaffen [6] which
show that there is a relationship between the somniloquy produced in REM
phase with an emotional time.

This paper presents an intelligent recording platform which also allows to
analyzing the recorded audio with the aim of isolating the main emotions of
the recording. The recording process was optimized, avoiding file generation
with long silences and therefore be very heavy. The recording process allows
detecting the voice, discarding snoring noises, cries, etc. The emotions studies
from the audio files are performed through acoustic analysis of voice signal. Also,
transcription of the audio files will be provided.

The remainder of the paper is organized as follows. In Sect. 2 the related
works is presented. In Sect. 3 the main parameters of sound analysis are shown.
Section 4 presents the System overview of the system, including architecture
and internal behavior. Finally, in Sect. 5 main conclusions and future work are
summarized.

2 Related Works

There are many studies about the relationship between somniloquy and emo-
tional lived occurrences. One of the oldest and most important is presented in
Andriani’s work in 1892 [7], in which the author declared that “the content
speech during sleep is emotional usually, and it reveals a desire, an unsatisfied
desire, an expected pleasure, a lament, or a fear state, anxiety or terror”. The
book [8] contains a classification of sleep-talking types available, depending on
the relationship with other psychological or organic:

A. Primary idiopathic sleep-talking: sleep-talking unaccompanied by other sleep
disorder, significant psychopathology, or an organic disease.

B. Sleep-talking accompanying and/or reflecting serious psychic conflict, envi-
ronmental stress, and/or classical psychiatric conditions but occurring in the
absence of other sleep-disorder syndromes.

C. Sleep-talking accompanying other sleep-disorder syndromes.
D. Sleep-talking occurring with post-traumatic states.
E. Sleep-talking with headache syndromes.
F. Sleep-talking related to seizure phenomena.
G. Sleep-talking with organic disease or abnormality.
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Speech not only allows communicating. It is also a biological signal that con-
tains extra-linguistic information about physical, physiological and emotional
states. According to Darwin [9], emotions and its expression are innate or instinc-
tive. He also pointed out that non-verbal voice can be a means of expressing
emotions.

From this research, several other studies emerge in this field. Nowadays there
are two big groups focused on the study of voice expressions. The first one has
the basic goal of determine how an emotion is expressed or exteriorized through
the voice of a person. In this field we have several remarkable studies.

Fairbanks and Pronovost [10] analyzed voice to detect five emotional expres-
sions (i.e., contempt, anger, fear, grief, and indifference). The study concluded
that emotions expressed by the voice can be easily identifiable by means of
the pitch characteristics. In [11], four different works for analyzing pitch features
were presented, main conclusions established emotions are identifiable from pitch
patterns (e.g. pitch level, rate of pitch change). Fairbanks and Hoaglin [12] ana-
lyzed the durational characteristics of the voice during the expression of emo-
tions. They found that anger, fear and indifference can be distinguished from
contempt and grief due to the slow rate of latter ones, being the slowest the
pattern of contempt.

Skinner [13] analyzed the pitch, force and quality of vocal tones expressing
two emotions: happiness and sadness. He found that the tone of the voice is gen-
erally significantly higher than the ordinary tone or representative tone of sad
states. Williams et al. [14,15] examined the correlation between the speech signal
and the emotions. Their study concluded that anger, fear, and sorrow situations
tend to produce characteristic differences in the speech signal, particularly, in
the contour of fundamental frequency, average voice spectrum, temporal char-
acteristics, articulation accuracy and regularity of the successive glottal pulse
waveform. In [16], Levin and Lord developed a computer-aided instruction sys-
tem based on pitch analysis for analyzing emotions. Their results showed the
effectiveness for detecting emotional stress by using an octave range detection
method. France et al. [17] studied the emotional contents of a patient’s speech as
a diagnosing tool for various disorders, in particular, as an indicator of depression
and suicidal risk.

On the other hand, the studies focused on how voice recognition deal with
the aim of knowing to which extent the receiver is able to identify, from non-
verbal aspects of the speaker voice, its emotional status. The main problem of
these methods stems from separating the verbal channel from the vocal channel,
to avoid being conditioned by linguistic content. Several techniques have been
developed, but the method which has provided better results consists in keeping
constant a sentence with neutral content when the process tries to identify the
emotions as were demonstrated by several works [10,18,19].

Inside of the world of systems related with the content of this paper we
can provide some examples about mobile applications to record a somniloquy.
In Android, we have the application called DreamCatcher [20] which uses an
advanced system for the recording, allowing controlling the level of noise during
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sleeping. Similar to this application, we found Dream Talk Recorder [21] which
records only when a person is talking or snoring, filtering automatically silence.
In Windows Mobile platform, it is possible to use the Sleep Recorder [22] sys-
tem, which works in an efficient way detecting when noise is produced, allowing
recording only these parts. Also, it allows adjusting some configuration para-
meters, such as the microphone sensitivity, among others. In iOS-based systems
we can observe the application called Sleep Talk Recorder [23], which allows to
monitoring the sounds while we are sleeping, and it is waiting to some talking
to start the recording process. Dream Talk Recorder is also available on iOS
platform offering the same functionalities as its Android version.

As we can see from the state of the art, the recording of a somniloquy could
be used in several psychological processes to diagnose certain pathologies or help
in the diagnosis process. The systems which have been developed on this topic
are interesting, but they have several drawbacks. The main drawback is that
they are not capable to analyze the captured audio in order to provide some
insights about data that could be relevant for understanding what is happening
while a person is sleeping such as the emotions that are experimented.

In this paper, a new system composed of mobile software and a web platform
is presented. The mobile platform provides several other functionalities that
other system does not address in the past such as:

– Automatic detection of speech
– Text transcription
– Emotion recognition

Apart from these features, a web platform will be provided to allow users to
manage and download the speeches recorded by the mobile platform facilitating
its analysis.

3 Physical Sound Magnitudes

Sound [24] is a vibrating phenomenon which is transmitted in wave form. As
every wave movement, the sound could be represented as a sum of sinusoid
curves, which can be characterized with the same magnitudes that each fre-
quency wave: wave length (λ), frequency (f) or period inverse (T ) and ampli-
tude. In the following sections a brief description of each of these parameters
will be done with the aim of helping in the understanding of the paper.

3.1 Amplitude, Frequency, Intensity and Sound Pressure

The amplitude defines the wave intensity. It should not be confused with acoustic
volume or power, which is the amount of energy radiated in wave form for each
unit of time.

The frequency gives us a measurement of the number of waves that we can
find in a certain time. A sound with a higher frequency implies that more waves
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has been produced in a unit of time, and for hence, this will represent a more
high-pitched sound. Lower tones correspond to lower frequencies.

The intensity is the amount of acoustic energy that contains a sound. For
the development of this system it is necessary to focus in auditory intensity,
which is supported by the psychophysics law of Weber-Fechner [25]. This law
establishes a logarithmic relation between the physical intensity of the sound
which is captured and the minimal physical intensity audible by the human ear.

The acoustic pressure comes from the sound propagation. The Sound Pres-
sure Level (SPL) [26] is measured in decibels (dB). In mathematical terms, the
SPL is the logarithmic measurement of the sound pressure mean with respect a
reference level. It is calculated as follows:

SPL = 20 × Log

(
P

Po

)
(1)

where Po is the reference sound pressure. This value is fixed to 2 × 10−5

N/m2. P represents the sound pressure being measured, which is calculated as
follows:

P =
√

2 × Z × I (2)
I = 2 × Z × π2 × F 2 × A2 (3)

where Z is the acoustic impedance, equivalent to 406.2 for air at 30 ◦C, and
F and A represent the frequency and amplitude, respectively.

3.2 Digital Sound Audio

In digital audio, the amplitude and frequency changes are stored in form of
numbers, taking values to register the height of the wave in each moment. To
do that, the scale is divided in a set of parts which correspond to a numerical
value between 0 and the maximum number of parts considered.

This maximum number of parts is defined by the number of sound bites
which we are working. Hence, with 8 bits, we can handle up to 256 possible
values whereas with a sound of 16 bits we have 65536 values. This means that
when we are working with 16 bits, the precision obtained when we play the
sound is much higher. Apart from having different altitude scales, when a sound
is digitalized, we can also take samples of this altitude with higher or lower
frequency. This is called sampling rate, and indicates how many measurements
of the sound which is being digitalized have in a second. For example, if we have
a frequency of 44.1 KHz, we are taking 44.100 measurements per second.

4 System Overview

To define the system functionality we should consider two different parts: the
mobile platform and the web platform. Through the mobile platform users can
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record their somniloquy audios and play them. During recording time the appli-
cation will detect the existing voice patterns during sleep, removing uninteresting
fragments such as silences, snoring or crying, among others.

The audio files generated are sent to the web platform through web services
in order to be stored. Also, the web platform is in charge of generating the text
transcriptions and to perform the emotion analysis, sending back the results to
the mobile device.

The aim of this section is to present the design of the system, focusing on
the architecture design, the technologies used, and finally, the application pro-
gramming interfaces (APIs) which were used for implementation.

4.1 Architecture

The system is mainly divided into two parts, following client-server architecture.
In this model, the tasks are distributed between the resource providers or services
(servers) and service requesters (clients). In this case, the client is the mobile
device, which makes requests to another process, where the server responds.

The structure of the mobile application is based on three-tier architec-
ture [27]. This architecture consists in a hierarchical organization where each
tier provides services to the upper tier, working with the tier which is immedi-
ately below.

The presentation tier shows the system to the user, communication the
information and capturing the inputs. The logic tier provides the functionality,
and data tier provides the data access. With this, we allow the communication
between the three tiers, except the presentation and data tier.

The component “Web Platform” is structured following to Model-View-
Controller pattern (MVC) [27], which clearly separates the domain modeling,
presentation and actions based on data entered by the user. The Model layer
manages the behavior and data of the application domain, responds to requests
for information about its state, and responds to instructions of state change. The
view layer renders the model into a user interface element and Controller layer
interprets user actions. This separation allows building and testing the model
independently of visual representation, but adds system complexity. Figure 1
shows the architecture diagram.

4.2 Mobile Platform

The development of the mobile platform was based on Android operating system.
The reason of choosing this platform was based on technological perspective,
given that most of the APIs which allows us to recording and processing audio,
have been developed for Android devices. Furthermore, Android is becoming one
of the most popular and used smartphone operating systems.
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Fig. 1. Client-Server architecture design.

Android. As it was described before, Android is an operating system for mobile
devices that consists of a core based on the Linux kernel. Android is an open-
source platform that allows controlling the device via Google-developed Java
libraries.

The internal architecture in Android platform is basically composed of five
components: Applications, Applications Framework, Libraries, Android Runtime
and Linux Kernel. Android applications run in its own process, with its own
instance of the Dalvik virtual machine.

The most interesting features of Android for our project are listed in Table 1.
For the development of the main application Eclipse IDE as well as the Android
SDK and the plugin for the development of Android applications for Eclipse
(ADT) will be used.

Table 1. Main Android features.

Storing SQLite as relational database

Connectivity It supports the following technologies:
GSM/EDGE, IDEN, CDMA, EV-DO, UMTS,
Bluetooth, WIFi, LTE and WiMAX

Java Support Java bytecode is executed on Dalvik Virtual Machine

Virtual Machine Dalvik is a specialized virtual machine designed for
Android and optimized for mobile devices

DevelopmentEnvironment It includes a device emulator, debugging tools and
software development analysis

AudioRecord. The AudioRecord [28] class is in charge of managing the audio
resources in Java applications which needs to be recorded from the input audio
hardware of a device. An AudioRecord object initiates its audio buffer associ-
ated with the aim of being filled with the data audio recorded. Once these data
have been recorded using the audio data device, this information should be read,



176 V. Aparicio-Paniagua et al.

processed and dumped to a file. In the developed platform the main technologi-
cal challenge is the audio processing to guarantee the recording only of talking
fragments. Hence, we have provided a brief explanation about the different audio
parameters that should be taken into account in the audio analysis process to
determine whether a record is going to be stored depending on its content in
Sect. 2. In the processing of audio signal it is important also to measure some
parameters such as the beginning and end of each sound fragment. The main
idea behind this is to analyze some parameters such as frequency, amplitude
or sound level pressure. This analysis could be performed in real time or as
post-processing.

4.3 Web Platform

The web platform developed allows the users to manage the different recordings
performed through the mobile application, allowing interacting with them. How-
ever, the main aim of this platform is to provide the capabilities of analyze and
process the audio files to provide emotion analysis and text transcription. The
following sections will show how these goals were fulfilled from a technological
point of view.

Emotion Analysis. The emotion analysis was focused mainly on analyzing
primary emotions such as anger, joy, sadness and fear. We used as base for
the development of this module some studies performed in the past [29,30],
which will help us understanding what the main features of the primary frame
alterations are. Physical measures of human speech and vocal sound are based
on three perceptual dimensions: time, pitch and loudness [13]. Based on these
factors, we present what are the fundamental features of each sound-emotional
model.

Anger: Anger is characterized by a half-high tone (around 229 Hz), a wide
range of tone and a quick speech (190 words per minute), with 32%
of pauses.

Happiness: Happiness is manifested as an increase in mid tone that varies
between 10% and 50% also in its range, as well as an increase in
speech rate and intensity.

Sadness: Sadness lows the average intensity between 10 and 25%, it has a
narrow range and a slow speech rate.

Fear: Fear has a half tone higher (around 254 Hz), the range is greater,
there are a several changes in the tone curve and it has a fast
speech rate.

The analysis of the audio files which contain the talks performed during the
somniloquy is analyzed using the parameters mentioned as a reference to identify
the emotions during the talk. If some of the emotions are identified during the
talk, the audio file is categorized, performing searches in the web platform from
several parameters, including the emotion of the talk.
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Speech to Text. Speech to Text (STT) technology is integrated in computers
and mobile devices [31] to enable the user the actual control of the applications
without the need of interacting directly with the device, such as in dictation
systems.

As it could be seen in Fig. 2, the STT mechanism consists in processing
the audio input through spectral analysis and acoustic models with the aim of
obtaining a phonetic representation of the signal. The application of statistical
models and phonetic dictionaries in the obtained phonemes, such as Speech
Assessment Methods Phonetic Alphabet (SAMPA) [32], allows converting these
phonemes in words with high similitude accuracy. SAMPA is a legible phonetic
alphabet which is represented using 7 bits ASCII characters. SAMPA is one of
the most used alphabets in STT environments.

PHONEME
DATABASE

AUDIO INPUT SEGMENTATION INTO 
PHONEMES

STATISTICAL MODELING TO CLASSIFY 
PHONEMES AND IDENTIFY WORDS

BEST MATCH

Fig. 2. Basic scheme of a Speech to Text mechanism.

The lack of punctuation in speech makes necessary to perform a syntactic
analysis to make a separation between sentences. Finally, STT usually performs
an orthographic analysis in order to increase the process accuracy.

The design of the proposed system includes the aforementioned mechanisms.
The STT platform was integrated in the system by means of using the follow-
ing open-source modules: CMUSphinx library [33], HTK toolkit [34], and Java
Speech API [35].

5 Conclusions

This paper describes the development of a platform for the recording and analysis
of somniloquys. The system is able to record somniloquys while a patient is
sleeping, being able to isolate the fragments where the patient is talking, allowing
to discard these fragments which contains noises or silences. This capability is
quite important in order to select the fragments interesting to the user.

Other of the important features of the proposed system is the ability of
automatically classify the emotion which is behind the recorded talk. This is
quite important to allow finding previous recordings using as search parameter a
concrete emotion. For psychological purposes this is very interesting given that
the psychologist will be able to play only the fragments with a concrete emotion.

Another important feature of this system is the ability of automatically con-
vert the talk recorded into text. This is again very important to allow better
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searches, using keywords as search parameter, or to be able to read the content
of a somniloquy instead of listening to it.

As future work, a study will be performed in order to validate the proposed
system in terms of precision. Speech databases will be used to evaluate voice
analysis and emotion recognition as well as the implemented STT which will be
compared with APIs such as Google Cloud Speech [36] and Watson Speech to
Text [37].
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Abstract. The Fuzzy c-means (FCM) algorithms define a grouping cri-
terion from a function, which seeks to minimize iteratively the function
up to until an optimal fuzzy partition is obtained. In the execution of this
algorithm each element to the clusters is related to others that belong in
the same n-dimensional space, which means that an element can belong
to more than one clusters. This proposal aims to define a fuzzy clustering
algorithm which allows the patient classifications based on the clinical
assessment of the medical staff. In this work 30 cases were studied using
the Glasgow Coma Scale to measure the level of awareness for each one
which were prioritized by triage Manchester method. After applying the
FCM algorithm the data is separated data into two clusters, thus, ver-
ified the fuzzy grouping in patients with a degree of membership that
specifies the level of prioritization.

Keywords: Fuzzy logic · Clinical assessment · Fuzzy grouping · Triage ·
Glasgow

1 Introduction

Fuzzy c-means (FCM), are algorithms that operate with a non-supervised group-
ing criteria, their aim is to find out hidden patterns from a given set [1]. This
algorithm for its processing defines an objective function which seeks to minimize
the function in an iterative way in order to obtain an optimal fuzzy partition,
therefore, the elements of the same class could be similar to others.

In the medical field fuzzy logic has being handled for many years ago, where
enough evidence has been found in experimental programs aiming to improve the
accuracy degree among them for decision-making, staff selection, and the clinical
assessment process, where ambiguity and uncertainty are mostly handled [1].

This article presents a fuzzy grouping method for patient classification at the
moment of coming to the doctor medical appointment [2]. GCS is a method to
assesses the level of consciousness through nomenclatures, assessing the state of
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alertness and the cognitive status of a person [2]. The Manchester Triage System
model determines the level of urgency based on the information obtained from
a patient, allowing its prioritization and classification according to the severity
of his/her case [3].

From the sample considered in this research, an evaluation with the GCS
method on each of one of 30 patients was performed in order to prioritize them
and group them according to their level of severity, and regarding to the fuzzy
grouping, the FCM algorithm was applied.

The paper is organized as follows: Sect. 2 discusses the fuzzy logic. Section 3
presents the research method. Section 4 describes the results obtained, and finally,
Sect. 5 presents our conclusions and suggest areas for further investigation.

2 Fuzzy Logic

Fuzzy logic is considered as a technique to developing decision-making process
using ambiguous variables [2], representing uncertainty mathematically, is worth
to note that the ambiguous terms are not the logic, rather the objective to be
analyzed [4]. Other definitions consider the fuzzy logic as a form of multi-valued
logic that deals with approximate and non-precise reasoning [2].

This concept was proposed by Lofti Zadeh, who posed the fuzzy sets theory,
and afterwards, he published the fuzzy logic theory and approximate reasoning
in 1974. However, the diffuse logic unlike traditional logic has an unconcrete
limit, it proposes a range of possibilities of veracity between (0-1), it may exist
that an assertion is partially true or partially false. As a multivalued logic uses
continuous values between zero (pretends completely facts) and one (totally
certain) [3]. One example of information that uses the fuzzy logic is as follow:
slightly low temperature, half-wet clothes, low speed, etc. making use of fuzzy
terms for representing ambiguous data.

In classical sets elements belong or not to an established set, whereas in
fuzzy sets the elements are related to a linguistic value, which is a word or
phrase written in an artificial language. For instance, a linguistic variable could
be the position of a balloon and its linguistic values could be: almost nothing,
little, balanced, large, huge. The sentences can be formed between linguistic
variables and linguistic terms. In this way the traditional logic can be observed
as a particular event of the fuzzy logic (see Fig. 1).

2.1 Fuzzy Sets

Fuzzy sets are those elements that have a certain belonging degree, where an
element can have a value of one or zero of the total elements. In [5] they define
that a fuzzy set is a mathematical tool to address uncertainties that are free of
difficulties. Unlike classical sets, where an element can just belong to a single
class or group, whereas the elements of a fuzzy set, an individual may belong
to more than one group in certain way. For the manipulation of fuzzy sets, two
fundamental elements are applied.
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LOGIC

CLASSIC SYMBOLIC 
HANDLING

EXACT 
REASONING

FUZZY DIRECT 
HANDLING

APPROXIMATE 
REASONING

Fig. 1. Differences between classical and fuzzy logic.

2.2 Universe of Discourse

It is defined as all possible values that a variable can take, indicating all the
elements that are classified by a belonging degree, it is represented by X. A
clear example would be the classification of a group of people according to their
height. In this case, the totality would be all the people that make up the group.

2.3 Membership Function

Also called belonging function μ(X), it is a curve that determines the membership
degree of the set components, the graphs of the function are values μ(X) ∈ [0,1].

In medical environments, many people handle fuzzy terms that include some
imprecision, those terms, are not handled by doctors and information systems
directly. When a patient is interviewed, the obtained information is classical
logic, these data are subtly fitted into two sets:“with pain”, “without pain”.
Applying the theory of diffuse sets the degrees of pain belonging are determined,
such as for example: “strong pain”, “moderate pain”, “half pain”, “low pain”.

2.4 Fuzzy Driver

It is a complete and diffuse decision-making system that uses fuzzy sets
theory [4]. It includes three important steps: fuzzification, the inference, and
defuzzification. The [6] fuzzification aims to transform the input data into out-
put linguistic variables. The rule or inference engine is carried out in the grouping
of input data according to output data. The final step is the deffuzzification, its
procedure is to transform the diffuse data into an arithmetical value (See Fig. 2).

Fig. 2. Fuzzification and Defuzzification.
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2.5 Fuzzy Grouping

The clustering of data is based on the assumption that a population of objects
can be subdivided into smaller, homogeneous subgroups internally for one or
more functions [7]. Clustering is an elements associating method sharing similar
properties. Many diverse techniques [8] have been developed in order to discover
similar groups in large data sets, of which hierarchical and partitional techniques
are being widely practiced. The group is much more natural than conventional
set theory, since the objects that are at the borders of these groups, may not
necessarily be forced to belong to one of them [9].

3 Research Method

In order to carry out the clinical assessment process to diffuse grouping, we
used the FCM algorithm formulated by Dunn and Bezdek. The case study data
were assessed, applying three aspects of level of SGA awareness to the 30 patients
with brain injury traumatism. According to obtained results from the assessment
scale, we identified patients with a high degree of consciousness and patients who
are completely unconscious, which ones were classified using the Manchester
triage system method. For the data processing, Orange Canvas tool [10] was
used to apply the clustering algorithms and to observe the separated results in
two clusters

3.1 Glasgow Coma Scale (GCS)

GCS [11] is considered as an instrument with high sensitivity for the assessment
of patients with brain damage, the level of consciousness of a person is measured
through three parameters: the ocular, verbal and motor response. The ocular
response has a maximum value of 4 and a minimum score of 1, the maximum
score is obtained when the patient responds by spontaneously opening the eyes.
To assess the motor response, it gives the following scores: 6 if the patient cap-
tures the orders, 5 if the patient locates the pain, 4 if the patient responds in
a retreat to the response to the pain, 3 if he/she makes an abnormal flexion, 2
if he/she makes an abnormal extension and 1 if there are responses absences.
Regarding to verbal assessment the values are as follow: 5 if the answer is ori-
ented, 4 if the patient responds confused, 3 if responds inconsistently, 2 if speech
incomprehensible, if no answer a score of 1. In the out-of-hospital setting, GCS is
an important tool for decision-making and classification, where the initial score
acts as an important prognostic indicator following traumatic brain injury [12].
The Nomenclatures of the GCS are shown in Table 1.

The maximum value obtained on the scale is 15, which it indicates that the
patient is conscious, and on the other hand, the minimum value is 3, the patient
is unconscious.
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Table 1. Parameters of GCS with their nomenclatures.

LEVEL ANSWER VALUE

Opening Eyes Spontaneous, flashing 4

For verbal stimulation, speech 3

For pain only 2

No response 1

Verbal Oriented 5

Answer to confuse questions 4

Inappropriate words 3

Incomprehensible speech 2

No response 1

Motor response Obey orders for movement 6

Pain stimulus movement 5

Pain response is withdrawn 4

Bending in response to pain 3

Extension in response to pain 2

No response 1

3.2 Process of the Manchester Triage System (MTS)

Triage has emerged as a method to optimize care and minimize damage caused by
overcrowding by identifying patients who need immediate care [13]. The MTS is
a method of prioritization and classification that was raised in the English city
Manchester by professionals in emergency services. Nowadays, this method of
prioritizing patients in the emergency room is applied in public hospitals, which
is implemented at the IESS: Teodoro Maldonado Carbo hospital and at the
University Hospital of the Guayaquil city. In [14], the classification levels of the
MTS are presented. The highest level means that a patient is probably suffering
from a life-threatening illness, so immediate attention is provided. Such patients
are assigned the red color category. Urgent conditions are assigned the orange
color category, they are able to wait a time limit of 10 min. Less urgent patients
are assigned a yellow color category. Non-urgent patients, green category with
time limit of 2 hours. Other patients are given a blue triage level, which means
they can wait for 4 hours. The MTS process will then be displayed in Table 2.

In general terms, this method attempts to provide diagnosis, elimination or
clinical priority.

3.3 FCM Clustering Method

It is one of the most used algorithms in diffuse grouping. It assigns to each data a
membership value within each cluster and therefore, specific data may belong to
more than one cluster [15]. A fuzzy partition determines the intervention of each
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Table 2. Classification of the Manchester Triage System.

Priority Attention Time Color

1 Immediate 0min Red

2 Very urgent 10min Orange

3 Urgent 60min Yellow

4 Standard 120min Green

5 Non-urgent 240min Blue

sample in the clusters using membership functions that take values of [0,1]. FCM
performs a soft distribution known as soft partition, such partition elements are
hierarchically integrated to all clusters. A mathematically smooth partition is
defined:

X = data set

xi = element corresponding to X

P = {C1, C2, ..., Cc} soft partition X, whether only if the following is true:

∀xi ∈ X ∀Cj ∈ P 0 ≤ ∪cj(xi) ≤ 1 (1)

For all Xi which belongs to X, for all cluster Cj which belongs to P, the belonging
coefficient ∪cj(xi) must be between [0-1].

∀xi ∈ X ∃Cj ∈ P such that ∪cj (Xi) > 0 (2)

For all xi which belongs to X, there is a cluster which belongs to P, such that
the belonging coefficient ∪cj(xi) is greater than zero. FCM minimizes function:

Jm = ΣN
i=1Σ

C
j=1 ∪m

ij ||xi − cj||, 1 ≤ m ≤ ∞ (3)

known as the objective function where:
m = is some arithmetic value greater than 1.
∪ij = is the belonging degree xi in the group j.
xi = i of the measured data.
cj = cluster dimension center.
|| ∗ || = similarity between measured data and center.

The calculation is done updating the belonging coefficients ∪ij, and the cen-
troids Cj. A diffuse partition {C1, C2, ..., Ck} can be a local minimum of the
objective function Jm only if the following conditions are fulfilled [15].

3.4 FCM Grouping Algorithm

Step 1.

– Initialize the centroids.
– Choose the number of cluster C.
– Choose the exponent m.
– Initialize the array of partition ∪ randomly.
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Step 2. Calculate the belonging functions of n clusters, through the use of:

∪cj(x) =
1

ΣC
k=1(

||xi−vi||2
||xi−vj||2 )

1
m−1

(4)

Step 3. Sum each of belongings in both clusters which complies with:

Σj ∪ci (xi) = 1 ∀xi ∈ X (5)

In case of error, the belonging grade should be calculated once more.

Step 4. Update the n centroids C = Cj.

vi =
ΣN

k=1 ∪ci (x)m.x

ΣN
k=1 ∪ci (x)m

(6)

Note: Once the number of clusters and the value of m have been defined, the
centroids and the core initialized the then FCM algorithm performs 2 steps: first,
the belonging functions are calculated using the equation in step 2, and second,
the prototypes are updated by means the equation in step 4.

3.5 Case Study

There is a table evaluating the Glasgow valuation process and triage prioriti-
zation of 30 patients with head trauma. These data were stored in an Excel
table, then it was taken to the orange application [10], where the evaluation was
performed (see Table 4).

Once the results were obtained, a close value to 1 indicated that the patient
is consent and did not need immediate attention, and on the other hand, a
close value to 0 showed that the patient is unconscious and needed immediate
attention. Depending on the case we should expect a time limit according to the
Manchester Triage system. It is desired to separate the data set into two groups
(clusters) to visualize those patients with different characteristics. For this case,
centroids or prototypes are initially defined.

Data: The cluster quantity is 2, the parameter m is 2, centroids: v1 = (0.3, 0.6)
and v2 = (0.9, 0.6).

Note: We designed and worked with a table according to the Manchester triage
system in fuzzy level (Table 3) in order to classify the patients according to the
result obtained in the Glasgow scale assessment.

As indicated above we grouped those patients who have a belonging degree
close to 1 in a cluster which meant that they did not need immediate attention,
and on the other hand, the patients with a lower degree of belonging in another
cluster, needed immediate attention.
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Table 3. Manchester Triage System with fuzzy levels.

Fuzzy prioritation Color

[0–0.20 ] Red Immediate attention

[0.21–0.47] Orange Immediate attention

[0.48–0.65] Yellow Non-immediate attention

[0.66–0.80] Green Non-immediate attention

[0.81–100] Blue Non-immediate attention

4 Results

Table 4 shows the results of the Glasgow evaluation of 30 patients with cran-
iofemoral trauma, we applied 3 parameters in order to measure the level of
consciousness, identifying those who need immediate attention or not, resulting
in random values between [0-1].

Table 5 shows the final results of the evaluation process, the sum is the result
of the clinical assessment for each one of the 30 patients, for that reason was gen-
erated an approximation value, indicating the priority of the Clinical assessment
by means of an algorithm based on clustering Fuzzy c-means.

For this case study, the first iteration of the algorithm, the belonging coef-
ficient in the first element is calculated. An important elements to consider in
the fuzzy clustering algorithm are the centroids. This value allows to represent
all the possible characteristics belonging to a diffuse set. It is worth noting that
the value to be considered as centroid oscillates between 0 and 1. Therefore, for
this research we considered referential values v1 = (0.3, 0.6) and v2 = (0.9, 0.6),
and the following formula was applied:

∪c1(X1) =
1

Σ2
j=1(

||xi−vi||2
||xi−vj||2 )2

(7)

The sum of the centroids v1 = (0.3, 0.6) is calculated. The first point is
subtracted with centroid v1. 0.67 − 0.3 = 0.37, and 0.53− 0.6 = 0.07. With that
same point we subtracted the second centroid v2 = (0.9, 0.6) to obtain the values
of 0.2 and 0.07.

||x1 − v1||.2 = 0.372 + 0.072 = 0.1369 + 0.0049 = 0.1418 (8)

||x1 − v2||.2 = 0.232 + 0.072 = 0.0529 + 0.0049 = 0.0578 (9)

∪c1 (x1) =
1

0.1418
0.1418 + 0.1418

0.0578

(10)

∪c1 (x1) =
1

1 + 2.4533
(11)

∪c1 (x1) = 0.2896 (12)
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Table 4. Glasgow valuation.

Patient Eye response Verbal response Motor response

1 0,27 0,07 0,33

2 0,07 0,33 0,13

3 0,07 0,13 0,13

4 0,13 0,33 0,07

5 0,20 0,20 0,33

6 0,07 0,20 0,07

7 0,07 0,20 0,20

8 0,07 0,13 0,33

9 0,20 0,13 0,07

10 0,13 0,20 0,27

11 0,27 0,07 0,13

12 0,07 0,07 0,13

13 0,07 0,20 0,13

14 0,20 0,13 0,07

15 0,20 0,13 0,40

16 0,07 0,20 0,27

17 0,20 0,27 0,20

18 0,27 0,13 0,40

19 0,27 0,20 0,27

20 0,27 0,13 0,40

21 0,07 0,33 0,40

22 0,13 0,33 0,40

23 0,07 0,33 0,07

24 0,07 0,13 0,33

25 0,27 0,27 0,33

26 0,27 0,07 0,07

27 0,27 0,27 0,40

28 0,20 0,33 0,40

29 0,27 0,07 0,07

30 0,13 0,07 0,27

Similarly, the values of the other membership functions are calculated, beside
the complete results are shown in Table 6. For the calculation of the belonging
values of both clusters, we used a source code of the FCM algorithm implemented
in C# [16].
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Table 5. Final results.

Patient Health status Priority

Glasgow Medical attention

1 0,67 0,53

2 0,53 0,60

3 0,33 0,53

4 0,53 0,53

5 0,73 0,33

6 0,33 0,67

7 0,47 0,33

8 0,53 0,47

9 0,40 0,67

10 0,60 0,19

11 0,47 0,47

12 0,27 0,80

13 0,40 0,67

14 0,40 0,87

15 0,73 0,53

16 0,53 0,40

17 0,67 0,93

18 0,80 0,60

19 0,73 0,53

20 0,53 0,67

21 0,80 0,28

22 0,87 0,12

23 0,47 0,12

24 0,53 0,87

25 0,87 0,52

26 0,40 0,98

27 0,93 0,05

28 0,93 0,43

29 0,40 0,09

30 0,47 0,25

Table 6 shows the belonging values obtained in 2 cluster by compiling the
program, and it provided as a result the approximation values of the clinical
assessment in 30 patients.

The grade of belonging 1 indicates the maximum of belonging, whereas 0 indi-
cates that the data does not belong to the cluster, thus, the data with greater
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Table 6. Values of belonging for each data/cluster.

Priority -
Medical attention

Cluster 1 Cluster 2

0,53 0,2896 0,7104
0,60 0,7213 0,2787
0,53 0,9827 0,0173
0,53 0,7104 0,2896
0,33 0,2831 0,7169
0,67 0,9827 0,0173
0,33 0,8488 0,1512
0,47 0,6878 0,3122
0,67 0,9448 0,0552
0,19 0,5000 0,5000
0,47 0,8150 0,1850
0,80 0,9144 0,0856
0,67 0,9448 0,0552
0,87 0,7957 0,2043
0,53 0,1512 0,8488
0,40 0,6557 0,3443
0,93 0,3970 0,6030
0,60 0,0385 0,9615
0,53 0,1512 0,8488
0,67 0,7104 0,2896
0,28 0,2418 0,7582
0,12 0,2941 0,7059
0,12 0,3844 0,6156
0,87 0,6251 0,3749
0,52 0,0216 0,9784
0,98 0,7187 0,2813
0,05 0,3026 0,6974
0,43 0,0654 0,9346
0,09 0,6538 0,3402
0,25 0,6700 0,3300

belonging in cluster 1 are 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 16, 20, 23, 26, 29, 30
while the remaining data has a greater belonging in cluster 2. These values were
represented using Open Source Orange Canvas tool [10]. In Fig. 3, the data were
loaded into the program by means of the widget field. Widget Data Table allowed
to visualize the simulated data, and the widget Scatter Plot showed the results of
the dispersion of the data. The first cluster brings together patients who are aware
and do not need medical attention thus they would wait for a time limit, while the
second cluster brings together all patients who need immediate care.

Based on the sample applied with the Manchester triage system, 17 patients
obtained non-immediate priority, which had to wait the time limit according to
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Fig. 3. Dispersion of data and in Orange Canvas [10] separated in 2 cluster.

their level of urgency, meanwhile the remaining patients were considered as cases
of immediate attention.

According to the experts, the case study allowed us to glimpse the fuzzy
grouping, as well as a proposed classification of the patients in the emergency
room of the University Hospital, which indicates that the prioritization and the
classification of the patient has improved significantly through the use of Fuzzy
c-means algorithm.

5 Conclusions

The clinical assessment work was performed with five groups of 30 patients
in approximately 30 days in the emergency room of the University Hospital.
Afterwards, a case study was generated with 30 patients from a total of 150, with
the intention of generalizing the method and making the respective suggestions of
the use Fuzzy c-means algorithm, the results obtained allows to segment patients
groups form high to low priority.

After the application of the Fuzzy c-means algorithm to the clinical evalua-
tion process, an effective contribution was obtained by allowing the medical staff
and their work team to obtain a better data visualization, therefore, they can
make better decisions regarding prioritization of the patient.
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Abstract. Telerehabilitation is a growing alternative to traditional face-
to-face therapy, which uses technological solutions to cover rehabilitation
care in both clinical centers and in-home programs. However, the current
telerehabilitation systems are limited to deliver a set of exercise programs
for some specific locomotor disability, without including tools that allow
a quantitative analysis of the rehabilitation progress, in real-time, as
well as the medical condition of patients. This paper presents the design
and development of a novel web-based platform, named “Kushkalla”,
that allows to perform movement assessment for creating personalized
home-based therapy routines, integrating hardware and software tools
for a quantitative analysis of locomotor movements based on motion
capture, preprocessing, monitoring, visualization, storage and analysis,
in real-time. The platform combines two motion capture strategies, the
Kinect-based and IMU-based motion capture. In addition, a set of 2D
and 3D graphical models, virtual environments, based on WebGL tech-
nology, and videoconference module are included to allow the interaction
between user and clinician for enhancing the capability of the clinician
to direct rehabilitation therapies.

Keywords: Telerehabilitation · Motion capture analysis · Depth sen-
sor · Inertial sensors · WebGL

1 Introduction

According to the World Health Organization, at least 15% of world people could
present musculoskeletal disabilities, which present difficulties to access appropri-
ate management even in diagnosis, treatment or follow-up stages. Particularly, it
is estimated that between 76% and 85% of disabled people have not accessed to
treatment programs in developing countries [17]. Conventionally, when a muscu-
loskeletal disability is diagnosed, a clinical specialist designs a specific functional
c© Springer International Publishing AG 2017
R. Valencia-Garćıa et al. (Eds.): CITI 2017, CCIS 749, pp. 194–208, 2017.
DOI: 10.1007/978-3-319-67283-0 15
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rehabilitation program, according to the analysis of the strength, flexibility and
other biomechanical aspects of the patient; then, a team of therapists is respon-
sible for its execution and follow-up. Both diagnosis and follow-up require quan-
tifying those biomechanical aspects in order to guarantee that the designed pro-
gram is suitable for the patient. This workflow demands an important number of
therapists and technologies, such as strength platforms, to ensure the quality of
the rehabilitation program. Additionally, the patient location could be a major
obstacle for this purpose. This is the case of some rehabilitation programs to
restore functional movements of elderly people, which are constantly suffering
locomotor impairment caused by aging. Thus, functional movement rehabilita-
tion programs evaluate the movement patterns from each patient to establish
what parts of the human body may be treated. An improper movement pat-
tern or imbalances throughout the human body allow determining postural and
motor issues, which are used to develop different rehabilitation programs by the
therapist. Therefore, functional movement rehabilitation programs are able to
rehabilitate the human body that is weak, tight or unbalance by using a combi-
nation of functional movement correction and classic rehabilitation exercises.

Recently, telerehabilitation has emerged as an alternative that allows to
perform functional movement rehabilitation activities from the comfort of the
patient location, which are monitored by the physician from the specialized med-
ical center [14]. This is possible by the use of the Internet and emerging tech-
nologies such as inertial sensors, optical motion capture devices, robots, virtual
reality environments, among others [4]. In general, telerehabilitation strategies
can be classified as: telepresence-based rehabilitation, which are supported by
videoconference tools that allow a continuous communication between patient
and physician [3]; robotic-based rehabilitation, which uses autonomous robots or
exoskeletons for guiding patient movements [7]; interactive-based rehabilitation,
which uses interactive environments for motivating patient to perform exercises
while playing [12,15,21] and; rehabilitation based on a precision analysis, which
provides movement analysis tools for supporting the physician decisions [11].

This paper describes the design and development of a novel web-based
platform that integrates telepresence, interactive environments, and movement
analysis tools, for providing the technology to carry out functional movement
assessment and to create personalized home-based therapy routines. The pro-
posed Web-based platform was developed on a service-oriented architecture
(SOA), a client/server software design approach in which an application consists
of software services and software service consumers that are provided between
software components through several network communication protocols [16]. It
is composed of two main software parts: a client and a cloud server compo-
nents. Additionally, two applications conform the client component: the patient
application, and the physician application. The patient application includes a
bimodal human motion capture module that allows to integrate both a wearable
inertial sensor system and a depth camera sensor (Kinect); a visualization mod-
ule provided with a virtual environment with an interactive interface in which
patient can see in two 3D avatars how an exercise must be executed and how
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they execute it; and an assistance module provided with a videoconference tool
and videotutorials about the platform. The Physician application includes an
exercise visualization module, synchronized with the patient interface, in which
real-time patient movements are displayed, and a motion analysis module, which
displays graphically the movement measurements generated by the analysis of
captured data. Finally, the server component, implemented as a software as a
service cloud component that it includes a web-server, a websocket server, a
webRTC (web with Real-Time Communications) server, and relational and non-
relational databases.

This paper is organized as follows. The next section presents a brief summary
of related works. In the Sect. 3 the main hardware/software components of the
proposed platform are described. Section 4 presents a preliminary evaluation that
shows the reliability of the proposed architecture and finally, Sect. 5 presents the
conclusions and discuss the future work.

2 Related Works

In the last 15 years, telerehabilitation systems have been developed as an alter-
native for individuals with limited access to comprehensive medical and reha-
bilitation outpatient services. Originally, these kind of systems have been imple-
mented by using basic videoconference strategies for establishing a communi-
cation between patients and specialist [3,5]. However, the need of know some
relevant measurements performed in clinical practice for monitoring the reha-
bilitation progress, it has motivated the development of technologies that allow
to capture the patient movement and transfer it to the physician. Robot based
technologies have shown a very good performance; however, its high costs doing
it unimplementable for real in-home rehabilitation programs. Therefore, low-cost
technologies such as those based on Kinect and inertial movement unities (IMUs)
have shown to be more feasibility and cost-effective option [21].

Telerehabilitation platforms using the Microsoft Kinect sensor are the most
common in the state-of-the-art, due to its low price and easy integration with
programming technologies [6]. One of the most recognized platforms using it is
VirtualRehab1, a web-based platform that provides a set of games designed for
Kinect, which can be used by therapists to prepare a personalized plan of exercises
for each patient and the to monitor and assess the progress from a control center.
Nevertheless, Kinect-based platforms have some limitations, the first one is that
the Kinect sensor must be fixed to a specific location and has a limited range of
capture; so, data could be lost if patient move out of this range. Moreover, perfor-
mance of movement measurements may be low because they depend on the angle of
vision of the camera. IMU’s based telerehabilitation had shown to be more precise
in the estimation of these measurements. However, mapping movements on virtual
characters requires extra processing in comparison with those using Kinect. Addi-
tional, due that it is required to localize the IMU on any body part, this technology
could be unsuitable for using with disabled or specific people [2].
1 http://www.virtualrehab.info.

http://www.virtualrehab.info
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In the last years, the fusion of information provided for Kinect and IMUs sen-
sors has been proposed [1,20,22]. However, integrating it into end user platforms
is still a challenging problem.

3 Overview of Kushkalla Platform

The proposed telerehabilitation platform, named “Kushkalla” (means “together”
in Quechua), is devised as a model of high interaction between patient-physician
for real-time functional movement rehabilitation. The platform is provided with
several clinical tests (e.g. Tinetti and Mini-mental tests) that allow to estab-
lish an initial medical condition of patients in a remote way. In order to offer a
quantitative analysis of the movement disorders, a scheme of multi-modal motion
analysis is introduced by combining a set of wearable inertial sensors and a depth
video sensor (Kinect camera). Thus, this information is used to animate two 3D
graphical models (avatars) under a virtual environment on a Web browser, pro-
viding visual information to support and monitoring therapy sessions by the
physicians. In addition, this movement information is stored and used to pre-
pare clinical records, which should be analyzed for constructing personalized
therapy sessions, for which a set of graphical tools is also developed on the
Web. The emerging technologies introduced in our platform are integrated into
a service-oriented architecture (SOA), where each component of the proposed
system (hardware/software components) provides services to the other compo-
nent through several communication protocols over a network. Therefore, the
proposed platform is composed of two main components: (a) client applications
and (b) cloud component, as is illustrated in Fig. 1.

Fig. 1. General framework of Kushkalla: Telerehabilitation platform
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3.1 Client Applications

This component was developed to establish the remote interaction between the
patient and the physicians. This is divided into two applications, the patient
and physician application, respectively. In the patient application, three modules
have been integrated: (1) Motion capture module, (2) Visualization module and
(3) Video-assistance module. While, in the physician application, two additional
modules have been developed: (4) Graphical tools module and (5) Human motion
analysis module.

Motion Capture Module: This module is composed of a set of hardware and
software tools, and it was implemented for capturing the patient movements
based on both orientation and position of the body joints, for which a biome-
chanical human model is proposed as an articulated rigid-body model. In order
to obtain the oriented information of body joints, a set of seven wearable inertial
sensors (from XSens technology2) was integrated. Each IMU-Xsens sensor (Iner-
tial Measurement Unit) is a combination of 3-axis magnetometer, gyroscope and
accelerometer sensors, which are combined and fused to track rapidly orienta-
tions changes in 3D. It measures the directions of gravity and magnetic north to
provide a stable reference. The fused information of each IMU is carried out by
using the Extended Kalman Filter [18]. These sensors were chosen due to reliable
performance in medical applications and their highly accurate reported in state-
of-art [10,13,18]. On the other hand, this set of inertial sensors is configured as
the MTW-awinda Development Kit from Xsens technology, which allows users
to take full advantage of the possibilities and the integration of the IMUs-Xsens
with your own system. In our case, a software, implemented in C++, was devel-
oped to capture body segment orientation in real-time. These data are captured
from the MTW-awinda kit, through its driver, which offers different formats
for orientation data as rotation angles, quaternion, orientation matrix, among
others. From this, the data based on quaternion representation was chosen and
organized as a quaternion matrix format, in order to facilitate later calcula-
tions and avoids confusion about the order of arbitrary quaternion data from
each IMU-sensor. Once the quaternion data were available, another software’s
component was developed, which is responsible for integrating it into human
body model (3D avatar) on a web browser, scaled according to anthropometric
measurements of the patient (which are recommended from Xsens technology).
In addition, this software contains several algorithms that are available to be
configured according to the pre-set human body models (e.g. upper or lower
limbs models). Figure 2 illustrates our proposed lower limbs model for move-
ment analysis with IMUs (a) and the animated 3D graphics model over virtual
environments on the web (b).

The proposed biomechanical human model and its coordinate reference sys-
tem were implemented according to the ISB recommendations reported in [25].
Therefore, an initial calibration of the reference systems between the biomechan-
ical and 3D graphic models was also implemented to accurately move the virtual

2 https://www.xsens.com/products/mtw-awinda/.

https://www.xsens.com/products/mtw-awinda/
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Fig. 2. Panel (a) illustrates motion capture process based on Xsens technology for
extracting the body joints orientation. Panel (b) shows the joints position extracted
by kinect sensor.

body models. This algorithm is based on the quaternion algebra [23], allowing
the avatar’s movement as well as the computing of relevant clinical informa-
tion extracted from the proposed biomechanical model. This relevant clinical
information includes flexion-extension, abduction-adduction and rotation angles
of each body segment, their maximums and minimums values, their velocities,
among others. Thus, our proposed algorithm also convert from quaternion infor-
mation of joints of the body model to clinical angle information of each body
segment under measurement. Finally, the implemented software is capable of
inserting the avatar’s movement into the virtual reality scenario and reporting
relevant clinical information to the physician application through the web service
interface. The information is structured and sent as a JSON (JavaScript Object
Notation) format through Websockets technology. All package of our software
was written in C++, JavaScript and HTML5.

On the other hand, as it is illustrated in Fig. 2(b), the positions of 3D joints
of the patient are obtained by using a Kinect sensor. This device is a low-
cost RGB-Depth sensor introduced by Microsoft for human-computer interface
applications, which provide images with a resolution of 320× 240 pixels and a
maximum frequency of 30 Hz, approximately. In our platform, a software pack-
age publically available was integrated (OpenNi/NITE3) for driving this device.
Specifically, the Kinect V1 was used to capture videos based on depth imag-
ing information. For this, the human skeleton is extracted from the displayed
silhouette based on a distance map approach [19]. Then, an image preprocess-
ing stage was development to extract fifteen coordinate points, corresponding
to the joint position of the body. Likewise, the position of each joint is used to
insert the avatar’s movements into the virtual reality scenario. This information
allows to compute rotation of each body segment as well as to establish their
clinical information. For computing quantitative measurements from the cap-
tured human movements based on image processing techniques, the well-known
OpenFrameworks was included. In the same way, the captured information is
structured and sent as a JSON format through Websockets technology to the
cloud components.

3 http://openni.ru/files/nite/index.html.

http://openni.ru/files/nite/index.html
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Unlike conventional telerehabilitation systems that are implemented with
any of these two motion capture technologies, the motion capture module herein
developed is available to fuse the movement information extracted from both
modalities, the orientation (from Kinect sensor) and the position of joints (from
Inertial sensors), allowing more accurate of the clinic measurements. This fused
information is archived by implementing a quaternion-based Kalman Filter algo-
rithm as described in [24]. This algorithm was implemented in OpenCV package
and introduced in our software package. Finally, each motion capture strategy
can also be used in an independent way according to some functional rehabili-
tation program.

Visualization System: This module aims to provide several graphical user
interfaces such as Web interface, avatar animation, virtual environment and
video-assistance elements, as it is shown in Fig. 3. All of them allow a real-time
interaction between the patient and the physician during the functional rehabil-
itation process. This module is responsible for establishing a bidirectional com-
munication of both client applications and cloud components, which were defined
in the general platform framework. Once the patient movements are captured
and processed, this information is visualized on a Web browser as graphical infor-
mation in 2-D or 3-D. Thus, this information is available for display on the Web
and it can be acceded in a remote way, for which two profiles were developed,
the patient and physician. For the patient profile, a Web interface is provided
with two avatars under a virtual environment as a therapy scenario. The two
avatars represent the patient and the therapy instructor, respectively. The avatar
instructor is included to produce different sequences of movement according to
personalized rehabilitation program, for instance, physical exercises previously
designed by the physician. Basically, the patient and physician profiles allow
to control the movements for each avatar. However, unlike the user profile, the
physician Web interface includes a monitoring system based on clinical informa-
tion computed from the aforementioned biomechanical human model.

Computer graphic models, avatar animation, and 3D visualization were devel-
oped on a WebGL technology, for which, several software frameworks under
open-source philosophy were implemented. The animation and visualization of
3D computer graphics were performed using JavaScript 3D Libraries. Partic-
ularly, the ThreeJS framework was implemented, which allows the creation of
GPU-accelerated 3D animations using the JavaScript language as part of a web-
site, without relying on proprietary browser plugins. Avatars were designed and
constructed in the well-known graphical Motor Blender and exported to WebGL
technology. In the case of tempo-spatial signals (2D signals for clinical mea-
surements), these were displayed using an additional javascript package, the
canvas.JS. All these graphical components were interconnected through JSON
formats and were communicated mean of structured WebSockets.

Video-Assistance Module: In order to establish a real patient-physician inter-
action, the developed platform is provided with a multimedia resource (audio-
video), which allows a direct interaction during the whole rehabilitation plan.
In addition, this resource stimulates to patients and their caregiver to perform
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Fig. 3. Panel (a) illustrates the web interface for patient profile. Panel (b) depicts a
screenshot of web interface for Physician Profile.

rehabilitation sessions as a traditional face-to-face therapy. Besides, this resource
may be used for caregiver training purposes. For doing that, a videoconference
system was implemented, which is based on WebRTC open-source (JavaScript)
and it allows to transmit audio/video streams in many-to-many style, allow-
ing setups multiple peer connections to support multi-user connectivity feature.
The videoconference system may be activated in anytime between the User and
Clinician profiles, as is shown in Fig. 4.

Graphical Tools Module: This module provides a control panel with several
graphics resources to manipulate the 3D graphic model (Instructor Avatar) at
the (x, y, z) coordinate system. Each body segment from avatar was assigned to
a drop-down bar, allowing to manipulate some of its spatial parameters such
as rotation angles and x, y, z positions for each joint into the avatar. In general
terms, this tool was implemented to construct and storage different personalized
rehabilitation programs by the specialist. The software package was written in
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Fig. 4. Figure illustrates a connection through videoconference module

JavaScript, using the three.JS library for WebGL. Therefore, these graphical
resources are only available into physician Profile.

Motion Analysis Module: A quantitative analysis of patient movements is
essential during the functional rehabilitation. This reveals the performance of
each physical therapy as well as it allows to support the diagnosis process.
Clinical information from patient movements, which was extracted with cap-
ture motion module, is visualized as temporal-spatial signals, in other words,
an array of canvas environments was included in the clinician profile with the
purpose to graphically report the movement disorders, for which the CanvasJS
package was also included in our system. Moreover, the clinician graphically may
support his diagnosis reporting. This module allows printing the whole reporting
of each exercise session in a .pdf file. Figure 3(b) shows an example of the canvas
environment into the physician profile.

3.2 Cloud Components

This component is composed of the servers (each provides a service) to stay het-
erogeneous information, which was implemented as a service-oriented architecture
(SOA). Basically, the cloud contains a web-server, a websocket server, a webRTC
(web with Real-Time Communications) server, and relational and non-relational
databases. In order to maintain an asynchronous communication among events
providing for each server and to unify a single programming language (JavaScript
code), our main server is based on NODEJS with an infrastructure of web appli-
cations based on Express.JS, Three.JS for WebGL applications, WebSockets and
WebRTC. All of them were implemented in JavaScript and used on HTML5 for
controlling some graphical interfaces. Each event was packaged as JSON format
by channels WebSockets among client/servers. On the other hand, a relational
database was created to collect and save the personal information of each patient,
which is based on MySql [8]. However, to avoid some delays during the access to
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information, a non-relational database was used to collect and store the clinical
information related to motion analysis, also each patient, which are based on a
MongoDB architecture [9], this due to the huge amount of data obtained from each
patient and the therapy sessions. All these aforementioned components were inte-
grated into a single web-based platform, called Kushkalla, which can be acceded
by the link: https://kushkalla.cedia.org.ec

4 Experimental Evaluation

The performance of the proposed web-based platform depends directly on data
acquired by the motion capture system. Thus, clinic information is essential
for a reliable estimation of 3D motion at each joint. To evaluate the accuracy
in the definition of the clinic measurements (e.g. flexion-extension angles), a
comparative analysis was performed using the joint angles data captured from
the lower-limb of the same patient by our motion capture module respect to data
captured by a camera-based motion system, a well-known gold standard widely
used for human motion capture. In this work, the camera-based motion system
provides information of the joint angles, which is computed and extracted from a
sequence of video by the open-source software “KINOVEA”, a semi-automated
tracking tool to follow points or trajectories from optical tracking systems4. The
experiment consists of a sequence of movements defined as follows: the patient
starts moving from a stationary position (seating-down), then he takes a step
and the leg climbs a stool, as is shown in Fig. 5. In order to measure the flexion-
extension angle in the sagittal plane at the knee joint with both capture systems,
a set of optical markers are placed on the patient to define some anatomical
landmarks according to ISB recommendations [25], in the same way, wearable
inertial sensors are placed in the same patient. Therefore, both inertial and video
information are recorded together for comparative purpose. The inertial motion
capture was configured to capture joint angle data to a rate of 60 Hz. Unlike,
KINOVEA captures sequences of videos to a rate of 30 Hz (30 fps). In order
to compare the joint angle information a metric was calculated to define curves
similarity, based on, the well-known, coefficient of multiple correlation (CMC),
which takes values between 0 and 1; with a value of 1 indicating that exact
similarity was found. In this case, CMC was computed as presented in [26], and
defined as follows:

CMC =

√
√
√
√1 −

∑G
g=1[

∑P
p=1

∑F
f=1(θgp(f) − θ̄gf )2/GFg(P − 1)]

∑G
g=1[

∑P
p=1

∑F
f=1(θgp(f) − θ̄g)2/G(PFg − 1)]

(1)

where θgpf , is the joint angle at frame f that is measured by method p (our
method or Kinovea) at sequence cycle g; θ̄gf is the mean angle at frame f
between angles measured by the two systems for the sequence cycle g:

θ̄gf =
1
p

2∑

p=1

θgpf (2)

4 https://www.kinovea.org.

https://kushkalla.cedia.org.ec
https://www.kinovea.org


204 F. Narváez et al.

θ̄g is the grand mean for the sequence cycle g among these two methods:

θ̄g =
1

2F

2∑

p=1

F∑

f=1

Ygpf (3)

where P = 2 is the number of evaluated methods. F = 103 is the total number
of frames. G is the number of cycles corresponding to a procedure (trial), which
is one cycle for all trials in this evaluation.

Fig. 5. Sequence of movements (trial) defined to compute the joint angle in sagit-
tal plane using Optical and our fused motion capture. Figure illustrates sequence of
movements, which can be viewed from top-left to right frames

In the experiment, a group of 10 normal healthy subjects (age range of 22–
27 years, 5 males and 5 females) with no previous history of musculoskeletal
problems were evaluated. In order to assess the repeatability of motion data,
the subjects were evaluated three times with both the proposed system and
optical system using kinovea. The results of this preliminary evaluation report
an average of CMC = 0.98, approximately.

Figure 6 shows the average of Flexion-Extension vs. (%) Percentage of move-
ments curves obtained for the complete designed circuit evaluated on the group
of subjects. Both curves show how our fused motion capture (blue line) approach
coincide when the knee-angles are estimated by the optical tracking system (red
line) during the different stage of the sequence of movements, receptively.

On the other hand, for the case of ankle and hip Flexion-Extension angles,
an average of CMC = 0.87 and CMC = 0.97 was obtained, respectively. These
results reveal that ankle angles measures are more variable when they are cap-
tured with our proposed platform. Figure 7(a) shows the average of hip Flexion-
Extension angle obtained from the group of subjects used for evaluation. In
the same way, Fig. 7(b) reports the average of Ankle Flexion-Extension angles
obtained in the experiment.
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Fig. 6. Average of Knee flexion-extension during the complete sequence of movements
(Color figure online)

Fig. 7. Panel (a) shows the Average of Ankle flexion-extension during the complete
sequence of movements. Panel (b) depicts the average of hip flexion-extension during
the same complete sequence of movements

5 Conclusions and Future Works

As seen above in the experimental evaluation section, the use of combined motion
capture modalities allows to obtain accurate clinical measures that can be imple-
mented into any telerehabilitation system and used to restore different types of
functional disability. This type of technologies are feasible and are acceptable to
physicians. The emerging technologies, such as wearable inertial sensor, Kinect
sensor, virtual environments, are getting more and more common in our daily
routine, and this opens up new possibilities for systems such as the one proposed.
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The ease of use is one of the advantages of this system. Besides the integration
of computer graphics on the web by 3D avatars model for carrying out the reha-
bilitation at home, simulating the traditional face-to-face therapy, is a great step
forward in users’ quality of life, because they do not need to travel, they do not
need to wait for treatment, they can decide when and where they want to carry
out their rehabilitation sessions. It is also an improvement for medical profes-
sionals because they can provide a personalized treatment for several patients
at the same time.

As future work, the platform will be integrally evaluated for a specific locomo-
tor disability as well as the effectiveness of personalized rehabilitation programs
will be evaluated. For doing that, several longitudinal studies and clinic trials
will be performed.
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Abstract. Learning Analytic is a useful tool in the context of the learning
process, in order to improve the educational environment. In previous works, we
have proposed autonomic cycles of learning Analytic tasks, in order to improve
the learning process in smart classrooms. One aspect to be considered by the
autonomic cycles is their adaptability to the formation of competences,
assuming that a student has competences that must be strengthened during the
learning process. In this paper, we propose the utilization of competences to
guide the adaptation process of a learning environment. Particularly, we propose
the extensions of the autonomic cycles for smart classrooms, using the idea of
competences. In this case, we define the competences as a service, to help the
autonomic cycles in their processes of adaptation.

Keywords: Learning analytics � Smart classroom � Educational competences �
Autonomic cycles

1 Introduction

The dynamism of the competences in the work environment, which establishes the
capabilities of a professional in the work, brings complications with the planning of the
educational institutions that must handle the appearance of new positions and the
growing need for experts in certain areas [1]. As a result, the content of curriculum
courses should be reviewed in order to keep up-to-date with skills and knowledge
required by the labor market [2, 3].

On the other hand, the Ambient Intelligence (AmI) is based on the new advances in
ubiquitous, autonomic and pervasive computing, to allow the interaction of the different
components of software and hardware in the environment, to reach global goals. In [4]
defines an Ambient Intelligence for education as any space where ubiquitous technology
helps the learning process in an unobtrusivemanner. Smart Classroom (called SaCI, Salón
de Clase Inteligente, for its acronym in Spanish) is the challenge of Ambient Intelligence
in this area. Smart Classroom redefines a classroom with the integration of sensor tech-
nology, communication technology, artificial intelligence, etc., into classrooms. The idea

© Springer International Publishing AG 2017
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is to exploit theAmbient Intelligence to improve the learning process, considering aspects
of the educational domain (e.g., learning styles) and the advances in the information
technologies (e.g., augmented reality, ubiquitous computing).

Moreover, the Learning Analytic (LA) is a very important discipline of the artificial
intelligence, due to their ability to mine learning data, in order to generate information
and knowledge to improve the learning process. LA has emerged fundamental for the
optimization of learning environments; for the adaptation of the strategies, resources and
tools for teaching to the learning styles and abilities of the students [5]. There are several
studies on LA [6, 17], but in general, the utilization of LA has been understood as a
process of isolated designing (a task for a specific problem), and the current works do
not consider the integration of a set of LA, to solve complex learning problems.
Recently, we have integrated LA tasks in the context of smart classrooms, in order to
integrate the large quantity of information about the learning processes generated in it [7,
37]. For that, we have proposed the concept of “Autonomic Cycle Of Learning Analysis
Tasks” (ACOLAT) in [37], to organize the different types of tasks of Learning Analysis
to be applied to this environment. An autonomous cycle is a closed loop of tasks of LA,
which supervises constantly the learning process under study, where the multiple LA
tasks have different roles: observes the learning process, analyses it, makes decisions.

One main aspect to improve the adaptability of the autonomic cycles is to consider
the concept of competences, assuming that a student has competences that must be
strengthened during the learning process. In this sense, the autonomic cycles can be
guided by learning trajectories that establish states of skills and knowledge to be
reached. In this way, the set of LA tasks of the autonomic cycles must use the com-
petences like sources of knowledge (knowledge and skills) and goals (acquisition of
these competences), to improve the learning process [18]. In this paper, we propose the
extension of the autonomic cycles in order to include the competences as a service to
guide the process of adaptation of the smart classrooms.

Thus, the purpose of this research is the definition of services for the management
of competences in Autonomic Cycle of LA Tasks, applied to smart classrooms, so that
autonomous cycles exploit the information of the competences to improve the learning
process. The present work is made up as follows. First, the theoretical aspects of the
proposal are presented, then the approach to include the competences in the context of
Smart Classrooms is presented, then a case study is presented, from which preliminary
results are obtained that validate our approach of Competences as a Services.

2 Related Works

Some studies reveal the importance of the LA techniques to support learning process in
ubiquitous environments [10, 12, 13, 16]. In [19] is proposed a framework, which
allows capturing and visualizing traces of learning activities, in order to analyze them,
enabling learners to define goals and track progress towards these goals. In [20] pro-
poses a dashboard that predicts and visualizes learning outcomes based on grades in the
course, time on task and past performance. The environment’s feedback is given by the
combination of these variables with thresholds to predict the student performance. In
contrast, in [21], the authors develop an environment that presents indicators calculated
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based on self-assessments activities that are part of the online course. In [22] introduces
SAM (Student Activity Meter) that provides statistics about student’s activity.

There are works about competency management systems for learning environments
[8, 9, 11, 14, 15]. In [23] presents a framework for personalizing and adapting MOOCs
designed in a collaborative-networked pedagogical approach by identifying partici-
pant’s competence profile, previous knowledge, and mobile communication preference,
to generate matching personalized learning. In [24] introduces CUSP (Course and Unit
of Study Portal), a system that uses a set of frameworks for the mapping of learning
objectives through ontologies, where the knowledge gaps of the student are identified at
a specific time in the Curriculum. In [25] proposes a conceptual approach that aims at
supporting a learner‐centered learning process in virtual environments, through a self‐
regulated learning model, a model of competence‐based personalization and a LA
approach for capturing relevant learner information required by the competence eval-
uation. There are not previous works about the utilization of the competences in smart
classroom, neither to guide autonomic cycles of LA, nor to propose the determination
of the competences as a service. In this paper, we propose an approach that considers
these aspects.

3 SaCI and LA

In previous works, we have defined a SaCI based on the paradigm of Multi-agent
Systems (MAS), called SaCI [4]. SaCI is a smart student-centered classroom, which
supports the learning process through collaborative devices and applications, working
together to form an intelligent environment in the context of educational learning. SaCI
proposes two types of separate agent’s frameworks, one to represent the software
components of SaCI and other to represent its hardware components. For example,
among the main hardware devices are: smart boards, cameras, sensors, etc., among the
main software components are: Virtual Learning Environment (VLE), academic sys-
tem, recommender system of Educational Resources, etc. In [26–28] were developed
the middleware based on a MAS, to allow the management of SaCI. This middleware
proposes three levels, one for the management of the multi-agents community, another
to manage the access to services, applications, etc., and the last one to characterize the
different components (software and hardware) of SaCI.

Particularly, in SaCI is generated many data about the learning processes, which
can be exploited by its agents to improve the learning process. Thus, SaCI must use LA
tasks to extract the knowledge hidden in the data, in order to produce useful infor-
mation about the students, the learning resources, among other things, which can be
used by the agents of SaCI. The components of SaCI provide the data about the
learning process. The VLE and the academic system are the main data sources of an
educational institution, but SaCI stores a lot of academic information, interaction data,
and personal data, among others, which must be used to extract knowledge about the
teaching-learning process.

In previous works, we have proposed the utilization of the LA paradigm in SaCI, to
integrate artificial intelligence technology in the educational process [6, 7, 29]. For
example, in [30] we have proposed to use the business intelligence paradigm to analyze
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the online tutoring process, based on the data collected on the interactions of students
and teachers in a VLE. On the other hand, in [6, 26–28] is presented an extension of the
middleware for SaCI, based on the paradigm of cloud computing, which provides
services of LA in the cloud. In [31] is presented a paper to identify factors that
influence the decision of a student to abandon their studies. Finally, a general frame-
work about how the LA paradigm can be used in SaCI was introduced in [7, 37]. In
[37], we have proposed the concept of ACOLAT, to organize the different types of
tasks of LAs to be applied to SaCI. An autonomous cycle defines a closed loop of tasks
of LA, which constantly supervises the learning process under study. With our concept
of ACOLAT, we aspire to solve the complex problems present in a SaCI that require
the integration of multiple LA tasks, with different roles.

The use of autonomic cycles to handle the large volume of tasks in SaCI is an
efficient methodology, which is executed with a minimum of human intervention and
that is capable of handling large amounts of data from SaCI, automatically. It is a
supervision cycle of processes based on LA tasks, to permanently improve them.
Specifically, the roles of each LA analysis task in the autonomous cycle are: observe
the system, analyze the system, and make decisions to improve the learning process. In
[37] has been defined the next set of ACOLAT for SaCI:

• ACOLAT 1: it defines the current learning paradigm. In this case, the goal is to
define a suitable learning paradigm for a class in a given course based on the data of
the students.

• ACOLAT 2: it determines the educational resources for a given student. The goal,
in this case, is to identify the ideal educational resources that can be provided to a
student in a determinate time.

• ACOLAT 3: it identifies of students with special needs. The goal is to determine
students who need more attention and needs.

• ACOLAT 4: it avoids the student desertion. In this case, the goal is to provide a
learning process that motives the students, in order to increase their interest to
continue their studies.

In this paper, we extend the autonomic cycles, enriched with competences that will
be available as a service. These competences will provide knowledge.

4 Competences in SaCI

4.1 Specification of Autonomic Cycle with Competences

The concept of competence is a learning outcomes defined as the knowledge and skills
that the students must demonstrate at the end of the educational process [32]. Thus, the
main elements of the competences are the skills and knowledge. The knowledge
comprises the set of topics and themes that are part of a profession and that the students
need to develop, while the skill represents the abilities to use the knowledge in the
development of activities [25].

In the learning contexts, we need to define objective competences [3]. Depending
on the current objective competence, can be set the knowledge and skill levels required,
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and with the learner’s current knowledge and skill state, ACOLAT can determine the
learning trajectory to follow in SaCI (see Fig. 1). Based on this learning trajectory,
personalized learning paths and adequate learning resources can be defined by the
ACOLAT. In this way, the ACOLAT can be enriched using the learning trajectory
defined by the competences. The learning trajectory is used like a source of knowledge
for the Autonomic Cycles. Specifically, the knowledge and skills required to fulfill the
objective competence is the goal to reach, taking as a starting point the previous
competences and skills that the student possesses. The tasks of the Autonomic Cycles
must define the strategies, activities, etc. in the learning process to reach the objective
competence, and must monitor the evolution of the student in its learning trajectory to
modify the learning process, if it is required, to reach the objective competence. In the
next section, we are going to extend one of the Autonomic Cycles defined in [37] with
the incorporation of competences like sources of knowledge.

4.2 Autonomic Cycle with Competences

According to [37], an ACOLAT is composed of the next set of tasks:

• Observe the system: This set of tasks must monitor the learning process. Specifi-
cally, in our case, some of the information to monitor are the knowledge and skill
levels of the students. That means, ACOLAT must define specific LA tasks to
determine the current knowledge and skill levels of the students.

• Analyze the system: This set of tasks interprets, understands, diagnoses, among
other things, the current situation in the learning process. Specifically, it must
determine the evolution of the learning trajectories of the students, to determine the
difference between the current competences of the students and the objective
competence. Additionally, based on this difference, it is necessary to define the set
of strategies and activities to be included in the learning process. All this is carried
out by the different LA tasks of the ACOLAT.

• Make decisions to improve the learning process: These tasks impact the dynamic of
the learning process because they introduce the strategies and activities in order to
reach the objective competence.

Additionally, it includes a general service about the competences, called compe-
tences as a service, to support the ACOLAT anytime with information of the com-
petences (required and objective). For testing this extension in the ACOLAT,

Fig. 1. Learning trajectory to reach an objective competence.
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we are going to consider the ACOLAT defined in [37] “to determine the educational
resource for a given student”. This ACOLAT is defined by the next set of LA tasks:

1. Classify the students by their scores, participations, etc.
2. Determine the relationship between the classification of the students and the edu-

cational resources used.
3. Determine the best educational resource for a given student, according to the pre-

vious results and its learning style.
The ACOLAT extended includes the next task, which describes the competences as
a service for the rest of LA tasks of this ACOLAT (see Fig. 2):

4. Competence as a Service: this task gives support to any LA task on the cycle, in
order to generate all the knowledge necessary about the competences.

Now, the first task of observation must monitor the students’ knowledge and skill
levels of the students. The next task analyzes the learning trajectories to determine the
gaps between the current competences of the students and the objective competence of
the learning process. Finally, the last task defines the appropriate educational resources
for a given student, considering the previous information. It defines the best educational
resources according to the students’ performance, and their current competences. The
“Competence as a Service” task gives support to the rest of the tasks, to analyze the
information around the competences. It determines the current competences, the
objective competence, and the learning trajectories, among other things.

Fig. 2. Autonomic Cycle with Competences task.
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4.3 Tasks Description of This Cycle

Step 1: Observation

Task 1: it classifies the students by their scores, participations, etc. In this task, the
goal is to establish a ranking of the students according to their performance. For that, it
is necessary to observe and monitor the behavior of the students in SaCI. Another
aspect that is monitored in this task are the competences of the students, and partic-
ularly, the evolution of their knowledge and skills. Now, the task groups the students
by their participation using different aspects, such as their scores, participation, but
additionally, their current competences. Table 1 shows the description of the task.

Step 2: Analysis

Task 2: it determines the relationship between the classification of the students and the
educational resources used. It is a task for analyzing the matching between the edu-
cational resources with the performance of the students, in order to determine the
education resource used by the best students (see Table 2). The performance of the
students includes the current profile of competences of the student (see the previous
task). Additionally, this task analyzes the learning trajectories, in order to determine the
gap between the objective competence and the competences of the students. With this
information are determined the ideal educational resources.

Step 3: Decision making

Task 3: it determines the best educational resources for a given student, according to
the previous results and its learning style. The educational resources are selected by
evaluating different aspects: the student characteristics (their current profile of com-
petences), the educational resources used by the students with the best scores, the gap
between the objective competence and the current competences of the students, among
other things. Table 3 shows the general description of the task.

Table 1. Description of the task “Classify the students by their scores, participations.”

Task name Classify the students by their scores, participations, competences

Data source VLE, academic system, etc.
Data analytic techniques Data mining
Role Observation

Table 2. Description of the task “Determine the relationship between the classification of the
students and the educational resources used.”

Task name Determine the relationship between the classification of the students
and the educational resources used

Data source Previous results, VLE, repositories of education resources, etc.
Data analytic
techniques

Data mining

Role Analysis
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Task 4: Competences as a service: This task works as a service for any task in the
cycle. Its goal is to generate information and knowledge about the current competences
of the students, and particularly, about their evolution on their learning trajectories (see
Table 4). It determines the objective competence to be reached.

The Data Model of this autonomic cycle is defined in Fig. 3. We can see the fact table
and the dimensions, in order to support the LA tasks of the cycle. The data model
considers the variables about the students, the web page, among others, and the results of
the LA tasks, such as the preferences of the students on theweb, theweb browsers actions,
etc. Additionally, it includes the information about the competences of the students, and
especially, their knowledge and skills (it is included in the “users” dimension).

4.4 Competences as a Service (CaaS)

In this work, we propose to include the management of competences within the
autonomic processes, like a task that gives this service for the rest of LA tasks of
ACOLAT. This task creates the competences profile of a student, and determine the
evolution of the learning trajectory of the students. For that, it uses different sources of
information, based on the monitoring and analysis of the learning context, such as the
current skills and knowledge of the students, the professional career, among others.
Specifically, for the ACOLAT under study, this task provides the next set of services to
the “classification of the students” and “determination of the relationship between
students and educational resources” LA tasks (see Fig. 4):

• Create a profile of competences: this service builds the current competences of a
student using two aspects: its skills and knowledge (see Table 5). This task search
different sources of information about the student in order to determine his/her its

Table 3. Description of the task “Determine the best educational resource for a given student,
according to the previous results and its learning style.”

Task name Determine the best educational resource

Data source Previous results, academic systems, repositories of educational
resources, etc.

Data analytic
techniques

Data Mining

Role Decision

Table 4. Description of the task “Competences as a service for obtaining knowledge”.

Task name Competences as a service

Data source Previous results, academic systems, repositories of educational
resources, current profile of competences, etc.

Data analytic
techniques

Data Mining

Role Analysis
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skills and knowledge. For that, it can use academic sources (where there are infor-
mation about his/her academic path), but also, it can use information from other
sources outside of the educational context (it is important to determine the skills).

• Determine the evolution of the learning trajectory of the students: this service
determines the current state in the trajectory of formation of the student, considering
two aspects: its current competences and the objective competence (see Table 6).
Also, this service can determine the objective competence, based on the skills and
knowledge that must be reached in a given domain. This service uses different
sources, especially from the educational context and professional profiles.

Fig. 3. Data model of the autonomic cycle.

Fig. 4. Autonomic Cycle with Competences as a Service (CaaS)
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5 Implementation Sample of One of the ACOLATs

In previous works, we have presented examples of implementation of the different
ACOLATs of SaCI [7, 30, 31]. In this section, we give an example of implementation
of the previous ACOLAT, now with the “CaaS” task. We test the capability of this
extended ACOLAT to determine the best educational resources for SaCI.

5.1 Competences as a Service

The first task is to determine the learning trajectory to follow. For that, it is required to
determine the current profile of competences of the student, and the objective com-
petences. The objective competences is based on the goal of the course. For that, we
suppose a vegetarian cooking course, which is described in Table 7.

Now, we need to specify the competences of the students, in order to determine the
learning trajectory of each one. Table 8 gives an example of a profile of competences
of a student. We see that the student has basic competences.

With this information can be established the learning trajectory, using the profile of
competences of a student like the initial state, and the objective competence of the
vegetarian cooking course like the state to be reached (see Fig. 5). We can see the skills

Table 5. Create a profile of competences.

Task name Create a profile of competences

Description Definition of the profile of competences for a given student, based on
his/her skills and knowledge

Data source Databases of educational context, information about its environment,
social networks, etc.

Task type of data
analytics

Classification

Task that is related Monitoring and Classification of the students
Task type in the
cycle

Analysis

Table 6. Determine the evolution of the learning trajectory of the students.

Task name Analysis of the learning trajectory using the competences

Description Determine the current evolution in the learning trajectory of a student
based on its current profile of competences, and reevaluate the
objective competence

Data source Databases of educational context
Task type of data
analytics

Diagnosis

Task that is related Classification of the students and current state of the learning process
Task type in the
cycle

Analysis
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and knowledge that must be acquired during the learning process. This acquisition of
competences must be carried out evolutionary.

5.2 Classify the Students by their Scores, Participations, etc.

The general procedure of this LA task is:

• To determine the profile of the students.
• To cluster according to their similarities.

In this case, we use different sources of knowledge to determine the profile of each
student. One of them are the results of the previous task (it gives the profiles of
competences of each student). Other sources are from social LA tasks to discover the
profile of the students [33–35]. These tasks analyze the texts left by the students on the
Internet, how on the social networks (Twitter, Facebook, etc.), emails, blogs, websites,
among others, to determine how they think, act and feel. These tasks apply linguistic
analysis, among other things, to infer certain attributes from the unstructured texts

Table 7. Vegetarian Cooking course.

Course activities - Select vegetables and other ingredients (input)
- Prepare mixture (process)
- Cooking vegetables according to their characteristics

Content of the virtual
course

Ingredients: the mechanism to select the vegetables and other
required ingredients
Preparation: the procedure, step by step, to prepare a dish

Objective competences
(knowledge)

- Extensive knowledge of vegetables
- The dishes that can be generated from vegetables

Objective competences
(Skill)

- Handling of cooking utensils, so as not to mistreat vegetables
- Establish the difference between vegetarian dish and any
other

Table 8. Example of profile of competences of a student.

Current knowledge - Basic knowledge of vegetables
Current Skills - Basic Handling of cooking utensils

Fig. 5. Learning Trajectory for the case study (source [36]).
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written by students on the Internet, about their experiences, thoughts, and answers. The
general procedure of these LA tasks is:

• To determine the sources of texts from the Internet to be analyzed.
• To execute the text analysis.

One example of these LA tasks is: suppose that Twitter is the source of information
(but it is similar for other sources: Facebook, etc.). The Macro-algorithm is:

1. Capture tweets
2. Filter the captured tweets
3. Generate patterns based on the captured data

The first step captures the tweets. This step requires a program that invokes the API
Tweepy API. The second step reduces the number of tweets by filtering them by
keywords that allow us to describe student behavior, such as ‘<student name>’,
‘preferences’, ‘<course name>’. This allows to get information about what students are
doing on social networks, but also things like their interests, etc. Finally, patterns are
generated based on the captured data, using the IBM SPSS Text Analytics tool for text
mining, which can extract key concepts from unstructured data and group into cate-
gories. This tool analyzes all data from the tweets and finds the frequently appeared
words, which are defined as “concepts”. These words are collected and grouped, in
order to build the behavior pattern of the students on the Twitter platform.

Another source is from the academic system of SaCl. For example, we can obtain
the courses of the students, their description, and the scores associated. With this
information, we compose a profile of a student composed of competences, preferences,
academic record, among other things.

Now, we can use a tool for the clustering of the students according to their profile.
This LA task creates several groups from the set of student profiles. This LA task
provides the source of information for the next LA tasks of our autonomic cycle, which
is the centroid of each group that will be analyzed for the next tasks. This centroid
describes the main learning characteristics of the students that belong to it. This
algorithm must be executed each time an educational period has finished, to update the
groups. In this way, the knowledge model is always updated.

5.3 Determine the Relationship Between the Classification of the Students
and the Educational Resources

With the centroid of the previous groups, we can use the model of Learning Styles of
Felder-Silverman to determine the characteristics of the learning resources required for
each one. Specifically, with the information contained in the centroids of the groups
(the pattern of preferences, competences, etc.), we determined the Learning Styles of
each group; and with this information, we can determine the activities, tools, among
other things, that must contain the learning resources to be selected for each
group. Figure 6 represents an example of the determination of the learning style for the
groups of students, where it is observed that there is a group with 41% of the students
with a Sensitive Learning Style, another group of 36% of students with a Reflexive
Learning Style, and a group of 23% of students with a Global Learning Style.

222 A. González-Eras et al.



With the information of the models of Learning Styles of the students, we define the
Educational Resources to be used by SaCI. Specifically, we use the standard LOM
(https://standards.ieee.org/develop/wg/LOMWG12.html) to describe the Educational
Resources, which defines their interactivity characteristics (exercise, simulation,
questionnaire, etc.), among other things. This information is used to match it with the
information from the style of learning of each group (centroid). Table 9 shows an
example of the Educational Resources recovered by this task. The general procedure of
this LA task is:

• To obtain the Learning Styles of the groups of students.
• To match each Learning Style of each group with a set of learning resources.

5.4 Determine the Best Educational Resource for a Given Student

This task provides high-quality recommendations of educational resources to students in
SaCI, to assist the learning process. This task uses the information extracted in the
previous task (the educational resources) and ranks them using knowledge about how the
item features meet user needs and preferences, the rating of the items by their classmates,
the score obtained in this course by previous similar students, among other things. This
last task closes the loop with the agents of SaCI. Specifically, the VLE agent uses these
recommendations of learning resources to organize the learning process. The VLE is the
main agent that consumes the knowledge generated by the closed loop, but eventually,
the recommender system (RS) agents can use this information to improve their searches,
or the Student Profile (SP) to update its information, among other agents.

Fig. 6. Learning styles.

Table 9. Example of educational resources matched.

Educational resources Attributes

LO1: Interactive virtual course, where the apprentice must
follow the instructions and prepare the requested plate

book, exercises, syllabus,
didactical guide

LO2: Digital multimedia content with a catalog of
vegetables, classified by edible and non-edible vegetables

video, exercises, evaluations,
simulation software
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6 Conclusion

The main result of this paper is the methodology to include the competences as a source
of knowledge for the ACOLATs of SaCI. An ACOLAT allows the integration and
interoperability of different possible LA tasks, and the inclusion of CaaS can provide
useful information to guide the learning process of SaCI. Particularly, the main
information provided by CaaS is the learning trajectory to follow during the learning
process, in order to reach specific skills and knowledge.

For the analysis of the competences, we can include information from outside or
inside of SaCI, to catch all the information about the skills and knowledge of the
students. In this way, we can mix social data analysis with LA tasks, in order to
discover this information.

The results of the extension of one of the ACOLAT indicate that CaaS generates
useful knowledge for the SaCI agents. For example, the determination of the appro-
priate learning resources for the students, to be used by the VLE agent, which defines
the appropriate activities to introduce in the learning process of SaCI according to the
objective competence to be reached. In previous works, this aspect has not been
considered. Future work must extend the rest of ACOLATs because the competences
are an important source of knowledge. Other future work must define a generic plat-
form with the techniques and tools required by the CaaS in its tasks.
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Abstract. Nowadays, robotics plays a very important role in the improvement of
the quality of life, because it helps to automate tasks from several fields such as
services, production, housing, and education. However, robotics projects in
Higher Education require a big investment. To save resources, a big group of
students must work on the same project. This fact does not allow students to
develop their abilities because they are not involved in all the stages of the project.
Thanks to the advance of technology, learning trends such as virtual laboratories
have arisen. These laboratories bring advantages such as flexibility, scalability,
collaborative tools, and better communication among students. In this work, we
propose a three-layer architecture for virtual laboratories which uses basic prin-
ciples of Cloud computing and virtualization. This platform was used for the
development of robotics projects within the Agrarian University of Ecuador. The
platform has proven to be creative, modern, and accessible for universities.

Keywords: Robotics � Virtual laboratories � Architecture � Simulators

1 Introduction

Higher education institutions have been contributing to the meaningful learning
approach. In this approach, teachers must connect previous knowledge with new
knowledge, thus achieving significant learning where all knowledge is connected. It is
important to emphasize that this kind of learning allows students to increase their
self-esteem and motivation to learn more. To achieve this goal, materials and resources
contribute greatly to produce this type of learning [1].

Nowadays, robotics plays a very important role in the improvement of the quality
of life, because it helps to automate tasks from several fields such as services, pro-
duction, housing, and education. Robotics projects in Higher Education require a big
investment. To save resources, a big group of students must work on the same project.
This fact does not allow students to develop their abilities because they are not

© Springer International Publishing AG 2017
R. Valencia-García et al. (Eds.): CITI 2017, CCIS 749, pp. 227–238, 2017.
DOI: 10.1007/978-3-319-67283-0_17

http://orcid.org/0000-0002-0436-7518
http://orcid.org/0000-0002-9630-3422
http://orcid.org/0000-0002-9226-4171


involved in all the stages of the project. Thanks to the advance of technology, learning
trends such as virtual laboratories [2] have arisen. This kind of laboratories has been
used for years in countries like Spain. Hence, this country can contribute to the creation
of virtual and remote laboratories for science and engineering education [3]. In these
laboratories, a computer simulation can be carried out through an Internet communi-
cation infrastructure. This software and hardware infrastructure allows users to remo-
tely control real or simulated devices, thus allowing students to perform their practices
without being physically present in the laboratory. At the same time, these laboratories
bring advantages such as flexibility, scalability, collaborative tools, and better com-
munication among students. Finally, it should be mentioned that these laboratories
foster the development of multidisciplinary research groups.

Although virtual laboratories have been widely used in other countries [4], in
Ecuador these laboratories are used in disciplines [5, 6] other than robotics. In this
sense, the Agrarian University of Ecuador as an Institution of Higher Education seeks
to contribute to the scientific and professional community. Therefore, it implemented a
virtual laboratory [7] for designing robotic prototypes that satisfy a specific need
considering the parameters proposed in class. Thanks to these practices, students obtain
valuable tools that will allow them to integrate current knowledge with previous
knowledge, thus achieving pedagogical effectiveness, which enables students to
develop practical and multidisciplinary skills.

2 Related Works

ICT (Information and Communication Technology) provides education with a tool that
enables teachers and students to work collaboratively. The use of software for virtual
simulations encourages students to interact with new technologies by improving the
teaching-learning process in different fields such as robotics [8]. Furthermore, this
software allows students to develop critical thinking to take advantage of current tech-
nologies including distributed systems in areas such as chemistry, physics and robotics.
At the UNED (University of Distance Education) in Spain, the use of practical labora-
tories is a key factor in engineering education. Considering the approach followed by this
university, i.e. the lack of physical interactions among teachers and students, this uni-
versity implemented a system for managing remote virtual laboratories [9] to improve
the way in which practical tasks are performed. This system provides each student a
virtualization-based virtual laboratory that can be accessed through the Internet.

Lab4CE [10] is a remote virtual laboratory that adopts a modular, flexible and
distributed architecture that integrates a set of tools and services focused on teachers
and students. On the other hand, NetLab [11] is a remote laboratory developed at the
University of South Australia that improves the flexibility of access to students and
increases their learning experience. The UOC (Open University of Catalonia) imple-
mented a structure of virtual laboratories [12] that integrates technological, strategic
and academic resources in a virtual learning environment considering the features that
are important for the development of practical activities.

In Ecuador, there are industrial, chemical and physical remote laboratories that are
using a methodology [6] based on working with virtual laboratories. This methodology
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arose to improve the sharing of research results with potential users. On the other hand,
there are some initiatives in schools and colleges for the creation of virtual laboratories.
For instance, the Educational Unit Lady of the Swan has a physic virtual laboratory
[13] where children can perform different academic activities.

There are local and remote virtual laboratories. On the one hand, in local virtual
laboratories, resources are executed in a server from which academic resources are
downloaded to a personal computer. In this scenario, the virtual laboratory can be only
one computer in which there is no communication with the teacher. Even, in this kind
of laboratories, students can perform their tasks without Internet access. The main
advantage of local virtual laboratories is that students can directly interact with all
resources. However, its main disadvantage is that it requires many resources, a physical
space, maintenance, and the physical presence of students and teachers. On the other
hand, in remote virtual laboratories [9], a remote server executes all different processes.
In this scenario, students carry out their practices in a collaborative way, where teachers
and other students are involved. Furthermore, although these laboratories do not require
a great investment, students cannot interact with real equipment [14]. These labora-
tories cannot be applied to certain experiments that require specific resources and
organization. Furthermore, sometimes the presence of the teacher is required. Another
disadvantage is that students do not manipulate real equipment. However, some
advantages of remote laboratories are [15] the possibility of performing practices from
remote places, the access to different equipment without time restrictions, observation
of sessions by many users, reduction of the costs associated with real practical labo-
ratories, simulated processes by means of Software, as well as the possibility of
acquiring a better understanding of the hardware. Furthermore, remote laboratories
allow disable people to have access to these resources.

Table 1 summarizes the classification of local experimental environments. Real
laboratories have physical systems with which people have interaction. These systems
allow obtaining real data, however, they require space and maintenance. Regarding
local virtual laboratories, these ones have simulated systems. The main advantage of
virtual laboratories is that the investment costs are lower than real experimental
environments.

Table 2 summarizes the classification of remote experimental environments.
Thanks to remote laboratories, students can perform experiments at the most conve-
nient time for them, thus allowing them to make an efficient use of their time. Fur-
thermore, this kind of systems allows students to perform a wide variety of practices. In
remote environments, students can work on software-simulated systems, which make
them an ideal tool for experimentation.

Table 1. Classification of local experimental environments.

Type Description

Real Laboratories with real physical systems
Virtual Laboratories with simulated systems
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3 Open-Source Tools

3.1 Open-Source Cloud-Based Platforms

There are cloud-based remote laboratories for mechatronics [16] that facilitate the
access to a large amount of computing and storage resources. These platforms trans-
form an informatic infrastructure into a private or hybrid cloud [17]. In this work, two
open-source platforms were analyzed namely, OpenNebula [18] and Yellow Circle.
The first platform allows managing heterogeneous infrastructures of distributed data
sources which are integrated at different functionality levels through KVM and
VMware [19]. Figure 1 presents the general architecture of these platforms. Such
architecture is composed of several interfaces that enable the interaction and man-
agement of physical and virtual resources.

The user interface allows the management of virtual machines (VM), networks and
virtual images. There are two kinds of interfaces: end-user interfaces and expert users’
management interface. The system interface provides a general perspective of all
functionalities given by OpenNebula. Some of these functionalities are: infrastructure

Table 2. Classification of remote experimental environments.

Type Description

Real Teleoperation of a real systems
Virtual Remote laboratories with simulated systems

Fig. 1. OpenNebula architecture.
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customization, and the management of resources such as virtual machines, networks,
virtual images, users, nodes and clusters [18].

On the other hand, Yellow Circle is an IT-based platform that provides Cloud
computing features for creating learning environments for students and for imple-
menting real-world TI-based infrastructures without having to worry about the asso-
ciated costs. With this platform, students can create, manage and customize their own
virtual datacenter. The number of network jumps between the end user and the Cloud is
a key element to evaluate the Cloud performance [20]. Yellow circle generates 19
jumps between the Cloud and the end user, which indicates that this platform has a
good performance.

3.2 Free Software Tools for Robotics

Software and hardware play an important role for constructing robots. Hence, it is
important to address different requirements of the application which depend on several
limitations such as performance and soundness [21]. Generally, the software system of
the robot is concurrent, distributed, embedded, real-time and data-intensive. However,
due to the increasing complexity of robotics applications, the modularity, reusing, and
compatibility are also considered important factors at the moment of selecting the
software [22]. In this work, the open-source software for robotics V-REP [22],
ROBOTICS-STUDIO [23, 24] and GAZEBO [25] were analyzed. Table 3 presents a
general description of the features provided by software above mentioned.

Table 3. Features of open-source software for robotics.

Software Operating
system

License Programming
language

Calculation modules

V-REP Windows,
Linux,
MacOS

Commercial
license,
GNU GPL

C/C++,
Python, Java,
MATLAB,
Octave, Urbi

Kinematics module,
dynamics module,
collision detection
module, mesh-mesh
distance calculation
module, path/motion
planning module

ROBOTICS
STUDIO

Windows CTP .NET platform,
VBasic, C/C++

Visual Programming
Language, RDS 3D
simulation environment,
the Kinect sensor

GAZEBO Linux Apache 2.0 Python ROS Integration, world
Modelling, Robot Model
Modifications,
Programmatic Control
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4 Case Study

This section describes a case study that was developed at the Agrarian University of
Ecuador, more specifically, in the Computer Science degree. This process involved 50
students from the course Introduction to the Robotics.

Nowadays, there is no a robotics laboratory in this university. This fact makes it
difficult the teaching-learning process as students do not have the correct tools to
perform the corresponding robotics practices, which demands a great investment for
acquiring the required resources. Based on these facts, in this work, we propose a free
architecture for implementing robotics virtual laboratories that help students create and
test their own robotics design in a cheap and simple way.

From the open-source software for robotics analyzed in the previous section, the
Yellow circle platform was selected for implementing the virtual laboratory proposed
in this work. The main reason why Yellow circle was selected is that it generates a
smaller number of network jumps than OpenNebula, which generates around 30 net-
work jumps. Therefore, a private environment was created to have physical nodes [26]
with a wide set of infrastructure services, storage options, 25 operating systems and
networks. Among the operating systems and software supported by Yellow Circle are
Windows Server, Microsoft SQL Server, Red Hat Enterprise, Linux, Oracle Enterprise,
Java Application Server, to mention but a few.

The virtual laboratory implementation was performed in public Cloud environment
by Yellow circle. This environment consists of 50 virtual machines with Windows 7.
The hardware specification of all virtual machines is a VCPU-4, 8 Gb RAM, 35 Gb
storage, and the necessary software for carrying out the robotics practices was based on
V-REP [27].

Students can access to the Cloud-based robotics simulator from anywhere with the
corresponding user and password for authentication. Once students have logged into
the system, they can perform configured practices or create new practices to work in
collaboration with other students. Figure 2 shows the Cloud-based architecture for
robotics virtual laboratories proposed in this work. This architecture is composed of
three layers namely virtual classroom (Web application), Virtual laboratory and the
Yellowcress-based technology infrastructure.

The virtual classroom promotes the e-learning process as well as the teacher-student
interactions. In this layer, tasks, practice guidelines, and partial and final evaluations are
created. Furthermore, it is possible to register all students’ activities. Students can
access the system from anywhere by using their corresponding username and pass-
word. The virtual classroom is related to the virtual laboratory, which represents the
students’ working area. The virtual laboratory is composed of virtual machines with the
software for robotics V-REP. The technological infrastructure of Yellow circle learning
platform provides resources such as router, networks, servers, firewalls and load bal-
ancers to design virtual laboratories. This environment contributes to the development
of students’ skills. Figure 3 presents the virtual laboratory with a network where stu-
dents perform their robotics practices.
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Fig. 2. Technological architecture proposed.

Fig. 3. Virtual laboratory.
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4.1 Tests

To test the architecture proposed, a practice that involves a line follower robot was
selected. The goal of this practice is that the robot has to follow a set of points. For this
purpose, the following parameters were established: (1) the work environment must be
limited by walls, i.e., it can be a room with chairs, tables, people or any other object
that represent an obstacle; (2) the surface must be completely flat.

The simulated robot had to correctly implement all instructions to follow a set of
established points. With regards to the movement, the robot can move forward and
backward. Also, it was necessary to define the speed and the proper orientation for each
route point. In addition, another simulation was performed by using a robot whose
movement was like a person. After completing the simulation, students carried out an
activity related to this practice both individually and in groups. Finally, they generated
a set of reports and technical manual through the virtual laboratory.

4.2 Case Study Recommendations

It is suggested to perform the route planning tasks using the V-REP module (route
generation engine) to establish the initial and final position. Another alternative is the
use of the Braitenberg algorithm. For the second scenario, it is suggested to use a script
to establish the movements of legs and arms along the route. In future works, more
complex robotic designs that include more sensors will be implemented. Furthermore,
we plan to include 3D printing for building prototype parts. According to this research,
ROS [28] and V-REP [29] obtain better results than other robotics software. Therefore,
ROS will be incorporated into the proposed architecture.

5 Results

In the last year, the robotics projects were developed by the students by using the
architecture proposed in this work. This architecture motivates critical and creative
thinking because V-REP provides a great variety of models that can be used in the
project in an easy way. Furthermore, V-REP allows importing XML-based files
without requiring knowledge and expertise about this format. Another feature of this
software is that it allows using different sensors as well as a graphic visualization. On
the other hand, this platform improves the group organization due to the students’
participation was observed by teachers concluding that students learn to solve problems
by teamwork. Finally, reports and technical manuals generated by students through the
virtual laboratory complement the practical activities.

5.1 Evaluation

To evaluate the architecture here proposed, we carry out a survey by using the EVA
criteria, in which students evaluated the practical experience and functionalities of
V-REP, the virtual laboratory, and the virtual classroom. Table 4 shows all survey
questions that were asked to the students that were involved in the case study.
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Questions 2, 9, 10 and 11 are focused on measuring usability, question 12 measures
interaction, and the rest measure the utility of the architecture. Students rated each
question from 1 to 5, where 1 means strongly disagree, 2 disagree, 3 neutral, 4 agree
and 5 strongly agree.

The results of the survey (questions 1 to 10) are shown in Fig. 4. Regarding
usability, more than 50% of the students think that both the platform and the software
V-REP are friendly and easy to use. According to the results obtained from question
12, 76% of the students think that the virtual laboratory makes it easy the interaction,
design and programming of the robots. Regarding the availability provided by the
virtual laboratory, 82% of the students think that this feature contributes to their aca-
demic training. This fact is confirmed by question 5, whose results indicate that the
virtual laboratory is very useful. Finally, the time students spent on performing the
robotics practice proposed was around 30 min, which is the average time for this kind
of practices.

Figure 5a shows that most students (80%) access to the platform using WIFI,
whether from the university or from home (questions 6 and 7). This fact, in conjunction
with the shown in Fig. 5b, denotes a decrease in speed access. However, when fiber
optics is used, this problem is solved.

Table 4. Survey questions.

No. Question

Q1 The environment and tools provided by the virtual laboratory facilitate the design and
implementation of robots

Q2 The working platform provided by the virtual laboratory is friendly
Q3 The use of the virtual laboratory improves the learning process during the course

Introduction to robotics
Q4 The 24/7 availability of the virtual laboratory helps the academic training
Q5 Indicate the utility of the virtual laboratory
Q6 Indicate the access frequency to the virtual laboratory from the physical laboratory
Q7 Indicate the access frequency to the virtual laboratory from the University
Q8 Indicate the access frequency to the virtual laboratory from home
Q9 The complexity degree of the virtual laboratory is low
Q10 Do you think that the V-REP software is easy to use?
Q11 The time you spent performing the practice was around 30 min
Q12 The virtual laboratory provides features to interact with other students
Q13 Which kind of Internet access do you have to perform the practices?
Q14 Which kind of problems did you find performing the practices?
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6 Conclusions

The three-layer architecture for virtual laboratories proposed in this work uses basic
principles of Cloud computing and virtualization. Thanks to these technologies, the
architecture provides features such as fault tolerance, scalability, among others.
Therefore, we can conclude that this platform represents a creative, modern, and
accessible option for universities, both distance and face-to-face. Using the teaching
tools provided by the virtual classroom, the teacher can customize the robotics practices
to be developed by the students, thus increasing the students’ critical thinking as well as
improving teamwork among students. One of the main advantages of this platform is
the fact that virtual laboratories are always available. What is more, it has been proven
to be easier to use than Gazebo [30].

Current robotics designs used by the students are not so complex. Therefore, as
future work, we plan to add to the platform the robotics operating system ROS,

Fig. 4. Survey results.

Fig. 5. A graphical representation of (a) types of access and (b) types of problems.
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which will allow developing better movement simulations thanks to the nodes, tools,
libraries, messages definition, services definition, and configurations provided by this
software. The implementation of such functionality will allow obtaining a better
teleoperation when the simulated model is implemented in real-world scenarios.
Finally, we plan to integrate to the platform 3D design functionalities, by means of
which students can design and print components of the robotic prototypes.
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Abstract. There has been a shift in the Higher Education model, especially at
the university level, where distance education and remote laboratories for
teaching and training have been incorporated. On the other hand, popular
interest in robotics, as well as research around this technology, have increased in
the last years. In this sense, Arduino is a platform that helps teachers and
students to develop robotics-based solutions without a great investment, since its
use does not require special robotics labs. Considering these facts, in this work,
we present a reference framework that allows the fast development of robotic
projects based on Arduino. This framework was used for developing several
projects that solve multidisciplinary and real-life problems. Furthermore, this
framework was used regardless the students’ expertise level in robotics. Con-
sidering the students’ opinions about the use of the framework, we noted that it
helped students to provide solutions for a wide range of problems based on a
critical thinking approach.

Keywords: Arduino � Embedded systems � Educational projects � Robotics

1 Introduction

In last years, there has been a shift in the Higher Education model, especially at the
university level, where distance education and remote laboratories for teaching and
training have been incorporated [1]. The research presented in this work goes from a
teaching-centered model to a learning-centered model as it is described in some active
methodologies for the formation of competences [2]. Within the framework of uni-
versity reform, technological innovation cannot be ignored because it represents an
outstanding tool for building knowledge and perform distance and flexible learning.

Popular interest in robotics, as well as research on this technology, have increased
astonishingly in the last years [3]. In this context, free hardware and software for robot
designing are used to provide solutions in domains such as medicine [4], industry [5],
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space exploration [6], and education [7]. Some of the functionalities that these robots
can perform are to obtain environmental information and to make tasks based on this
data through embedded systems [8].

An embedded system is a general-purpose system that combines hardware and
software to perform predefined functions based on specific requirements. Furthermore,
this kind of systems is integrated within a larger system. Embedded systems have been
applied in contexts such as communication, transport, medicine, home automation, and
robotics. Examples of embedded systems are the temperature sensors [9], the Sony
Ericsson T68, and the NIOS II processor [10], among others.

The Agricultural University of Ecuador, as an Institution of higher education, has as
its main mission the formation of high qualified professionals able to identify current
problems from social and industrial contexts. Furthermore, it is important to encourage
students to research and apply their knowledge in the development of robotics-based
projects that provide solutions for the problems identified, thus promoting their
entrepreneurial capacity. Considering the above-discussed facts, we propose a refer-
ence framework that promotes the development of educational robotics prototypes
focused on solving a specific need or problem. This framework takes as reference the
research work presented in [11], where a low-cost educational mobile robot based on
Android and Arduino is described. The reference framework was implemented at the
Computer Engineering career at the Agricultural University of Ecuador.

There are research works such as the presented in [12], that encourage students to
create robotics projects by means of open hardware and software. Furthermore, this
type of work helps students to develop competences which will be reflected in their
educational level and their future working world. Hence, the framework proposed in
this work allows students to design and implement robots. These processes start with
the draft of the project as a case study based on free software and hardware, tech-
nologies that are being promoted worldwide [13].

To sum up, this work aims to provide students with a framework that allows the fast
development of robotic projects based on embedded systems, Arduino [14] and sen-
sors, as well as the low-level hardware management and software accessibility. With
regard to teachers, this framework provides them with a useful tool to get the student to
develop skills and competences, thus encouraging entrepreneurship, teamwork, lead-
ership and learning.

2 Related Works

In the robotics field, it is interesting to study control algorithms and process automation,
which are widely used in teaching tasks. A clear example of robotics technologies that
support this task is Arduino, an open-source platform which provides an environment
for controlling, simulating and monitoring communication interfaces between a robot
and a computer. In this sense, there have been several studies that address the integration
of robotics to solve society problems. Some of these works are focused on improving the
education. For instance, in [15], authors identify the challenges and analyze several case
studies focused on improving the capacities and skills of children with autism using
robots. This work emphasizes the importance of integrating robotics into education.
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Regarding the integration of robotics into education, the free software plays a very
important role since it encourages students to share knowledge that can be improved by
other people. This fact is remarked in [16], where authors conclude that open source
appropriate technology has marked a milestone in the software society because it
allows students to work by using standards that promote open knowledge.

Free software, together with free hardware, allow the development of a wide range
of projects. Therefore, it is important to use both technologies in education. For
example, the project presented in [17] proposes a distributed laboratory with remote
access for the teaching of robotics. This project represents a learning tool for robotics
that contributes to the reconstruction of cognitive schemes, while it improves the way
in which students acquire knowledge. It is worth noting that free hardware-based
modules generated in this project -namely, its specifications and diagrams- are publicly
accessible. This research encourages the use of free software and hardware.

On the other hand, in [18], authors evaluate the use of remote laboratories for
secondary school science education. This evaluation comprises the conduction of trials
addressing the use of remote laboratories that enable students to experience science
through carefully designed practices, which includes performing procedures under
controlled conditions.

The goal of competence-based education is to guide students to be entrepreneurs
and to generate technological solutions, thus establishing a knowledge base for future
works. Regarding this fact, in [19], a knowledge-based model for curricular design in
Ecuadorian universities is presented. This model, which is based on competences, not
only focuses on the concept of learning but also it emphasizes the importance of this
kind of projects for supporting learning while specific curricular requirements are
fulfilled [20].

There has been proven, that open source platforms and robotics platforms help
students to develop their skills and attitudes to solve a real-world problem. For
instance, in [21], low-cost printable robots for Education are presented. According to
the authors, this project can be easily adapted to other university contexts.

Barcia-Quimí et al. [5] present an Arduino-based project for the automation of a
distillation column of packed bed for an ethanol solution. This practical application was
developed at the Polytechnic School of the Coast, Ecuador, more specifically, at the
chemistry laboratory of the Campus Prosperina. It is worth mentioning that this project
uses free hardware and software, and it involves other disciplinary areas. Also, the
work presented in [22] proposes the use of an Arduino microcontroller in fields such as
physics.

In this section, we carried out a brief review of the related works considering the
application of Arduino in several areas and levels. The works mainly emphasize how
Arduino is used in education applied to other multidisciplinary areas. This information
will allow students who have worked with these hardware and software tools to expand
their professional possibilities.
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3 Free Hardware and Software

Arduino is an open-source hardware and software platform that is being used in many
countries all around the world, including Ecuador. This technology is very useful for
both teachers and students who start in the electronics and robotics. Thanks to Arduino,
students can develop interactive prototypes whose microcontroller performs different
tasks by running a program stored in its memory. This program processes data and
interacts with the environment in real time through input and output interfaces. These
interfaces allow collecting data, environmental monitoring, sending alarms and con-
trolling the motor, among other activities.

The architecture of Arduino UNO is composed of an ATMEGA controller that is
recorded in firmware. This controller is designed to control devices such as servos,
sensors, as well as to read their position and execute instructions from the computer.
Regarding the Arduino firmware, it can run programs stored in the EEPROM (Elec-
trically Erasable Programmable Read-Only Memory) memory.

4 Case Study

4.1 Design and Implementation of a Robot Architecture

This section describes the design and implementation of the reference framework for
developing Arduino-based projects that is proposed in this work. Firstly, we performed
an analysis of the components to be used in the prototype. Next, the logic architecture
of the robot circuits was designed by using the software Proteus [23]. This software
allows simulating the performance of the mechanism in real time. The last task con-
sisted in assembling all components to the Arduino UNO board [24] following the
design generated. Regarding the use of the Arduino-based robot, it is controlled by
means of a PlayStation 2 videogame controller.

4.2 Robot Morphology

In this work, we present the project Carrobots, which is composed of two cars that
interact between them simulating a soccer game. Figure 1 depicts the components of
the robotics system. The robots are composed of a microcontroller ATM328 [25], an
H-bridge (L293D), motors, LEDs, servomotors, and ultrasonic sensors.

Fig. 1. Morphology of the project Carrobots.
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The simulation of each actuator that compose the project was simulated by means
of the Proteus Software. This simulation specifies the connection among them, how
Arduino UNO pins and actuators are connected, and how the robot circuit was
implemented. Some of the circuits that are part of Carrobots are: ATM328 connections,
voltage divider and control, H-bridge, as well as the connections of motors, servo-
motors, LEDs, and ultrasonic sensors. The architecture of the Carrobots project is
presented in Fig. 2. The Arduino UNO board is composed of five main components
namely: (1) an ATmega328 microcontroller, which in turn, has 14 digital input/output
pins (of which 6 can be used as PWM outputs); (2) a 16 MHz quartz crystal; (3) a
power jack; (4) a USB port for data communication; and (5) a reset button. The design
of the pins that compose the robot was carried out with Proteus, specifically, by using
Arduino libraries.

Table 1 describes the connections of the pins used for sending signals and data to
the different elements that are part of the robot. The robot has 3.3 and 5 volts ground
pins that are used to ensure the correct performance of the actuators and to avoid
discharges of energy. Furthermore, a PlayStation 2 wireless lever was used for con-
trolling the movement of the robot. This lever uses a voltage divider circuit to avoid
that Arduino UNO board burns the receiver. The voltage divider is an electrical circuits
configuration that distributes electrical voltages throughout the circuit. This voltage
divider is necessary because sometimes it is necessary to obtain higher or lower tension
levels. Finally, an H-bridge was used to allow DC motors to run forward or backward.

Fig. 2. Architecture of the project Carrobots.
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The H-bridge connections are structured as shown in Table 2.

Figure 3 shows the diagram of the H-bridge connections as well as the connection
of the motors.

Table 1. Arduino pins connections.

Arduino pin Element Action

3 LEDs
4 H-Bridge pin 7 Forward
5 H-Bridge pin 2 Backward
6 H-Bridge pin 10 Forward
7 H-Bridge pin 15 Backward
9 Servomotor
10 Lever handle: attention command
11 Lever handle: CMD command
12 Lever handle: Data command
13 Lever handle: Clock command

Table 2. H-bridge (L293D) connections.

H-bridge pin Element

1 H-bridge pin 9
1 H-bridge pin 16
4 Ground pin
4 H-bridge pin 5
4 H-bridge pin 12
4 H-bridge pin 13
11 Left motor
14 Left motor
3 Right motor
6 Right motor

Fig. 3. H-bridge and motors connections.
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The project presented in this work also integrates a servomotor, which is a DC
motor that helps to determine the position of the robot and it works within predeter-
mined time intervals. The servomotor is composed of an amplifier, a motor, a reduction
system, sprockets and a feedback circuit. The operating angle of the servomotor is of
180%. The brown ground wire is connected to the ground pin of Arduino and to the
batteries, the 5 v red cable is connected to the pin 1 of the Arduino UNO, and the
orange wire is connected to the pin 9 of the Arduino UNO. The LEDs simulates left
and right lights of a car. The signal is emitted by pin 3 of the Arduino UNO, the LEDs
are connected in series and each of them has two connectors, the longest one is
connected to positive and the smaller one to a 330 X resistor.

To identify the proximity of an object with respect to the car, an ultrasonic sensor is
used. This sensor measures the distance by means of ultrasonic waves. For this pur-
pose, the PIN 9 (TRIG), PIN 8 (ECHO) and the PIN (2) of the Arduino UNO are used.
Once the schema of the robot was designed in Proteus, internal connections were made
for the operation of the robot.

Test Cases. Once the framework has been implemented, a set of test cases were
performed. These test cases included smooth and irregular surfaces, as well as the
forward, backward, right, left, and stop commands. Furthermore, the test cases were
done with the serial monitor that is included in Arduino. Some test cases were focused
on verifying the emission of signals to the Arduino board. When the actions pro-
grammed were successfully executed, it was considered that the robot has a good
communication. The distance at which the robot could be controlled was up to 15
meters. Regarding the batteries, they had an average duration of one hour. The result
was a robot capable of monitoring areas through RF communication and simulating a
soccer game.

Considering the above scheme, two robots were implemented as development and
learning prototypes in robot technology. The communication speed was acceptable
since there were no visible delays by part of the robot in the execution of the
instructions.

Recommendations. This project can be improved in several aspects: (1) replacing the
use of batteries by a solar panel and a current converter in order to cooperate with
environmental protection, (2) increasing the distance range using radiofrequency
repeaters, and (3) designing a new architecture that includes robotic applications with
Android and Cloud Computing referring to new trends such as the internet of things
(IoT) [26]. IoT technology allows internet-connected objects to collect, utilize and share
data. The smart home is a popular IoT application where domotic and security concepts
are involved, which can be perfectly achieved with Arduino and Android [27].

5 Results

In the last two years, several robotics projects were developed following the framework
proposed in this work. It is worth mentioning that some of these projects were adapted
to the application domain, the complexity of the project, the sensors to be used, and the
expertise level of the student. Furthermore, some projects cover the development of a
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mobile application to interact with Arduino. Table 3 shows the projects developed at
different education levels.

Students with a basic level of expertise in robotics developed a robotic arm and a
traffic light by using Arduino C/C++ [28]. These projects allowed them to understand
the operation of a microcontroller and to verify the signal sending for specific elements.
Students with a medium level of expertise could incorporate the use of sensors and
mobile applications through the free tool AppInventor2 [29]. The proposed solutions at
this level were more complex. For instance, the smart cars included ultrasonic distance
sensors and a mobile application which allowed users to interact with Arduino from
their smartphone through Bluetooth. In the other hand, the home automation project
included sensors for lighting control, control security alarm in doors and windows, thus
contributing to improving the feeling of security and comfort of the user.

Students with an advanced level of expertise developed 2 prototypes that integrated
mobile applications. First project consisted in an agricultural vehicle with the ability to
identify soil type and plant pepper seeds. These features allow automating daily
activities, reducing time and effort, saving resources, and obtaining relevant data about
crops. The agricultural vehicle integrates sensors for analyzing the soil type, an
HC-SR04 sensor, which incorporates a pair of ultrasound transducers, which in turn
were used to measure the distance between the vehicle and other objects. The second
project was an Eco-boat that integrates sensors for monitoring the temperature of water
and air, and for measuring the pollution level. The sensors used by this project are
presented in Fig. 4. Specifically, these sensors are: (a) HC-SR04(a) ultrasonic sensor,
(b) DHT11 temperature and humidity sensor, which incorporates an NTC thermistor to
obtain temperature metrics, (c) DS18B20 temperature and water sensor, and (d) MQ4
gas sensor, which collects information about the environment. Furthermore, this project
integrates a mobile application for controlling the vehicle by means of a Bluetooth
HC-06 based module.

Table 3. Projects developed by using our framework.

Expertise
level

Project Sensors Programming
language

Basic Robotic arm No Arduino C/C++
Basic Traffic light No Arduino C/C++
Medium Smart cars HC-SR04 Ultrasonic sensors, HC-06

Bluetooth
Arduino C/C++,
AppInventor2

Medium Home
automation

HC-05 Bluetooth Arduino C/C++,
AppInventor2

Advanced Agricultural
vehicle

HC-SR04 sensor, temperature sensor, gas
sensor, HC-06 Bluetooth

Arduino C/C++,
AppInventor2

Advanced Eco-boat HC-SR04 ultrasonic sensor, DHT11
temperature and humidity sensor,
DS18B20 Water temperature sensor, MQ4
gas sensor, HC-06 Bluetooth

Arduino C/C++,
AppInventor2
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The Eco-boat project required a greater level of expertise on robotics because it
integrated the following components: (1) a photocell for the capture of photons in the
area, and (2) a servomotor (also known as servo), which is like a DC motor, and which
can determine its position within its operating range. Furthermore, this project took
advantage of the Android operating system to drive the vehicle, i.e., the smartphone
contains a motion sensor that enables executing actions by rotating the mobile device.

Based on the above discussion, AppInventor2 is an easy to learn multiplatform
language that allows incorporating several functionalities without requiring a great
expertise. For instance, Fig. 5 shows the connection of the application to the Bluetooth
module through the address ‘‘98:D3:36:00:97:D1’’. If the connection is successful, the
robot can be operated from the mobile device.

Meanwhile, Fig. 6 shows the way to export the data collected into a CSV file, the
same one that is generated from the data stored in TinyDB [30], a database system of
spatial sensors.

The projects developed by using our framework run on Windows and Android
since Arduino and AppInventor2 are cross-platform. This advantage allows educators

Fig. 4. Eco-boat sensors.

Fig. 5. Bluetooth connections from AppInventor2.
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to share didactic inventions in a simple and flexible environment to extend the basic
capabilities of the microcontroller, thus achieving projects with useful applications in
an educational environment in which there is short time and low economic budget.

5.1 Students Evaluation

A survey was performed to analyze the students experience regarding the development
of the Arduino-based projects. Survey questions are presented in Table 4. Each student
answered all questions based on a scale running from 1 to 5, being 1 strongly disagree,
2 disagree, 3 neutral, 4 agree, and 5 strongly agree. The objective of this survey is to
evaluate the Arduino platform around the compatibility and interaction, reuse of the
code, and its application in different areas to automate a specific task.

Figure 7 shows the survey results. As we can see, 72% of the population agree with
the assertion that Arduino allows to productively use the time allotted to a project.

Fig. 6. Data export to CSV by using AppInventor2.

Table 4. Survey questions.

No. Question

Q1 Does the Arduino microcontroller help to productively use the time allotted to the
project?

Q2 How do you rate Arduino compatibility with other devices and programs?
Q3 How do you rate the integration of the Arduino board with other market available

boards?
Q4 How do you rate the interaction level with Arduino C/C++?
Q5 How do you rate use of open-source in Arduino?
Q6 Do you think Arduino platform is better than closed hardware regarding educational

purposes?
Q7 Does Arduino improve the understanding of connections between I/O devices and

controllers?
Q8 Could the knowledge acquired by using Arduino be used in future projects?
Q9 Do you recommend the use of Arduino for developing robotics projects?
Q10 How easy do you think Arduino would be integrated in other careers?
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Regarding the use of microcontrollers, students mentioned that its use was relatively
easy. This fact was due to their previous experience with the C/C++ programming
languages. With regards to the interaction level (Q4), most students think the use of
Arduino is not complicated. In fact, the available documentation about Arduino helped
to understand in an easy way the use of the platform. Finally, it must be noted that most
students provided values over 4 regarding all questions. This fact indicates that most
students think that Arduino makes it easier the development of robotics projects, while
it contributes to the improvement of skills and competences of students.

6 Conclusions

The learning approach based on the development of robotics projects by means of
Arduino was adopted to improve the skills and competences of students. Arduino
platform is a technology that helps teachers and students to develop robotics project
without a great investment since its use does not require robotics labs or special
physical spaces. Based on these observations, we agree with other authors [31] that this
technology is easy-to-use and provides great benefits such as the ones discussed in [16]
[22]. Arduino allows people to use its source code and improve it, as well as to provide
new ideas. This advantage allows students to work optimally and understand easily the
interaction with the outside world using sensors and actuators.

Along the development of the projects, roles were assigned to each member of the
groups. This approach allowed teachers to help students, to detect common problems
and to provide timely solutions. The projects were focused on solving real-life prob-
lems from different areas, thus providing them a multidisciplinary approach.

Fig. 7. Survey results.
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The framework here proposed was used in all projects regardless of the expertise
level of the students. This framework allowed students to solve multidisciplinary and
real-life problems, take decisions, work in group, as well as to acquire the skills and
knowledge that will allow them to face future job challenges.

The projects presented in this work involves an autonomous and face-to-face
learning. This feature allowed students to develop a critical thinking framework to
perform analysis and synthesis tasks, as well as to solve different kinds of problems.
Other abilities that students developed are the organization and planning when working
in a team, where communication is a critical factor for the success of the project. As
future work, we plan to implement a Cloud-based architecture for storing robotic
practices [32].
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Abstract. This work aims to propose a model for the design and construction
of a knowledge management model for agricultural education based on
ontologies. It proposes, through the business model identification, the business
processes, the intellectual capital and the ontologies, to develop a model which
can identify intelligent technological tools based on ontologies. The relationship
between each part of the model is shown and explained, and the technological
elements that support it arise. From the combination of elements such as:
knowledge management, the university as capitalizer of knowledge, the ontol-
ogy as elements to represent the knowledge and the intelligent technologies as
support to all the above, develops the ontological model that leads to the
innovative university, where the Milagro campus of the Agrarian University of
Ecuador (UAE) is the case of study. This model incorporates the “know-how” of
knowledge management, agriculture production and collaborative learning
articulated with Information Communication and Technology (ICT) applied to
educational management in the agricultural sector. The ontology is developed as
the main mechanism to represent knowledge, which defines the meaning of the
terms and the language used as well as the relationship between them. The
application of this model is expected to structure the technological and
knowledge bases required for agriculture teaching.

Keywords: Ontology � Agriculture � Teaching � Business process �
Knowledge management

1 Introduction

The history of agricultural systems modeling shows that major contributions have been
made by different disciplines, addressing different production systems from field to
farms, landscapes, and beyond. In addition, there are excellent examples in which
component models from different disciplines have been combined in different ways to
produce more comprehensive system models that consider biophysical, socioeconomic,
and environmental responses. For example, there are examples where crop, livestock,
and economic models have been combined to study farming systems as well as to
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analyze national and global impacts of climate change, policies, or alternative tech-
nologies for different purposes. History shows that the development of agricultural
system models is still evolving through efforts of an increasing number of research
organizations worldwide and through various global efforts demonstrating that
researchers in these groups are increasingly interested in contributing to communities
of science. However, it is clear that there is a need for a more focused effort to connect
these various agricultural systems modeling, database, harmonization and open-access
data, and DSS efforts together, so that the scientific resources being invested in these
different initiatives will contribute to compatible set of models, data, and platforms to
ensure global public goods [24].

The knowledge society has given birth to a new economy based on “know and
know-how to do with knowledge” of people and organizations that in the growing
challenges of current market behavior require strengthening the construction of that
knowledge to be competitive in today’s changing world [2]. The knowledge society is
considered a new era, leading to changes mainly in educational institutions that must find
ways to incorporate technologies into learning processes, to achieve new knowledge [3].

From the combination of elements such as: knowledge management, the university
as a capitalizer of knowledge [7], the ontologies as elements to represent the knowledge
[5] and the intelligent technologies as support to all the above, the agricultural
knowledge model that guides towards the innovative university it developed, where the
Milagro campus of the Agrarian University of Ecuador (UAE) is the case of study. This
model describes the elements that define the knowledge of an agricultural production
unit from the university. The idea of this model is to allow it to incorporate the
“know-how” of agricultural knowledge management [14] and collaborative learning
[10] articulated with intelligent technology.

An ontology is a formal and explicit specification of a shared conceptualization [6].
It provides a formal representation of structure knowledge in a reusable and sharable
way. Ontologies offer common vocabulary with different levels of formality for a
domain. Also, they define the semantics of the terms and the relationships between
them. The knowledge management process requires determining the structure of the
knowledge in order to facilitate the problems solution. The ontology is used as the main
mechanism to represent knowledge, to define the meaning of the terms and language
used as well as the relationships in the knowledge system of the UAE Milagro campus.
The ontology is developed under the methodology Methontology [8].

This research presents a description of the agricultural knowledge management
model, then discusses the most relevant investigations of the topic addressed. The
following section describes the methodology used for model development and con-
cludes with the ontology model obtained, the conclusions and future research work to
be carried out.

2 State of the Art

In [10] summarize the background and current state of agricultural models, methods
and data that are used for a range of purposes. It summarizes a history of events that
contributed to the evolution of agricultural system modeling. It includes process-based
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bio-physical models of crops and livestock, statistical models based on historical
observations, as well as economic optimization and simulation models at household
and regional to global scales. This history is followed by an overview of the charac-
teristics of agricultural systems models and the wide range of purposes that various
researchers in different disciplines had when developing and using them. These pur-
poses have led to systems being defined, modeled and studied at a wide range of space
and time scales. They also summarize the capabilities and limitations associated with
these models, data, and approaches relative to what may be needed for future gener-
ation models.

In [9] presents ideas for a new generation of agricultural models and data that could
meet the needs of a growing community of end-users exemplified by a set of use cases.
They envision new models and knowledge products that could accelerate the innovation
process that is needed to achieve the goal of achieving sustainable local, regional and
global food security. They identify desirable features for models, and describe some of
the potential advances that they envisage for model components and their integration.
They also discuss possible advances in model evaluation and strategies for model
improvement. They conclude with a multi-pronged implementation strategy that
includes more through testing and evaluation of existing models, the development and
testing of modular model components and integration, improvements in data manage-
ment and visualization tools, and development of knowledge-products for end users.

In [16] identify the possible areas of knowledge management intervention in
agricultural projects and how they can contribute to the achievement of their impacts.
The areas of intervention of the knowledge management that they identified are:
research planning, use of knowledge management tools, management of the informa-
tion generated in the research processes, sharing of research processes, use of infor-
mation technologies and communication, co-creation of information and knowledge
products, and communication for development. At the beginning of each project the
implementers carry out a planning involving the immediate partners, with the first
results and in a collaborative way with the partners, they develop tools and method-
ologies that adapt to multiple audiences. Through strategic networks, these products are
shared and their use is generated at scale, and the social media are used to make visible
the solutions developed.

Based on the needs identified in [10] and [9] and the [16] vision of knowledge
management for agricultural projects, this paper develops the knowledge management
model for agricultural education using ontologies as a means of representing
knowledge.

3 Ontology Model for the Knowledge Management
in the Agricultural Teaching at the UAE

The Milagro campus is an academic-research campus with an approximate area of 90
hectares belonging to the Agrarian University of Ecuador in which the degrees of the
third level of agronomic engineering, agricultural engineering mention agro-industrial,
agricultural economy and the engineering in computation and informatics are imparted.
The learning-teaching system is carried out by applying the learning-by-doing
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methodology as well as project-based learning. This is done through the management
of agricultural production in their facilities and the development of projects with the
communities.

The Milagro Campus manages three major areas: academic, administrative and
production area. In the academic area, they define projects for the learning in the
agricultural area and have carried out projects of: horticulture, fruit-growing and irri-
gation systems, as well as crops of tomato, cucumber, watermelon and melon. In the
productive area, projects are developed on productive land of short-cycle crops: rice,
soy, beans cotton and maize; and perennial and semi-permanent crops are developed
such as cocoa, African palm and sugarcane. The administrative area supports production
activities such as the administration and sale of processed foods from the cultivation
projects. The learning process is carried out according to the production process and
then the teaching is replicated by students in their practices with the community.

The methodology used to develop the model proposed in this work was adapted
from the presented in [11] and [12]. The structure of this model is composed of three
layers: business model and processes, knowledge management, and knowledge man-
agement technologies. These layers are represented by means of ontological models.
The business model describes how the organization creates, delivers, and captures
value [14]. This concept of business model is used to describe the business model
ontology of Milagro campus, as shown below.

It is important to note that the Ontology for Knowledge Management of the
Milagro campus was developed with the methodology Methontology [7] and its
implementation was carried out with the Protégé-OWL ontology editor.

3.1 Business Model Ontology of Milagro Campus

Osterwalder [15] defines the business model as an abstract representation of the
business logic of an organization through an ontology for the business model, con-
sisting of three large blocks, a block representing the resources, activities and third
parties that act as allies, necessary to produce and maintain the value offered. A second
group of blocks represent the revenue and cost reflection of the previous set, and a third
block of customer-related activities.

This model is aimed at students, professors, researchers and workers of the Milagro
campus, as well as surrounding communities. The value proposition is the creation of
an agricultural knowledge management model that guides innovation in the Milagro
campus. This model will indicate know-how through the processes of knowledge
management, and support the generation of new learning and innovation. Key activities
are defined in the following areas:

• Academic. The activities of teaching learning, and research and innovation.
– Teaching learning is formed by activities such as academic planning, planning

and project management, creation of learning objects (supports to the theoretical
and practical classes) and evaluation.

– Research and innovation are all activities required before starting the production
project of learning activities.
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• Agriculture, the different components of the agricultural value chain [10] are:
– Technology Inputs. This process describes the technological solutions or

applications that support agriculture process. Physical: Seeds, fertilizer, water,
fuel, weed, insect and disease control. Information: Precision farming (Yield
mapping, UAVs, on-the-go sensors, diagnostics and analytic packages).

– Crop Production: Equipment (Tillage, irrigation, harvesting, storage, etc.).
Management Strategies (conservation tillage, crop rotation, integrated pest
management). Marketing of production.

– Animal Production: Livestock and aquaculture: genetics, precision feedings,
nutrition, healthcare, animal wellness, diagnostics, drug delivery.

– Transformation: Processing: carbohydrate, protein, fiber, meat-milk-eggs, food
and feeds safety, logistics, bioenergy, biomaterials.

– Distribution: Production, packaging, transportation, distribution, product
development, supply chain management, traceability, retail.

– Consumption: Food, Feed, Fiber, Fuel.

The business model ontology is show in the Fig. 1.

3.2 Business Process of Milagro Campus

This section describes each of the business processes of the Milagro campus, obtained
from the key activities of the business model. These business processes are modeled
from the ontologies as shown below.

• Academic Process. In this process, as shown in Fig. 2, the activities of teaching
learning, and research and innovation are described, which support the projects that
develop in each lapse that make up the careers. This process is supported by
project-based learning methodologies and learning by doing. It is divided into two
major threads: teaching learning, and research and innovation. The learning

Fig. 1. Business model ontology of milagro campus.
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sub-process is formed by the activities of academic planning, project planning,
creation of learning objects (supports to the theoretical and practical classes) and
evaluation. The research, development and innovation sub-process is formed by the
activities such as promotion work, creation of new products and services, publi-
cations, management of research lines, thesis of degree.

• Agriculture Production Processes. The different components of the agricultural
value chain [10], is shown in the Fig. 2.

3.3 Knowledge Management Model

Davenport and Prusac [2] consider knowledge as a fundamental asset for higher
education, and they say that knowledge management is a business model that uses
knowledge as the organization’s asset to achieve competitive advantage, as well as the
tools of knowledge management support and promote evaluation, utilization, creation,
expansion, protection, Division and application of the intellectual capital of the orga-
nization. From this vision and using the Model Euroforum [1] to represent the intel-
lectual capital of an organization, the Fig. 3 shows the model of intellectual capital and
its structure for the Milagro campus.

This model defines the elements of knowledge that create value and describe how
the organization behaves.

Human capital is formed by professors, students and researchers from an academic
perspective. Within the productive frame there are roles such as: Experts in food,
veterinarians, livestock experts and experts in agricultural and livestock management.
These roles are to be complemented by the sense of belonging and learning to do
collaborative work within the organization.

The Structural capital is formed by the organizational capital, associated with the
structural scope of the designs, processes and culture of the Organization; such as the
business model, organizational memory and systems that support the organization. And
the technological capital linked with the effort in R&D, the use of technological

Fig. 2. Ontology of academic and agriculture process at the milagros campus
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endowment and the results of R&D in organizational management, product technology,
process technologies, social innovation and business models.

The Relational capital divided into two, on the one hand, the relational capital of
business in which they have to see the flows of information and knowledge of external
character to the business (suppliers, clients-users, allies, etc.) and, on the other hand,
social relational capital, which has to do with relationships outside the business sphere
(social commitment, public image, reputation, prestige, social action, etc.). All of them
allow us to obtain a panoramic view of the intangible assets that the miracle extension
possesses, thus generating the information necessary for the decision-making.

The knowledge processes are composed of a group of strategic processes that occur
cyclically [13]. The knowledge creation cycle, covers all phases where it can intervene
knowledge management tools, allowing a total link between them. Designed knowl-
edge creation cycle is based on the following phases.

• Knowledge Identification. Determine the knowledge necessary for the operation of
the knowledge processes and ensure the conformity of products or services. The
knowledge audit should be at this stage. Knowledge management has various tools
to identify knowledge: directories and yellow pages experts, knowledge maps,
topographies of knowledge, assets of knowledge maps, maps of sources of
knowledge, which are used interchangeably depending on the objectives, but all
with results proven in different contexts.

• Knowledge Acquisition. It is performed through the fault log and successes, cap-
turing undocumented experiences, improvement in processes, products and ser-
vices. As well as the acquisition of external knowledge that should be sought
through existing elements as external sources: standards, academic institutions,
conferences, knowledge compiled with customers or suppliers. Information and
document management systems are used for this purpose.

Fig. 3. Intellectual capital ontology for milagro campus
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• Knowledge Maintenance. This lesson-learned system can be used for example.
Threads are inside this process:

• Knowledge Use. Through creation of knowledge platforms, intranets, portal, sce-
narios, among other tools.

• Knowledge Retention. This can be done through a document management system to
support the work of the organization and facilitate an inquiry at the necessary time.

• Knowledge Measurement. The process of evaluation and measurement of knowl-
edge can be determined through various parameters established by the organization.

• Knowledge Distribution (Share). Produce measures to make available the knowl-
edge to those who need it at the right time (for example, with communities of
practice).

3.4 Technology Architecture for Knowledge Management Model
of Milagro Campus

From the definition of the business model, business processes, the model of intellectual
capital and knowledge management processes the technological architecture that
supports it is defined. Figure 4 shows the architecture and its components.

Interfaces and channels are the elements that provide the input interface to the
knowledge management of the Milagro campus and are the Web and Knowledge
Portals and Virtual Campus. Business processes are those that represent key activities
for knowledge management. And the knowledge management layer in which academic
management, communities, human resources, research and innovation and technology
management are carried out, which in turn are supported by elements such as:

Fig. 4. Technological architecture to management knowledge model for milagro campus.
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• Content management systems to manage the content and Knowledge Portal, as well
as wiki, blogs and manage users (yellow pages and white pages to find out who
knows what and for collaborative work).

• Learning Management Systems (LMS) that will support the management of
watercourses. The management systems of learning contents (LCMS) for the cre-
ation, reusability, location, development and management of learning content.

• Systems of document management will enable to carry out the registration and
tracking of documents generated during the academic activities and production of
Milagro Campus. System of registration activities indicating what makes who, how
and with what tools to record experiences.

• Organizational memory that holds elements that make up the organization, work-
flow, and projects that are being carried out. A first version of this report for projects
is shown below, developed through a database.

All these elements are linked and target by the ontologies represented as shown
below.

3.5 Ontology of Knowledge Management of Milagro Campus, UAE

In order to produce some phenomenon or part of the world, called domain, it is nec-
essary to focus on limiting the number of concepts that are relevant and sufficient to
create an abstraction of the phenomenon. Thus, the central aspect of any activity of
modeling consists of performing a conceptualization; that is, identify concepts (objects,
events, behaviors, etc.) and the conceptual relations between them An ontology can be
viewed as a controlled vocabulary to refer to entities of a particular domain. Therefore,
one of the uses of ontologies is to specify and communicate the knowledge of an area of

Table 1. Knowledge management process of milagro campus

Natural language First-order predicate logic (FOPL)

To identify the knowledge is carried out
through knowledge audit

V x IdentifyKnowledge(x) ═ > isCarriedOut
(x, KnowledgeAudit)

The audit knowledge has knowledge
inventory, knowledge flow, knowledge
networks and knowledge map

V x KnowledgeAudit (x) ═ > has (x,
KnowledgeInventory) Ʌ has (x,
KnowledgeFlow) Ʌ has (x,
KnowledgeNetworks) Ʌ has (x,
KnowledgeMaps)

The knowledge inventory has role and has
business process

V x KnowedgeInventory (x) => has (x,
BusinessProcess) Ʌ has (x, Rol)

The knowledge flow has a knowledge
transfer that is shared between knowledge
networks

V x KnowledgeFlow(x) => has (x,
KnowledgeTransfer) Ʌ has (x, Rol) Ʌ has (x,
KnowledgeNetworks)

A knowledge network is defining who does
what within the Organization, and who
knows what each process

V x ReddeConocimiento (x) => isDefined (x,
BusinessProcess) Ʌ isIntegrated (x, Rol) Ʌ
isRegistered (x, YellowPagesRepository)

(continued)
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Table 1. (continued)

Natural language First-order predicate logic (FOPL)

The knowledge acquisition is to record by
not documented experiences in the practice
log repository

V x KnowledgeAdquisition (x) => isA (x,
NoDocumentedExperience) Ʌ isRegistered
(x, PracticeLogRepository)

Not documented experiences are videos and
results of meetings, and learning

V x NoDocumentedExperience (x) => isA (x,
Video) V isA (x, ResultofMeeting) V isA (x,
ResultofLearning)

Knowledge Maintenance is the knowledge
use, is a knowledge retention, or is a
knowledge measurement

V x KnowledgeMaintenance (x) => isA (x,
KnowledgeUse) V isA (x,
KnowledgeRetention) V isA (x,
KnowledgeMeasurement)

The knowledge retention has learned lessons
and this are registered in knowledge
repository

V x KnowledgeRetention (x) => have (x,
LearnedLesson) V registeredIn (x,
KnowledgeRepository)

The knowledge use is an application
platform or is a storage repository or is an
artificial intelligence technologies or is a
network technologies

V x KnowledgeUse (x) => isA (x,
ApplicationPlatform) V isA (x,
StorageRepository) V isA (x,
ArtificialIntelligenceTechnology) V isA (x,
NetworkTecnologies)

Application platform is a content learning
management platform or user management
platform or content management platform or
knowledge management platform or online
learning platform

V x ApplicationPlatform (x) => isA (x,
ContentManagementLearningPlatform) V isA
(x, UserManagementPlatform) V isA (x,
KnowledgeManagementPlaform) V isA (x,
OnlineLearningPlatform)

Storage Repository is a knowledge
repository or an organizational memory
repository or a practice log repository or a
yellow pages repository

V x StorageRepository (x) => isA (x,
KnowledgeRepository) V isA (x,
OrganizationalMemoryRepository) V isA (x,
PracticeLogRepository) V isA (x,
YellowPagesRepository)

Network Technologies is an extranet or a
Portal or an Intranet or an Internet

V x NetworkTecnologies (x) => isA (x,
Extranet) V isA (x, Portal) V isA (x, Intranet)
V isA (x, Internet)

Artificial Intelligence Technologies is an
expert system or a semantic web or a
machine learning or an ontology or a
multiagent systems or a knowledge based
systems

V x ArtificialIntelligencetechnologies
(x) => isA (x, ExpertSystem) V isA (x,
SemanticWeb) V isA (x, MachineLearning) V
isA (x, Ontology) V isA (x,
MultiAgentSystem) V isA (x,
KnowledgeBasedSystem)

Knowledge retention is an organizational
memory

V x KnowledgeRetention (x) => isA (x,
OrganizationalMemory)

Knowledge measurement has measurement
parameters

V x KnowledgeMeasurement (x) => have (x,
MeasurementParameters)

The knowledge distribution is a community
of practice, or a forum or a training or an
event

V x KnowledgeDistribution (x) => isA (x,
CommunityofPractice) V isA (x, Forum) V
isA (x, Training) V isA (x, Event)
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Fig. 5. Ontology for the knowledge management in the teaching of agricultural sciences of
milagro campus
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knowledge, generically, that are very useful to structure and define the meaning of the
terms. The ontologies to represent knowledge, require the following components [6]:
concepts, relations, functions, instances and axioms. If you specify the components and
their relationships of a field of knowledge following a strict formalism encoded in a
computer language (no programming, but description), then it is an ontology.

The following Table 1 describes formally the knowledge management processes at
Milagro Campus. These processes are shown in the form of sentences in natural
language and first-order predicate logic, which allows the formalization of the axioms
that will give support to the reasoning to find new knowledge.

Using the concepts, properties, relations and axioms defined above we find below
the ontological model for the knowledge management of Milagro Campus UAE, using
Protégé OWL extension, which allows its representation and validation. Figure 5
shows the Ontology for the Knowledge Management in the Teaching of Agricultural
Sciences of Milagro Campus and Fig. 6 shows the class hierarchy and object property
of Ontology.

The ontology is classified using the Fact++ reasoner, which is executed as part of
the Protege OWL. The classification of the ontology in OWL 2 is supported by the
Manchester Syntax (Fig. 7)1.

Fig. 6. Class hierarchy and object property of ontology for the knowledge management in the
teaching of agricultural sciences of milagro campus

1 https://www.w3.org/TR/owl2-manchester-syntax/.
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4 Conclusions

In this work the ontology was developed from the vision of the knowledge manage-
ment that the user should use, and how that knowledge can serve to improve their
services. The ontological model represents the knowledge of the agriculture teaching
domain and describes the logic of its processes through the axioms defined in Table 1.
The ontologies to represent knowledge require the following components: concepts,
relations, functions, instances and axioms. In this research are concepts, relations and
axioms of the elements that make up the knowledge management for the domain of the
agricultural college, using Milagro Campus as a study case. This ontological model will
support the university to define the elements of knowledge that it requires to support
innovation in all its activities.

This model represents the starting point and a guided work to create an innovative
University, through knowledge management that supports the growth of the area in
which it is located.

This research represents the beginning of the following projects to develop:

• Knowledge Base of communities in Milagro area, that allows to identify and reg-
ister people and communities as well as expertise in the agricultural area.

• Organizational Projects Memory that are carried out between the communities and
the University to perform logging practices and measure the quality of them. This
project is starting.

Fig. 7. Ontology classified
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• Portal of knowledge for agricultural production in Milagro area, this portal manages
the repositories of knowledge, ontologies and practices between the University and
the community.

• Integration ontologies for the Knowledge Management Model.

Ontologies are used in bio-health, e-science, and Semantic Web applications to
capture the meaning of terms. Designing ontologies is a non-trivial task that requires
sophisticated tool and service support. One of the most important services for logic
based ontologies. In this work, through the axioms proposed in Table 1, the formal
logic of the Milagro Campus knowledge model is represented.

The growing presence of ICTs in agriculture chains tends to generate automation
and efficiency, either through the use of machinery and equipment, or in the knowledge
fields, to facilitate the productivity of crops. Its main objective in agriculture is to
support the improvement of processes and products, together with the intermediation of
the people who develop and operate. Technology may be within the reach of everyone,
but it is necessary to have the adequate training to use it, without forgetting the
capabilities of people. That is why this ontological model of knowledge management
describes the processes and intelligent technologies that support teaching in the agri-
cultural area from vision learn making and collaborative work in conjunction with the
communities.
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Abstract. IT (Information Technology) has been used to solve problems from
different domains. In the context of agriculture, IT is being applied for
increasing the productivity as well as for empowering farmers to make deci-
sions. Some of the technologies used in agriculture are the Decision Support
Systems, Semantic Web, Cloud computing, Internet of Things and Big data.
There are a lot of agriculture processes where IT solutions can be implemented.
In this sense, it is important to provide a general perspective on the role of IT in
agriculture, emphasizing its effects on agriculture. This work presents a sys-
tematic literature review that aims to obtain a solid background in the use of IT
in agriculture. The results obtained depicts the need of integrating IT solutions to
agriculture as well as the need for allowing farmers and experts work in
cooperation to generate systems that combine different technologies for pro-
viding low-cost solutions.

Keywords: Systematic literature review � Agriculture � Information system �
Decision Support System

1 Background

IT (Information Technology) has been used for responding to a wide range of problems
from different domains such as communication, transportation, and health, to mention
but a few. In the context of agriculture, IT is being applied as a tool for increasing the
productivity as well as a tool for empowering farmers to make decisions based on
quality information.

Taking decisions involves farmers and experts who can diagnose the real state of
the agricultural system, estimate possible scenarios, evaluate the impact of crop rota-
tion, as well as to predict crop yield, among other tasks. Each process involves
obtaining, processing and sharing information from several and heterogeneous agri-
culture data sources. Therefore, the methodology necessary to perform these activities
must consider this important feature. In this sense, the agromatics arise as a new field
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that consists in applying the informatics applications and computational principles and
techniques to the theories and management of agricultural systems [1].

Some of the technologies used in agriculture are the DSS (Decision Support Sys-
tems), Semantic Web, Cloud computing, IoT (Internet of Things) and Big data, among
others. With regards to DSS, these are focused on tasks such as irrigation management
and water conservations. The Semantic Web is used to facilitate the knowledge sharing,
as well as to provide a shared lexicon that improves the communication among farmers
and experts. Regarding Cloud Computing and IoT, these ones are used to implement
crop monitoring systems and precision agriculture. Finally, Big data helps precision
agriculture and weather forecasting, among other tasks.

As can be seen, there are a lot of agriculture processes where IT solutions can be
implemented. In this sense, it is important to provide a general perspective on the role
of IT in agriculture, emphasizing its effects. This information could help farmers to
know technologies and approaches that are being used for optimizing farming opera-
tions and for getting a better management of resources such as water, which in turn
reduces costs.

Considering the facts discussed above, we have carried out a literature review
considering the systematic review approach proposed by Kitchenham [2]. This review
aims to obtain a solid background in the use of IT in different agriculture processes
such as crop rotation process, precision agriculture, irrigation management, agricultural
productivity and disease recognition.

The rest of this work is structured as follows. Section 2 presents the execution of
the systematic review, from planning to result analysis. Section 3 provides a discussion
about the use of IT to agriculture. Finally, Sect. 4 sets out the conclusions obtained.

2 Systematic Review

The execution of a systematic review allows identifying, evaluating and analyzing all
the significant studies concerning a given research question, topic area, or phenomenon
of interest. Some of the advantages provided by a systematic review are: the sum-
marization of evidence about a specific technology, and the identification of any
existing gap in current research, which in turn, allows establishing future research
directions.

A systematic review follows a defined research strategy whose main goal is to
detect all relevant literature in the subject area. The systematic review presented in this
work was carried out by following the guidelines proposed by Kitchenham [2], which
are appropriate for software engineering community. Furthermore, this review was
performed based on the review protocol template suggested by Biolchini et al. [3],
which aims to facilitate the planning and execution of this kind of research.

The systematic review presented in this work consisted of three stages, namely
planning, execution and result analysis. The first stage consists in planning the review,
identifying its needs and defining its protocol. The second stage refers to the execution
of the established plan i.e., the corresponding search in the defined sources are per-
formed according to specific criteria, and the main studies are compared by using a
formal framework. In the final stage, we provide our conclusions and identify the need
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for additional research efforts. Next sections provide a description in detail of the
above-mentioned phases.

2.1 Systematic Review Planning

In this phase, we define the research objectives as well as the way the systematic review
will be performed. For this purpose, we formulated research questions to be addressed,
and planned how the information sources and studies will be selected. In summary, this
phase is composed of three tasks, namely question formulation, sources selection, and
studies selection.

Question Formulation
This task refers to the clear definition of the research objectives, which are composed of
two items: question focus and question quality and amplitude. Regarding question
focus, it must be defined what we expect to be answered by executing the systematic
review. Therefore, the research questions that were addressed by our work are:

• Which agriculture activities have been typically supported by IT solutions?
• Which IT technologies have been used to support the activities identified?

With respect to the question quality and amplitude, we define the syntax of the
research questions above as well as its semantics specificity. The research works to be
analyzed in this work are those ones proposing IT solutions that support agriculture.
Hence, we define a set of keywords and related concepts to be used during the review
execution. These terms, which are presented in Table 1, were considered to be the most
representative for discovering the research works that help us to answer the research
questions.

Sources Selection
The objective of this phase was to identify the sources where searches for primary
studies were performed. To achieve this goal, we defined the selection criteria as
follows: (1) the possibility of searching for digital version of journals and conference
papers on agriculture and IT topics by using the established keywords; (2) the sources
had to count with a search engine that allows executing advanced search queries; and
(3) the studies had to be written in English.

Considering the selection criteria above, we performed the search for primary
studies on the digital research libraries: SpringerLink, ScienceDirect and IEEE Xplore
Digital Library. Although these digital sources index the most relevant research,

Table 1. Keywords and related concepts used during the systematic review.

Area Keywords Related concepts

Agriculture Agriculture, Agricultural Agricultural
Climate

Information technology Decision support system
Big Data
Information system
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we include other information sources such as web pages of communities and research
groups related to IT applied on the agricultural domain.

Studies selection
Once information sources were defined, the process and criteria for studies selection
and evaluation must be described. Firstly, the search for primary studies was performed
by combining the keywords presented in Table 1 with AND and OR connectors. Thus,
the resulting search chain that we use is the following:

(Agriculture OR Agricultural AND ((Information systems) OR
(Decision support system) OR (Big data) OR (Climate)))

According to Biolchini [3], before executing the systematic review, it is necessary
to evaluate the planned review. In this sense, the validity of our plan was assessed by a
group of experts on Computer Science and Agriculture domains (full-time professors
from the Agrarian University of Ecuador). This group concluded that the list of
information sources as well as the search chain defined were sufficient and complete to
achieve the expected results.

Regarding the strategy of studies selection, it began with the execution of the search
chain in the search engine of each digital library. Then, we obtained a set of results to
which was applied studies inclusion criteria to select potential candidates for primary
studies. The criteria by which studies were evaluated are: (1) only the studies published
in the last five years; (2) the studies must clearly depict the integration of IT solutions to
agriculture systems.

Once the search chain was executed against each digital library, the set of results
obtained was reduced by applying the inclusion criteria described above. Then, we
applied exclusion criteria focused on analyzing titles, keywords and abstract of the
works obtained. The goal of this task was to ensure the study was related to the topic of
the publication. When there was no certainty about this relation, the full-paper was
accessed and sections such as introduction and conclusion were read to detect which
studies provide important contributions to the field of agriculture.

2.2 Systematic Review Execution

This phase consisted in executing the search in the information sources selected to
evaluate the retrieved studies considering the criteria above mentioned. The result of
this process was a set of about 550 studies which were filtered by using the inclusion
criteria established to give a set of about 120 relevant studies. This set of works was
again filtered according to the exclusion criteria.

As a result of evaluating each one of the primary studies, a set of 30 studies was
finally obtained. The inclusion and exclusion criteria help us to ensure that the studies
were relevant for the research questions established at the planning stage.

2.3 Information Extraction

This phase aims to extract relevant information from the primary studies that were
selected. To standardize the way in which this information will be presented, the
definition of the kind of information that must be obtained from selected primary

272 W. Bazán-Vera et al.



studies was performed. Therefore, following objective information we extracted from
studies (1) basic information (publication title and authors), (2) information related to
the study (main purpose, information technologies used), and (3) results (agricultural
processes to which they are focused, and their effect on agricultural processes support).

Table 2 provides a general perspective of all studies selected. It aims to summarize
and contrast these studies in an integrated way.

Table 2. Primary studies classified by area

Work Data source Objective

Brandt et al. [4] ScienceDirect Aid the targeting of climate-smart agriculture (CSA)
Giusti and Libelli
[5]

Improve the irrigation based on information related to
the crop and site characteristics

Navarro et al. [6] Manage irrigation in agriculture based on soil
measurements and climatic variables

Tan [7] Increasing agricultural productivity while preserving
natural resources

Senthilvadivu
et al. [8]

Give better yields considering associations and patterns
under climatic influence for geographical segmentation

Longo et al. [9] Provide software to transform and scale up the
applications using Grid infrastructures

Zhang et al. [10] Develop a cucumber disease recognition approach able
to recognize a greater number of diseases

Pérez-Gutiérrez
et al. [11]

Validate the hypothesis that on-farm water storage
(OFWS) could mitigate downstream nutrient-enrichment
pollution

Aiello et al. [12] Help managers taking more effective decisions thus
increasing the efficiency of farming operations

Bernardi [13] SpringerLink Improve the communication between public and private
agricultural partners

Lan [14] Design a precision agricultural system based on GIS and
GPS technologies

Liu et al. [15] Establish an accurate tobacco agricultural precision
positioning application

Lindblom et al.
[16]

Increase sustainability and facilitate innovation by
means of experts’ knowledge

Wang and Gao
[17]

Realize the agricultural production automation and
precision agriculture

Yuan et al. [18] Implement Semantic Web technologies to precision
agriculture (citrus crops)

Hu et al. [19] Describe and extract semantics of agriculture devices
and reuse that knowledge to solve semantic
interoperation problem

Malche and
Maheshwary [20]

Monitor water level and control the water pump
accordingly in agricultural and farm production

(continued)
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2.4 Result Analysis

Table 3 shows the studies selected in this work, as well as a comparison of them
regarding the relevant information established in the previous section. The way in
which they are listed is random, i.e., its order doesn’t determine its importance
regarding the goals of this work.

It is important to highlight that most of these works propose the use of DSS for
support agriculture tasks such as climate-smart agriculture, irrigation and water con-
servation. Another technology they employ is the Big Data, which is mainly used for
crop rotation process, precision agriculture, as well as weather forecasting, where a lot
of information is necessary to obtain accurate results. A third type of technology from
which these types of approach take advantage is the IoT, which helps monitoring crops
as well as supporting precision agriculture. Finally, an outstanding technology that is

Table 2. (continued)

Work Data source Objective

Lokers et al. [21] Allow efficient discovery and unified querying of
agricultural and forestry resources

Bendre et al. [22] Implement a model for the use of ICT services in
agricultural environment for collecting Big data

Zhang [23] Provide an agricultural supply chain optimization
approach based on IoT

Bansal and Malik
[24]

IEEE Xplore
Digital Library

Define a framework to provide contextual and
scientifically information about crop production
lifecycle

Bendre et al. [25] Discover additional insights from precision agriculture
data through Big Data approach

Salleh [26] Overcome the uncertainty during the development of
agriculture DSS

Shah et al. [27] Reduce the technological gap between rural
communities and agriculture information through DSS

Shikalgar et al.
[28]

Help farmers to stay on track, avoid troubles, and
receive information related to the agriculture

Shyamaladevi
et al. [29]

Help agricultural development planning and formulating
agricultural policies

Suakanto et al.
[30]

Define a model and a DSS of smart farming with
network sensors applications

Tan and Zhang
[31]

Improve the scalability and reliability of agricultural
DSS

Trogo et al. [32] Help farmers to identify the best day to start planting,
harvest, and the predicted yield of the crop

Viani et al. [33] Reduce the waste of water and to maximize the crop
yield according to weather conditions
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Table 3. Summary of contributions

Work IT’s used Agricultural
process

Main contribution Effect in agriculture
processes

Brandt [4] Multicriteria
DSS

Climate-smart
agriculture

A framework for
obtain value insights
to the development of
policy and planning
tool to consensually
target and implement
CSA

Better practices for
improving fertility
and soil
management

Giusti [5] Fuzzy-based
DSS, Web
services

Irrigation and
water
conservation

A fuzzy soil moisture
model, and an
Irrigation Web service

Water saving was
confirmed

Navarro [6] DSS,
Machine
learning

Irrigation
management

A DSS to manage
irrigation agriculture
based on continuous
soil measurements

Improve the
performance of
using only weather
information

Tan [7] DSS, Cloud
computing,
Web
services, IoT

Agricultural
productivity
and natural
resources
preserving

An extensible software
architecture for
precision agriculture

Versatile and safe
control of field
devices from a
Cloud platform

Senthilvadivu
et al. [8]

Big Data
Analytics

Crop rotation
process

A crop rotation
methodology

No validation
method is provided

Longo et al. [9] Simulation
software

Resource
agricultural
simulation

A software for
resource-intensive
agricultural simulation

A faster software
for agricultural
simulation

Zhang et al. [10] Image
processing,
Data mining

Disease
recognition

A cucumber disease
recognition algorithm

A greater number
of cucumber
diseases can be
automatically
recognized

Pérez-Gutiérrez
et al. [11]

Data mining Seasonal water
quality

A study about the
behavior of OFWS
that helps enhance the
management of
agroecosystems

A better insight into
the behavior of
OFWS systems

Aiello et al. [12] Rule-based
DSS, IoT

Pest
management

An easy-to-use and
low cost to reduce the
use of pesticides and
fertilizers in protected
crops

Better management
of pesticides and
fertilizers in small
scale production
systems

Bernardi [13] Semantic
Web,

Knowledge
sharing and
exchange

A specification of
suitable ontologies for
agriculture

Improvement of the
communication
between

(continued)
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Table 3. (continued)

Work IT’s used Agricultural
process

Main contribution Effect in agriculture
processes

agricultural
partners

Lan [14] GIS, GPS,
Databases

Precision
agriculture

A precision agriculture
information system
based on GIS and GPS

No validation
method is provided

Liu [15] GPS,
Databases

Precision
agriculture

A tobacco agricultural
precision positioning
application

Accurate system
for the
measurements of
tobacco production

Lindblom [16] DSS, Human
Computer
Interaction

Precision
agriculture

A review of decision
support systems for
precision agriculture

Contribute to
long-term
sustainable
development

Wang [17] IoT.
Wireless
Network

Precision
agriculture

A wireless temperature
and humidity network
system

No validation
method is provided

Yuan [18] Semantic
Web, DSS,
IoT

Precision
agriculture

Ontologies for citrus
fertilizing and citrus
diseases

Increase yield of
citrus and avoid
plant disease

Hu et al. [19] IoT,
Semantic
Web, Cloud
computing

Record of
grain
lifecycles

Ontology for the
agriculture based on
IoT

Integration of
heterogeneous data
sources

Malche and
Maheshwary
[20]

IoT, Cloud
computing

Water level
monitoring

A prototype of a
IoT-based water level
monitoring system

Better management
of water source

Lokers et al.
[21]

Big Data,
Linked Data,
Semantic
Web

Discovery and
querying of
agricultural
resources

A semantic-based
platform to access to
agro-forestry data for
research

A research
infrastructure for
agriculture

Bendre et al.
[22]

Big Data
analytics,
Neural
networks

Precision
agriculture
(weather
forecasting)

A model for the use of
ICT services in
agriculture
environments

Possibility of
improving
productivity and
reduce investment
costs

Zhang [23] IoT Agricultural
supply chain

An IoT-based
approach for
optimizing supply
chain costs

Reduce supply
chain costs

Bansal and
Malik [24]

Semantic
Web

Crop
production
lifecycle

An ontology for
agricultural
information systems

Integration of
heterogeneous
agricultural data
sources

(continued)
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used by some of these approaches is the Semantic Web. This technology has been
successfully applied in domains such as natural language processing [34], finances
[35], and Cloud computing [36]. Furthermore, Semantic Web has proven to be effective
for integrating and reusing high-quality information from distributed and heteroge-
neous agricultural data sources.

Regarding how these works have contributed to the agriculture domain, it is
important to remark that most of the works analyzed have improved several agriculture
tasks such as irrigation systems, crop rotation process, disease diagnosis, precision
agriculture and pest management, among others.

Table 3. (continued)

Work IT’s used Agricultural
process

Main contribution Effect in agriculture
processes

Bendre et al.
[25]

Big Data Weather
forecasting

A distributed
algorithm for data
processing and
weather forecasting

Reduce agricultural
investments costs

Salleh [26] Fuzzy
modelling,
DSS

Crop selection Algorithms and
analysis for planting
material classification

High return in
planting material
breeders

Shah et al. [27] Big data,
DSS

Crop yield
prediction

A big data analytics
architecture for an
agro-advisory system

Possibility of
alternative crops

Shikalgar et al.
[28]

Cloud
computing

Agriculture
task
scheduling

A mobile expert
system for agriculture
task scheduling

Better control of
financial income
and expenses

Shyamaladevi
et al. [29]

HCI, Web
services,
Semantic
Web

Formulating
agricultural
policies

A Semantic web based
farmer helper system

Improve the share
and reuse of data
across applications

Suakanto et al.
[30]

IoT Smart farming
(Task
management)

An IoT-based model
for smart farming

No validation
method is provided

Tan and Zhang
[31]

DSS, Cloud
computing

Precision
agriculture

A meta-model-based
data acquisition and
integration module

Optimization of
farming operations

Trogo et al. [32] SMS, DSS Precision
agriculture

An SMS-based
solution for precision
agriculture

Help farmers with
limited Internet
connection

Viani et al. [33] DSS, IoT,
Fuzzy Logic

Irrigation
management

A wireless monitoring
and SS for water
saving

Reduce the waste
of water
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3 Result Analysis: Discussion

Taking into account the results obtained from the systematic literature review presented
in this work, nowadays, there are several IT solutions for improving agriculture pro-
cesses which go from crop selection to climate-smart agriculture. DSS represent the
technologies that have been widely used to address problems such as irrigation man-
agement, natural resources preserving, and pest management. As can be noted, this
technology is used to deal with problems that requires expertise that helps farmers to
make correct decisions, thus avoiding a waste of time and resources. Furthermore, DSS
has allowed improving fertility and soil management as well as getting a better man-
agement of resources such as pesticides, fertilizers and water.

Also, as it can be observed from Table 2, Big data has arisen as a new technology
that allows dealing with tasks that requires a lot of data such as weather forecasting and
precision agriculture. Big data is expected to have a large impact on smart farming [37].
Furthermore, it involves the whole supply chain, and it can be combined with tech-
nologies such as Cloud computing and IoT to collect information from smart sensors
and devices to support agriculture tasks such as crops monitoring, agricultural supply
chain, irrigation management, among others.

Precision agriculture is an agricultural process on which several researchers are
focusing their efforts. This process is very popular in developed countries, and some of
the technologies used in this process are IoT, geographical information systems, Big
data and Cloud computing. The combination of these technologies contributes to
agricultural productivity. For example, it is possible to alternate crops based on a lot of
weather forecasting data, improving productivity and reducing investment costs, as
well as establishing a research infrastructure for agriculture.

With regards to the effect of IT on agriculture, IT solution has been applied with
positive results. To name a few, some of its effects are: improved fertility and soil
management, improved decision making, resources saving (including water, pesticides,
fertilizers, etc.), community involvement, better management of plant diseases, and the
integration of heterogeneous data sources, and finally, agriculture for everyone (farmers
and experts) thanks to the use of Semantic Web technologies.

Regarding Semantic Web technologies, they have been used to formally represent
the domain knowledge in such a way that this information can be automatically pro-
cessed by machines and these ones can infer new knowledge. Some of the specific
domains where ontologies have been implemented are geo data, fertilizing, diseases
treatment and agriculture based on IoT. Finally, it should be remarked that ontologies
have been used as an important part of DSS.

To sum up, farmers need to consider the endless possibilities that IT solutions can
bring to agriculture, i.e., they need to be involved in a new method for agriculture. It is
well known that farmers can benefit from some of the agricultural advancements
analyzed in this work. Furthermore, it is important to encourage farmers to take part in
the positive change that IT solutions promote for agriculture.
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4 Conclusions and Future Work

This work describes the planning, execution and evaluation of several studies that aim
to improve agriculture processes. Considering the results obtained, we conclude that
the research questions established at the beginning of this systematic literature review
(planning stage) were successfully answered.

The results obtained depicts the necessity of integrating IT solutions to all agri-
culture processes to optimize them and reduce investment costs. Also, it is necessary
for farmers and experts to work in cooperation in order to generate systems that
combine different technologies for providing low-cost and accessible solutions to
farmers independently of the economic resources they have. A kind of technology that
can help people to work in cooperation are ontologies, which can be used to ensure
broad understanding of the agriculture domain. This understanding will allow farmers
and agriculture organizations to develop IT solutions focused on the agriculture
application, service and consulting.

We expect this work could contribute to reduce the gap existing between farmers
and current technological solutions for agriculture, and could represent a comple-
mentary guideline for farmers and experts about which technologies they can imple-
ment in their farms.

As future work, we plan to extend this work by including a wider set of digital
libraries such as the ACM Digital Library. Furthermore, we expect this systematic
literature review to include more innovative technologies. In this sense, we expect this
future work results in more findings on the implementation of IT solutions in real-world
scenarios. Finally, we plan to investigate the use of techniques that help us to contrast
the results obtained from the systematic literature.
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Abstract. Traditionally, agriculture is practiced by performing tasks such as
planting or harvesting against a predetermined schedule. However, collecting
real-time data can help farmers to make the best decisions about planting, fer-
tilizing and harvesting crops. This approach is known as precision agriculture. In
this context, interest in technological tools to adapt crop management strategies is
growing. Hence, this research aims to analyze and compare the photogrammetry-
based tools for the treatment of images in the agricultural domain. Furthermore, a
case study of the land of the Agrarian University of Ecuador Experimental
Research Center based in Mariscal Sucre, located in Milagro is presented. This
study involves taking several photos by means of a drone and analyzing them
with a photogrammetric software to obtain an orthophoto. This product can help
to perform relative biomass analysis, drought stress, irrigation scheduling, pre-
dicting agricultural production, monitoring nutrition, pests and diseases that are
affecting the photographed crop.

Keywords: Agriculture � Photogrammetry � Software

1 Introduction

Since several years ago, several researchers have analyzed the potential capacities of
knowledge engineering and the use of technological systems for solving poorly
structured agricultural problems [1].

Photogrammetry [2] has become an indispensable tool in the production of the
cartographic base of all countries of the world. It allows delimiting and describing the
crops, and make the best use of the soil of a territory. In fact, most of the topographic
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mapping of the planet has been carried out by means of this type of technique, which
allows obtaining innovative results in the agricultural sector using information and
communication technologies.

A photogrammetric station is an instrument defined by a set of hardware and
software that applies several techniques for the treatment of digital images. These
methods use a mathematical model which is based on analytical photogrammetry
calculations in a systematic way.

Photogrammetry techniques have been implemented in areas such as archeology,
architecture, hydrogeology, land management, geology, environmental, forestry, and
agriculture. The most used licensed software applications are Agisoft-PhotoScan,
Pix4d, and Ensomosaic, as well as, free software OpenDroneMap, Insight3d, Mic Mac,
VisualSFM, and Qgis.

In recent years, the use of photogrammetry in several areas has increased. In
addition, current computers with processors of high-performance have contributed to
the improvement and execution of the components used in the image processing of the
photogrammetry stations.

In this paper, we carried out an analysis and comparison of most used applications
in the agriculture area. This analysis aims to characterize the most used photogram-
metry tools as a technological alternative to coupled photographs taken from a dron or
images taken from satellites. First, the functionalities, limitations, and scope of both
free and licensed software for photogrammetry are defined. Second, this paper
describes the ways in which precision agriculture is impacting on agriculture with the
use of airborne vehicles as drones for image capture, processing, and analysis [3].

The application of technological tools to adapt crop management strategies is
defined as precision agriculture [4, 5].

The remainder of this paper is organized as follows. Section 2 presents a review of
the literature concerning agriculture and photogrammetry. Section 3 presents an
analysis and comparison of the most used applications in agriculture. A case study is
described in Sect. 4. Finally, our conclusions and future work are presented in Sect. 5.

2 Related Works

In this work, a review of works concerning to research of agriculture and pho-
togrammetry is presented. Specifically, techniques that incorporate the use of the
technologies towards precision agriculture. These research works affirm that remote
sensing technology is playing a key role in the precision agriculture [3].

For instance, Gillan et al. [6] mentioned that traditional methods for monitoring
erosion (sediment traps, erosion pins, and bridges) require a lot of labor and they are
generally limited to the intensity of parameters and/or spatial extent. The authors
demonstrated through photogrammetric differentiation technique of DEM (digital
elevation model) that this technique can provide information and a complete assess-
ment of soil loss and movement than any single technique alone.

Some works are based on techniques that evaluate the topography of the terrain
using orthophotos. For example, Rokhmana [7] presented some practical experiences
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of the use of the platform based on unmanned aerial vehicles (UAV) for supporting
remote sensing in precision agriculture cartography.

Precision agriculture can be used for analysis of fields infested by weeds [8, 9].
These works have achieved to map small weeds in wheat at a very early phenological
stage. Also, this technique has been used to analyze agricultural river basins [10].

The knowledge of the advantages and disadvantages of existing technologies may
be useful information for selecting the appropriate technology.

In addition to the analysis of the state of the art presented above, in this paper, an
analysis and comparison of the tools for the treatment of images using the pho-
togrammetry technique is performed. The photogrammetry technique acts as a support
tool for precision agriculture.

Precision agriculture is used by farmers to map their lots and improve whole-farm
management. For example, citrus fruit is an important agricultural product for farmers
in Florida USA [11]. Therefore, several authors have used these fruits to perform
photogrammetry study to predict the production of citrus fruit. The authors developed a
camera system, which registers thermal images with normal visible images. The fusion
of these images helps to obtain information to detect immature fruits and locate the
places of the land that these fruits need more attention.

In [12], the authors show that hyperspectral data provide information about fol-
lowing: (1) the biophysical and biochemical properties of vegetation and agricultural
crops; (2) the detection of biotic and abiotic stress, and (3) the estimation of biomass
and yield. In this work, the authors introduced cameras of light hyperspectral snap-
shots, which register the spectral information as a two-dimensional image with each
exposure. Specialized workflows based on photogrammetric algorithms allow the
reconstruction of the 3D topography of a surface and thus recover structural and
spectral information at the same time.

Icaros-Demeter company [13] developed a lightweight and compact remote sensing
system with the potential to produce thematic maps of 100,000 acres (400 km2) for a
day with high-resolution RGB/CIR CMOS digital sensors using photogrammetry. The
Icaros-Demeter system allows a quick and accurate location of multiple areas and types
of points. The system’s ability to produce high-precision digital surface models
(DSM) over large areas provides a direct method for calculating agricultural biomass
through volume calculations rather than common indirect methods.

This work presents a comparison of the tools for image treatment using the pho-
togrammetry technique. These tools are used as a support tool for precision agriculture.

3 Analysis and Comparison of the Most Used Applications
in Agriculture

Nowadays, there is software for the processing of images for agriculture of high
precision which can be classified into two main types:

• Payment software: They are provided as software packages with a license of a
certain price according to the operations to be performed, for example, generation of
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ortho-mosaics, processing, and interpretation of images or calculation of vegetative
indexes, among others.

• Free software: They are free software packages. However, they use Cloud-based
processing platforms which have an established price according to the amount of
information to be processed.

To obtain the photos, it is necessary the small unmanned aerial systems (UVA). For
instance, Duncan and Murphy [14] use fixed-wing dron for the acquisition of images.

Both licensing software and free software have advantages and disadvantages.
License software requires high-performance computers which imply a high economic
cost, although this provides the possibility of independent studies at any moment. Free
software requires payments for each task to be carried out, however, if the task is of low
complexity and not performed frequently, it can be a better option than the previous
one [15].

Agisoft PhotoScan was developed by Agisoft LLC from St. Petersburg, Russia
(http://www.agisoft.com). It is used for the processing of aerial images, which allows
performing high-resolution digital image processing [16] as well as the generation of
3D information. Furthermore, these functionalities can be performed in multiple GIS
applications. Agisoft PhotoScan is suitable for the photogrammetric documentation of
buildings, archaeological sites, deposits, and agriculture. In the context of agriculture,
Agisoft PhotoScan has obtained excellent results. There are two versions of Agisoft
PhotoScan, the professional and standard edition. The professional version includes
improved features of the standard edition [17].

Pix4d is a software to produce cartography. It is based on images taken with low
weight cameras, transported by UAV [18]. This software supports input image reso-
lutions from 1 to 200 megapixels and it processes up to 10,000 RGB, infrared or
thermal images at the same time. A requirement for using this software is an accurate
GPS location of the images. The developers of this software teamed up with the
company Parrot to create Pix4Dmapper Ag, an exclusive software for the application of
precision agriculture [19]. It converts multispectral images into maps of specific uses in
the agriculture for better analysis and crop management. Among its main features are a
calculator of vegetative indexes such as SAVI and some other less common ones,
formulae edition, editor of maps of reflectance, automatic generation of NDVI, auto-
matic segmentation of the indices and creation of maps of application for the Agri-
cultural machinery. A good example of the use of this software is the work presented in
[20], where this software was used for the analysis of photos taken from a dron.

Insight3d is a free software, which allows creating orthophotos in 3d by means the
coincidence of the common points of several photos taken from several angles. The
application calculates the position in the space obtained from the optical parameters of
the camera. However, a limitation of the application is that it does not support a large
volume of images because storing all characteristics of the images at the same time for
the calibration of the same ones in high resolution requires enough memory resource.
Furthermore, it does not perform the transformation of the point clouds to the real
coordinate system. Therefore, it is necessary to rely on free software for coordinate
transformation.
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Ensomosaic was developed by MosaicMill. It is a photogrammetry software which
can create distortion-free ortho mosaics in areas with marked terrain undulations. The
software requires as input three main elements: (1) images in any common format (jpg,
png, among others), (2) GPS coordinates (Global Positioning Systems) and (3) the
parameters of the camera used. In addition, there is a specialized version of this
software for the agriculture, the Ensomosaic Agri, which provides, among other
functionalities, the calculation of vegetative indexes, with a high effectiveness in the
NDVI. This software has UAV (Unmanned Aerial System) licenses which capture
unlimited photos.

OpenDroneMap is an open source toolkit that provides a full photogrammetric
solution for small Unmanned Aircraft (Drones), balloons, and kites [21]. This software
acts as a tool to process highly overlapping unreferenced imagery, including colorized
point clouds, digital surface models, textured digital surface models and orthopho-
tography [22]. It is important to mention that once OpenDroneMap performs the
images union, the presentation of the orthophoto can be visualized through Meshlab,
Phyton, and on the Web with WebOdm which adds more functions such as user
authentication, map visualizations, 3D screens, an API, and the ability to organize
multiple processing nodes (run parallel jobs). Processing nodes are servers running
node-OpenDroneMap.

VisualSFM is a GUI (graphical user interface) application that allows creating a 3D
point cloud using SFM (Motion Structure) [23]. They are formed by simple points
described by a space coordinates XYZ and RGB values that will be responsible for
restoring the original texture through dense point cloud [24]. The SfM production of
VisualSFM incorporates tools such as Yasutaka Furukawa’s PMVS (Patch-based
Multiview Stereo)/ CMVS (Clustering Views for Multi-View Stereo), Michal Jan-
cosek’s CMP-MVS, MVE by Michael Goesele’s research group, which are algorithms
to handle the cluster for manipulating the entire image in 2D or 3D.

Micmac is a collection of open-source tools, developed by Marc Pierrot-
Desseilligny who has designed “depth maps” from a set of images and about a mas-
ter image [25]. A “depth map” is an image where each pixel represents the corre-
sponding depth with a point of view, relative to an image or master scene. Micmac, as
well as others photogrammetry field tools, is based on the epipolar geometry (stereo-
scopic vision geometry) but does not support multi-stereoscopy. This fact implies a
certain specialization in quasi-planar scenarios, such as land images, facades, facings,
reliefs, etc., excluding objects or artifacts of the round bundle type.

QGIS is a distributed system for crop monitoring developed in Ukraine [26]. QGIS
was implemented to work with the SQLite databases and the creation of vectorized
maps of the fields. This software is specific to the management of geospatial data with
support for most data formats and vendors. Also, it has an open source software
interface for the programming languages C++ and Python to implement additional
components and extend its functionality as the case of orthophoto. Furthermore, it
provides two ways to calculate indices: (1) the Raster Calculator that allows the
introduction of the specific formula, and (2) the radiometric indices that contain the
most used vegetation indices in agriculture today.

Figure 1 shows the criteria used in photogrammetry software such as ease of use,
processing time, image quality, and cost. With respect to the free software before
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mentioned, it is necessary internet connection since the program works by obtaining
data from the web to apply the photogrammetry procedure. Regarding the ease of use,
it has a graphical user interface that allows obtaining the ortho-photo. However, it is
necessary to have some skills on Linux commands for the installation. The visual
quality of the resulting orthophoto does not show distortions or voids, thus obtaining an
image of excellent quality.

Table 1 shows the main functionalities of the photogrammetric software. In this
table, several functional criteria of license and free software are presented. As can be
observed, most open source programs do not provide the relevant functions for the
application of the photogrammetric technique. However, Open-DroneMap is a free
software that provides 90% of the functions of a licensed software. Therefore, this
software is the most suitable to process images applying the technique of this study.

Next, the main features of the photogrammetric software are presented: (1) the
triangulation process involves the automatic measurement of the union points and the
interactive measurement of the control points to obtain a better adjustment of the image
[27]. (2) cloud is an automatic process where the homologous points between the
images are joined through correlation algorithms [28], which allows obtaining
three-dimensional images, i.e. images more real. (3) Export to MDT format means to
generate a file type “Raster”, where each pixel has values of XYZ coordinates

Fig. 1. Criteria used in photogrammetry software.
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concerning to the topography of the terrain. These files are exported to GIS/SIG or
CAD tools, which generate slope maps, relief models, geomorphological maps. Also,
the MDS format allows visualized in the image vegetation, infrastructure, among
others. (4) The orthosaic is a large high-resolution photograph, which is obtained from
all the images uploaded to the software. This photograph shows the union of the
orthogonal areas of all images. (5) check points are points with XYZ, XY or Z
coordinates that are used to carry out an error control of the generated stereoscopic
model [29]. (6) Multispectral images are obtained using a camera with a miniaturized
multispectral sensor. Finally, it is important to mention that all photogrammetric
software supports distance measurements in the model, as well as the surface and
volume of the reconstructed 3D model.

4 Case Study

The Agrarian University of Ecuador has agricultural fields for the training of agri-
cultural engineers, one of them is the Experimental Center of Investigations with
headquarters in Mariscal Sucre, Milagro. It is an estate, with an extension of 5 hectares,
in which field practices are carried out with several crops of the region. Some of these
crops are plots of horticultural crops, fruit trees, bananas, and pastures.

4.1 Collection of Images

Two flights with different sensors were carried out with the collaboration of the
company Sensefly [23], who facilitated a UAV model Ebee Ag to obtain the images in
the Experimental Mariscal Sucre field of the Agrarian University of Ecuador
(−79.5019°, −2.1144°). The first sensor used was with an NIR camera and the second

Table 1. Comparison of photogrammetry software.

Feature Pix4d Agisoft
Photos
Can Pro

Enso
amic

OpenDrone
Map

Insight3d VisualSFM MicMac Qgis

Triangulation x x x x x – x x
Point cloud x x x x x x x x
3D models x x x x x x x x
Export
MDS/MDT

x x x x – – x x

Ortomosaico
exportation

x x x x x x x x

Measurements x x x x – – – –

Checkpoints x x x x x – – –

Multispectral
Images

x x x x – – x –

Real-time
display

x x x x x x x –

288 C. Delgado-Vera et al.



one with a Multispectral camera. A total of 51 NIR and 49 multispectral images were
obtained. Figure 2 shows a collage of photos obtained in one of the overflights of the
crops, which were in the stage of filling the grain. An ortho-photo was created by using
software that uses photogrammetry techniques namely Opendronemap. This software
was used to carry out through an image a topographical survey, and consecutively a
more advanced analysis of the images.

4.2 Software Installation

An experimental research was carried out with the Open-dronemap image processing
software. OpenDroneMap is an open source software that works on operating systems
with Linux kernel. The installation of the software was done through the virtualization
of Ubuntu Server 14.0 using Oracle Virtualbox. The specifications of the computer
used are a 4th Generation Intel® Core ™ i7 processor of 3.40 GHz and 4 cores with an
8 GB Ram memory. The first steps were performed through the lines of code that allow
access to Opendronemap repositories. Once the software was installed, some Phyton
libraries were used to correctly execute the projects created. There are some environ-
mental variables that need to be established in relation to the project that must be
performed.

Fig. 2. Images of the Mariscal Sucre farm for further processing. These images were collected
by the UAV.
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4.3 Images Processing

Aiming to process the images with Opendronemap, the graphical interface WebODM
was installed. Then, the orthophoto was created. The result obtained was a quality
product, where the field can be clearly seen, as shown in Fig. 3. This image allowed
obtained some primordial data to make the determination of the total area of the land of
existing crops. With the aim to establish a real comparison of the image processing, a
trial license of the Agisoft-Photoscan software was obtained. The photos used in
OpenDrome-Map were imported as an input obtaining an orthophoto of similar char-
acteristics to the free software analyzed in this case of study.

Figure 4 shows the union of the images. The time spent in this process was 5 h
30 min, which represents an acceptable time compared to the commercial Photoscan
software whose time was of 2 h 20 min.

Agisoft PhotoScan allows creating professional-quality 3D content using fixed
images. This software incorporates latest multi-view 3D reconstruction technologies. It
works with arbitrary images and it is optimal under controlled and uncontrolled

Fig. 3. Images obtained with Opendronemap.
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conditions. The photos can be taken from any angle in order to create the orthophoto.
However, the object to be reconstructed must be visible in at least two photos. Both
image alignment and 3D model reconstruction are fully automated. Unlike the afore-
mentioned software, OpenDroneMap is a set of open source tools for processing aerial
drones images. Typical drones use simple cameras, i.e. non-metric images. Open-
DroneMap converts these simple images into three-dimensional geographic data that
can be used in combination with other geographic data sets [30].

4.4 Validation and Results

With the resulting image, several processes can be performed between different bands
such as the differential vegetation index (NDVI), which can determine the nutritional
status of the crops. Through these procedures, it was possible to obtain practical data to
4 main objectives: (1) combat the weeds, (2) determine the presence of pests,

Fig. 4. Images obtained with Agisoft-Photoscan.
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(3) visualize the deficiency of nutrients, and (4) monitor in a reliable way the necessary
times and thus to take control of the crops.

Maize and pineapple are cultivated in the land used for the experiment. Figure 5
shows a series of tracings made on the orthophoto, obtaining the perimeter of the land
with a surface of 4.95 ha, where it is visualized lots of crops with 1 ha and buildings
with 0.48 ha. The topographic survey has been carried out in an agile way, saving
personnel resources, time and money, in the same way, that the conventional methods
with topographic instruments.

To validate the results of the case study, field measurements were made with high
precision topographic survey equipment by using the South 362N Total Station.
Subsequently, the data were processed in AutoCAD. Table 2 shows the results
obtained and the margin of error. These data show a difference of 19 m2 in the
perimeter of the land, which indicates a margin of error less than 1%. With respect to
the measurement values of buildings, there is a margin of error of 1.71%. Finally,
considering the crop lots an error of 0.59% is estimated. Regarding the data mentioned
above, it can be stated that the software generates an estimated error of less than 2%.

Fig. 5. Topographic survey based on the multispectral image.

Table 2. Comparison among real data and data obtained by the software.

Parameter Open-DroneMap Real Error rate

Perimeter of the property 49539 m2 49520 m2 0.038%
Lots of crops 10257 m2 10196 m2 0.59%
Buildings 4868 m2 4786 m2 1.71%
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5 Conclusions and Future Work

Photogrammetry is a technique that is being applied in precision agriculture since it
allows obtaining information of the land in three dimensions. This feature has allowed
implementing applications for the monitoring and analysis of the agricultural parcels.

Furthermore, a comparison of the different photogrammetry software applied to
agriculture has been performed. OpenDroneMap software was the most suitable to be
applied in the processing of NIR and RGB images based on criteria such as time, ease
of use, visual quality and cost.

The application of this software in the case study presented in this work allowed to
obtain a high-quality image, through which it was possible to perform a planimetric
survey of the land in a suitable way.

The image obtained through the software analyzed in this work provides a mean for
the analysis of the techniques obtained. For example, the techniques for efficient water
management, which helps to improve the localization of agricultural inputs and prac-
tices, and the quality detection and crop production that helps to improve the pro-
ductivity in a sustainable way.

As future work, we plan to perform an in-depth analysis of software for pho-
togrammetry focused on increase the efficiency of agricultural production [31]. This
process will require the performance of practices that allow students to use Open-
droneMap as a tool in the different experimental centers of the University. Among the
main tasks that we are considering are: irrigation programming, predict the agricultural
production, monitor nutrition, and detect pests and diseases that are affecting the crop,
among other practices.

Also, we plan to use the photogrammetry technique in the following: (1) quantifi-
cation of the number of cultivated plants [32], (2) detection of the crowns of plants in
3D, and (3) phenotypic identification [33]. Furthermore, we are interested in the
implementation of short-range photogrammetry and computer vision in order to
determine the productivity, through the measurement of the volume, mass, and number
of crops of the plants [34].
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Abstract. Artificial vision systems are powerful tools for automatic recognition
of fruits and vegetables in Mexican agricultural fields. This research presents the
image capture, cropping and process for the recognition of fruits found in trees.
The design and implementation of a recognition system based on color is pro-
posed. For this research, experiments were carried out with the following color
spaces: Hue Lightnes Saturation (HLS), Hue Saturation Value (HSV), Luma
Chrominance-red Chrominance-blue (YCrCb), Luminance Chrominance-U
Chrominance-V (YUV), Luminance red/green yellow/blue (L * a * b *),
Luminance Chromaticity-u Chromaticity-v (L * u * v *), Tonality Saturation
Lightness (TSL), Intensity-red Intensity-green Intensity-blue (I1I2I3) and XYZ.
In each color space, different alternatives emerge, for example: what channels to
use, reduction of the image, size of the histograms, etc. A varied set of images
were selected to test these techniques for the color recognition of orange fruit.
The results showed that some color spaces are the most appropriate for the
recognition of oranges.

Keywords: Artificial vision � Orange segmentation � Orange recognition and
color spaces

1 Introduction

One of the most important senses of human beings is the vision which is used to obtain
visual information from the physical environment. According to Aristotle, “vision is to
know what objects exist and where they are by sight.” Vision is the most important
sense that the human being has. The eye is responsible for capturing the images and
sending them to the brain to be processed and interpreted appropriately [9].

The color is a property of the objects that depends on the wavelengths that the
objects are able to absorb or to reflect in the visible spectrum in such a way that, in a
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white object no frequency component is absorbed and in a black object none is
reflected. Color is a very important attribute for the recognition of objects in images.
Figure 1.a shows an image of an orange tree and Fig. 1.b the same image is shown but
in greyscale. In the second image it is more difficult to identify the oranges; hence the
importance of using the color attribute for the recognition of oranges [11].

Artificial vision is a field of artificial intelligence that, through the use of appro-
priate techniques, allows the gathering, processing and analysis of different type of
information obtained from digital images. The artificial vision is composed of a set of
processes used to carry out the analysis of images. These processes are: gathering data
from images, memorization of data, processing and interpretation of results.

Companies require applications that enhance their productivity and optimize the
way employees collaborate and interact, whether from the organization’s internal
network or from a remote point through a mobile device and from the cloud infras-
tructure. The purpose of such applications is to guarantee the delivery of data and
information in a simple and synchronous manner.

In fruit growing many applications have been developed using artificial vision.
Computer vision systems not only recognize the size, shape, color and texture of
objects, but also provide numerical attributes of the objects or scenarios that are
examined [1].

There are many processes in the fruit growing processes where decisions are made
depending on the appearance of the product. The applications to classify the fruit by its
quality, size or maturity stage are based on its appearance, helping to asses if the fruit is
not ripe, mature or rotten. Humans are able to perform tasks such as planting, pruning
and harvesting using basically the visual sensory mechanism. This suggests that a
system based on a visual sensor should be able to emulate the process of the human
visual recognition system [6].

One of the fundamental problems that can be solved by digital image analysis is the
segmentation of fruits, that is, the detection of pixels belonging to fruits or to the ground
- leaves, stems or other objects [10]. The technique is always related to image analysis
and processing which is largely dependent on the segmentation procedure [17].

Fig. 1. Oranges images in the tree (a. Color image and b. Grayscale image).
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The problem of fruit segmentation has been extensively studied in a previous
research [7]. This technique must be able to solve non-trivial sensing conditions such as
the appearance of shadows, image noise, pixel saturation (very light or very dark
values), light shortage, differences between fruit varieties and intrinsic camera
parameters such as white balance.

Quality assessment of fruits and vegetables is done based on the analysis of external
features like color, size, shape, texture and presence of damage. As consumers are
mostly influenced to choose or reject a particular fruit by its color, it is the most
important attribute for assessing the quality of fruit. The traditional labor intensive
manual inspection process which is subjective in nature is gradually being replaced by
computer vision techniques [14].

Some studies have shown the importance of selecting an optimum color space for
each application domain [8]. A comparative study of several color models applied to a
problem of plant and soil classification in lettuce crops is described [5]. Therefore,
automation and use of image processing methods in agriculture have become a major
issue in recent years [15].

The increase in computer power at affordable prices and the introduction of mul-
tiple core processors allow to process complex images in a short time and to use more
complex algorithm [17].

2 Materials and Methods

This section describes the suggested method to find the most optimum color space for
the fruit image recognition and specifically, images of oranges. First, we identify the
color spaces that have been considered for this study, the algorithm of color classifi-
cation, image acquisition, and the creation of the orange-background image model and
the recognition of oranges in the images.

2.1 Color Spaces Analyzed

Color is a subjective sensation of the human being, derived from the ability of our eyes -
in particular, the photoreceptors - known as cones - for capture light in different spectral
ranges [8]. The different color models are mathematical models for these subjective
perceptions, which describe how to represent perceptible colors with a tuple of values. It
is called a color space to the set of values that are generated with all possible tuples of
each model. Since the spaces are mostly nonlinear transformations of the RGB space,
the way in which the colors are distributed is different in each color space.

A color space is a model that attempts to describe human perception, that is, a
specific organization of colors in a photo or video. Depending on the color model in
combination with the physical devices that allow the color representations in the
images, as well as those used as analogue signals (color television) or digital repre-
sentations. A color space can be arbitrary, with particular colors assigned according to
the system, in addition to being mathematically structured.

A color space is an abstract mathematical model that describes how colors can be
represented as tuples of numbers, usually as three or four values as color components.
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However, a color model that does not have a mapping function associated with an
absolute color space is more or less an arbitrary color system without connection to a
color interpretation system.

In the present work the following color spaces were analyzed: HLS, HSV, YCrCb,
YUV, L * a * b *, L * u * v *, TSL, I1I2I3 and XYZ [4] [8]. The following paragraphs
detail each of these spaces:

• Color space HSL (Hue, Lightness, Saturation) defines a color model in terms of its
constituent components. The HLS color space is represented graphically as a double
cone or a double hexagon. The two vertices in the HSL model correspond to white
and black, the angle corresponds to the hue, the distance to the axis with saturation
and the distance to the white-black axis corresponds to the luminance.

• Color space HSV follows a representation more similar to the cylindrical coordi-
nates. It is also a representation closer to the way humans perceive the colors and
their properties, because the color tones are grouped, which is different from the
RGB case where the colors are not necessarily so grouped.

• Color space YCrCb it is a model oriented to compression and transmission of
images. It is based on the separation of one Y-channel of luminance (or light
intensity), and two chrominance channels (or color tone, independent of its lumi-
nosity). The channels Cr and Cb correspond, to the channels R and B normalized in
intensity, respectively [3].

• Color space YUV is a model which defines a color space in terms of a luminance
component and two chrominance components. The YUV model is used in PAL and
NTSC television broadcast systems, which is the standard in most of the countries.
The YUV model is closer to the human perception model than the RGB standard
used in computer graphics hardware.

• Color space L*a*b* also referred to as CIELAB, is currently one of the most
popular and uniform color spaces used to evaluate the color and object. This color
space is widely used because it correlates numerical color values consistently with
human visual perception. Researchers and manufacturers use it to evaluate color
attributes, identify inconsistencies, and accurately express their results to others in
numerical terms.

• Color space L*u*v* (also called the CIELUV space) is one of the uniform color
spaces defined by the CIE in 1976.

• Color space TSL. This model was created to address human skin detection prob-
lems [12].

• Color space I1I2I3. This color space was proposed by Ohta for color segmentation,
as a correlation of RGB components using the Karhunen-Loeve transform.

• Color space XYZ. This color space, also defined by the CIE, is essentially based in
a trichromatic model of the human retina. Although in the individual channels of
XYZ very low classification results are achieved by themselves, the combinations
of two channels have been found to be very accurate [5].

The representation of the nine color spaces described above can be seen in Fig. 2.
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2.2 Color Classification Algorithm

The individual pixel on orange process segmentation is based on the pixel classifica-
tion, which is repeated in images of interest.

The classification or segmentation is based on a probabilistic method, in which it is
estimated the probability of a particular color is orange color or background color
(elements other than orange). The probability density functions are approximated by
histograms in the color model and with the chosen channels. This technique has several
advantages: it can be adapted to complex distributions, it can be trained with a small
number of examples, and it is computationally very efficient.

From each of the pixels, we can define the conditional probabilities based on
whether a pixel is orange, P(orange | color), or background P(background | color).
Using the Bayes rule, these probabilities can be computed through the probability
density functions, P(orange | color) and P(background | color), which indicate the
distribution, with the formulas (1) and (2):

PðorangejcolorÞ ¼ porange colorð Þ
porange colorð Þþ pbackground colorð Þ ð1Þ

HLS HSV YCrCb

YUV L*a*b* L*u*v*

TSL I1I2I3 XYZ

Fig. 2. Representation of the color spaces used.
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PðbackgroundjcolorÞ ¼ pbackground colorð Þ
porange colorð Þþ pbackground colorð Þ ð2Þ

With the equations of García-Mateos, we obtain the pixels that correspond to plant
and soil respectively. This is a process of mathematical morphology, consisting of
moving all pixels of the image from left to right and from top to bottom to find isolated
pixels, which are considered noise [5]. This noise is eliminated by applying the erosion
and dilation with the following equations:

Open ¼ ðB� EÞ � E ð3Þ

Close ¼ ðB� EÞ � E ð4Þ

The open operation eliminates the fine points or fine structures and the close
operation fills the black holes of a certain size.

Subsequently various arithmetic calculations are performed to obtain the percent-
ages of orange and background of processed image. (Fig. 3)

2.3 Image Acquisition

The previous images were used to check the efficiency of the color spaces and were
taken from the web network. These orange images are in a mean resolution level, and
different focus variations, light, shadow and brightness were considered in order to

INPUT: I: set of n training images and orange/background masks
M : set of color spaces

C : set of channels selections
T : set of histogram sizes

OUTPUT: m*, c*, t* : optimal color space, channels and size
porange, pbackground : trained models for orange and background

1. Let A= {i1, i3…} and B= {i2, i4…}.
2. For each color space m in M do:
3. Convert A and B images from RGB to space m.
4. For each channels selection c in C do:
5. For each size t in T do:
6. Compute porange and pbackground from A, with size t, channels c.
7. Classify B with porange and pbackground, computing error1.
8. Compute porange and pbackground from B, with size t, channels c.
9. Classify A with porange and pbackground, computing error2.
10. Calculate mean error: error(m,c,t) = (error1 + error2)/2.
11. Select (m*, c*, t*) with: argminm,c,t error(m,c,t).
12. Obtain porange and pbackground from I, with size t*, channels c*, space m*.

Fig. 3. Algorithm for optimum selection of color space.
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have a wide range of orange pixel colors. The images were stored in png image format.
To do the recognition, the probability of the maximum value between P(orange | color)
and P(background | color) was searching for each pixel in order to identify if it was
orange, background or they were not undefined for recognition. This probability is a
function of the Bayes’ theorem which is shown in Fig. 4.

2.4 Creating the Model Orange-Background

For the orange-background model creation, 10 images were taken and some places
were marked in rough orange light where there was orange and green and where there
is not orange to generate the orange class and the background class. The 2 classes
remain in a single file where the model is generated. This process can be seen in Fig. 5.

Fig. 4. Probability of being orange or background according to Bayes’ theorem.

Fig. 5. The orange-background model Creation.
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In the process model creation, histograms were generated by each of the following
color spaces and each color space were also made from the combinations of its 3
channels (channel 1, channel 2, channel 3, channels 1-2, Channels 2-3, channels 3-1
and channels 1-2-3). During the process of creating the model, several recognition
errors were found, which are shown in Fig. 6. In this figure it can be seen that the color
space that has the smallest error is the YCrCb in its Cr channel.

63 histograms (9 color spaces per 7 channel combinations) were generated. When
creating the histograms, the images and the errors recognition were piled up. The
histograms were normalized so that the major and minor peaks were shown in aesthetic
form but showing the literal results.

For each histogram, we generated: the orange class, the background class and a
recognition error statistics (where it was not possible to specify if it was orange or
background).

In the program runs that were carried out to show the recognition operation, it was
obtained that the color space that best does the recognition of oranges and background
was the YCrCb color space with the combination of Cr channels. The other three color
spaces which have a smaller recognition error are: (i) HSV with the combination of S-V
channels, (ii) YUV on channel V and (iii) Luv on channel u.

The generated histograms of the YCrCb color space are shown in Fig. 7.
The orange and background recognition errors of the 7 combinations of the YCrCb

color space obtained from the histograms of Fig. 7 are shown in Table 1.
In Table 1, three columns are shown; the first column, shows the optimal color

space that shows less error in the recognition; the second column shows all possible
combinations of channels and the third column shows the recognition error when
creating the orange-background model. The lowest recognition error is the Cr channel,
which is shown in Yellow background in Table 1.

Fig. 6. Recognition errors when creating the orange-background model.
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2.5 Recognition of Oranges in Images

Based on several program runs that were carried out, it was observed that the Cr
channel gave good results for the segmentation of the regions where there were
oranges. The Cr plane is not affected by variations in light. Therefore it has been
concluded that using only the Cr channel of the YCrCb color space gives a very robust
algorithm regardless the illumination variation.

Fig. 7. Histograms of the 3 individual channels of the YCrCb color space of and their
combinations.

Table 1. Errors of the 7 combinations of the YCrCb color space.

Color space Channels Error

YCrCb Y 0.0637151
Cr 0.0101590
Cb 0.0331156
Y Cr 0.0322010
Cr Cb 0.0379072
Cb Y 0.0348894
Y Cr Cb 0.0730170
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To perform the recognition of oranges, various photos were taken. With the model
referred above, we calculated the orange coverage that exists in each image. In Fig. 8,
three orange recognition examples are shown.

3 Conclusions

Image processing has been proved to be an effective tool for analysis in various fields
and applications [18].

Artificial vision systems are powerful tools for the automatic pattern recognition of
fruits and vegetables, including classification by internal and external parameters that
determine the quality of the product. In addition, these systems favor adequate auto-
matic supervision strategies to sense the processes of post-harvest, until the fruits reach
the final consumer. Artificial systems not only replace human recognition, but also
improve accurate an in-time fruit and vegetable classification [2].

In the last years automatic horticulture has been one of the most important research
objects in many universities in the world. We have found that the main research

Original Images Recognition of oranges

Fig. 8. Recognition of orange in images using the orange-background model.
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projects are committed to the recognition of fruits, counting, detection of plants,
monitoring of irrigation needs, etc.

In this research, the OpenCV (Open Source of Computer Vision) libraries were
used. These libraries provide a set of image processing functions as well as pattern and
image analysis functions.

The processing was implemented in a desktop application using the Windows 8
operating system. In the experiments carried out, the feasibility and efficiency of the
method have been verified. The segmentation method based on color segmentation
accurately detects the fruits regions in the processed images.

It was verified that there are 4 color spaces in which the recognition of fruits was
successfull:

• The YCrCb color space in the Cr channel.
• The HSV color space, with the combination of S-V channels.
• The YUV color space in the V channel.
• The Luv color space in channel u.

Other applications for mobile devices and compact controllers using these models
are currently being developed.

Future research lines include the application of dimensionality reduction tech-
niques, as well as the Linear Dimensionality Analysis (LDA). This could improve the
quality of classification tasks and avoid the subordination in the color space used. On
the other hand, although this paper focuses mainly on color analysis, more advanced
techniques could be used for normalizing the obtained binary images instead of using a
mathematical morphology, like graph-cuts-based techniques. This could override many
errors in situations when color is not detected sufficiently in order to discriminate the
actual classes.

Acknowledgments. Authors are grateful to Academic Unit of Engineering of Autonomous
University of Guerrero for supporting this work.
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Abstract. This paper proposes a methodology for the application of
prediction algorithms for the development of diseases in crops using data
mining techniques, which incorporate validation mechanisms based on
data analysis requirements including verification of the method of selec-
tion and presentation of the results, as well as mechanisms of validation
of the results based on metrics of quality of the information, which guar-
antee the effectiveness in the construction of the knowledge. The condi-
tions for the establishment and proliferation of diseases are used as a case
study in the analysis and contrasted with the favorable meteorological
conditions for the different diseases, using methods that allow the collec-
tion of data for the prognosis of the disease. The models relate indicators
of occurrence with meteorological data collected from the National Insti-
tute of Meteorology and Hydrology located in Querochaca Experimental
Farm of the Technical University of Ambato whose geographical coordi-
nates are: Latitude: −1.353543; Longitude: −78.617175. The data analy-
sis techniques used were able to predict crop diseases in 78.80% with the
J48 algorithm and 79.18% with the Logistic Regression algorithm based
on data collected and analyzed from the meteorological station of the
year 2015–2016, allowing the iterative search of correlations of consec-
utive day records, agro-climatic variables and biological variables. Our
study is an initial proposal taking as parameters the temperature and
humidity from previous works that qualify this line of research.
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1 Introduction

Agriculture is one of the productive activities of the human being that depends
heavily on the behavior of the climate, associated with it, are the presence of
pests and diseases, nutritional efficiency and water demand [24]. The world pop-
ulation growth with the consequent increase in the demand of food has exerted
on the agriculture world-wide, a pressure in the sense of maximize the produc-
tion. One of the well-known effects is the huge increase in the use of chemical
synthesis fertilizers.

Solanaceae represent an important economic resource for several countries
in the region, especially for the cultivation of the main species of food, such
as tomato, pepper, eggplant and especially potatoes [6,9]. Globally potatoes,
together with rice, maize and wheat, are the four most important crops for
human consumption. In 2013, more than 10 million hectares of potatoes were
planted in the world with a production of 300 million tons. The main potato
producing countries are Russia, China, India, Poland and the United States
[23].

Due to the importance of complementary cultures for human food, studies are
necessary with new products that favor the growth and induction of resistance
mechanisms, which can confer protection against the presence of pathogens.
Tomato (Solanum lycopersicum L.) is a crop of national preference and in great
demand worldwide due to its high content of vitamins C and E, potassium and
its antioxidant properties [19].

Environmental conditions are a determining factor in the appearance of phy-
topathogenic diseases affecting susceptible plants, leading to the appearance of
several types of symptoms that alter the normal physio-metabolism of plants.
This causes tissue necrosis and finally death of the host, as manifested by [13],
indicating that the environmental conditions favor disease development. The
objective of this research is to apply supervised algorithms to predict cultivar
diseases based on data collected and analyzed from the meteorological station
of the year 2016 and its relationship with agriculture. Research on this problem
shows that data mining has the potential to be a great resource in obtaining
knowledge and generate patterns and originate models that allow predicting
results. These techniques organize behavior in trends, and this allows data min-
ing to give effect to information of great interest that other media cannot detect.
[21]. On the other hand, there are learning algorithms that build regression and
classification models with supervised learning. These algorithms allow, through
a set of training data, to predict or detect a new input data; several are the alter-
natives to generate models of prediction of diseases in plants that are subject to
algorithms or mechanisms of Artificial Intelligence [18], either Automatic Learn-
ing, Knowledge Engineering, Fuzzy Logic, Artificial Neural Networks, Expert
Systems, Bayesian Networks, which are the ones that are most attached to the
management of Big Data related to the conditions or factors of the crops [4].

The present research presents a brief description of the algorithms used in the
experimentation, presents a discussion on more relevant researches of the topic
addressed, and describes the methodology used for the prediction of diseases and
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will conclude with the results obtained, conclusions and some recommendations
on future research work.

2 State of the Art

Diseases affecting horticultural crops have a high environmental and economic
impact due to the losses they cause in crop yield and quality [10,12]; among these
we have Phytophthora, Phytium, Peronospora, Oidium, Botrytis and others that
directly affect the Solanaceae because this pathogens develop under favorable
meteorological conditions [22]. For the control of these phytopathogens a great
amount of fungicides are being used that generate resistance to the molecules
and pollute the environment [7,8].

Diseases cause the greatest losses and increase of costs due to the need for
greater care; the disease management strategy includes a series of measures includ-
ing chemical control, being an alternative that brings biological problems in the
organisms involved and a high-risk factor in human health [3]. Knowledge of mete-
orological conditions and their relationship to disease development are key factors
in reducing impacts. The new production systems must be designed with environ-
mental changes in mind, seeking to reduce the excessive use of agrochemicals [11].

[15] aim to generate models for use in sustainable agriculture, in order to effi-
ciently control diseases and thus preserve the ecosystem and human health. The
losses caused by pests and diseases to the production of all the crops in the world
are estimated at 35%; insect pests cause 13% of losses, diseases 12% and weeds
10%. Annually, an estimated 2.5 million tonnes of pesticides are used worldwide.
Of the total pesticides applied, 59–60% are herbicides, 20–30% insecticides and
10–20% fungicides [12].

The area of study of the epidemic triangle is the conceptual basis of epidemi-
ology research, being one of the greatest research potential in Phytopathology,
regarding the construction of predictive models in crops [1,2].

The processing of data obtained from temperatures, humidity, precipitation
and dew point is done by means of techniques such as J48, KDD and Tree
distribution, which are handled by the software tool WEKA. This is supported
by the technique of selection of attributes, which results in a classification scheme
of decision trees with the mining algorithms J48, Logistic Regression, Multilayer
Perceptron and RBF [20].

Losses in production that affect Solanaceae, especially potato, tomato and
tamarillo crops, are caused by the different diseases that occur due to changes in
environmental conditions. Likewise, the incidence and severity of these diseases
depends on the organism that causes them, the susceptibility of the plant and the
environment. The application of Artificial Intelligence in the commercialization
of agricultural products is an alternative not widely used in food distribution, it
recognizes only a prototype expert system, directed to the marketing of agricul-
tural products, where [4] uses a system that forecasts the sales time for perishable
products using neural networks and evolutionary computing where it is a very
useful system to avoid the loss in the commercialization of grains.
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The agricultural case study for the learning of Bayesian networks (BNs) in the
prediction of coffee rust [14], which causes premature defoliation that weakens
the plant and reduces its subsequent yield, is commonly controlled by chemical
fungicides that must be applied before the symptoms of infection, but with
prediction system the use of fungicides would be reduced, obtaining a quality
product, healthy and with lower costs [16].

[14] indicate that the use of neural and multiple regression networks predict
diseases in various plant populations; their limited use by the user means that
there is no online tool available to assist researchers or farmers in planting with
adequate control measures. In the work cited the researcher presents a method
based on vector machines, which is a support for the development of predictive
models based on the climate to avoid the development of plant diseases [17].

[8] propose the use of sensor networks to analyze organic compounds and
to know if tomato crops are healthy or infected. For this purpose, the inclusion
of predicted meteorological data for the evaluation of the different crop man-
agement techniques is very important. Their work is intended to predict time
using a modified k-nearest neighbor approach and then use parameters such as
humidity and temperature to predict disease outbreaks in grapes. Such predic-
tions could warn growers of significant developments expected in grape disease
through e-mail or text messages.

The diseases that affect Solanaceae, especially potato, tomato and tamarillo
crops, are caused by the environmental conditions that reduce their production.
The incidence and severity of these diseases depends on the organism that causes
them, the susceptibility of the plant and the environment [5]. In each disease, a
description of symptoms and integrated management of the disease will be given.
Integrated disease management includes: proper identification of the organism
causing the disease, use of resistant cultivars, crop rotation, sanitation measures,
avoidance of plantings at times favorable to disease development, and inappro-
priate use of pesticides; it is desired to know the diseases and pests that occur
in the cultivation of Solanaceae.

3 Methodology

For this research, a case-control study was developed with data obtained by
INAMHI (National Institute of Meteorology in Hydrology) in the periods 2015–
2016 that determine the factors to be considered primordial for the procedure to
which they were subjected. The aim was to correct them before being processed
by the computer tool WEKA to allow the prediction of diseases in the cultivation
of Solanaceae.

The selection of the factors is of vital importance for the development of the
predictive model in the crop, therefore the most important variables taken into
consideration are: humidity, maximum and minimum temperature, the parts of
the plant to which the disease affects (Stem, leaves, flowers, root), diseases (Phy-
tophthora, Phytium, Peronospora, Botitrys, Oidio, Roya, Alternaria, Septoria,
Colletotrichum, Bacteriosis) and estimated times in which diseases are generated
that particularly better predict the class (disease).
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3.1 Method

The initial sample is a total of 2930 data, using as main variables humidity and
temperature.

The algorithms used for the prediction of these diseases were: Neural Net-
work, RBF, MLP, Logistic Regression and J48 (Fig. 1).

Fig. 1. Structure of models with the algorithms analyzed

Using the Weka tool and its Knowledge Flow functionality, the model was
constructed with the algorithms to be analyzed. This tool allows graphical visu-
alization of the scheme, connecting the dataset between each of the elements,
adding diverse types of classifiers, whether supervised or not supervised. In this
case, algorithms like Neural Network, RBF, MLP, Logistic Regression and J48
were used, creating training and evaluation connections to be visualized through
links and the creation of a tree with all the data.

Table 1 shows the performance of each algorithm selected for the tests, in
addition to providing sensitivity and specificity, considering that the sensitivity
is the percentage of the data correctly classified and the specificity shows the
percentage of data not classified correctly; of the algorithms analyzed, the ones
with the highest prescience and recall were Logistic Regression and J48 in a
range of 79.18% and 78.80%, respectively.

Table 1. Results of the Analyzed Models in the test set.

Model Sensitivity Specificity %Correct

RBF 0.77 0.66 77.03%

MLP 0.78 0.67 77.88%

Logistic regression 0.79 0.74 79.18%

J48 0.79 0.77 78.80%
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Of all the algorithms analyzed the algorithm J48 was selected by the favor-
able results obtained from a series of tests in the evaluation; the sensitivity and
specificity to this study depends on the data that are being analyzed as: tem-
perature, humidity, precipitation, dewpoint.

Figure 2 shows the relationship between temperature and humidity since
these two factors are directly linked in the cultivation of Solanaceae, stress-
ing that at higher temperature and humidity the crops are affected by dry
and moist diseases, the colors are represented according to the diseases men-
tioned above, Alternaria-blue; Bacteriosis-red; Botrytis-Green; Colletotrichum-
cyan; Oidium-pink; Peronospora-magenta; Phytium-yellow; Phytophthora-red;
Rust-green; Septoria-gray. The values to be considered in the graph are deter-
mined by minimum and maximum, in the axis of the x temperature is located,
and humidity in the axis of the y.

Fig. 2. Temperature-humidity ratio (Color figure online)

Figure 3 shows a relationship between diseases and temperature, taking as an
example the month of March where it has a maximum temperature of 15.2 and
a humidity of 73.0, precipitation of 6.8, heliophania (light) of 7.3 and a dewpoint
of 9.9; as there is no light, the environmental humidity is increased, the tissue
of the crop becomes more delicate and therefore exposed to more diseases, as
shown in the example where the crop is affected by Botrytis.
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Fig. 3. Disease-Temperature Ratio

Figure 4 shows the diseases that the crop has in relation to the humidity
taking the minimum and maximum ranges (80–100) respectively; The results
obtained in this example were with a temperature of 12.7 and humidity of 66.0,
and precipitation was considered to be the main factor, which is directly pro-
portional to the humidity and the tissue becomes more delicate and therefore
exposed to diseases.

Fig. 4. Disease-moisture ratio

Figure 5 shows a direct relationship between crop diseases and precipitation
(rainfall). It should be remembered that at lower rainfall the pests and diseases
are more propitious to sprout in the plant.

As the example shows a precipitation of 0 to 20.3, the rains affect the yield
of the crops in cold seasons, generally the crops with excess of water are not very
productive since the humid conditions and the lack of sun affect the yield of the
crops.

Figure 6 determines the dew point which indicates the temperature at which
the air with a relative humidity percentage can no longer hold the water, thereby
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Fig. 5. Disease-precipitation ratio

producing condensation, i.e., at the lowest dewpoint in this case between 0–6
would rule out diseases in crops. Both the dew point and the absolute humidity
are interrelated.

When the air is at dew point it is said that the relative humidity is 100%, the
dew point varies and occurs at different times, as is the case of dry seasons in
which dew point is shown by the nights and in which diseases such as Phythoph-
thora develop in the leaves of the plant despite no rain or precipitation.

Fig. 6. Disease - dew point



316 C. Páez Quinde et al.

3.2 Analysis of the ROC Curve

This analysis is done for a data comprehension effect, the results obtained are
based on the case of the diseases that a crop acquires, depending on the result
of the diagnostic tests, giving as a graphic representation the sensitivity to the
specificity with the data that are classified as true positive and negative, as well
as false positives and negatives.

The ROC curve provides an analysis in the selection of models that will be
the most optimal and independent sub models, the graph shows the points of
the models used giving the result of the Logistic Regression model in which a
value of 1.0 was obtained giving a perfect rating compared to model J48 that
shows optimal values and greater than 0.5.

The models located above the main diagonal represent good results to obtain
a good prediction (Fig. 7).

Fig. 7. ROC Curve

4 Conclusions

For the emergence of a disease in plants, there must exist a conjugation of factors
such as: susceptible plant, virulent pathogen and favorable environmental condi-
tions, known as disease triangle (DT); in the present investigation, temperature,
humidity, precipitation and dew point data were correlated in the probability
of disease occurrence in the most representative cultivated species of the zone,
and it has been determined that about 80% of biotic diseases are caused by the
variations of the environmental conditions of the zone.

This article reviews the research on the prediction of diseases and pests in
Solanaceae crops using supervised learning algorithms; the algorithms were com-
pared in order to observe the performance, considering that temperature and
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humidity are the variables most used to generate the probabilities correctly and
interpretably.

Algorithms J48 and Logistic Regression are the most accurate algorithms
when predicting or classifying diseases and pests in Solanaceae crops. On the
other hand, RBF and MLP are rarely used in an agricultural context. However
Multilayer Perceptron is an algorithm that stands out for its training learning
speed. Regarding the future work, it is recommended to combine a set of classi-
fiers for the measurement of water according to crop yield, as well as to obtain
parameters of height, altitude and soil characteristics that are other factors that
influence the appearance of pests and diseases in cultivars. This would increase
the accuracy of prediction results by using techniques commonly referred to as
set methods.
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Abstract. The evaluation and selection process of agricultural technology
traditionally is focused on economic aspects, delegating to third parties and
ignoring several attributes in the analysis. This article presents a multicriteria
model that integrates the TOPSIS technique, based on a similarity index to an
ideal alternative performed by a decision group, which integrates simultaneously
several attributes in the analysis and having different preference levels, thus the
farmers can carry out the evaluation process by themselves. The model is val-
idated through a case study applied to the selection of an agricultural tractor,
which is evaluated by four members of an agricultural cooperative, including
two types of attributes. On the one hand, tangible attributes: initial cost,
maintenance cost and engine power. On the other hand, intangible attributes:
after-sales service and maintainability. Currently, the model is being integrated
in a software to facilitate applications by farmers, avoiding assigning this task to
third parties.

Keywords: Tractor selection � Multicriteria evaluation � TOPSIS � NGT

1 Introduction

Currently, the food industry has shown important technological advances so the
managers of this type of companies frequently require purchasing modern technologies
applied to the agricultural fields and the production processes. The purpose of these
modern technologies is to increase productivity and efficiency, but also quality, which
includes many government restrictions, regulations and standards because food prod-
ucts are handled [1, 2].

However, investing in advanced technology is not the only source of competi-
tiveness, since it requires highly skilled and trained personnel who must have
knowledge related to technology for its proper usage and commonly, technology
purchases are accompanied by training programs. Thus, the combination of tech-
nologies and human resources can be one of the main sources of agro-industry com-
petitiveness allowing the participation of firms in the globalized world.

Once farmers have decided to invest in innovative technologies, they face new
challenges. The first is that in the market there are usually many possible alternatives

© Springer International Publishing AG 2017
R. Valencia-García et al. (Eds.): CITI 2017, CCIS 749, pp. 319–331, 2017.
DOI: 10.1007/978-3-319-67283-0_24

http://orcid.org/0000-0002-7092-6963
http://orcid.org/0000-0002-2862-1410
http://orcid.org/0000-0002-4959-161X
http://orcid.org/0000-0001-9490-2520


that meet the expected requirements, but also, these technologies are almost always
characterized by more than one attribute [3, 4]. For example, if a tractor must be
purchased, the first observed characteristic is associated with the initial cost or
investment required, however, there are many attributes that must be integrated such as
maintainability and quality of service. That quantity of attributes makes the
decision-making a complex problem and a complicated process for farmers.

According to the number of available alternatives for tractors, for example, cur-
rently in Mexico, there are many brands available in the market and all of them include
foreign technologies, which have been designed with different capacities. For this
reason, it is important that during the planning stage, the terrain features be clearly
defined, so the needs and characteristics that these possible alternatives must meet, can
be defined.

1.1 Attributes in Agricultural Tractors

In tractors, these attributes are classified per their nature: attributes that are objective,
can be quantified, and generally are associated with economic or engineering aspects.
The most classical examples could be the initial investment, engine power, the number
of accessories that can be adapted, among others, and usually the technology that the
vendor provides them. The second category refers to those of a qualitative nature,
which are not easy to quantify, so to integrate them into the evaluation process, a
decision group should be asked to make a series of assessments per a pre-established
Likert scale. Examples of this type of attributes are the quality of the service, the safety
and the tractor maneuverability, among others [5–7].

1.2 Techniques in Agricultural Tractors Evaluation

After identifying all tractors that can meet the farmers’ needs and their attributes, then,
the problem is to choose the most optimal, and it means that it is necessary to carry out
an evaluation process. In that sense, literature shows three types of techniques used for
evaluation process: economic, strategic and analytical [8].

First category, economic techniques represent the industrial practice and all
methodologies taught in Engineering Economics seminars such as net present value,
internal rate of return, equivalent uniform annual cost, payback period, cost-benefit
analysis, among others. However, these techniques have limitations because only
integrate economic attributes, so they are widely criticized for not including qualitative
attributes.

Second category, strategic techniques are the less used and widespread, since they
refer to techniques used by top management, which do not include economic aspects in
the analysis and are only based on the experience and knowledge about the strategic
objectives of the company. These techniques can be rejected by lower levels of the
organizational structure because they do not understand the decision-making process,
since sometimes it is hard to make decisions considering all different scenarios.

Finally, the analytical techniques, which are still unknown to the industrial sector, but
are widely recommended due to their ability to integrate qualitative and quantitative
attributes. Thus, they are considered multi-attribute and multi-criteria, since they allow
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evaluating simultaneously several attributes and it is a group of decisionmakerswho carry
out the analysis. The most common techniques are: the analytic hierarchy process (AHP)
[9], the technique for order of preference by similarity to ideal solution (TOPSIS) [10], the
dimensional analysis [11], the additive linear model [12], among others.

The applications of analytical techniques are broadly reported in the industrial
sector for the evaluation of robots [13] and manipulation systems [14, 15]. However,
much research and applications are required in the agro-industrial sector, there exist
reports such as the evaluation of machinery to harvest forages [16], proper use of
available infrastructure [17], identify and pursue opportunities for process automation
[18]. For instance, in Camarena et al. [19] an integer linear model is used to evaluate
agricultural machinery. Likewise, using multi-attribute techniques, water use policies
have been defined and risk analysis in investments have been performed. [20]. In
addition, there are reports of multi-attribute applications to determine financial policies
for forest conservation and products optimization [21, 22].

1.3 Research Problem and Objective

Due to the number of attributes involved in the evaluation and selection of agricultural
tractors, choosing a single alternative becomes a complex problem that is not properly
structured, the common action is to apply quantitative techniques that only integrate
economic aspects. In addition, more integrative models and techniques are difficult to
understand by managers and farmers, and these decisions are delegated to third parties,
who do not know the needs of farmers or agro-industrial enterprise [23].

Investing in a new tractor may require the disbursement of a large amount of money
for a single farmer, so in many cases they are grouped into small rural production
cooperatives, which allows them to join economic efforts, but all require to play a role
in the decision group that performs the analysis.

In general, to make a right decision, it is necessary to consider multiple aspects that
can sometimes jeopardize the farmer’s economic stability, so if a new tractor is going
to be bought, it is crucial to choose the one which meets all expected requirements.
Even though there are different alternatives only one must be selected [24]. The
alternatives are represented by several attributes and certain farmers integrate the
decision group.

For this reason, the objective of this article is to present a multicriteria and
multi-attribute model that solves this problem of tractor selection, which is currently
been integrated into a software to facilitate calculations, avoid errors, speed up and
provide a democratic sense to the decision-making process.

2 Proposed Model

The model integrates two techniques widely known in the manufacturing field and they
will be adapted to the agro-industrial sector to facilitate their application by farmers and
managers. The techniques used are the Nominal Group Technique (NGT) and the
Technique for Order Preference by Similarity to Ideal Solution (TOPSIS), which are
described below, but, first the matrix approach to decision making is explained.
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2.1 Matrix Approach to Decision-Making

It is assumed that a set of K tractors has a total of J objective attributes that can be
quantified and L subjective attributes which are obtained by the evaluations of a decision
group, being evaluated by a total of P members. The quantitative attributes are called X1,
X2, … XJ, and the qualitative attributes are represented by XJ+1, XJ+2, … XJ+L,
as indicated by Rudnik, Kacprzak [25].

These objective attributes are represented per Eq. (1) as OV. Whereas the sub-
jective attributes come from the evaluation of the decision group affiliates and here is
where the nominal group technique is used, since each of the members generates, in a
secret way, a matrix to present their opinions which can be represented by SVp as
indicated in Eq. (2) [26].

OV ¼

T1

T2

:
:
Tk

X1
1 X1

2 : : X1
J

X2
1 X2

2 : : X2
J

: : : : :
: : : : :
Xk
1 Xk

2 : : Xk
J

2
66664

3
77775 ð1Þ

where:
Xk
j = attribute value j on tractor k

j = 1, 2…J
k = 1….. K

SVp ¼

T1

T2

:
:
Tk

X1P
Jþ 1 X1P

Jþ 2 : : X1P
JþL

X2P
Jþ 1 X2P

Jþ 2 : : X2P
JþL

: : : : :
: : : : :

XKP
Jþ 1 XKP

Jþ 2 : : XKP
JþL

2
66664

3
77775 ð2Þ

where:
xkJþ i is rating of the expert P for tractor Tk according to attribute XJ+i.
k = 1,… K
i = 1,…L
Given that, a single matrix of subjective values must be obtained, the opinions

provide by each expert in SVP must be unified. Then, Eq. (3) is proposed to obtain
their mean, and this is called total matrix of subjective values represented by TSV.

TSV ¼
XP
P¼1

SVP=P ¼

S1

S2

:
:
Sk

X1
Jþ 1 X1

Jþ 2 : : X1
Jþ L

X2
Jþ 1 X2

Jþ 2 : : X2
Jþ L

: : : : :
: : : : :

XK
Jþ 1 XK

Jþ 2 : : XK
Jþ L

2
66664

3
77775 ð3Þ
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where:

xkJþ i ¼
PP
p¼1

xkpJ þ i

P is the average rating that the experts have assigned to tractor Tk

according to the attribute XJ+i.
k = 1,… K
i = 1,…L
Having the OV and TSV matrices, the final decision matrix (FDMM) is integrated,

which is used to carry out the evaluation of the tractor [25].

FDMM ¼ OV ; TSV½ � ¼

S1

S2
:

:

Sk

x11 . . . x1J x1Jþ 1 . . . x1JþL
x21 . . . x2J x2Jþ 1 . . . x2JþL
: : : : : :
xK1 . . . xKJ xKJþ 1 . . . xKJþL

2
664

3
775 ð4Þ

2.2 TOPSIS Technique

TOPSIS is a technique that considers tractors as vectors located in a J + L-dimensional
Euclidean space, as indicated in Eq. (5). Also, this technique considers the attributes as
vectors in k -dimensional space, such as illustrated in Eq. (6) [27].

Ti ¼ ðxi1. . .. . .:xiJþLÞ for i ¼ 1; 2; . . .:k ð5Þ

Xn ¼ ðx1n. . .. . .:xknÞ for n ¼ 1; 2; . . .:Jþ L: ð6Þ

TOPSIS assumes that there is always an ideal tractor, which is composed of the
highest nominal values in each attribute, represented by Tþ; however, it is also con-
sidered a non-ideal alternative that is represented by the worst nominal values in the
attributes which is illustrated by T�. The alternatives are represented by Eqs. (7) and
(8) respectively [28].

A� ¼ ðx�1 ; x�2 ; . . .. . .x�JþLÞ ð7Þ

A� ¼ ðx�1 ; x�2 ; . . .. . .x�JþLÞ ð8Þ

Based on the concepts stablished before, it is sought to choose a tractor that is
located a shortest Euclidean distance from Tþ, but with the greatest distance from T�.
However, TOPSIS is a technique that considers both distances in the estimation of a
decision index. Thus, the TOPSIS technique is summarized as follows.

2.2.1 Stage 1. Normalization of Attributes
It is possible that the attributes evaluated on the tractor are expressed in different scales
of measurement, for example, the cost in Mexican pesos or US dollars, but the fuel
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consumption is expressed in liters or gallons per hour, among others. In order to
perform any operation with data, it is convenient to convert the attributes in FDMM
into dimensionless, which is completed through the normalization process, by dividing
each value into the attributes by their respective Euclidian norm, as is indicated in
Eq. (9) [29].

TXn ¼ Xn

Xnk k ¼ x1n
Xnk k ; . . .. . .

xkn
Xnk k

� �
ð9Þ

Where Xnk k represents the Euclidean norm of each attribute which is obtained
according to Eq. (10).

Xnj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiXx

1

x2i

s
ð10Þ

A straightforward way of performing the normalization process for the ideal tractor
and non-ideal tractor is illustrated below.

Tk ¼ ðtk1; . . .. . .; tknÞ ¼
xk1
X1k k ; . . .. . .;

xkn
Xnk k

� �
ð11Þ

TAþ ¼ ðtþ1 ; . . .. . .; tþn Þ ¼ xþ1
X1k k ; . . .. . .;

xþn
Xnk k

� �
ð12Þ

TA� ¼ ðt�1 ; . . .. . .; t�n Þ ¼
x�1
X1k k ; . . .. . .;

x�n
Xnk k

� �
ð13Þ

2.2.2 Stage 2: Calculation of Distances
Since TOPSIS considers the distance to Tþ and to T�, both must be calculated;
however, there is another problem, the importance levels of the attributes, which may
be different from each other. In order to know the distance to the ideal tractor, Eq. (14)
is used, whereas Eq. (15) is used to estimate the distance to the non-ideal tractor [30].

qðAk;Aþ Þ ¼ w � ðTAk � TAþ Þ�� �� ð14Þ

qðAk;A�Þ ¼ w � ðTAk � TA�Þ�� �� ð15Þ

Where w represents the importance level of the attributes in evaluation, whose sum
must be equal to one and is obtained using the NGT.
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2.2.3 Stage 3. Calculation of the Decision Index
It has been mentioned previously that one of the advantages of TOPSIS is that con-
siders the two distances, ideal and non-ideal, therefore, the decision index is estimated
based on both distances as is shown in Eq. (16) [30].

RCðAþ ;AiÞ ¼ qðAk;Aþ Þ
qðAk;Aþ Þþ qðAk;A�Þ ð16Þ

3 Case Study

An agricultural cooperative must acquire a new tractor, which will be used by the
different members, so it has been decided to organize a research group integrated by
four people.

3.1 Attributes Evaluated

The attributes to be evaluated are the following:

• Initial cost ($): This attribute is objective, represents the total amount payable for
the tractor, and includes financing expenses. It is expressed in Mexican pesos and it
is required to minimize it.

• Annual maintenance cost ($): It refers to the annual cost of maintenance, which
includes mechanical parts purchase, specialist inspection services and annual
investment insurance. This attribute is objective, expressed in Mexican pesos and
low values are expected.

• Engine power or horsepower (HP): This attribute refers to the power of the engine,
expressed in horsepower (HP); it is an objective attribute that must be maximized.

• After-sales service: This attribute is subjective and refers to the quality of the
service that farmers received from the supplier after purchasing a product. It is
obtained by subjective valuations and is desired to maximize.

• Maintainability. It refers to the ease and rapidity with which maintenance activities
can be performed to the tractor. This is a subjective attribute obtained through
experts’ valuations which is desired to maximize.

3.2 The Final Decision Matrix

Several technical data sheets of tractors have been identified because they may be
alternative solutions; however, it is considered that only six suppliers have influence in
the region, so these are considered in this analysis. It is worthy to mention that the
objective values of the tractors are codified in order to ensure the suppliers’ anonymity.
The final decision matrix that includes objective and subjective attributes is illustrated
in Table 1, which also shows the ideal and non-ideal tractors.
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In this case, it is observed that the ideal solution would be a tractor whose initial
cost was 415,232.50 Mexican pesos, an annual maintenance cost of 65,000 Mexican
pesos, with 285 horsepower, the supplier’s reputation of 8.5 and maintainability score
of 8.5. In the same way, the worst scenario when buying a tractor includes a cost of
738,223 Mexican pesos for initial investment, an annual maintenance cost of 111,000
Mexican pesos, an engine power of 180 horsepower, but also, the supplier’s reputation
only 6.8 and the maintainability of 5.9 on a scale from 1 to 9.

In addition, the last row in Table 1 illustrates the weight or importance level that
farmers have provided to each attribute from a subjective assessment performed by
them. Note that maintainability is the attribute that shows the highest weight value,
which means it is the most valued by the decision group, since once the warranty has
expired, farmers are the ones who perform the tractor maintenance.

3.3 Normalization of Attributes

Table 2 shows the normalization process for attributes, performed per Eqs. (9), (11),
(12) and (13). However, the last row presents the norm value for each attribute,
obtained by the Eq. (10). The values in Table 2 are already dimensionless thus additive
operations can be performed.

3.4 Attributes Weighting

After the standardized attributes were obtained, the next step was to weight the attri-
butes according to the preference levels as is shown in Table 1. In that sense, Table 3
illustrate the weighting process.

Table 1. Final decision matrix

Tk Attributes
Initial cost
($)

Annual maintenance
cost ($)

Power
(HP)

After-sales
service

Maintainability

T1 738,223 70,000 255 8.5 8.3
T2 510,730 65,000 275 7.4 7.6
T3 415,232.50 72,000 285 6.8 5.9
T4 639,477.50 91,000 241 7.5 6.8
T5 570,305 82,000 180 8.3 8.4
T6 680,370 110,000 210 8.5 8.5
T+ 415,232.50 65,000 285 8.5 8.5
T- 738,223 110,000 180 6.8 5.9
Opt Min Min Max Max Max
w 0.23857 0.08151 0.12869 0.17696 0.37427
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3.5 Calculation of Distances to Ideal and Non-ideal Tractor

With the standardized and weighted attributes, it is necessary to calculate the distances
for each evaluated tractor to the ideal and non-ideal tractors using Eqs. (14) and (15),
respectively. The results obtained are illustrated in Table 4, where last column indicates
the distance and the order of alternatives if only one of them is considered. Note that if
is only considered the distance to the ideal tractor, it must be chosen T2, but if is
considered the distance to the non-ideal, the best option is T5.

3.6 Calculation of the Decision Index

However, TOPSIS is a technique that considers the distance to the ideal and non-ideal
alternative, so that the decision index and its calculation are illustrated in Table 5,
which shows that the alternative T2 must be selected, since it is the lowest value.

Table 2. Normalization of attributes

Tk Attributes
Initial cost
($)

Annual
maintenance
cost ($)

Power
(HP)

After-sales
service

Maintainability

T1 0.5005 0.3440 0.4271 0.4415 0.4433
T2 0.3463 0.3194 0.4606 0.3844 0.4059
T3 0.2815 0.3538 0.4774 0.3532 0.3151
T4 0.4336 0.4472 0.4037 0.3896 0.3632
T5 0.3867 0.4029 0.3015 0.4311 0.4487
T6 0.4613 0.5405 0.3517 0.4415 0.4540
T+ 0.2815 0.3194 0.4774 0.4415 0.4540
T- 0.5005 0.5405 0.3015 0.3532 0.3151
Norma 1474896.255 203504.2997 597.0393 19.2520 18.7219

Table 3. Attributes Weighting

Tk Attributes
Initial cost
($)

Annual maintenance
cost ($)

Power
(HP)

After-sales
service

Maintainability

T1 0.1194 0.0280 0.0550 0.0781 0.1659
T2 0.0826 0.0260 0.0593 0.0680 0.1519
T3 0.0672 0.0288 0.0614 0.0625 0.1179
T4 0.1034 0.0364 0.0519 0.0689 0.1359
T5 0.0922 0.0328 0.0388 0.0763 0.1679
T6 0.1101 0.0441 0.0453 0.0781 0.1699
T+ 0.0672 0.0260 0.0614 0.0781 0.1699
T- 0.1194 0.0441 0.0388 0.0625 0.1179
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4 Discussion

This paper presents a case study of the evaluation and selection process of agricultural
tractors through a multicriteria approach, allowing the analysis of several attributes by a
decision group integrated by four farmers, which gives a sense of democracy to that
decision process, which was not limited evaluating only aspects associated with costs,
and integrating objective and subjective attributes. In addition, it integrates an
important aspect that refers to the maintenance cost from a quantitative perspective and
the facility to perform it from a qualitative approach [31], this activity is crucial for
rural areas which are located away from the service centers from providers. The model
was applied by the farmers themselves, who know the problem of their environmental
context needs which must be met, thus avoiding the personnel outsourcing for that
activity and saving money [32].

Table 4. Distance to ideal and non-ideal solutions

Distance to ideal tractor
Tk Initial

cost
Annual maintenance
cost

Power After
sales

Maintainability Distance Order

T1 0.002730 0.000004 0.000042 0.000000 0.000016 0.0528 5
T2 0.000239 0.000000 0.000005 0.000102 0.000324 0.0259 1
T3 0.000000 0.000008 0.000000 0.000244 0.002702 0.0543 6
T4 0.001316 0.000108 0.000090 0.000084 0.001155 0.0525 4
T5 0.000629 0.000046 0.000512 0.000003 0.000004 0.0346 2
T6 0.001839 0.000325 0.000261 0.000000 0.000000 0.0492 3
Distance to non-ideal tractor
T1 0.000000 0.000257 0.000261 0.00024 0.002302 0.0554 5
T2 0.001354 0.000325 0.000419 0.00003 0.001155 0.0573 3
T3 0.002730 0.000232 0.000512 0.000000 0.000000 0.0589 2
T4 0.000255 0.000058 0.000173 0.000041 0.000324 0.0292 6
T5 0.000738 0.000126 0.000000 0.000190 0.002498 0.0596 1
T6 0.000088 0.000000 0.000042 0.000244 0.002702 0.0555 4

Table 5. Decision index

Tk Dist. to Ideal Dist. to no Ideal Index Order

T1 0.0528 0.0554 0.4883 5
T2 0.0259 0.0573 0.3110 1
T3 0.0543 0.0589 0.4797 4
T4 0.0525 0.0292 0.6427 6
T5 0.03456 0.0596 0.3671 2
T6 0.0492 0.0555 0.4704 3
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However, it is possible that the best decision is buying none of the alternatives, as
described by Andrabi et al. [33], who states that when the use of a tractor is low, an
alternative is to rent a tractor and not to invest a large amount of financial resources.

In addition, the use of specialized software has not been required, as in evaluations
performed with other techniques, such as AHP (Analytic Hierarchy Process) [32],
which allows farmers to save money [34].

5 Future Research

At this time, the research group is integrating the model into a software that has been
distributed for free, as in India according to the case reported by Mehta et al. [35].
Likewise, sensitivity tests are being conducted to determine the ranges in which one
solution remains preferable to others. Also future research, will integrate financing
attributes because sometimes the due date for payment of tractors is a long period, as is
reported by Bojnec and Latruffe [36] for the case of Slovenian farms and Papageorgiou
[37] in Greece.
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