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Preface

When we decided to lead the design of this book for Prof. Antoni Olivé, we did not
guess that writing a Preface for our Professor first, our forever Friend later, would
be such a hard job. The reality is that summarizing in a few words our respect and
admiration for him is probably the most complicated Conceptual Modeling activity
that we have ever faced! But we can try to do it, honoring the conceptual model-
ing passion that we have inherited from him. Always with Conceptual Modeling in
mind, there are a few conceptual patterns that he has shown us with the most effi-
cient strategy: his example. He has shown us the value of understanding carefully
others’ opinions. He has shown us how important is to listen to, before deciding
what to do. He has shown us that a brilliant research is modest. He has shown us
how a real leader is the one recognized as such by all his pupils, as we -the Editors-
all are. He has shown us how the best honor we can grant him is be grateful for the
most valuable gift that he has provided to us: the conceptual model of his life as an
example to be followed.

With this book we all want to honor Prof. Antoni Olivé. It is a simple but honest
recognition to his enormous contribution to the Conceptual Modeling discipline. We
were happy to see that finding a set of highly relevant colleagues ready to contribute
to it, was the easiest task for us! Everybody was eager to participate. Everybody
recognizes Antoni’s essential role in the community. Everybody has made a big
effort to be present in the book. We appreciated this effort. Thank you everybody
for it! The set of selected chapters provides a complete and extremely attractive view
of what Conceptual Modeling is, and what perspectives are opened to make it more
and more relevant in our society.

We are sure that much more colleagues would have been happy to participate.
Sorry for those that could not be in the book: edition constraints made it not possible!
We know that in any case we all share our immense gratitude and recognition to
his person. We are lucky to have had the chance of enjoying science and life with
you. We are ready to still enjoy your figure, Friend and Professor Antoni Olivé for
many more years. As a starting point for this exciting future, we hope that this book
-written in your honor- will be seen as a source of inspiration for everybody to
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continue working for making true the never-ended dream that you have transmitted
to us: to create a strong, fruitful and creative community of conceptual modelers.

Entre Barcelona i València, Jordi Cabot
Juliol 2017 Cristina Gómez

Óscar Pastor
Maria-Ribera Sancho

Ernest Teniente
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Chapter 1
A Tribute to Antoni Olivé on the Occasion of His
Retirement

Janis Bubenko, Colette Rolland and Arne Sølvberg

Abstract We share a common professional history with Antoni for around 40 years.
From that perspective, we give a short overview of the research problems that we
encountered and how we tried to contribute in finding solutions on data processing,
human computer interaction and modeling languages and tools

As friends of Antoni and also contributors to the field of conceptual modeling, the
three of us are happy to have been invited to contribute to this book which is honor-
ing Antoni Olivé’s contributions to the field.

All three of us have been retired for several years, ranging from 15 years to just
a few. Our professional positions as university professors have been taken over by
our former doctoral students. Our previous students are doing splendid work in re-
search as well as in education and technical development, some of them in academia
and many of them in industry and public organizations. We cannot today give re-
search contributions which match those of our students. So we will not contribute
to this book with new research. We will rather look back and give a short overview
of the problems that we encountered, and where our research community tried to
contribute in finding solutions.

The three of us share a common professional history with Antoni dating back to
the mid-seventies, for around 40 years. The most striking feature during these years
has been the fantastic increase in computational capacity and in telecommunication
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capacity. There has been a steady 10-fold increase in computer capacity per dollar
every 5 years. This amounts to 100-fold increase every 10 years, and 1000-fold every
15 years. Over the 40 years that we have been professionally active the increase in
computational capacity per money unit has been an incredible 100 million.

This has led to major equipment changes every 10-15 years, starting with
the batch-processing central computers being replaced by time-shared comput-
ers around 1979, and desktop personal computers around 1980, laptop computers
around 1990-95, handheld computers 2000-05, into today’s smartphones and every-
physical-item-having-its own-computer, into a world with computers-everywhere,
in to the internet of things

Over the years this has led to important changes in the field, shaping research
themes, e.g.,

• change in emphasis from calculation and data processing to information process-
ing

• increasing interaction between humans and computers
• language as communication tool: syntax, semantics, pragmatics → conceptual

modeling
• the need for better modeling tools, e.g., information systems engineering

During the 1970’s the use of computers expanded quickly. The need for better
cooperation between computers and human beings became obvious. This led to an
increased interest in methods for building such systems, and an increased interest
in building information systems, rather than the more limited data processing sys-
tems. The International Federation of Information Processing societies (IFIP) de-
cided to form a Technical Committee on “Information Processing” (TC8). The two
first working groups were on the themes “Design and Evaluation of Information
Systems” (WG 8.1) and “The Interaction of Information Systems and the Organiza-
tion” (WG 8.2).

The working groups soon became focal points for arranging international work-
ing conferences. Likeminded young researchers found communities of people with
common interests. WG8.1 became a focal point for computer science researchers
with a common background in mathematics and engineering. The three of us to-
gether with Antoni became driving forces in the activities of WG8.1. The close co-
operation which was initiated during the IFIP years was carried over to the CAiSE
conference series which started in 1990.

In focus of our research interests was how to express the intended properties of
planned information systems. Our common backgrounds in mathematics, natural
sciences and technology made it a natural objective for us to search for ways to pre-
dict the future effects of a planned information system based on its stated properties.
The ideal was seen to be able to design an information system in similar ways as
engineers designed technological artifacts like bridges and engines. So we sought
after approaches to specify software artifacts and human operations in ways that
permitted us to calculate emerging properties of the combined system of software
operations and human operations. A great encouragement for our work along this
line of reasoning was the first paper on formal specifications of an information sys-
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tem which was published by Young and Kent more than sixty years ago. Even if
the term “conceptual model” was not used at this time, the basic intention of the
abstract specification was to a large extent the same as for developing conceptual
models today: to arrive at a precise, abstract, and computing machine independent
model of the informational and time characteristics of the data processing problem.
The abstract notation should enable the analyst to organize the problem around any
piece of hardware. In other words, the purpose of an abstract specification was to use
it as an invariant basis for designing different alternative implementations, perhaps
even using different hardware components.

Research and practice of abstract modelling of information systems has since
the late fifties progressed through many milestones and achievements. In the six-
ties, pioneering work was carried out by the CODASYL Development committee
who in 1962 presented the “Information Algebra”. At about the same time BÃűrje
Langefors published his elementary message and e-file approach to specification of
information systems.

The next decade, the seventies, was characterized by introduction of a large num-
ber of new types of, as they were called, “data models”. We saw the birth of, for
instance, Binary Data Models, Entity Relationship Models, Relational Data Mod-
els, Semantic Data Models, and Temporal Deductive Models. At this time, most of
the researchers in the modelling field had, essentially, data-base orientation. The first
time the term “conceptual schema” was used was probably by the ANSI/X3/SPARC,
Study Group on Data Base Management Systems, in 1975 when they formulated the
“three schema approach” to data-base management. The conceptual schema was
seen as the “essential schema”, depicting the content of the database in an imple-
mentation, and external representation independent way.

The term conceptual modelling gradually gained general acceptance, perhaps
largely due to use of the term conceptual schema in the ISO working group’s
TC97/SC5/WG5 preliminary report, Concepts and Terminology for the Concep-
tual Schema edited by J.J. van Griethuysen, et. al. in 1982. At about the same time
information system researchers began to use the term “conceptual modelling” for
modelling of information systems in an implementation independent way. Usually,
this kind of modelling was carried out during the requirements elicitation and spec-
ification phase of systems development.

The last two decades of conceptual modelling practice are dominated by two
main trends. The first is the spread and use of the object oriented language and
approach UML, including its language OCL (Object Constraint Language) for for-
mulating business rules and constraints. The second trend, in our opinion, is the
change of mode of modelling towards a way where users and stakeholders are very
much more actively involved - participatory modelling. This trend points to the im-
portance of modelling skills and knowledge becoming important not only to system
development professionals but also to stakeholders and users.

Antoni Olivé has in his professional working life made an impressive amount
of contributions that brings and puts together knowledge of conceptual (and data-)
modeling, produced in research during more than half a century.
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One of the first important contributions of Antoni to conceptual modeling was the
DADES methodology presented at the IFIP WG8.1 conference on ‘Comparative
Review of Information Systems Design Methodologies’ in 1982. The idea of the
conference was to select the seven methodologies the most representative of the
state-of-art based on a call, which was not only requiring the presentation of the
methodology but also imposing a test case to be solved. This event has also been the
starting point of our cooperation with Antoni as the three of us were also presenting
our own methodologies at the conference.

DADES was one of the selected methodologies and its originality was to promote
a deductive approach to design whereas most of the competitors were defending
‘operational’ ones. The main characteristic of the former is to provide a complete
specification of an information system expressing only its logic component whereas
the latter define also part of the control component. In deductive approaches like
DADES, the specification of the control component is entirely left to the subse-
quent phases of the information system development. On the contrary a deductive
approaches uses deduction rules to relate the information base to external events
thus providing an elegant and synthetic conceptual view of what the information
system is supposed to do.

Antoni was the first to introduce in information system design a logic-based ap-
proach in the line of logic programming which was emerging at that time. He con-
tributed to the understanding of the respective advantages of operational approaches
versus deductive approaches (refs) and to the transformation of a deductive concep-
tual schema to an operational one as well as. It is not possible to detail all of the
many contributions of Antoni to conceptual modeling; the focus on this one is due
to the fact that it has been the starting point of a long cooperation between us.

Most of Antoni’s contributions are manifested in his book “Conceptual Mod-
elling of Information Systems” (Springer, 2007). The book puts in context, research
on conceptual modelling presented in more than 200 references. It deals with most
essential aspects of conceptual modelling, thoroughly explained and illustrated in
detail. Structural as well as behavioural conceptual modelling concepts are ex-
plained in detail. Every chapter is concluded with a bibliographical note that gives
the research-oriented reader a possibility to further dwell into references to works
on that particular topic. Each chapter also gives students a challenge to test their
new knowledge acquired by solving a number of problems. A fairly large chapter
at the end, describing a case study, illustrates the use of modelling constructs pre-
sented earlier. Of practical interest are the frequent translations of modelling con-
cepts introduced to UML and OCL. A chapter on “Metamodelling” and a chapter
on “Meta-metamodelling” and Metadata Interchange (XMI), a standard that enables
the exchange of data about schemas as well as about schema instances, conclude the
book. Metamodeling is also an important mechanism for reasoning about concep-
tual schema languages of different types and for integrating conceptual models with
other kinds of models, such as business and enterprise models.

The book is one of the most informative and comprehensive texts on conceptual
modelling published to date. It is very appropriate for students of advanced level
university courses in information systems, requirements engineering, or in data base
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design, as well as for qualified practitioners of the field. In conclusion, we would
like to offer Antoni our most sincere appreciation for more than thirty years of co-
operation and friendship. It has been great fun to produce research work together
and to arrange research events and conferences. We look forward to continued co-
operation.



Chapter 2
30 Years of Contributions to Conceptual
Modeling

Jordi Cabot, Cristina Gómez, Maria-Ribera Sancho and Ernest Teniente

Abstract This chapter is aimed at summarizing the contribution of Antoni Olivé
to the field of conceptual modeling over the last three decades. It starts with his
initial proposals around the year 1986 and it finishes with his most recent, not to say
current, work on the field. The summary encompasses different topics, beginning
with the deductive approach to conceptual modeling and its application to deductive
databases, evolving later to object-oriented conceptual schemas and, more recently,
to conceptual-schema centric development. All in all, the trajectory covers a wide
range of topics, all of them of great importance at the time they were treated, and
has meant an important advance of the knowledge in this area during all these years.

2.1 Introduction

Trying to summarize 30 years of research of Antoni Olivé at the Universitat Politèc-
nica de Catalunya in just a few pages is not an easy task. On the one hand, because
of his huge contribution to the field, with more than eighty papers (most of them in
the most prestigious journals and conferences in the field), fourteen PhD thesis ad-
vised and multitude of talks and keynotes. On the other, because it is also a summary
of our life. At least of its academic part. We feel, directly or indirectly, disciples of
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Antoni and we owe much of our research to what we have learned from him during
all these years. Therefore, since we are so thankful to him, it is very difficult for
us to be fully objective although we will do our best to be as fair as possible while
summarizing his most important contributions.

Antoni carried out all his research as a Professor at the Universitat Politècnica
de Catalunya. During all these years, more than thirty people were members of
his research group at one time or another. Therefore, it would be unfair saying or
thinking that Antoni did all the contributions alone. In fact, he always believed in the
strength of the group, above the specific individuals, and for that reason he always
tried to be fair in relation to the contributions of each one of us. Nevertheless, and
despite the risk of not being always understood, we will only use his name while
describing the different proposals since he has been an important contributor to all
of them and because this chapter is a tribute to his career. For this same reason, we
have not considered those contributions to conceptual modeling from people in the
group not having Antoni as a coauthor.

This chapter is divided into four different sections, each one of them addressing a
different period and a different center of interest for research. The first period (1986-
1989) was devoted to analyze the deductive approach to conceptual modeling. Then,
Antoni moved towards techniques for deductive databases and deductive conceptual
models (1989-1999) to make later an important turn and move on to object-oriented
conceptual schemas (1999-2007). Finally, the last periode (2007-present) has been
dedicated to deepen into conceptual schema-centric development and contributing
to a number of related research problems.

2.2 The Deductive Approach to Conceptual Modeling

The beginning of the research of Antoni Olivé in conceptual modeling of informa-
tion systems goes back to the remote year 1986, i.e. almost 30 years ago. At that
time he published a seminal paper comparing the operational and the deductive ap-
proaches to conceptual information systems modeling [12].

Intuitively, the main feature of the deductive approach is that the basic part of
the Information Base (IB) (i.e. the information explicitly stored) contains only the
events that happen in the domain — aka Universe of Discourse (UoD), as named
in the paper. All other informations of the IB are deduced by means of derivation
rules which allow to define the knowledge about the concepts in the domain from
the stored events. Time plays also a major role in this approach because for every
information about the UoD is associated with a time point which states the time
when the information holds.

As an example, assume that an information system provides with the ability of
starting projects by means of an event like: startProj(proj,end,dept,t); where end is
the expected date to finish the project, dept is the department running it and t is
the time at which the project starts. Then, from this event we could define active
projects as follows in the deductive approach:
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1 a c t i v e P r o j ( p , t ) ← s t a r t P r o j ( p , e , d , t 1 ) , t1 <= t , ¬ c a n c e l l e d ( p , t )

i.e. project p will be active at time t if it was started at a previous time and it has
not yet been cancelled.

As a conclusion of this analysis, Antoni claimed that “deductive languages show
a number of advantages, which might justify to pursue their development at a level
comparable to that of operational languages. Model verification and efficient imple-
mentation methods would be the main issues for research (...)”. It is worth mention-
ing that, as we will see in Section 2.3, Antoni was premonitory since a significant
amount of research was devoted later to these topics by his first PhD students. Not
to mention also that this paper will never be forgotten by his closest collaborators at
that time because of the efforts they had to devote to understand and assimilate this
deductive approach.

These ideas guided the initial steps of Antoni’s research and lasted for almost
five years. He did not had properly a research group at that time (at least as they
are currently understood) but work in this area gave rise in 1987 to the PhD thesis
of Jaume Sistac†, whose main ideas were related to the automatic generation of
information system prototypes from a deductive conceptual model [29].

Also in 1987, Antoni published a first proposal about the design and implemen-
tation of information systems from deductive conceptual models (DCMs) [13], one
of the open areas of research he identified from the beginning. In this paper, he
presented a formal method to derive from a DCM a new model, called the internal
events model, which is much easier to implement. This model was a useful basis
from which several design alternatives could be systematically developed and eval-
uated. Possible uses of the internal events model in data base and transaction design
were also outlined.

The last claim of the paper was, again, premonitory: "we also expect that the
internal events model (...) can be useful in the field of deductive databases although
this has not been elaborated in the paper". Thirty years later, the main notions pro-
vided by the internal event rules are still being used and applied to different settings
such as handling updates in UML/OCL schema or in Description Logics.

2.3 Techniques for Deductive Conceptual Models

After this initial period, Antoni expanded his research and proposed techniques
based on the deductive approach and applied them to three different areas: deduc-
tive databases, deductive conceptual models of information systems and, finally, to
object-oriented deductive conceptual models.

His research group grew significantly during this period, which lasted approxi-
mately from 1989 to 1999, and which gave also as a result the doctoral thesis of six
of his PhD students at that time: Ernest Teniente (1992), Toni Urpí (1993), Maria-
Ribera Sancho (1994), Dolors Costal (1995), Joan Antoni Pastor (1997) and Carme
Quer (1999).
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2.3.1 Deductive Databases

The name deductive, in the deductive approach to conceptual modeling, came from
its similarity to deductive databases, where deductive rules play also a major role.
Moreover, as we have just seen, the idea of applying the internal events model to
deductive databases was already stated when this model was proposed. Therefore,
it is not surprising that he also significantly contributed to this field. In particular,
addressing the problems of change computation (and its applications to integrity
checking, materialized view maintenance and condition monitoring) and (consis-
tency preserving) view updating.

2.3.1.1 Change Computation

A deductive database consists of three finite sets: a set of facts that are explicitly
stored in the database; a set of deductive rules, that allow to define new knowledge
in the form of derived predicates from base and other derived predicates; and a set
of integrity constraints, specified in terms of base or derived predicates and defining
conditions that every state of the database should satisfy.

Change computation refers to the general problem of computing the changes
induced by an update on the base factes on one or more derived predicates. Efficient
change computation is essential in several capabilities of a deductive database, such
as integrity constraints checking, view maintenance or condition monitoring. These
problems are still relevant and need to be solved in all contexts that use any kind of
rules to define intensional information in terms of that explicitly stored.

One of the most cited papers from Antoni was published in this topic in 1992
[36]. This paper proposes a general method for change computation that can be ap-
plied in all database capabilities mentioned above. It is based on the use of transition
and internal events rules, which explicitly define the insertions, deletions and mod-
ifications induced by a database update on the contents of derived predicates. The
method computes the changes once the database has been updated, providing more
efficient ways of change computation than those of previous research. These ideas
were later extended and applied also to active databases in [35].

2.3.1.2 Consistency-Preserving View Updating

Transition and insertion event rules where also applied to deal with the problem
of consistency-preserving view updating [30, 31]. View updating is related to the
problem of translating a request for updating the contents of a derived predicate in
terms of updates of the underlying base facts.

However, some of the obtained translations may not satisfy all the integrity con-
straints. For this reason, view updating is usually followed by an integrity enforce-
ment process in order to ensure consistency of the data and this is why we call the
whole approach consistency-preserving. In particular, [30, 31] follow an integrity
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maintenance approach aimed at finding repairs, i.e. additional updates of the base
facts, for each constraint violation so that the final set of solutions is ensured to
satisfy all constraints. In general, there may be several solutions and the user must
select one of them. In some cases, no such repair exists, and the view update must
be rejected.

As a result, this work resulted in a method that uniformly handles both insert and
delete requests and that allows for complex updates, such as mixed multiple updates
or modification requests. It also naturally encompasses several additional features
like preventing side effects on other views, repairing inconsistent knowledge bases
or maintaining transition integrity constraints. All in all, the method extended the
functionalities of those previously proposed and its contribution has been exten-
sively recognized by many citations. It is worth mentioning also that the method
was proved to be sound and complete, but termination was not guaranteed and effi-
ciency and complexity issues were not considered in the proposal.

2.3.2 Deductive Conceptual Models

Antoni’s techniques proposed in this area where mainly concerced with the valida-
tion of conceptual schemas and with the (semi)automatic generation of transactions
from the specified schema. The main contributions of these techniques are summa-
rized in the following.

2.3.2.1 Reasoning about Deductive Conceptual Models

Reasoning on a schema has always been concerned with determining whether the
schema is correct or not (i.e. verification) and whether it satisfies the user needs and
requirements (i.e. validation). This is one of the most important and crucial problems
in information systems engineering since determining errors at the early stages of
information systems development is directly related to improving the quality and
the adequacy of the final system.

Antoni’s main proposals for validating DCMs by means of reasoning were pub-
lished in [8]. The proposed method uses SLDNF resolution as proof procedure and
plan generation techniques developed in the Artificial Intelligence field to perform
reasoning on the schema. Its main capabilities are the following:

• Given an initial and a target state of the IB, together with a sequence of external
events, check whether the sequence is able to perform the transition between both
states.

• Given an initial and a target state, obtain one or more sequences of external events
(plans) able to perform the transition between both states.

This method was not only able to reason about DCMs but it had also the full
power of the methods developed so far for the traditional operational approach to
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conceptual modelling. Moreover, the reasoning capabilities it provided were help-
ful and helped to improve the validation task of conceptual models of information
systems.

2.3.2.2 Validating Conceptual Specifications

Work on validation was also carried out from a wider perspective to propose a
method for explaining the behaviour of conceptual models of information systems
[22]. This method assumed a conceptual model in terms of information base struc-
ture (with base and, optionally, derived information), integrity constraints and trans-
actions. Therefore, the method could be adapted to most existing methodologies.

This method contributed to model validation by providing explanations about the
results of model execution. Specifically, it can explain, in several complementary
ways, why some facts hold (or do not hold) in the IB; why some facts have been
inserted to (or deleted from) the IB when applying a transaction; how some intended
effect on the IB can be achieved; and what would have happened if some other inputs
were given (hypothetical explanations).

Answers to some of the above questions were given by some existing explanation
systems, but properly extended by providing answers to questions about derived
facts, to questions about how a fact can be made true or false, and to hypothetical
questions. The method grows mainly on results in the field of deductive databases
and this was useful to show how the procedures developed in that field for explaining
the results of queries, or their failure, and for consistency-preserving updates may
be useful for behaviour explanation of conceptual models. In this sense, this work
linked the fields of DCMs and deductive databases.

2.3.2.3 Supporting Transaction Design

Grounded on his previous work on deductive databases, Antoni contributed also to
deriving transaction specifications from deductive conceptual models of informa-
tion systems [28]. This work used a logic-based language for the specification of
conceptual models and applied logic-based techniques for the automatic generation
of a system design from them. The idea was to build a a transaction for each external
event that should be handled by the system. Preconditions of this transaction were
then determined from the integrity constraints in the schema while the postcondi-
tions were drawn from an analysis of its deductive rules.

This work was extended in [24], with the goal of automatically deriving a transac-
tion specification integrating in a uniform manner the updating of base and derived
information and the checking and maintenance of integrity constraints within the
IB of a DCM. In this way, the obtained transaction specifications may guarantee at
definition time that the consistency of the IB is preserved. Therefore, no enforce-
ment has to be performed at run time to ensure it. When there are several possible
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solutions, the method derives all of them and the designer has to intervene to select
the most appropriate one to apply.

It is worth noting that it was not alway possible to derive the transaction specifica-
tion satisfying a given update because of the well-known undecidability of integrity
maintenance and view updating.

2.3.3 Object-Oriented Deductive Conceptual Models

Antoni’s first attempt to evolve towards object-orientation was proposed in [26],
where he provided a combination of the deductive and object-oriented approaches,
by which the IB predicates were grouped using the concept of object. Therefore,
one of the main goals of this work was to present the main components of an object-
oriented deductive approach to conceptual modeling of information systems. This
approach did not model object interaction explicitly. However, a method for deriving
these interactions was outlined in the paper.

Based on these results, the paper discussed whether explicit object interaction
is a desirable feature of conceptual models and it ended up by showing that most
difficulties in the modeling of the dynamic aspect with object-oriented methods ex-
isting at that time arose because they tried to model explicitly the interaction among
objects, which was shown in the paper not to be necessary from a conceptual point
of view.

2.4 Object-Oriented Conceptual Schemas: definition and
evolution

During the period between 1999 and 2007 Antoni Olivé focused his research on
the essential aspects and principles of conceptual modeling, on the formal basis of
conceptual schemas and on the evolution of conceptual schemas. The result of this
period of intense research was the publication of his book “Conceptual Modeling of
Information Systems” [19] in 2007.

His research group continued growing during this period, which gave as a re-
sult the doctoral thesis of two of his PhD students: Juan Ramón López (2001) and
Cristina Gómez (2003).

2.4.1 Definition

At the end of the nineties Antoni Olivé began to deepen in the study of object-
oriented conceptual modeling. Conceptual modeling is defined in [19] as the ac-
tivity to elicit and describe the general knowledge a particular information system
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needs to know. The main objective of conceptual modeling is to obtain the descrip-
tion of the conceptual schema, formed by the structural schema and the behavioral
schema. Antoni’s passion and rigor in the study and analysis of conceptual mod-
eling constructs used in conceptual schemas resulted in a considerable number of
publications in top international conferences and journals.

2.4.1.1 Entity types.

Entity and relationship types, the most important constructs in structural conceptual
schemas, attracted Antoni’s attention in several works. An entity type is a concept
whose instances at a given time are identifiable individual objects that are considered
to exist in the domain at that time [19]. In [5], Antoni reviewed the definition of
entity types derived by symbol-generating rules. These types appear frequently in
conceptual schemas but most conceptual modeling languages, like the UML and
ORM, did not allow their formal definition. He proposed a method for the definition
of entity types derived by symbol-generating rules based on the fact that these types
can always be expressed as the result of the reification of a derived relationship type.

2.4.1.2 Relationship types.

A relationship type is a concept whose instances at a given time are identifiable
individual relationships between objects that are considered to exist in the domain
at that time [19]. There exist some relationship types, called generic relationship
types, that appear in many structural conceptual schemas and even several times in
the same schema that have a particular meaning. Typical examples are IsPartOf or
IsMemberOf. Antoni studied generic relationship types in [15] and proposed two
alternatives methods for their representation. Moreover, he described the contexts in
which one or the other representation is more appropriate, showed their advantatges
and the described the adaptation of the methods to the UML.

2.4.1.3 Temporal Aspects of Entity and Relationship Types.

Temporal aspects of structural conceptual schemas were investigated by Antoni in
[6] and [14]. In [6] he proposed a standard extension of the UML that allows the
designer to define a set of temporal features of entity and relationship types appear-
ing in a conceptual schema. Moreover, he also defined several temporal operations
to refer to any past state of the information base that may be used to deal with UM-
L/OCL as if it were a temporal conceptual modeling language. He also presented
a method for the transformation of a conceptual schema in this extended language
into a conventional one. The temporal view of relationship reification was presented
in [14]. Refying a relationship consists in viewing it as an entity [19]. Antoni gener-
alized previous work on reification, and proposed three temporal reification kinds.
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He defined the characteristics of the entity types, and of their intrinsic relationship
types, produced by each reification kind. The result of his work may be applicable
to any temporal conceptual model.

2.4.1.4 Derived Types.

An entity type or relationship type is derived when its instances need not to be ex-
plicitly represented in the information base, because the information system may
derive (i.e. infer or calculate) them at any time. For each derived type, there is a
derivation rule, which is an expression that defines the necessary and sufficient con-
ditions for an entity or relationship to be an instance of a given type [19]. In [16], An-
toni proposed three methods for the definition of derivation rules in object-oriented
conceptual modeling languages. The first method proposed applies to static rules,
and associates each derived element with a defining operation. The specification of
this operation is then the definition of the corresponding derivation rule. The second
method applies to constant relationship types whose instances can be derived when
the instances of one of its participant entity types are created and the third one deals
with hybrid types, and defines their partial derivation rules. The three methods are
adapted to the UML.

2.4.1.5 Integrity Constraints.

Integrity constraints are conditions that might not be satisfied in some states of the
information base or by some events, but it is understood that the information system
will include mechanisms to guarantee its satisfaction at any time [19]. A method that
eases the definition of integrity constraints in object-oriented conceptual modeling
languages was introduced by Olivé in [18]. The method propose to represent con-
straints by special operations called constraint operations. The formal specification
of these operations is the definition of the corresponding constraints. The method
allows the specialization of constraints and the definition of exceptions. The main
application of the method is for static constraints. However, a variant of it can also
be applied for creation-time and deletion-time constraints, two particular classes of
temporal constraints. The method can be adapted to any object-oriented language.

2.4.1.6 Taxonomies.

In some cases instances of an entity type must also necessarily be instances of an-
other entity type. This type of relationship between entity types is called IsA rela-
tionships. Entity types and their IsA relationships form a network structure called a
taxonomy [19]. Antoni’s extensive study of taxonomies produced two relevant pub-
lications in this area. The first one [9] deal with relationship type refinements, tha is,
the specification of additional constraints when some of the participant entities are
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also instances of other entity types. In this paper, he characterized relationship type
refinements in conceptual models with multiple classification, provided a graphi-
cal and textual notation for their specification, and gave their formal definition in
logical terms. Moreover, he presented a set of necessary conditions to guarantee
that a given set of refinements is valid. The second publication [23] analyzes the
relationships between derived types and taxonomic constraints to see which taxo-
nomic constraints are entailed by derivation rules and to analyze how taxonomic
constraints can be satisfied in presence of derived types.

2.4.1.7 Events.

Antoni also focused his attention on the behavioral conceptual modeling. A method
for modeling events as entities was proposed in [21]. The method makes extensive
use of language constructs such as constraints, derived types, derivation rules, type
specializations and operations, which are present in all complete object-oriented
conceptual modeling languages. The method can be adapted to most object-oriented
languages, including the UML.

2.4.2 Evolution

Another Antoni’s main line of research during this period was the evolution of con-
ceptual schemas. As he argued in [11], changes in the requirements of information
systems should be defined and managed at the conceptual schema level, with an
automatic propagation down to the logical database schema(s) and application pro-
grams. He proposed a framework for the evolution of temporal conceptual schemas
of information systems. The framework uses a reflective architecture with two lev-
els: a meta schema and schema, and two loosely coupled information processors,
one for each level and it can be used to specify schema changes. The evolution of
the partitions modeling construct in conceptual models with multiple specialization
and classification, and considering base and derived entity types was analyzed in
[10]. He provided a list of possible schema changes and, for each of them, he gave
its formal specification.

In the same field, Antoni characterized in [20] the set of valid type configurations,
taking into account the constraints defined by specializations and generalizations
and considering multiple specialization, generalization and classification, as well
as dynamic classification.He also analyzed the problem of determining the valid
evolution of the type configuration of entities in the context of IsA hierarchies.



2 30 Years of Contributions to Conceptual Modeling 17

2.5 Conceptual Schema-Centric Development

In his most recent works, Antoni Olivé has expanded his research interests to study
the role of conceptual modeling in the broader field of systems and software en-
gineering and the additional challenges conceptual modelers would face in such
context, specially regarding the quality and scalability aspects that models should
comply to answer real-life industrial problems.

This vision was first outlined in his CAiSE keynote “Conceptual Schema-Centric
Development: A Grand Challenge for Information Systems Research” [17]. He
named the challenge “conceptual schema-centric development” (CSCD) in order
to emphasize that the conceptual schema should be the center of the development of
information systems.

Indeed, the goal of automating information systems building was already stated
in the sixties but forty years later it is clear that the goal has not been achieved in a
satisfactory degree. Antoni revisits this goal by emphasizing the key role conceptual
schemas can play in it, now that standard modeling languages and platforms are
available. He shows that to develop an information system it is necessary to define
its conceptual schema and that, therefore, the CSCD approach does not place an
extra burden on developers. In CSCD, conceptual schemas are explicit, executable
in the production environment and the basis for the system evolution.

Obviously, this is an ambitious goal that involves solving as well a number of
related research problems. Some of them were the focus on his work in the sub-
sequent years as we will see below. This work was done in collaboration with a
final generation of PhD students that completed their thesis during this period: Jordi
Conesa (2008), Ruth Raventós (2009), Albert Tort (2012), Antonio Villegas (2013)
and David Aguilera (2014).

2.5.1 Very large conceptual schemas

One of the major challenges is to be able to specify, understand and transform large
conceptual schemas, required to model with enough level detail complex systems.

2.5.1.1 Specification of large schemas

In the past, most conceptual schemas of information systems have been developed
essentially from scratch. However, Antoni explored an alternative approach that tries
to reuse as much as possible the knowledge included in existing ontologies. Using
this approach, conceptual schemas would be developed as refinements of (more
general) ontologies. However, when the refined ontology is large, a new problem
that arises using this approach is the need of pruning the concepts in that ontology
that are superfluous in the final conceptual schema. He developed new automatic
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method for pruning ontologies [7] that can be adapted to most conceptual modeling
languages and ontologies, though his approach takes as example the Cyc ontology.

Recently, he has also shown that the same approach can also be adapted to a
more technological problem, which is the modeling of the microdata tagging a web-
site content [33]. Similar in philosophy to the ontology pruning problem, here the
goal is to prune schema.org vocabularies to derive the tags relevant for an individual
website. Indeed, for large websites, implementing microdata can take a lot of time.
In general, it is necessary to perform two main activities: (i) designing what he calls
the website schema.org, which is the fragment of schema.org that is relevant to the
website and (ii) adding the corresponding microdata tags to the web pages. An-
toni’s approach consists in using a human-computer task-oriented dialogue, whose
purpose is to arrive at that design.

2.5.1.2 Understanding large schemas

Once you have built a very large schema, the next problem is how to effectively
visualize and understand it. This problem appears in many information systems de-
velopment activities in which modelers need to cooperate. While they need to have
access to the global schema, most times their main focus and role in the collabora-
tion is to take care of a small piece of the knowledge contained in that schema.

Therefore, Antoni proposed a method for filtering a fragment of the knowledge
contained in a large conceptual schema [37]. In his method, once a user focuses on
one or more entity types of interest for her task at hand, the method automatically
filters the schema in order to obtain a set of entity and relationship types (and other
knowledge) relevant to that task, taking into account the interest of each entity type
with respect to the focus, computed from the measures of importance and closeness
of entity types.

Later this method was extended to cover also the constraint expressions (also
called schema rules) in the schema. Understanding such expressions is complex
since the types they refer to may be located in very different places in the schema,
possibly distant from each other and embedded in an intricate web of irrelevant el-
ements. In [38], he described a method that, given a set of constraint expressions
and a large conceptual schema, automatically filters the conceptual schema, obtain-
ing a smaller one that contains the elements of interest for the understanding of the
expressions.

Another factor that plays a role in this readability problem is the naming con-
ventions for schema elements. The problem is significant because in general there
are many elements that require a name, and the names given have a strong influence
on the understandability of that schema. Following the same naming conventions
across a large schema clearly helps modelers to identify the type and role of ele-
ments they are looking at. In [2], Antoni proposed a guideline for every kind of
element to which a conceptual modeler may give a name in UML. The guideline
comprises the grammar form of the name and a pattern sentence. A name complies
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with the guideline if it has that form and the sentence generated from the pattern
sentence is grammatically well-formed and semantically meaningful.

2.5.1.3 Transforming large schemas

Many model manipulation operations involve a schema translation that reexpresses
the input model in a new language / metamodel. Nowadays, more metamodels are
defiend as instances of the OMG’s MOF standard but the specification of the map-
pings and translations remains a difficult and error-prone task.

Antoni proposes a new approach to the schema translation problem. to make an
extensive use of object-oriented concepts in the definition of translation mappings,
particularly the use of operations (and their refinements) and invariants, both of
which are formalized in OCL [27]. Then, these translation mappings can be used
to check that two schemas are translations of each other, and to translate one into
the other, in both directions. The translation mappings are declaratively defined by
means of pre- and postconditions and invariants, and they can be implemented in
any suitable language. From an implementation point of view, by taking a MOF-
based approach, you have immediately a wide set of tools available, including tools
that execute OCL.

2.5.2 Quality in modeling

In the CSCD approach, the final software implementation is (at least partially) de-
rived from the initial conceptual schema. Therefore, the quality of the schema has
a direct impact on the quality of the final system. As a result, another major focus
of Antoni’s work on the CSCD challenge has been devoted to ensure the quality of
schemas.

A first step was to come up with a precise definition of quality properties for
conceptual schemas. As he reported, in the literature, there are many proposals of
quality properties of conceptual schemas, but only a few of them (mainly those
related to syntax) have been integrated into the development environments used by
professionals and students. A possible explanation of this unfortunate fact may be
that the proposals have been defined in disparate ways, which makes it difficult to
integrate them into those environments.

As a reaction to this situation, Antoni proposed a list of quality issues, which es-
sentially are conditions that should not happen in a schema, and a unified method for
their definition and treatment [1]. In this same work, he also showed that his method
could be used to successfully describe most of the quality properties already de-
scribed in the literature in an homogeneous way, which should facilitate building a
catalogue of quality properties to be enforced in integrated development environ-
ments (IDEs). This is specially relevant since the support provided by current IDEs
wrt the enforcement of quality criteria is still very limited [3] and, clearly, one of
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the most effective ways of increasing the quality of conceptual schemas in practice
is by using an IDE that assists the designers in this matter.

An alternative to enforce quality properties on a conceptual schema is to test
if the schema satisfies them. Testing is sometimes regarded as “poor man’s veri-
fication” but still a very reasonable trade-off when the size or complexity of the
schema hampers its verification in a reasonable amount of time. Antoni proposed
a list of five kinds of tests that can be applied to conceptual schemas [32]. Two of
them require schemas comprising both the structural and the behavioral parts, but
he showed that it was possible and useful to test incomplete schema fragments, even
if they consist of only a few entity and relationship types, integrity constraints and
derivation rules. Tests are specified in CSTL, a language for writing automated tests
of executable schemas written in UML/OCL. CSTL includes language primitives
for each of the above kinds of tests. CSTL follows the style of the modern xUnit
testing frameworks.

When testing, a more ambitious approach is to go from testing an existing model
to using the tests to build the model itself, which is known as Test-Driven Devel-
opment (TDD). TDD is an extreme programming development method in which a
software system is developed in short iterations. Antoni proposed the Test-Driven
Conceptual Modeling (TDCM) method [34], which is an application of TDD for
conceptual modeling, and showed how to develop a conceptual schema using it.
In TDCM, a system’s conceptual schema is incrementally obtained by performing
three kinds of tasks: (1) Write a test the system should pass; (2) Change the schema
to pass the test; and (3) Refactor the schema to improve its qualities.

2.6 Conclusions

We have summarized in this chapter thirty years of contributions of Antoni Olivé to
conceptual modeling. They began with fostering the deductive approach to concep-
tual modeling of information systems and by proposing techniques aimed at dealing
with some of the most relevant problems in this field. The internal events rules were
probably the most significant contribution at that time, and they were also success-
fully applied for handling several problems in deductive databases. This first period
of research lasted for almost fifteen years, from 1986 to 1999.

Then, he progressively moved to object-oriented conceptuals schemas, field were
he was contributing for about ten years, devoting a lot of efforts to set up the ba-
sis of the main components of conceptual schemas and analyzing how to facilitate
its evolution over time. The leading landmark of this period was his seminal book
“Conceptual Modeling of Information Systems”, published by Springer in 2007,
which is still a frame of reference at many Universities in the world.

After that, Antoni’s research interests moved to analyze the role conceptual mod-
eling should play in software engineering and the challenges that conceptual model-
ers should face in this context. His outmost contribution from this period is probably
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his proposal for conceptual schema-centric development, emphasizing that the con-
ceptual schema should be the driving force in information systems development.

As a conclusion, we would like to say that it is impossible to review all this huge
amount of work just in a few pages, although we expect that we have been able to
provide a fair summary of its significance to the conceptual modeling discipline. All
of us are indebted to this long journey and we will modestly do our best to further
pursue in the direction that Antoni has shown us during all these years.
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Chapter 3
Modeling Life: A Conceptual Schema-centric
Approach to Understand the Genome

Óscar Pastor López, Ana León Palacio, José Fabián Reyes Román and Juan Carlos
Casamayor

Abstract Programs are historically the basic notion in Software Engineering, which
represents the final artifact to be executed in a machine. These programs have been
created by humans, using a silicon-based code, whose final components use a binary
code represented by 0s and 1s. If we look at life as a program with a DNA-based
genetic code with a final representation that uses four essential units (A, C, G and
T), one challenging question emerges. Can we establish a correspondence between
life – from a genomic perspective – and programs – from a Software Engineering
perspective? This paper assumes a positive answer to this question and shows how
genomic can benefit from Information Systems Engineering by applying conceptual
modeling to determine those relevant data that life represents in order to manage
them accordingly, with special emphasis in the health domain. The main contribu-
tions focus on i) a concrete materialization of a Conceptual Schema of the Human
Genome, ii) the need of having a method to provide a methodological guidance con-
cerning genome data management, and iii) the importance of assessing data quality
for all generated data that are going to be used in critical domains such as health and
Precision Medicine.
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3.1 Introduction

The goal of this paper is to show how Conceptual Modeling provides a sound back-
ground to face the challenging problem of understanding the genome. The ideas
and results presented here are inspired in the keynote presented by Prof. Antoni
Olivé in CAiSE 2005 in Porto, Portugal [1]. He introduced a Conceptual Schema-
centric Software Development approach, intended to make true a precise model-
driven development solution: in modern Information Systems Engineering (ISE),
what it should be true is that “the conceptual model is the code”, instead of the con-
ventional perspective based on the fact that “the code is the model”. Prof. Olivé was
also explaining in his work how the term “conceptual model” was too frequently
misused, substituting the correct term of “conceptual schema”, the one to be used
when referring to concrete instantiations of a conceptual modeling exercise.

This inspiring keynote was reflecting very well our work in the last decade around
building conceptual schema compilers and providing a software process where con-
ceptual modeling and model transformations (from requirements to code) conform
the strategy to be followed.

But when looking for new challenges where our experience in conceptual model-
ing could be effectively applied, one particular domain came to our mind: modeling
life. How to face the challenge of modeling life by understanding the genome be-
came the problem to be solved. We show in this paper how conceptual modeling can
provide the required techniques to manage adequately the huge amount of data that
the genome-related working context continuously generate.

The reality is that understanding life as we know it on our planet can probably be
considered the biggest challenge of our century. However, how to face the problem
of understanding life from an ISE perspective is a complex question. Can ISE help
us to achieve the goal of understanding life? Answering this question becomes a
relevant issue that particularly affects how modern Precision Medicine can reach
our society, changing and improving medicine, as we historically know it.

As said before, in our previous work we have been using CM to explain how we,
humans, generate programs, that in their final form are constituted by silicon-based
binary code. These programs are the written representation of CM that abstractly
represent a relevant part of the real work we are interested in. We based our use of a
conceptual modeling-based approach in the definition of conceptual modeling pro-
posed by Prof. Olivé in his outstanding book on conceptual modeling [8]. In a few
words, we assume from his work that conceptual modeling refers to the activity that
elicits and describes the general knowledge that a particular IS needs to know. In
this paper this particular information systems is the “genome”. Its main objective is
to obtain that description, represented in which it is called a CS. Accordingly, a con-
ceptual schema of the genome constitutes a significant result that will be presented
later.

We also assume that conceptual schemas are written in languages called con-
ceptual modeling languages. Additionally, in our perspective of a sound software
process that covers all the conceptual modeling steps that go from requirements
modeling (at the earliest software production process steps) to application code gen-
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eration (as the final result of such a precisely-defined software process), conceptual
modeling is an important part of that requirements engineering task, the first and
most important phase in the development of an IS.

What is then the connection between conceptual modeling and life? Why did we
move to the fascinating working domain of modeling life by facing the challenging
problem of understanding the genome?

We applied an attractive and similar metaphor to achieve our desired clear un-
derstanding of life. In this case the programs are living beings whose genetic code
includes the instructions that explain life as we perceive it. Instead of having the ISE
materialization in the form of a binary executable code, in this case we have what we
could call a quaternary executable code, based on four letters (A, C, G, T) that rep-
resent the four nucleotides that form the basic components of this “carbon-based”
executable code (see the lower part of Fig. 3.1).

Fig. 3.1 From conceptual models to code: a SE-perspective and a life understanding perspective.

If we want to develop this idea, one immediate question that arises is: What is
then the “programming language of life” that would allow us to understand and
manage life as we understand and manage ISE-based programs? We are perfectly
aware of the magnitude of the challenge that arises from this question. But at the
same time, we are aware that the race to face this challenge has not only started but
is proceeding at full speed.

In this context, what is the role of conceptual modeling? Why a conceptual
schema-centric approach intended to understand the genome? Let us answer these
questions by introducing a bottom-up perspective, instead of the conventional top-
down approach that is normally used in ISE.

By top-down we mean that if the “conceptual schema is the code”, what we
could call conventional ISE must create code from models. We start with the con-
ceptual schema, we convert it into the final application code.

Considering life, we face a different situation. We have now living beings that
can be seen as individual “programs”. We perceive them as running programs. But
in this case, we don’t know the models that these programs exactly represent. The
problem is similar to trying to understand the meaning of a program just looking at
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its binary code, just analyzing how it executes. This is what we call a “bottom-up”
perspective. Analyzing individuals, collecting data about their genomes, we should
be able to infer relevant information, we should be able to identify relevant con-
ceptual patterns. To do it, it is essential to understand the nature of the data to be
managed, and to understand its structure, including basic entities and relationships
among them.

Considering the complexity of the problem, and although DNA is the basis of all
life as we know it on the Earth, we focus here on the human genome, where rapid
progress is being made specially in the context of PM (also previously known as
Personalized Medicine). It is in this context that we want to focus our work, and
where we want to report the experience accumulated in the last years in three main
areas:

1. How essential it is to have a Conceptual Schema of the Human Genome (CSHG)
for structuring the huge amount of data and knowledge that day after day are
generated in the genomic domain. A CSHG will then be introduced.

2. The need of having a method to provide methodological guidance concerning
genome data management, including the crucial phases of i) valid data sources
“search and selection”; ii) identification of the valid data in those selected data
sources; iii) database load process; and iv) subsequent data management platform
oriented to an efficient data interpretation and exploitation. A method so-called
SILE (for the name of the four relevant phases of “Search, Identification, Load,
Exploitation / Interpretation”) is going to be presented.

3. The importance of assessing Data Quality (DQ) when a big data problem is faced,
as occurs when all the generated data are to be used in practical settings as critical
as PM.

The conceptual thread of our book chapter is going to follow these aspects. What
we want to indicate with the selected title of this paper is how important a con-
ceptual schema-centric approach is to draw a parallel between ISE and genomics.
By considering live beings a particular kind of programs whose (genomic) code is
started to be known, a challenging needs emerge precisely: to design the conceptual
schemas that must lead to the relevant genome knowledge discovery. In our work
we are not simply applying one essential ISE technique (conceptual modeling) to a
complex domain (human genomics). We go much further: what we want to show is
how conceptual modeling and genomics can share a same picture (as Fig.3.1 repre-
sents), and particularly, how genomics can benefit from ISE by applying conceptual
modeling to determine those relevant data that life represents in order to manage
them accordingly, with especial emphasis in the health domain.

The structure of this chapter follows the presented ideas. A concrete material-
ization of a CSHG is introduced in section 3.2, explaining our experience in its
evolutionary and continuous design. It conforms a solid information system core
intended to correctly manage genome data. This is followed in section 3.3 by the
presentation of a methodological background the SILE methodology designed to
characterize a sound conceptual schema-centric genome data management process.
This section ends discussing a final essential issue: what is to be done to assess the
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quality of the data used in the PM clinical context, guided by the CSHG and based
on the use of the SILE method. Finally, our conclusions and intentions for future
work close the chapter.

3.2 Conceptual Schema of the Human Genome (CSHG)

It is widely accepted that applying conceptual models [8] facilitates the understand-
ing of complex domains (such as genomics). In our case we used this approach to
define a model representing the characteristics and behavior of the human genome
[12, 16].

Through the application of CM, a wide range of benefits are obtained, which
have a positive impact on the creation of Information Systems -based on clear and
precise structures-. For example, conceptual modeling allows to represent more pre-
cisely the relevant concepts of the studied domain. A fundamental task before be-
ginning the process of creating a conceptual schema is the analysis of the problem
domain (in our case, genomics). Working together with teams specialized in Soft-
ware Engineering (SE) and genomics (i.e., biologists, geneticists, etc.) allowed us
to start designing the representation of the domain, giving as a result a “Conceptual
Schema of the Human Genome (CSHG)”.

The main objective of this CSHG is to improve the treatment and integration of
genomic data in order to enhance and guarantee PM. The CSHG has been adapted
according to the new discoveries made in the domain. This evolution is necessary
because the genomic domain produces large amounts of information in constant
change and growth. For this reason, conceptual modeling has a great advantage in
representing this domain because it facilitates the integration of new knowledge in
the model and provides a positive support to the knowledge on which PM is based.

Understanding the human genome is a great challenge because it requires the
development of (complex) data abstraction tasks. Only in this way we can get the
relevant data to be included in the conceptual representation. The first version of the
CSHG (v1) was the result of a series of meetings with experts in the domain, this
version focuses on the analysis of individual genes, their mutations, and their phe-
notypic aspects (see details in [12, 10]). Next, the classification of that first version
is presented in three main views:

• Genome view: responsible for modeling individual human genomes (Fig. 3.2).
• Gene-Mutation view: used to model knowledge about genes, their structure and

their allelic variants.
• Transcription view: intented to model the basic components of the transcription

process and the synthesis of proteins (which is what we know as “gene expres-
sion”).

After finishing version 1, we started the task of evaluating the capacity of the
model to deal with the actual data manipulated in the bioinformatics domain. At the
moment of putting into practice this initial version of the CSHG, it was necessary
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Fig. 3.2 Genome View (v1).

to generate a new version (CSHG v2), which changes its central axis and goes from
representing a “gene-centered” vision to a vision centered on the concept of “chro-
mosome”. This change of vision in the model represents the main difference with
respect to previous versions of the model.

In this change of perspective, we identified a series of questions to address:

1. We were not sure about the suitability of mixing a Genome view related to
the storage of individual genomes – the so-called Genome view in v1 – with
a more theoretical, structural Genomic view related to the Genome configuration
and characterization as a whole (the so-called Gene-Mutation and Transcription
view).

2. Concerning the core concept of gene, it is not always feasible to describe DNA
structure in terms of genes as basic constructs. We concluded that the most suit-
able structure is suing chromosome elements as the basic building blocks.

3. More relevant concepts were needed, for instance, the concept of SNPs.
4. We detected the need for extending the first version with more significant

genome-related information. To go from genotype to phenotype in a complete,
sound way, we needed the specification of the pathway description perspective.

The development of these four ideas are explained in detail in the following
works [12], [16], and make up the so-called version 2 of the model (CSHG v2).
This version of the model is organized into five main parts (called “views”) (Fig.
3.3):
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• Structural view: basic elements of the DNA sequence.
• Transcription view: components involved in going from DNA to the diversity of

RNAs.
• Variation view: to characterize changes in the sequence of reference that have

functional implications in how the genome expresses.
• Pathways view: intended to enrich the conceptual model with information about

metabolic pathways to join genome components that participate in pathways with
phenotype expressions.

• Bibliography and data bank view: to assess the source of any information in order
to pinpoint the data source.

Fig. 3.3 Views of the CSHG version 2.

The CSHG v2 has been the basis for validating the management of genomic data
related to diseases of genetic origin (i.e., breast cancer [3], alcohol sensitivity [13],
neuroblastoma [4], among others). Currently, the next version of the CSHG (v3) has
been developed. This new version aims to integrate all the relevant information on
haplotypes [14, 15]. To do it, an extension of the “variation view” was done in order
to manage the information related to allelic/genotypic frequencies, and populations.
This conceptual schema is definitely intended to be able to generate the required
number of versions in order to incorporate the genomic knowledge that continues to
emerge in the domain.

The design of the CSHG is essential for the development of a Genomic Infor-
mation System (GeIS) that guarantees the quality of the stored information. This
approach facilitates a conceptual modeling perspective to provide a clear and open
structure ready to be adapted to new changes, which in practical terms improves the
reliability of the information and generates an accurate framework for a genomic
diagnosis.
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3.3 SILE Methodology and Data Quality

By defining a CM of the genomic domain we assure that data will be gathered under
a single and comprehensive information perspective. The right interpretation of data
is key to the PM, because it may affect health decision making, research and clinical
practice. For this reason, the IS must be loaded with accurate, structured, relevant
and consistent information. But this is not a trivial task. Thousands of biological
databases have been developed over the last two decades, and they have widely
varying content, resources, infrastructures and quality. The search and identifica-
tion of relevant genomic information has become a time consuming process, highly
dependent on the knowledge and experience of the researcher. Discussions with ex-
perts in the field highlighted that there is not any protocol or systematic method to
search and identify relevant information. This behaviour leads to problems such as
loss of relevant information resources and the collection of non-standardized data.
In order to assure that as many relevant data repositories as possible are taken into
account, and the data gathered are accurate and have a high quality level, the process
must be performed in a systematic way. The addition of specific quality controls on
each stage of the process assures an effective load of information in the database
that represents the IS, and it improves the value of further analysis and exploitation.

According to this approach, the SILE (Search-Identification-Load-Exploitation)
methodology has been developed in order to systematize the search and identifica-
tion process of genomic information, which is loaded, analyzed and exploited by
an IS that is based on the CSHG. Currently, SILE is being used by a group of re-
searchers in an academic context, who search for genomic variations related to a
set of diseases with a high social impact such as: Alzheimer, Neuroblastoma and
Lung Cancer. In the next section a brief explanation of the main levels of the SILE
Methodology is going to be made. Next, a first approach to the Data Quality Frame-
work (DQF) used to complement the methodology will be presented.

3.3.1 SILE Methodology

The SILE methodology goal is to efficiently populate a Human Genome Database
(HGDB), corresponding to the CSHG, with sound and high-quality information.
But, where can relevant information be found? Which data is significant to be loaded
in the database? And finally, is this information of enough quality to offer an ad-
vantage to PM over traditional medicine?

Through a methodology as SILE, as well as a proper quality framework specific
for genomic data, those previous questions are precisely answered and quality errors
are solved or considerably reduced.

This methodology is a four-level approach where each level provides information
used as input to the next one: Search, Identification, Load and Exploitation. Next, a
brief description of each level is provided.
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3.3.1.1 Search (S)

Scientific sources (e.g. articles, databases) are thoroughly analyzed in order to deter-
mine the optimal ones to obtain information from. In the Search level the context of
the information which is going to be searched needs to be defined (i.e., a particular
disease). Once the context is delimited, the search must be focused on the available
databases which can provide detailed information about the topic we are interested
in.

Due to the huge amount of available repositories in the genomic domain, the
use of biological databases catalogues is very useful to perform the search. These
catalogues provide a complete list of data sources, grouped by category or topic, as
well as a brief description of their content and links to the information home page.
The most important ones are the catalogues provided by the Nucleic Acid Research
Journal (NAR) [17] and the Human Genome Variation Society (HGVS)1.

3.3.1.2 Identification (I)

The first step in the Identification level is to determine which information character-
izes the domain of interest, according to the Conceptual Schema which describes it.
As an example, Table 3.1 shows the information needed to represent a variation.

Table 3.1 HGDB Variation information

Attribute Description

DESCRIPTION Variation description.
DB_VARIATION_ID Identifier provided by the data source where the information

was extracted from.
CLINICALLY_IMPORTANT Clinical importance of the variation related to a phenotype.
OTHER_IDENTIFIERS Other possible identifier as for example HGVS expressions.
ASSOCIATED_GENES Genes affected by the variations.
OMIM Identifier provided by OMIM [9].
SPECIALIZATION_TYPE Type of variation
FLANKING_RIGHT Sequence made by 20 nucleotides on the right of the variation.
FLANKING_LEFT Sequence made by 20 nucleotides on the left of the variation.
ALN_QUALITY Alignment quality of the variation inside the gene.
POSITION Position where the variation is located inside the chromosome.
INS_SEQUENCE Sequence of inserted nucleotides.
INS_REPETITION How many times the inserted sequence is repeated.
DEL_BASES Number of nucleotides deleted.

Once the needed information is clear, the next step is to find out which part of
the information is provided by each database selected in the previous level and how
it can be extracted.

1 HGVS Databases catalogue: http://www.hgvs.org/content/databases-tools

http://www.hgvs.org/content/databases-tools
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3.3.1.3 Load (L)

During the load phase the interesting information that as been previously identified
will be extracted from each database and, after a transformation process, it will be
used to populate the HGDB. To perform this tasks an ETL framework is used:

• The first step is to “Extract” (E) the information of interest from the databases,
using the mechanisms they provide for such task (reports, FTP sites, APIs, etc.).

• The second step is to determine if the extracted information needs to be “Trans-
formed” (T) to fit the format and the rules established by the HGDB and the
CSHG.

• The final step is to “Load” (L) the information into the HGDB.

3.3.1.4 Exploitation (E)

The exploitation level concerns to extract knowledge from data. The data exploita-
tion system might be able to guide experts through complex scenarios that take into
account multiple types of data. In this level, the quality controls applied at the pre-
vious levels take an important value since the conclusions obtained in the extraction
of knowledge depend on them. The requirements in this level are:

• Data Discovery: Users need to explore data by conducting ad-hoc queries with
specific information goals in mind.

• Data Visualization: Users need ways to represent the data, identify patterns in
the data and even more, to explore the most accurate interactive representation
associated to those patterns.

• Data Analysis: Users need to analyze and understanding the relationships be-
tween the data in order to draw conclusions and inferring new relevant informa-
tion.

In our case, the information stored in the HGDB is analyzed by a proper tool de-
veloped specifically for the use of variation data, called “VarSearch” [18]. This
tool analyses the information obtained from a patient sample and determines if
there are variations associated to a certain disease, according to the data stored in
the database. Although the automated analysis is useful to determine the poten-
tial variation-diseases associations, additional collaborative and interactive mecha-
nisms to explore and visualize the information are needed. Currently, a research is
under-way to determine and integrate such mechanisms into VarSearch. The main
idea is to enhance the data exploitation by easing the user-data interaction through
intuitive user interfaces for non-technical users [5].

In summary, the SILE Methodology provides a framework to systematize the
searching process and the population of IS developed to manage data in complex
domains. This method helps to structure data collected from different public repos-
itories, and the data-to-knowledge process becomes more efficient and more com-



3 Modeling Life: A Conceptual Schema-centric Approach to Understand the Genome 35

prehensive. This methodological guidance is essential to assess an effective and
efficient conceptual schema-centric genome data management environment.

3.3.2 Data Quality

Types of genomic databases range from huge data warehouses containing millions
of unreviewed raw sequences to high-reviewed databases manually curated by ex-
perts in the field. Quality needs to be evaluated because these databases may af-
fect health decision making, research and clinical practice as we mentioned before.
Next, a summary of some common issues which can be found in genomic databases
are briefly presented. Afterwards a first approach about the data quality framework
that is proposed to be applied together with the methodology, will be explained.

3.3.2.1 Data Quality Issues

Due to its complexity and heterogeneity, genomic databases present issues related
to the quality of the information that they store. These issues can be classified ac-
cording to a set of six basic data quality dimensions proposed by Askham, which
can be applied to genomic databases [2]:

• Accuracy: Data correspond to real-world values and are correct. Accuracy errors
mainly affect genomic data warehouses, where DNA sequences are submitted
to the database by researchers and not reviewed by external experts. Common
errors are sequence conflicts, misspellings, taxonomical or curation errors.

• Completeness: The extent to which data is not missing and all necessary data val-
ues are represented. Primary non-curated databases have a low level of complete-
ness while those reviewed and curated by experts are usually fairly complete.

• Reliability: The extent to which data is regarded as true and credible. To get
proper conclusions from a study in the genomic domain, the information used
must be well supported by published research results. Besides, manually curated
databases are much more reliable than non-curated or automatically curated ones,
due to the expert’s efforts to verify the existence and correctness of assertion
criteria.

• Consistency: Data must be consistent between systems and represented in the
same format. Information extracted from one data source is not enough to reach
proper and meaningful conclusions. This means that diverse data sources must be
checked and integrated. But an obvious problem is faced if each one presents its
information in its own format (i.e., flat files, XML, HTML, etc.) and uses specific
nomenclature based on its own need (for example to determine the type of the
variations). Besides, colloquial designations for genes or mutations are used so
broadly that many scientists are probably unaware that they are non-standard [7].
Consistency problems lead to a highly time-consuming process of normalization
to represent the information under a single normalized model.
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• Uniqueness: The database won’t have redundant data or duplicate records. The
number of entries in genomic databases has grown enormously in the last few
decades, but this growth was accompanied by higher redundancy. This has be-
come a noteworthy problem and some strategies have been developed to try
to minimize it. For example, UniProtKB has developed an algorithm called
Proteome Redundancy Detector [11]. When it was applied to their data ware-
house (TrEMBL) for the first time, 46.9 million entries were removed from its
database [11].

• Currency: This dimension can be defined as the extent to which data is suf-
ficiently up-to-date. Genomic domain evolves quickly and information can get
obsolete in a relatively short period of time so, this dimension is one of the most
important ones to be assessed.

The issues presented are the most common ones that Bioinformaticians, Geneti-
cists and researchers have to face in their daily work. For more specific information
and examples see [6]. To reduce its impact, the SILE methodology is enriched with
a DQF, which ensures that the information that is collected will have the quality
required by the task to be accomplished.

3.3.2.2 Data Quality Framework

In order to assure the quality of the information to be loaded in the database, a set of
quality controls needs to be applied in all the three first levels of the methodology:
Search, Identification and Load. In Fig. 3.4, the entire process of the methodology
can be shown.

The quality controls are based on the six major data quality dimensions presented
in the previous section: accuracy, completeness, uniqueness, consistency, reliability
and currency:

• Search level (S): The most important dimension to be checked in this level is
currency. Currency problems are closely related to accuracy and completeness
issues. Examples of parameters used to assess the currency of the genomic infor-
mation are i) the assembly used to represent a variation ii) the version of the
database and iii) the specific last update of each registry. It is very common
the use of external identifiers (IDs) to enrich the information provided by the
database. When external IDs are being managed, it must be assured that they are
currently valid and the links to the databases are working correctly. Situations
where the source that is associated to the identifier changes and the link to the
involved information becomes obsolete, must be avoided.

• Identification level (I): The dimension checked in this level is reliability. Once the
interesting information it is identified among the databases selected in the previ-
ous level, the next step is to identify which data has enough quality to be loaded
into de HGDB. The minimum criteria to check the reliability of the information
depends on the context where it belongs. For example in the case of variations
associated to a certain disease the minimum reliability criteria considered are:
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Fig. 3.4 SILE methodology and Data Quality Assessment Process.

1. The clinical significance of the variation must be clearly defined.
2. There must be enough assertion criteria provided for the relationship between

the variation and the phenotype associated to it.

Additional quality criteria can be defined, such as the number of publications
supporting the evidence and their impact factor, the number and relevance of
authors and research institution, statistic metrics such as p-value, odds ratio, etc.

• Load level (L): In this level, the information identified in the data sources is
going to be extracted and loaded in the HGDB. During the extraction process,
information from different databases is going to be collected and merged. One of
the main problems of biological databases is the lack of use of proper standards
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to represent the information, so the integration becomes a no trivial process. Two
of the main quality problems which can appear in this level are related to the
existence of redundant information (uniqueness issues) and inconsistencies in
the representation of the information (consistency issues):

– Consistency: The set of semantic rules can be determined by i) looking at
the allowed values; ii) looking at mandatory values (Primary Keys or not nul-
lable values); iii) looking at the type of value the fields should have (integers,
strings, booleans, etc) which is provided by the HGDB; and iv) looking at the
integrity constraints which involve attributes of more than one table (speaking
from a relational point of view) or more than one group of attributes.

– Uniqueness is defined as the absence of redundant data or duplicate records.
When information from different databases is merged, it is important to iden-
tify and remove all redundant records and to assure that the information of
those representing the same variation is similar and correct.

With the addition of a corresponding precise set of DQ Metrics, the methodol-
ogy assures that the information is of high quality (current, reliable, consistent and
accurate).

3.4 Conclusions and Future Work

Precision Medicine is going to change the way in which we have historically un-
derstood medicine. The new practical context associated with it requires a sound
working environment, and the correct application of the adequate Information Soft-
ware Engineering (ISE) practices. We assume that Conceptual Modeling together
with Data Quality Assessment techniques are the basic strategy to design and de-
velop the required sound and efficient Genomic Information Systems (GeIS), which
will assure that both diagnosis and adequate treatment selection are fully reliable.

The paper also highlights the need of having a methodological background de-
signed to characterize a sound conceptual schema-centric genome data management
process. Following this need, the SILE methodology has been proposed as a con-
crete solution.

Future research work will focus on the development, improvement and assess-
ment of all these statements, in order to face the challenge of understanding life
from an Information Software Engineering (ISE) perspective, inspired by the Con-
ceptual Schema-centric approach introduced by Prof. Olivé in this research career.
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Chapter 4
Strategic Reading & Conceptual Modeling∗

Oscar Díaz

Abstract “Strategic reading” is a term coined to conceive reading as a process of
constructing meaning by interacting with text. While reading, individuals use their
prior knowledge along with clues from the text to construct meaning, and place the
new knowledge within this frame. Strategic reading is then a pivotal ability for con-
ceptual modelers, more so if domain knowledge needs to be acquired mainly from
the literature as it is the case for research projects. But this might turn problematic. In
Quora and other PhD forums, students moan about their frustrating reading and lit-
erature review experiences. Traditionally, students are encouraged to annotate while
reading. Digital annotations are expected to be useful for supporting comprehension
and interpretation. Our belief is that strategic reading (and hence, conceptual mod-
eling) can be more effective if annotation is conducted in direct relationship to a
main research activity: root-cause analysis (RCA). RCA can provide the questions
whose answers should be sought in the literature. Unfortunately, this process is not
supported by current tools. When reading papers, researchers might not be all aware
of the issues being raised during RCA. And the other way around, when it comes to
RCA, evidences found in the literature might not be promptly accessible. This pa-
per reports on research to develop a technical solution to this problem: a plug-in for
Google Chrome that provides seamless integration between a RCA platform (i.e.
MindMeister) and a reading platforms (i.e. Mendeley). The aim: improving RCA
awareness while reading so that annotations can be traced back to the RCA issues.

Key words: Strategic Reading, Root-Cause Analysis, Annotating, Mind Mapping

Oscar Díaz
University of the Basque Country (UPV/EHU)
ONEKIN - Facultad de Informática - San Sebastián, Spain, e-mail: oscar.diaz@ehu.eus

∗ This work is being jointly developed by Jeremías P. Contel from the University of the Basque
Contry (Spain), and John Venable from Curtin Universtity, Perth (Australia).

41© Springer International Publishing AG 2017
J. Cabot et al. (eds.), Conceptual Modeling Perspectives,
https://doi.org/10.1007/978-3-319-67271-7_4

oscar.diaz@ehu.eus


42 Oscar Díaz

4.1 Introduction

Some years ago, I was working on Active Databases. At this time, my interests were
on formalizing database triggers and their execution model to help debugging large
trigger sets. We resorted to the Event Calculus, and here, Antoni’s work was most
influential. Specifically, our work was strongly inspired by his paper “Validating
conceptual specifications through model execution”[8]. This could have been a pos-
sible subject for this chapter. However, I would like to acknowledge here another
side of Antoni’s efforts: his dedication to teaching. I had the chance of chatting with
Antoni in numerous occasions, and both teaching and students were a common sub-
ject. His book on Conceptual Modeling illustrates this concern . Here, I would like
to report a recent work which was inspired by one of these chats with Antoni.

It was in Stockholm at CAiSE 2015. After the reception at the City Hall, and
wandering along the nice canals that hug this magnificent building, Antoni observed
how his students struggle with reading the literature, and particularly, the tendency
of students to focus too early on the details of their PhD projects without keeping
an eye on related research. This passing comment resonated one year later when I
met Prof. John Venable. John has been working on Design Science Research (DSR)
for more than fifteen years. DSR highlights the importance of root-cause analysis
(RCA) not only at the start of the project but throughout, and how this analysis
should be based on data either directly obtained or provided by the literature. The
latter reminds me of Antoni’s concerns about students focusing too early on their
projects without keeping a wider radar at related literature. And then the bulb lighted
up: if a pivotal skill for researchers is that of asking the right questions then, we can
conjecture that RCA could be the means to find these questions. This paper reports
on how this idea was developed1

DSR requires a profound understanding of the problem to be solved, the conse-
quences to be alleviated, and the causes to be prevented. This in turn usually implies
extracting evidence from the literature that warrants the project’s RCA. Reading
then, becomes the process of extracting evidence from the literature that sustains
the project’s RCA. We then conceive of RCA and reading as two inter-related pro-
cesses which re-adjust and feed off each other: RCA progresses as new insights are
obtained from the literature while the literature is scrutinized along the concerns
that arise during RCA.

Unfortunately, this interplay lacks appropriate support in current reading tools
(e.g. Acrobat Reader, Mendeley) or reference managers (e.g. Mendeley, NVivo, or
End-Note). What is needed is a way to bridge the gap between conceptualizing tools
– where ideas are shaped and framed – and reading tools – where ideas are sustained
and opposed. We believe the challenge is not on creating brand new tools, but on
coupling existing tools with minimal interference with existing practices. What is
needed is for tools to keep their autonomy, but interact with a double aim:

1. to guide reading (where reading purposes are to be sought in RCA), and

1 This is an excerpt from a paper presented at DESRIST 2017 [1].
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2. to draw on and document supporting evidence for RCA issues (where evidences
are obtained during reading).

These two flows are in overlapping motion: RCA concerns guide the reading while
the reading comes up with new insights that confirm or refute the RCA issues. This
work then addresses the following research question:

How can we provide seamless integration between RCA tools and reading tools to improve
strategic reading for novice DSR researchers?

To ground this research in concrete examples, we resort to MindMeister (as the
RCA tool) and Mendeley (as the reference manager), being the challenge the one of
coupling these tools for the sake of strategic reading (Section 4.3). DSR is defined
as “research that invents a new purposeful artifact” [15]. In this case, the artifact is
a Chrome plug-in, DScaffolding, which bridges the gap between MindMeister and
Mendeley (Section 4.4). During reading in Mendeley, DScaffolding makes prac-
titioners aware of the evidences being looked for. During RCA in MindMeister,
DScaffolding makes researchers aware of the evidences that sustain/refute the caus-
es/consequences elaborated during the RCA. DScaffolding is publicly available for
download at the Chrome’s Web Store. Next section elaborates on how Antoni’s in-
sight is not just a locale practice but a general concern.

4.2 Student Reading Experience

One of the most important skills for researchers to acquire is that of asking the right
questions when accessing the literature. The answers you get much depend on the
questions you ask. This skill is specially important for PhD students who strug-
gle with an increasing number of papers2 and stringent PhD deadlines. Based on
Mendeley data, PhD students were the main readers of articles in 2008 for all arti-
cles [6]. This puts PhD students at the forefront of scientific literature consumption,
even ahead of their supervisors! However, it is not rare to come across in Quora
or other PhD forums with students moaning about their frustrating reading expe-
riences3. Causes can be multifold: lack of time (increasing reading loads), lack of
motivation (no prompt feedback from supervisors, reading considered an ancillary
activity as opposed to programming where the real meat is) or lack of knowledge
(no clear what to look for). If we focus on the latter, forums give some advices:

• “Before you start reading, have a clear idea of what information you are look-
ing for in these papers. This by itself is about 60% of psyching yourself up for
reading papers” [12]

2 A UK study reported an average 39 scholarly readings per month, comprising 22 articles, seven
books, and ten other publications \cite{Tenopir2012}, amounting to an estimated 448 hours per
year spent reading (equivalent to 56 8-hour days).
3 As a case in point, refer to https://www.quora.com/Do-researchers-scientists-find-r

eading-scientific-papers-exciting with 17 followers.

https://www.quora.com/Do-researchers-scientists-find-reading-scientific-papers-exciting
https://www.quora.com/Do-researchers-scientists-find-reading-scientific-papers-exciting
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• “Make notes of how the research in the paper you’re reading connects with your
own” [11]

• “Reading a scientific paper should not be done in a linear way (from beginning
to end); instead, it should be done strategically and with a critical mindset, ques-
tioning your understanding and the findings” [13].

• “As you read, look for the author’s main points. Generate questions before, dur-
ing, and after reading. Draw inferences based on your own experiences and
knowledge. And to really improve understanding and recall, take notes as you
read” [10].

• “If you want to make it a productive exercise, you need to have a clear idea of
which kind of information you need to get in the first place, and then focus on
that aspect.” [9]

• “At the beginning, new academic readers find it slow because they have no frame
of reference for what they are reading. But there are ways to use reading as a
system of creating a mental library, and after a few years, it becomes easy to slot
papers onto your mental shelves. Then you can quickly skim a paper to know its
contribution.” [9]

The underpinning assumption seems to be the existence of a “frame of reference”.
This frame serves to guide the reading, helping in having “a clear idea of which
kind of information you need to get in the first place”. Purposeful reading is then a
distinctive feature of scientific reading as opposed to let’s say, playful reading where
the aim is to not to know the outcome but instead, to enjoy the poetic narrative and
thrilling plot. To get the best of scientific reading, a frame of reference needs to be
present.

This work addresses the case for Design Science Research (DSR), a popular
approach in Information System [3]. The first question is then how will a “DSR’s
frame of reference” looks like. This paper’s main assumption is that most of the
readings during DS projects have (at least) five main foci, namely,

• finding evidence for the importance of the problem,
• ascertaining causal relationships in the problem,
• becoming acquainted with works addressing similar problems,
• becoming acquainted with work that can serve as a kernel theory or other inspi-

ration,
• becoming acquainted with work relevant to research (method) design for the DSR

project.

RCA relates to the first two of these. We can then state the problem as

PhD students not bearing “the RCA frame” in mind when reading

This might have a manyfold impact:

• Important facts might be overlooked when reading. This in turn, might involve
a loss of opportunity for DSR projects. If not properly documented in the RCA,
read-ing insights might be forgotten by the time they could impact the project’s
design, leading to overconfident problem analysis.
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• Unfocused reading might result in boredom, lack of engagement and research
effort discontinuity among PhD students,

• Literature references might not be traced back to their RCA rationales. This
might cause poor reference recoverability when it comes to writing the paper,
and hence, forcing re-reads

So far, we can only hypothesize those consequences. Some studies exist on the im-
pact of reading comprehension [2, 4, 14] but this is for settings other that scientific
reading. We are unaware of any study that looks into those symptoms for PhD stu-
dents. That said, the frequent recurrence of this issue in the so-called grey literature
(e.g. Q&A forums), provides substantial evidence of the existence of this problem.
As a case in point, refer to this Quora entry [11] with 774 followers.

If the consequences are important enough to vindicate a deeper study then, next
step is to delve into the causes: why PhD students do not bear the “the RCA frame”
in mind when reading? We conjecture the following causes:

• No RCA frame available. Students might overlook the importance of RCA in DS
projects. In some cases, RCA is hardly sketched, and only verbalized at the time
of writing. This may already be too late to surface weak causal links or dubious
if not, banal consequences that may hardly sustain the importance of the work.
The importance of early RCA can not be stressed enough. This work underlines
its role as a reading guideline.

• A RCA frame is available but not easy accessible. Students might have done their
homework but they fail to have a presence of the RCA issues when reading. This
might be due to reading and RCA being conducted through different tools. So far,
the coupling falls on the shoulders of the students through the use of book-notes
and copying & pasting between the tools.

This work tackles the second cause. It is not uncommon for researchers to struggle
with switching back and forth between e.g. Endnote and Word, to add notes. These
approaches tend to be highly manual and error prone, even if conducted through
state-of-the-art reference managers. In the end, keeping track of readings represents
a considerable burden for students. We then refine the research question as follows:

How can we bridge reading tools and RCA tools to ensure the presence of both RCA con-
cerns when reading, and of reading evidences when conducting RCA?

Next sections elaborates on this question, illustrating the case for MindMeister (as
the RCA tool) and Mendeley (as the reference manager). For details about how this
example is factored out into general meta-requirements refer to [1].

4.3 Coupling MindMeister & Mendeley

Students should be able to freely move between RCA and reading. The interplay
between these two activities should be reflected in a tighter integration so that read-
ing is guided by issues risen during RCA, and RCA is further elaborated as ad-



46 Oscar Díaz

Fig. 4.1 Coupling through pipes: the purpose pipe & the annotation pipe.

ditional insights are gained from the literature. Figure 4.1 reflects this vision. The
RCA-reading coupling is achieved through two pipes. During reading, practition-
ers should be aware of the evidences being looked for (“the purpose pipe”). During
RCA, practitioners should be aware of the evidences that sustain/refute the causes/-
consequences in the RCA (“the annotation pipe”). This section introduces how has
this been achieved for MindMeister and Mendeley using DScaffolding, a Chrome
plug-in. This plug-in is available at the Chrome’s Web Store:

https://chrome.google.com/webstore/detail/hkgmnnjalpmapogadekngkgbbgdjlnne

Videos are provided for:

• installation: https://youtu.be/hl6pnJGbVXY
• the Strategic Reading Process: https://youtu.be/jHP1MiqjVBM

Next, we provide an outline.

4.3.1 The RCA tool: MindMeister

MindMeister is a web-based collaborative mind mapping application, which allows
its users to visualize their thoughts in terms of mind maps [18]. A mind map is a
diagram used to visually organize information. This can be pre-set in terms of a
map template, i.e. a set of labelled nodes which can be later expanded by the user
by adding new child nodes. This provides a guide to gather information, especially
interesting when this information is abundant and multi-sourced. This ductility to-
gether with the popularity mind maps enjoy, make mind mapping an interesting
approach when it comes to explicating the problem i.e. “to formulate the initial
problem precisely, justify its importance, investigate its underlying causes, provide
evidences and acknowledge related work” [3].

https://chrome.google.com/webstore/detail/hkgmnnjalpmapogadekngkgbbgdjlnne
https://youtu.be/hl6pnJGbVXY
https://youtu.be/jHP1MiqjVBM
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Fig. 4.2 MindMeister. The RCA template.

Figure 4.2 depicts the ExplicateProblem template at the onset. The template pro-
vides a head-start as for the information to be collected. Specifically, we resort
to Coloured Cognitive Maps (CCM) [16]. The template supports the two types of
CCM:

• the “Problem as Difficulties” node, which focuses on the problem, what is unde-
sirable about it (i.e. consequences), and what causes the problem and allows it to
persist, and,

• the “Problem as Solutions” node, which focuses on the solution of the problem,
what benefits would accrue from solving the problem or what causes of the prob-
lem might be reduced or eliminated to solve the problem.

Details are outside the scope of this chapter. For further information refer to [16].

4.3.2 The reading tool: Mendeley

Mendeley is an Elsevier-owned desktop and a Web program helping to manage and
share research papers [17]. Papers can be arranged into folders, and tagged for easy
retrieval. Figure 4.3 shows the content of the StrategicReading folder, and partic-
ularly, the metadata for the selected paper. Mendeley includes a PDF viewer with
sticky notes, text highlighting and full-screen reading. Quote annotation is achieved
through highlighting where different colours are available.

4.3.3 The coupling

Broadly, coupling MindMeister and Mendeley involves three main challenges:

• the ability to indicate what issues risen during RCA in MindMeister need sup-
porting literature evidence (hereafter referred to as “reading concerns”),
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Fig. 4.3 Mendeley. Papers are organized along folders (e.g. StrategicReading).

• a way to keep the presence of reading concerns while reading in Mendeley,
• the ability to access quotes from Mendeley while ellaborating RCA in Mind-

Meister, so that students can assess the extent causes/consequences are backed
up by quotes.

Next section illustrates how is this fleshed out by DScaffolding.

4.4 DScaffolding at work

Broadly, three mains tasks interplay during RCA-based strategic reading, namely,
“conducting RCA”, “setting RCA issues” and “reading”. The first two are conducted
in MindMeister while reading takes place in Mendeley. This section illustrates these
steps for the problem: “PhD students not bearing the RCA frame in mind when
reading”, i.e. our very problem!

4.4.1 Conducting RCA

To provide a head-start, MindMeister is being extended with the “Explicate Prob-
lem” template (see Figure 4.2). Students need to add the corresponding children
nodes. Figure 4.4 instantiates the RCA template for the problem “PhD students not
bearing the RCA frame in mind when reading”. We stick to MindMeister gestures
for node management, so no new interaction needs to be learnt.
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Fig. 4.4 MindMeister. ExplicateProblem template instantiated for the problem “PhD students not
bearing the RCA frame in mind when reading”.

Fig. 4.5 MindMeister. Setting reading concerns by adding “Supporting Evidences?” nodes. The
panel at the right keeps track of the current reading concerns.

4.4.2 Setting RCA issues

During RCA, students might wonder: what proof do I have that this cause exists?,
what proof do I have that this cause actually contributed to the problem I am look-
ing at?, are they merely asserting causation?, is anything else needed, along with this
cause, for the stated effect to occur? is it self-sufficient? Frequently, the answers to
these questions should be sought in the literature. However, questions might be too
numerous to be addressed simultaneously. Hence, users might decide to focus on
some aspects while postponing others. Current foci are termed “reading purposes”
as far as they refer to causes/consequences than need to be backed up by the litera-
ture.

Back to DScaffolding, RCA nodes are turned into “reading purposes” by adding
a child with the label “Supporting Evidences?” Introducing such node turns the
father into a “reading purpose”. This is indicated by decorating the father node with



50 Oscar Díaz

one of up to eight of the different background colours used in Mendeley (see later).
Figure 4.5 illustrates the case for the running example. The user sets three read-
ing concerns: the problem statement (in green), “Poor reference recoverability”
(in pink), and “Uncoupled RCA and reading tools” (in purple). This means that
students should look for quotes that somehow sustain these issues during their cur-
rent readings. The current reading concerns can be obtained from the MindMeister
panel. Reading concerns can be modified at any time as evidences are found or new
insights advice to move the focus to another cause/consequence. To turn a node into
a reading concern just extend it with the “Supporting Evidences?” child. To stop
a node from being a reading concern, go to the MindMeister panel and delete it.
The corresponding “Supporting Evidences?” node is not deleted but its associated
cause/consequence is no longer track in Mendeley (see next).

4.4.3 Strategic Reading

Fig. 4.6 Mendeley. Cheat-sheet used for RCA awareness (left side). The cheat-sheet is obtained
as a screenshot through MindMeister panel.

Strategic reading implies an aim. Here, the aim is looking for evidences for the
current reading concerns. Here, we resort to annotation to denote the existence of ev-
idences. Digital annotations are expected to be useful for supporting comprehension
and interpretation [5, 7]. Here, strategic reading is realized as annotation highlight-
ing.

Mendeley provides eight different colours for annotation highlighting. Yellow is
left for “structural” highlighting (i.e. attributing different levels of importance). The
remaining seven are mapped to RCA-based reading concerns. Specifically, By us-
ing the very same colors in Mendeley and MindMeister, a mapping is set between
Mendeley highlights and reading concerns in MindMeister. A cheat sheet about
what these colours stand for can be obtained from MindMeister4. Researchers can

4 A request is being posted to Mendeley to permit color legends to be configurable. This will permit
DScaffolding to set legends based on RCA issues, avoiding to resort to the burdersome cheat-sheet.
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then place this cheat-sheet by their Mendeley desktop application. Figure 4.6 pro-
vides an example. While reading a paper, a paragraph might well sustain one of
the concerns risen during RCA: “RCA & reading tool coupling”. Since this issue
is associated with the velvet color, this is the color used for highlighting. In this
rudimentary way, students will keep a presence of what they are looking for.

4.4.4 Back to conducting RCA

Fig. 4.7 MindMeister. Quotes are automatically brought at the RCA map and hung below their
related issues.

At any time, students can go back to their RCA maps. DScaffolding tracks an-
notations made in papers held in Mendeley folders, to enrich the namesake Mind-
Meister map. That is, students can keep different RCA maps and different Mendeley
folders. The mapping between maps and folders is set based on sharing the same
name.

On uploading a MindMeister map, DScaffolding checks out whether any new
quote is being found since it was last sync with the user’s Mendeley account. If
so, DScaffolding automatically enriches the map with the new quotes. Specifically,
quote nodes hang from the nodes to which they provide an evidence for. Figure 4.7
illustrates our sample map at a later stage where some new quotes have been found.

Node properties include: a label, an attached comment and a background colour.
For nodes created automatically out of quotes, these properties behave as follows:

• the label holds the text being highlighted in the annotated resource,
• the comment keeps a link to the resource URL (if available). Researchers can

click on the link icon to move straight to the manuscript in Mendeley, and in so
doing, looking at the quote in context,
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• the background colour reflects the nature of the source: “white” for annotations
coming from journals and conferences, and “grey” if coming from the grey liter-
ature (not discussed here).

In addition, quotes inherit the reputation of their sources. Annotations coming for
reputable sources add a “star” icon to their labels. So far, the reputation is set
by users. For instance, Mendeley allows users to tick a “star” to mark sources as
favourites. Although “favourite” is quite an elusive notion (no clear rationale for
ticking this off), DScaffolding interprets the star as a sign of the source’s reputation
and soundness. This reputation travels together with the reference.

To conclude, this work considers reading and RCA as two inter-related processes.
If this is so, practitioners should be helped in moving between the reading realm (e.g.
Mendeley) and the RCA realm (e.g. MindMeister). DScaffolding aims at assisting
in seamlessly moving between Mendeley and MindMeister, and in so doing, helping
students to improve focus while reading as well as fostering RCA throughout their
projects.

4.5 Conclusions

Antoni cared about how to engage students in reading. Inspired by this concern, this
work sets a Design Theory whereby RCA may provide main drivers of attention
when reading as well as supporting the importance of RCA throughout the whole
project. The theory states that this can be achieved by sustaining both

• “RCA awareness” while reading (i.e. the purpose pipe that channels RCA issues
to reading platforms), and

• “literature awareness” while conducting RCA (i.e. the annotation pipe that chan-
nels literature quotes towards RCA platforms).

We built DScaffolding to assess the extent to which this theory holds. First evalua-
tions indicate that not only reading but also RCA might benefit from a tight coupling
between these two processes (refer to [1] for further insights). We do hope Antoni
like the approach!
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Chapter 5
Conceptual Modeling for Indicator Selection

Alejandro Maté, Juan Trujillo and John Mylopoulos

Abstract Indicator-based management enables decision makers to make decisions
based on quantitative measures. This approach has been successfully applied in
multiple domains beyond traditional business-related ones, including Education,
Healthcare, and Smart Cities, among others. Yet, it remains a difficult and error-
prone task to find suitable Key Performance Indicators (KPIs) that are aligned with
business goals. Indeed, there is a general lack of adequate conceptualizations and
formal models of indicators, that captures the subtle yet important differences be-
tween performance and result indicators. Moreover, there is a lack of approaches in-
terleaving business modeling techniques with data analysis in an iterative process. In
order to tackle these deficiencies, we propose a methodology for eliciting, selecting
and assessing explicitly KPIs and Key Result Indicators (KRIs). Our methodology
is comprised of (i) a novel modeling language that exploits the essential elements
of indicators, covering KPIs, KRIs and measures, ii) a data mining-based analysis
technique for providing domain experts with data-driven information about the ele-
ments in their model and their relationships, thereby enabling them to validate the
KPIs selected, and iii) an iterative process that guides the discovery and definition
of indicators. Finally, we apply our approach to a water management case study to
show its benefits.
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5.1 Introduction

Key Performance Indicators (KPIs) constitute a popular and useful tool for moni-
toring the performance of an enterprise [19]. KPIs translate ambiguous enterprise
goals, such as “Increase revenue”, into measurable ones with concrete thresholds,
such as “Revenue increased by 5%”, which can be objectively assessed in order to
obtain a clear picture of the current status of an enterprise. Due to their popularity
and usefulness, there have been efforts to apply them to multiple other areas besides
enterprises, including Education [12], Healthcare [2], or Smart Cities [11]. How-
ever, whenever KPIs are defined to monitor objectives and strategic goals in any
area the same question arises “is this an adequate KPI?” Answering this question is
far from trivial.

First, the selection of a wrong KPI can have a severely detrimental effect for an
organization. A wrong KPI wastes resources in the wrong place and those respon-
sible for its improvement develop a resilience over time to change the KPI they are
focusing on [23]. Second, even though domain experts do know their business, once
we start moving from measures related to results (e.g. number of products sold) to
measures related to actual performance it is no longer clear which are the KPIs that
the enterprise should focus on, their priorities and even more, their interrelationships
and influences [1]. This is aggravated by the fact that value thresholds that should
be established for each KPI are also unknown. Third, although organizations within
the same industry sector typically share a common set of candidate KPIs [5], each of
them actually operates in a slightly different fashion and different priorities, leading
to subtle yet significant differences in the KPIs they use.

With these problems in mind, we argue that the difficulty of selecting adequate
KPIs has been accentuated by several factors. First, there is a common error in
strategic modeling literature, all indicators are treated as KPIs disregarding whether
they refer to actual performance (KPIs) or measured results (Key Result Indicators
- KRIs) [13, 14, 7, 25, 16]. The distinction between the concepts of KPI and KRI
[19] is crucial to enable the process of finding an adequate KPIs to focus on for an
enterprise objective, and will be further discussed in the related work and in the de-
scription of our modeling language. Second, while management literature considers
the distinction between KPIs and KRIs, it does not provide formal models such as
ones proposed within strategic modeling literature, that support formal analysis and
exploration [7]. As a consequence, domain experts cannot understand their choices
and implications when discovering, selecting, and discarding potential KPIs. Third,
none of the previous approaches considers data analysis as an important piece of the
puzzle, and the few analytic approaches that have been proposed so far [20, 15] do
not provide a modeling language that allows domain experts to participate with their
knowledge, iteratively building a desired KPI model. Yet here is the key: eliciting the
correct KPIs requires data analysis in order to propose and analyze the suitability of
candidate indicators. Moreover, the participation of domain experts is fundamental
in order to both prune the search space and validate the resulting alignment between
indicator maps and business strategy.
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Therefore, in this paper we present a methodology for eliciting, assessing, and
selecting KPIs and KRIs. The main objective of our methodology, is to establish a
baseline for improving indicator elicitation and selection, and it is comprised of the
following contributions:

1. A modeling language that extends the expressivity of traditional models by in-
cluding KPIs, KRIs, and measures as first class citizens.

2. A data mining approach to analyze the relationship between indicators by ex-
ploiting the conceptual model created by the domain experts.

3. A three step iterative process that covers the definition of the indicator map, as
well as its refinement and assessment through data analysis, thereby connecting
objectives to data through data mining.

The rest of the paper is structured as follows. Section 5.2 describes related work,
covering both management as well as strategic modeling literature. Section 5.3
presents the proposed methodology and the modeling language, including details
of the analysis process for mining indicator relationships. Section 5.4 describes a
case study based on water management for the validation of the proposal. Section
5.5 discusses the limitations of the proposed methodology, and lists the future lines
of research related to each of them, which are further discussed in Section 5.6 where
conclusions and directions for future work are presented.

5.2 Related Work

There is a broad literature on performance indicators due to their attractiveness as
a monitoring tool. The two bodies of knowledge that have traditionally focused
most on KPIs are strategic modeling and management. Due to the large amount of
works on each area, we summarize the main points related to performance indicators
within each discipline:

On the one hand, conceptual modeling [18, 17, 17], and more specifically strate-
gic modeling [13, 14, 7] aims to enable formal analysis for businesses in order to aid
in making better, more informed strategic decisions. Strategic modeling proposals
are very useful for domain experts to explore and analyze their business since they
provide a unified view of the most important strategic elements. The attractiveness
of KPIs for strategic modeling comes from their capability to connect business ob-
jectives to data. This way, KPIs translate otherwise subjective or ambiguous goals
into objective satisfaction values and provide more detailed information about the
nature of the relationships between objectives than simple contributions (such as in
[7]). Therefore, KPIs help strategic modeling proposals to analyze the suitability of a
business strategy within a given context, and propagating satisfaction values in order
to find potential problems and lacking areas [25, 14]. Most of the work in strategic
modeling related to KPIs has been towards their definition, conceptualization, and
usage in analysis in different languages, including i* [21], the Business Intelligence
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Model [13, 7, 25], or the Business Motivation Model [16]1. Within these works,
KPIs are treated as a quantification, with no distinction between performance and
result indicators. That is because strategic modeling provides the tools for defining
and representing indicators, but their selection rests entirely on the shoulders of the
domain expert or the business strategy modeler.

On the other hand, management literature [4, 24, 19, 10] aims to improve busi-
ness management by providing tools to identify problems within organizations and
guide their efforts towards successful business operations. The attractiveness of
KPIs for management comes from their ability to both represent areas of focus for
the organization and to detect problems within the business. They are a simple yet
powerful tool that can be easily implemented into Scorecards and Dashboards [8].
The lack of formal models available in this area, and their focus on providing con-
crete solutions for business problems, that can be directly implemented, has led
management literature to put more importance on the selection and nature of indi-
cators. As such, management literature includes numerous research works on the
use of predefined set of indicators and their effectiveness in different organizations
[4, 24], as well as the differentiation between lag (an indicator which provides in-
formation when the objective has already been fulfilled or failed) versus lead (an
indicator which provides information before the objective has been fulfilled and is
not always accurate) indicators [10]. More recently this differentiation has moved
towards the concepts of Performance Indicator and Result Indicator [19]. The main
drawback is that this knowledge has not been mapped into formal models which can
be used for analysis. Not even traditional management tool models such as Score-
cards, dashboards, or Strategy Maps [9], which served as base for strategic modeling
proposals such as [7], have been updated to carry implicitly this knowledge, which
is only carried (if) by managers and domain experts themselves.

Aside from these disciplines it is worth mentioning the existence of data anal-
ysis approaches [20, 15]. These approaches aim to partially cover the knowledge
gap between the domain expert and the reality by taking indicator formulae as input
and analyzing the data behavior in order to elicit potentially unknown relationships
and effects between indicators. Most of these approaches are strongly data driven,
with a clear input and output to a process where domain experts have limited or
no interaction at all depending on the approach. They are effective but not flexible,
which limits their application when there is not enough knowledge for running them
(e.g. we are in the initial stages where we have measures but we do not have indi-
cators defined) or there are additional factors which should be taken into account
(e.g. the context is affecting our results, such as when there is a recession; we have
knowledge about it, but there is no data available).

As we can see, there has been a lot of interest from both research and industry
on the topic of performance indicators. However, the lack of adequate tools com-
bined with the extreme nature of current solutions, ranging from relying entirely on
domain experts to not even considering them, has maintained indicator selection as
one of the key problems in strategic management. Even more, the lack of connec-

1 Note that while BMM does provide a model it does not include a graphical representation or a
formal semantics.
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Fig. 5.1 3-step iterative process for Result and Performance Indicator elicitation and selection

tion between the KPIs and KRIs specification and modeling, and the data analysis to
populate them, leads experts to question whether effort is being focused in the right
direction until the final results have been achieved. By then, answering the question
whether the set of performance indicators used was adequate or not is no longer
relevant, as results cannot be changed.

5.3 A Methodology for Eliciting and Selecting Business
Indicators

Selecting adequate indicators for business objectives requires exploring the business
strategy together with domain experts, while providing data-driven insights when-
ever confirmation or additional information is required. Therefore, the ideal solution
is an iterative methodology that alternates conceptual modeling with data analysis
for enriching the strategic model obtained. Our proposal for this methodology is
depicted in Figure 5.1, where our 3-step iterative process is shown.

In the first step, domain experts construct a strategic model in collaboration with
the analyst. The aim of this initial model is twofold: i) establishing the main busi-
ness objectives pursued, which can be clearly related to a set of result indicators
or performance indicators, and ii) exploring other existing indicators, measures and
objectives. Next, in the second step, the set of indicators and measures is passed
as input for the data analysis. The goals of this analysis are to analyze potential
or hidden relationships between indicators and to establish performance levels for
measures, which do not yet have any thresholds assigned. Finally, in the third step,
the findings from the data analysis are mapped back into the strategic model, and
a new cycle starts until a stable strategic model is obtained (i.e. the model does
not suffer a variation with respect to the previous iteration) or domain experts are
satisfied with the current model.

In the following, we describe in more detail each step and its components.
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Fig. 5.2 Metamodel with the concepts and relationships for our modeling language

5.3.1 Business Modeling and Indicator Metamodel

Business strategy modeling can be a very complex task. Existing modeling lan-
guages [21, 7, 16] include a large set of concepts that are required for analyzing
different aspects of the business strategy, such as dependencies across organiza-
tions, external influences, or the business mission and vision. However, these are
unnecessary for the task at hand and, additionally, do not provide the expressiveness
required for the indicator analysis. In order to keep the analysis simple, we propose
a reduced metamodel that includes only the the concepts required for applying our
methodology, and can be integrated as an extension for any of the existing modeling
languages. Our metamodel is shown in Figure 5.2.

In this Figure we can see the following concepts:

1. Goals are desired state of affairs. They represent business objectives, such as “In-
crease sales” and are the basic blocks of the strategic model with no distinction
of whether they are strategic, operational or tactical. They are included in pretty
much every strategic modeling language [21, 7, 16].

2. Relationships allow domain experts and analysts to express the expected rela-
tionships between goals and, therefore, between their associated indicators. They
can be either contributions (with positive or negative effect) or decomposition.
For example, “Increase revenue” can be decomposed into “Increase profit” and
“Decrease costs”. The expressivity of relationships varies in full fledged strategic
modeling languages. In our language, relationships have the evidence property,
which captures the results from the analysis step showing whether the relation-
ship is supported by the data or not.

3. Indicators measure the satisfaction of goals. They translate business objectives
into measures that can be monitored, such as “Increment in sales by 5%”. In order
to make indicators from our model compatible with existing proposals [21, 7] all
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indicators can have a formula, a current value, a target value, a threshold, a worst
value, and a target time. Furthermore they also have a status, which provides
information on the status of the indicator with respect to the data available. They
are further specialized into three types required for our methodology, which are
not found in current modeling languages:

a. Measures are the simplest form of indicators. They represent known formulas
for measuring business activities with no known targets or thresholds. Given
that measures only provide a current value and do not include any criteria,
they cannot be used to make any statements with regards to goal satisfaction.
For example, given the “Total sales” measure we cannot argue whether the
associated objective has been fulfilled or not. Their utility comes from their
exploration as potential KPI and KRI candidates.

b. Key Result Indicators are indicators which directly correlate with the satis-
faction of a goal. For example, “Increment in sales by 5 %” is a KRI, since
it provides information about the results of the business objective “Increase
sales”. Every KRI must have clear defined thresholds and values, and its use-
fulness comes from the capability to determine the exact status of the associ-
ated business objective. However, compared to KPIs, i) KRIs always provide
information at the same point in time when the associated objective should
be fulfilled, thus they can only be used for making decisions via forecasting,
and ii) organizations cannot effect KRIs directly, because they always repre-
sent results of the business activity. Following our examples, an organization
cannot increase sales directly, they have to effect them through promotions,
opening new channels, etc.

c. Key Performance Indicators are indicators that measure the performance of
key activities and initiatives that affect the objectives measured by KRIs. As
KRIs, KPIs have clear defined thresholds, but they may or may not have a
target time since they can monitor continuous tasks. For example, “Average
response time under 3 days” is a continuous task. KPIs are important for the
company due to the ability to effect them directly and, in turn, their associated
KRIs. Therefore, if KRIs change, it is likely the set of KPIs to monitor also
changes. Finally, compared to KRIs, KPIs provide information ahead of time
about the satisfaction of KRIs. Intuitively, if we perform well, we will obtain
good results. However, this information is not accurate, as KPIs only measure
a subset of the factors influencing a KRI.

With this metamodel, we can construct strategic models focused on indicators
in collaboration with domain experts. The process for building the initial strategic
model is approached in a top-bottom fashion as follows. First, the main objectives
pursued by the organization are listed as top level goals. For each of these top level
goals assign a candidate KRI (if known) or a measure that quantifies it. Next, us-
ing the information provided by the main objectives established and the KRIs and
measures, we start refining the goals. Goals that are very coarse grained can be
decomposed into simpler goals. For example, “Increase revenue” can be further de-
composed into “Increase profit” and “Decrease costs”. It is important to note that
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goals obtained by decomposition will still share the same type of indicator associ-
ated, as we will not move from results to activities through decomposition. Once
we have simpler goals, we can ask how/what are we doing (or plan to do) in order
to achieve them, and what effect these actions have any of the current goals in our
strategic model. The lower level goals obtained will be candidates to be monitored
through KPIs. If any candidate KPIs or measures are known (for example extracted
from management predefined lists), they are assigned to these goals. As previously,
if these goals are too coarse grained for assigning them KPIs, they can be further
decomposed into simple goals. Finally, any candidate KRI, KPI, or measure not re-
lated to any goal is listed and included into the model with no relationship to the
rest of elements.

After the strategic modeling step, we will have obtained a candidate strategic
model, that will have varying degrees of completion depending on the knowledge
available about the business and its measurement. The indicators in the model will
then be passed as input to the second step in our process, the data analysis, in order
to test their suitability according to existing data.

5.3.2 Analysis

Indicators included in the strategic model represent specific formulas that allow us to
obtain data about their behavior over time. However, quality data is often scarce, and
can be present in different formats. Therefore, we have defined a multi-step analysis
process that accounts for several challenges that can be found during data analysis.
An overview of the process can be seen in Figure 5.3. Due to space constrains we
only mention briefly the key aspects of the analysis.

During the preprocessing step we determine the availability and characteristics
of the data. We also discard indicators that are entirely flat or with largely missing
values (see [6] for a deeper discussion on sample sizes) through quick data profiling,
since they cannot be used for the analysis. Furthermore, we determine whether we

Step 2.1:

Preprocessing

Step 2:

Basic Analysis

Range, Deviation, 

Normalization, 

Trend

Step 3a: Time 

Series

Correlation, 

Cross-Correlation,

Auto-Regression 

and ARIMA

Step 3b: Limited 

Panel Data

Correlation, Linear 

Regression, 

Sentinel 

Relationships

Fig. 5.3 Overview of the analysis process
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are working with pure time series or panel data2. Afterwards, during the basic anal-
ysis step, we analyze each measure to identify measures large deviations. This is
specially relevant if working with panel data, since discrepancies between instances
will require either separate analysis or normalization in order to make their behavior
comparable. Finally, in the statistical analysis step we proceed as follows:

If we have enough time data, then we start our time series by analyzing the cor-
relation between indicators, in order to obtain candidate relationships within the
data. These relationships are further analyzed though cross-correlation to estimate
the time difference between the behavior of one variable and its effect on the other.
Finally, we fit an ARIMA [3] model to estimate the confidence and direction of the
relationship identified.

If there is not enough time data and instead we rely on large number of instances
with few time points, then we require simpler models. As previously, we start by
analyzing the correlation between indicators. Then, we generate multiple linear re-
gressions (one per region) in order to compare the behavior of indicators across
regions and confirm the existence and direction of the relationship. Finally, we esti-
mate the confidence of the relationship using simple sentinel-like rules [15]. These
rules are calculated by using the difference in values across time for each indicator
and comparing if a positive (negative) value for the predicting indicator results in
a positive (negative) value for the affected indicator. Occurrences of the same type
(direct/inverse relationship) are added, while opposites subtract from each other.

The information obtained during the analysis is used to update the model in order
to feed the next iteration of the process.

5.3.3 Model Update

Updating the model allows users and analysts to (i) compare how their expectations
match the data, and (ii) gain new insights from newly discovered relationships, lead-
ing to the definition of new goals or the assignment of indicators to existing objec-
tives. According to the results of the analysis, the model is updated as follows.

First, relationships which for which there is data available but have not been sup-
ported by the data are marked in red. Relationships supported are updated with the
correlation and confidence coefficients. New contribution relationships are added
between goals whose indicator have a correlation with a confidence rate higher than
the threshold defined during model update. If indicators do not currently have any
associated goal, a new goal is created with “?” as its description. Second, measures
unrelated, related by a decomposition relationship to another measure or result indi-
cator, or that present a cross-correlation with 0 time difference and a defined trend,
are transformed into KRIs. Measures related by contribution relationships to another
indicator with a time difference less than 0 or no trend are transformed into KPIs.

2 Bi-dimensional data, most often referring to time and geographical or product dimensions, but
not necessarily restricted to. We will use regions as an example.
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For these new indicators, if the indicator presents a trend (e.g. sales), then the
target value is tentatively set to its value in the last period read (e.g. last year) plus
the average of the trend. The threshold for failure will be set to its value in the
last period minus the standard deviation, and the worst value mark to its last period
minus twice the standard deviation. If the indicator does not present a trend then the
target value is tentatively set to its value in the last period read, while the threshold
and worst values are calculated as before.

With this information, the domain experts and the analysts can begin the next iter-
ation of the process, by defining composite measures and re-designing the strategic
model using the newly obtained insights.

5.4 Case Study: Performance Indicators for Water Supply
Management

Water supply management companies focus on ensuring water supply to multiple
zones. It is a complex activity that involves multiple elements and processes. On
the one hand, water provided requires an adequate quality for its target, whether
urban zones or farms, and cuts in service must be kept to a minimum. On the other
hand, the water supply network incurs into loses, and must be renovated once critical
points are reached. However, finding the specific parts of the network that require
renovation is a challenging task, and thus entire blocks of the network have to be
renovated, which is costly. In order to aid in this task, a number of measures are
gathered by the water supply management company in our study. Unfortunately,
none of these measures has associated any criteria to make decisions regarding the
water supply network. Therefore, in the following we apply our methodology in
order to help the company explore their objectives and metrics and improve both
their performance monitoring as well as decision making. The application of our
methodology has been done using Pentaho Data Integration for automating data
transformation and RStudio for data analysis scripts respectively3.

We started with a simple indicator model depicting the high level goals pursued
and including the whole list of measures (cropped due to space constraints, and
mostly anonymized due to privacy reasons). The highest level goal is to provide
an efficient water supply, which does not have any known measure associated. In
order to track this high level objective, it is further decomposed into minimizing
water lost and improve network efficiency. In order to minimize water lost, intu-
itively the company wishes to minimize breakdowns and leaks, which are avoided
by maintaining the supply network and renovating it when needed. However, reno-
vating the supply network involves a costly process, and thus harms the reduction
of maintenance costs. With regards to improving network efficiency, Measure 9 is
proposed, which is related to the population density and cannot be directly effected

3 Pentaho Data Integration and R-Studio are freely available here: http://community.pentaho.
com/projects/data-integration/ and here: https://www.rstudio.com/

http://community.pentaho.com/projects/data-integration/
http://community.pentaho.com/projects/data-integration/
https://www.rstudio.com/
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Fig. 5.4 Subset of the initial model for our case study

by the company. Therefore, no further goals are related to this objective, which acts
merely as a monitoring tool.

For the first iteration of the analysis we start with 21 measures, which contain
yearly readings for the period of 2008 to 2014 (6 data points) for 574 instances of
the data. We start the preprocessing by extending the set of measures, calculating
water lost (not directly available), from water supplied and water registered. Further-
more, due to the presence of missing values across different measures, we remove
Measure 15, which presents largest number of missing values (382) and limits sta-
tistical methods that do not support missing values.

After the preprocessing, we perform the basic analysis. The deviation between
zones shows large discrepancies in multiple measures, e.g. zones ranging in the
thousands of m3 of water supplied per year while others in range of millions. Since
we do not have enough data points for analyzing separate time series, we normalize
the values within regions. Afterwards, we analyze the correlations between mea-
sures by removing any missing values in pairwise observations. The correlation
analysis shows a total of 12 correlations stronger than our 0.5 threshold, which are
further analyzed using linear regression to determine the predicting power of each
factor.

The statistical analysis using linear regression does not show significant discrep-
ancies in the behavior across zones for the relationships identified and confirms the
relationships between variables except in 2 cases. Finally, we estimate the confi-
dence of each relationship using sentinel rules across all the available zones. With
these results, we update our initial model, leading to the indicator model shown in
Figure 5.5, where N depicts the indicator has been normalized during the analysis.

As we can see, our analysis has identified a number of potential relationships
between result indicators (trend and lag 0 relationships), generating new potential
goals that may be hidden and require exploration. Conversely, an initially expected
relationship between Measure 14 and water lost is not supported by the data. This
indicates that we need to review either the way we are monitoring our goal. i.e.
how are we measuring breakdowns, or review the suitability of the relationship, i.e.
breakdowns not cause severe water loses?. During the first step of the next iteration
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Fig. 5.5 Subset of the indicator model updated with data analysis results

we identified three relationships (Measures 12-16, 13-17, 20-water lost) as not in-
teresting, since the measures involved calculated in a similar fashion, while another
three relationships (4-5,7-11,19-20) were marked as of special interest.

5.5 Discussion and Limitations

The methodology presented tackles several problems and challenges that have not
been addressed yet in the literature for aiding in the elicitation and selection of busi-
ness indicators (KPIs and KRIs) for business objectives. As shown in the case study,
the combination of strategic models together with data analysis contributes greatly
to progress in this search. However, it is important to highlight a series of current
limitations of the approach in order to avoid errors in its interpretation and appli-
cation. First of all, our methodology pinpoints best strong pairwise relationships
between measures and indicators. When multiple factors are required to jointly af-
fect a target indicator it is more difficult to identify and estimate the effects of each
individual factor. Thus, our methodology relies on the domain experts to take notice
of these weak relationships during an iteration and create composite indicators that
take into account this interaction for the next iteration. Second, our methodology as-
sumes the existence of data in order to test hypotheses posed by the strategic model.
If a company is relatively new or small and has little data available, then it is best
to rely solely on strategic analysis techniques [7], since data driven analysis will not
be feasible.
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5.6 Conclusions and Future Work

We have presented a methodology for the elicitation, assessment and selection of
KPIs and KRIs. Our methodology tackles the problem of eliciting and selecting ad-
equate KPIs and KRIs for objectives within a strategic model. To the best of our
knowledge, it is the first proposal that explicitly includes the distinction between
KPIs, KRIs, and measures within its modeling language and exploits this informa-
tion in order to drive the analysis. Thanks to this information, our methodology
enables domain experts to explore their candidate indicators, as well as their data,
helping them to iteratively build an indicator map that reflects their priorities and
is aligned with the results pursued. Additionally, the components involved in our
methodology, the conceptual model, the process, and the analysis techniques, can
be applied in isolation or easily integrated within existing strategic modeling frame-
works, such as BIM [7] or BMM [16] to improve their capabilities. Furthermore,
we have applied our methodology to a real case study based on the water manage-
ment sector, where we needed to elicit and select indicators for improving water
efficiency. Finally, we have discussed our approach and its current limitations. Our
main goal is to establish a baseline methodology for indicator selection, which tack-
les the existing problems in indicator selection and can be further improved by future
works.

In the short term, we plan to focus on improving the data analysis with richer, and
more sophisticated algorithms, that can detect more complex relationships between
indicators. This will likely contribute to create more detailed models and possibly
extend the modeling language, where these complex relationships can be reflected
explicitly in order to provide additional insights and ideas for domain experts.
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Chapter 6
Conceptual Modeling in Accelerating
Information Ingest into Family Tree

David W. Embley, Stephen W. Liddle, Tanner S. Eastmond, Deryle W. Lonsdale,
Joseph P. Price and Scott N. Woodfield

Abstract Family Tree is a wiki-like shared repository of interconnected family ge-
nealogies. Because information ingested into the tree requires human authorization
as verified in source documents, ingest is tedious and time-consuming. To signifi-
cantly increase ingest efficiency while maintaining human oversight, we propose a
pipeline of tools and techniques to transform source document genealogical asser-
tions into verified information in the Family Tree data repository. The automation
pipeline transforms pages of printed, scanned and OCRed family history books into
a GEDCOM X conceptualization that can be ingested into Family Tree. All steps of
the pipeline are fundamentally grounded in ontological conceptualizations. We re-
port on the pipeline implementation status and give results of initial case studies in
semi-automatically ingesting information obtained from family history books into
Family Tree.
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6.1 Introduction

FamilySearch [8] maintains a freely accessible collection of records, resources, and
services designed to help people learn more about their family history. Its Family
Tree allows users to collaborate on a single, shared, worldwide family tree. Currently
Family Tree has information on about a billion people, including their names, birth
and death data, and their marriage and parent-child relationships to others in the
tree. Users can also attach to each person stories, photos, and images of documents
from which the genealogical information is derived.

Users add persons one-by-one to Family Tree and update information already
in the tree one item at a time. Users are expected to have verified the information
they add to the tree, and their contact information is added to all updates they make.
They should also document information they add by including source information—
ideally images of documents that verify tree updates.

Using principles of automated conceptual-model-based information extraction
[3, 5], we are building a system to accelerate ingest of information into Family
Tree. As source documents, the system we are building targets the collection of sev-
eral hundred thousand family history books, which are being scanned, OCRed, and
placed online by FamilySearch. The collection contains genealogical information
about millions of people, many of whom are already in the tree, but many of whom
are not. For those already in the tree these books may contain corroborating informa-
tion, information not yet recorded in Family Tree, and in some instances conflicting
information that needs to be resolved.

Figure 6.1 shows a paragraph from a page of one of these books, The Ely Ancestry
[25]. The information of interest to be placed in the tree for Mary Augusta Andruss
is highlighted—her birth date, her death date and place, her burial date, her parents,
and her spouse along with their marriage date and their children. Figure 6.2 shows
the information captured by our system for Mary. The captured data is ready to be
automatically ingested into the Family Tree along with its source documentation,
the text with highlights in Figure 6.1.

We call our system Fe6 (Form-based ensemble with 6 extraction tools). Fig-
ure 6.3 shows the pipeline beginning with a source-document book and ending with
the genealogical information from the book being ingested into Family Tree. The
figure also illustrates the steps in the process:

1. Split the PDF document resulting from scanning a book into individual pages.
2. Apply an ensemble of extraction engines to each page.
3. Merge the extracted data and split it into three filled-in forms—Person, Couple,

and Family, focusing respectively on individual, marriage, and parent-child in-
formation.

4. Check and correct the automatically filled-in forms.
5. Enhance the checked data by standardizing it and by inferring gender and birth

and married names.
6. Transform Fe6’s internal conceptualization of the data into Family Tree’s internal

conceptualization.
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Fig. 6.1 Highlighted Data for Mary Augusta Andruss in The Ely Ancestry[25].

************************************ BirthPlace:

Person osmx393: Mary Augusta Andruss Marriage Relationships:

************************************* Spouse: osmx334 (Charles Christopher Lathrop)

Name: MarriageDate:

Conclusion Name: Mary Augusta Andruss Conclusion: 1856

Original Document Text: Mary Augusta Andruss Original Document Text: 1856

Interpreted Document Text: Mary Augusta Andruss Interpreted Document Text: 1856

Married Name: Mary Augusta Andruss Lathrop ParentOf Relationships

Married Name: Mary Augusta Andruss Lathrop osmx260 (Charles Halstead Lathrop)

Gender: Unknown osmx319 (William Gerard Lathrop)

Facts: osmx168 (Theodore Andruss Lathrop)

BirthDate: osmx434 (Emma Goble Lathrop)

Conclusion: 1825 ChildOf Relationships:

Original Document Text: 1825 osmx290 (Judge Caleb Halstead Andruss)

Interpreted Document Text: 1825 osmx427 (Emma Sutherland Goble)

Fig. 6.2 Person Information Record.

The remainder of this chapter describes details of the ingest pipeline (Sec-
tion 6.2), which from beginning to end is fundamentally grounded in conceptual
modeling [4, 2, 24, 19, 6, 1, 7]. We therefore particularly highlight the pipeline’s
connection to conceptual modeling. Next we give the status of our project (Sec-
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Fig. 6.3 Fe6 Pipeline.

tion 6.3)—meeting FamilySearch’s human-oversight requirements (Section 6.3.1),
the implementation status of the pipeline (Section 6.3.2), and some preliminary re-
sults about our ingest experience (Section 6.3.3). We conclude by discussing poten-
tial impact (Section 6.4).

6.2 Fe6 Pipeline

The objective of the Fe6 pipeline is to populate the conceptual-model diagram on
the right in Figure 6.3 and then to transform the data in this conceptualization into
Family Tree. We begin by automatically extracting data into the conceptual model
diagrammed in Figure 6.4, which models the target data directly extractable from
a text document. The views superimposed on this diagram correspond to Person,
Couple, and Family forms, which are automatically filled in so that a user can check
and correct the output generated by the tool ensemble. We refer to our conceptual
models as ontologies, which emphasizes the philosophical notion of “the nature of
being”—the reality of the existence of families and individuals.

6.2.1 Import Book

Given a printed historical book containing genealogical information, it is scanned,
OCRed, and rendered as a PDF document. It is then split into pages and for each
page we produce five files: (1) a single-page PDF document; (2) a PNG image of
the page; (3) a .txt file with the OCRed text; (4) an XML document containing
bounding-box information for every character, word, and line of the OCRed text in
the PNG image; and (5) an HTML web page that renders the PNG image superim-
posed over hidden OCRed text for use in the user interface that allows for checking
and correcting automatically generated extraction results.
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Fig. 6.4 Target Ontology for Extraction Engines.

6.2.2 Run Extraction Tools

Conceptual modeling is the underlying formalism of all six of the Fe6 ensemble’s
extraction tools. In essence, the tools “read” the text on a page by converting word
sequences into conceptual entities and relationships among the entities. Categori-
cally, the extraction tools stem from work in expert systems, natural language pro-
cessing, and machine learning. Spanning across these categories helps the ensemble
work with document types that range from those that are highly structured (e.g.
cemetery records that are near table-like in structure) to those that are free running
text (e.g. narrative family history stories) and everything in between (e.g. the page
in Figure 6.1 from the 830-page Ely book).

FROntIER [21] extends our work on conceptual-model-based data extrac-
tion [3]. It extracts and attempts to organize data, reasoning about the extracted
information to infer facts not explicitly stated in the underlying text and dedupli-
cating extractions of different references to the same person. FROntIER extraction
rules are solidly based on conceptual modeling. Each lexical object set s has a col-
lection of regular expression extraction rules that identify instances in running text
that belong to an extension of s. Nonlexical object sets such as Person are instan-
tiated by ontological commitment—a relationship between language and an object
postulated to exist by that language, so that when a person name is extracted, a Per-
son object is instantiated. Relationships between and among entities are instantiated
by regular expression recognizers with embedded entity instance recognizers. For
example, the rule “person-name was born on date”, where person-name and date
are any of the regular expression recognizers in the collection of recognizers for
person names and dates, can instantiate a relationship in the Person-has-BirthDate
relationship set in Figure 6.4.
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OntoES is another extension of [3] based on extracting ontology snippets, which
let users specify extraction rules for a collection of object and relationship sets.
An ontology snippet is a view over a conceptual model, and each ontology snippet
regular expression recognizer identifies and extracts some or all of the objects and
relationships for the view in a single execution of the rule. For our application, we
tailor these views to our three forms: Person, Couple, and Family. Thus, ontology
snippet extractors are an efficient way to fill in the fields of these forms. We note
that there is a strong relationship between forms and these ontology snippet views;
indeed, for any view we can derive a form and from any collection of related forms
we can derive a conceptual model [23].

GreenFIE [12] “watches” users fill in form-records, namely records for our Per-
son, Couple, or Family form, and can generate ontology snippet extraction rules
from each of the filled-in records it “sees.” It then executes these extraction rules
on subsequent pages to prepopulate forms for users to check and continue to fill in
for record patterns not yet encountered. GreenFIE is “green” in the true sense of
the word, which in this context stands for tools that improve themselves as they are
used in real-world work [17].

ListReader [20] discovers record patterns in text. It abstracts the text of an en-
tire book, replacing, for example, words that begin with an uppercase letter like
“Mary” by the symbol “[UpLo]” and digit sequences like 1836 by the symbol
“[DgDgDgDg]". It then groups text into the patterns it encounters. For example,
in Figure 6.1, it groups children with a birth and death date like “1. Mary Ely,
b. 1836, d. 1859” whose pattern is “[Dg]. [UpLo] [UpLo], b. [DgDgDgDg], d.
[DgDgDgDg]” into one group and children with just a birth date into another group.
A user then labels a ListReader-chosen prototypical example by filling in a form—
in this Mary Ely example, by putting "Mary Ely" in the Person-form’s Name field,
“1836” in the form’s BirthDate field, and “1859” in the form’s DeathDate field. This
form filling process establishes a correspondence between the record in the group
and a form and thus also the ontology because of the correspondence between form
and conceptual model [23]. It also labels every other record in the group. Thus, with
one record labeling, all the information for all the records in the group is extracted
into the conceptual model—usually hundreds of records in books like The Ely An-
cestry.

OntoSoar [15] extracts data using NLP techniques to segment and parse the text,
and a cognitive reasoner (Soar [13]) to semantically analyze the parse of each seg-
ment and map results of the analysis to an ontology. OntoSoar’s segmenter chunks
semi-structured text like that in Figure 6.1 into clauses which may or may not be
sentential in structure but are nevertheless parsable by its Link Grammar parser.
The analyzer in our implementation has 240 Soar production rules. These rules
build meaning using ideas inspired by construction grammars, which (1) pair textual
forms with meaning; (2) construct knowledge structures with inference rules; and
(3) map knowledge structures to ontologies by comparing their common entities
and relationships. The mapping provides a conduit for populating the ontological
conceptualization in Figure 6.4 with data.
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GreenDDA is an experimental tool, with which we are investigating the use of
standard machine learning, but requiring only a minimal amount of clean training
data. It is “green” in the sense that it takes its clean training data from user-checked
and -corrected filled-in forms for a page. Its DDA (Decision Directed Adaptation)
[18] component then trains a classifier, applies it to a subsequent page, takes the
results and adds them to its set of training data, and then repeats this process on
additional pages. If the process converges to a stable state, the trained classifier is
then applied as part of the ensemble to unprocessed pages in an attempt to improve
the extraction.

6.2.3 Merge Extracted Information

The next step in the Fe6 pipeline is to merge the results obtained from the extraction
engines. Merge proceeds by noting the position on the page of extracted text strings.
Identical strings appearing at the same location on a page are merged, as are strings
with significant overlap. For example, if one tool extracts “Judge Caleb Halstead
Andruss” from the page in Figure 6.1 and another tool omits the title, “Judge”,
extracting only “Caleb Halstead Andruss”, they are nevertheless merged as one.
Since persons are instantiated by ontological commitment with names, name merge
implies person-object merge as well.

We keep multiple string values for each lexical object. First is the text of the
extracted string itself along with its page location. Second is a cleaned string in
which we attempt to (1) fix common OCR errors such as the “i” in “i860” in the
birth year of Theodore Andruss in Figure 6.1 and (2) resolve end-of-line hyphens so
that “McKen-\nzie” in Figure 6.1 becomes “McKenzie”. Third is a mapping of the
date values into a Julian date string which can easily be converted into an integer
for date comparison operations. Thus, for example, the death date of Mary Augusta
Andruss in Figure 6.1, which is “Nov. 4, 1898”, becomes “1898308”.

We next evaluate the merged/cleaned data and fix egregious anomalies. Unlike
most databases which require data to be valid with respect to declared constraints,
we allow our conceptual models to be populated with invalid data, preferring to
specify ontologically correct constraints and let violations stand until they can be
resolved. For example, the model instance in Figure 6.4 declares that a Person has
exactly one BirthDate as specified by the functional arrow and the absence of an “o”
(an “o”ptional indicator) on its tail connection. But the extraction engines may find
zero or several birth dates for a person. Min-violations of a cardinality constraint
[14] merely mean that information is unknown, but max-violations are egregious
and should be fixed. Consider the participation constraint 2 in Figure 6.4 declar-
ing that a Child has exactly two parents. This is a commonly encountered violation
because of the difficulty of specifying how far ahead to look for a child list for a
couple. In Figure 6.1, the amount of text to skip between Mary Augusta Andruss
and her first child, Charles Halstead, is greater than the amount of text to skip be-
tween Joel M. Gloyd, who has no children, and the next couple’s first child, Mary
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Ely. To not miss parent-child associations, the extraction engines need rules with
both short and long skip-lengths. The result in this example is that Mary Ely has
four parents, Mary Eliza Warner, Joel M. Gloyd, Abigail Huntington Lathrop, and
Donald McKenzie. This egregious anomaly can be reliably and automatically fixed
by discarding Child–is_child_of–Person relationships for all but the closest couple.

6.2.4 Check Quality

Figure 6.5 shows the user interface for COMET, our Click-Only, or at least Mostly,
Extraction Tool, which allows users to fill in forms on the left from a document
on the right. Users click on text tokens in the document to fill in a field of focus
in a form. The document is an image of a scanned page superimposed over hidden
OCRed text. Users may edit field values, for example, to correct OCR errors. They
may also move to previous or subsequent pages to enable annotating records that
cross page boundaries such a list of children that continues onto a subsequent page.
As Figure 6.5 shows, hovering over a filled-in record highlights the fields of the
record and the corresponding extracted text in the document.

Fig. 6.5 COMET Screenshot.

Form-records in COMET correspond precisely with ontological conceptualiza-
tions [23]. Thus, when a user fills in a Family form record in Figure 6.5, the un-
derlying system populates the Family view in Figure 6.4 with the data. Conversely,
when the extraction engines populate the target extraction ontology in Figure 6.4,
the form records for any of the various views are filled in so that a user only has to
check the work of the ensemble of extraction engines and make corrections—e.g.
delete erroneous records with the red-x button in Figure 6.4, add a missing record,
or click on a filled-in field to edit or replace the field value.
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Users work on a batch of pages at a time as controlled by the buttons in the lower
left of the interface. After clicking on Submit Batch, the system invokes a semantic
check of the data to find violations of ontologically declared constraints and miss-
ing person or place names in authority lists. Declared constraints consist not only
of the conceptual model’s cardinality constraints but also of Datalog-like general
constraints declared over the model’s object and relationship sets [26]. Authority
lists comprise tens of thousands of person and place names known to FamilySearch.
When irregularities are found, icons are added to fields in question and the batch is
returned to the user for further review.

Users can click on the icons to obtain explanations. For example, clicking on
the question-mark icon for the child Francis Argyle in Figure 6.6 yields the pop-up,
which explains that Elizabeth Eudora McElroy cannot be her mother since Eliza-
beth died before Francis was born. After resolving raised issues, users again click
on the Submit Batch button, and the system accepts the results. If accepted person
or place names are missing in the authority lists, the system adds these missing
names to local, book-specific authority lists, which are checked along with global,
FamilySearch-provided authority lists so that when checking subsequent pages, the
system will not mark these names as possible errors.

Fig. 6.6 Screenshot of Constraint Violation: Child Born After Mother’s Death.

6.2.5 Enhance Data

At this point in the Fe6 pipeline, the data is assumed to have been correctly ex-
tracted. The data, however, is not necessarily in a preferred form and desired data
that is not directly extractable but is strongly inferred is not present.

We standardize dates and person and place names. For example, Mary Augusta
Andruss’s death date in Figure 6.1 is extracted as “Nov. 4, 1898” and standardized
as “4 November 1898”. We standardize a name by ordering its components with
title(s) first, followed by given names, surnames, and suffixes, and we use standard
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upper- and lower-case nomenclature. Place names are taken from FamilySearch’s
place-name authority when a match can be found, and, in any case, are ordered by
administrative levels, local to global.

Gender is almost never directly extractable in family history books because au-
thors do not normally use the words “male” or “female”. Instead they expect readers
to infer gender by context. We can reliably do the same inference automatically. We
do directly extract “gender designators” such as “he”, “she”, “Mrs.”, etc., and we
use them as reliable indicators of gender. A married person in a historical document
whose gender is unknown but whose spouse’s gender is known can also be reliably
inferred. Lastly, first given names are good indicators of gender and can be used as
a last resort. Drawing from the billion-plus persons in Family Tree, FamilySearch
has a 92-megabyte file of names paired with their probability of being male. Using a
threshold of above 0.95 for males and below 0.05 for females, we can be quite sure
of the gender. If there is insufficient information, we leave gender unknown.

Inferring birth and married names is tricky because we do not know which name
form has been extracted. In Figure 6.1, the listed child names consist only of given
names (no birth surnames); parent names are birth names that may or may not have
a title like “Judge”; one of the names, namely “Mrs. Lathrop”, has no birth-name
components at all; another, namely “Miss Emma Goble Lathrop”, includes the full
birth name and adds a title. In other documents names like “Mr. and Mrs. Charles
Christopher Lathrop” appear in which no part of the birth name of the female spouse
is included, and married female names appear with and without maiden surnames,
e.g. either of “Mary Augusta Andruss Lathrop” or “Mary Augusta Lathrop”. How-
ever, given enough information about father and male spouse names, birth and mar-
ried names can reliably be sorted out.

6.2.6 Update Tree

At this point in the Fe6 pipeline, we will have the conceptual model in Figure 6.3
populated with information—one instance for each page that contains genealogical
information in a given family history book. The information collected will have been
automatically extracted by the ensemble of extraction tools, checked and edited as
needed by a human to ensure accuracy, and automatically enhanced by inferring
critical information that is not directly extractable. Further, all of the extracted and
inferred lexical data will have been converted to a standard form acceptable for input
into Family Tree.

In preparation for ingesting this generated information into Family Tree, we next
transform the data from the pipeline’s conceptual model to GEDCOM X [9]—a
standard conceptual model for exchanging genealogical information. Each GED-
COM X document contains the information for one page and may include some
information from prior and subsequent pages when the focus page has cross-page
annotations. We also gather into each GEDCOM X document citation information
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for the book and bounding-box coordinates for each extracted data instance on the
focus page and on any surrounding pages.

For ingest into Family Tree, we generate a person information record (see Fig-
ure 6.2) for each person listed in a GEDCOM X document. Taking a person’s record
document as input, we programmatically fill in a form with the information and in-
voke a search for the person in Family Tree. The search form has fields for title, first
names, last names, suffix, gender, living or deceased status, date of birth, birth place,
date of death, death place, father first names, father last name, mother first names,
mother last name, spouse first names, and spouse last name. From the record in
Figure 6.2, we can fill in 13 of these 16 fields. When executed, possible matches
are returned, ordered best first according to FamilySearch’s matching algorithm.
We programmatically scrape information from the top three possible matches and
compare it with the person’s information record. Each field that matches for a given
search result increases the score. For Mary Andruss, first names, last names, gen-
der, deceased status, father first names, father last name, mother first names, mother
last name, spouse first names, and spouse last name all match individually, and our
match algorithm declares that the Mary Augusta Andruss whose extracted informa-
tion is in Figure 6.2 matches Mary Augusta Andruss whose ID in Family Tree is
K4B6-VCT.

Having found Mary Andruss in Family Tree, we can now automatically add any
missing information, add any alternative conflicting information, and add a source
document to validate these updates. Our proposal for automating actual updates to
Family Tree while also satisfying FamilySearch’s human oversight requirements is
in Section 6.3.1. Here, we note that by hand, we added Mary’s death date, burial
date, and married name, which were all missing, and we changed Mary’s birth date
from “about 1831” to “1825”. To document these tree updates, we also added the
image in Figure 6.1 as a source document.

6.3 Project Status

6.3.1 Human Oversight of Automated Updates

The oversight for ensuring that the information is correct with respect to the source
document is centered in COMET along with the pipeline’s interactive quality check-
ing procedures. Thus, so long as the downstream inference and standardization algo-
rithms function properly, the information presented for ingest should be considered
as having had sufficient human oversight.

The automated search for matches in Family Tree can have several outcomes:
(1) insufficient evidence to be confident of any match, (2) sufficient evidence to be
confident of (2a) zero matches, (2b) one match, or (2c) several matches. For (2b),
which is like the Mary Andruss example above, automatic ingest removes the te-
dium of adding facts and source documentation by hand. When merging conflicting
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information, a new fact should replace an existing fact only if the new fact properly
subsumes the existing fact or if the existing fact is specifically marked as being ques-
tionable (e.g. “about 1831”). For (1) and (2a), automatic ingest is straightforward,
but the decision to create a new person depends on policy. An alternative would be to
create a new node in a tree for the book outside of Family Tree. Then, upon comple-
tion of the book, node clusters with links to Family Tree nodes can be automatically
ingested as can node clusters deemed by policy to be large enough to add to Family
Tree. For (2c) a human must be in the decision-making ingest loop. Interestingly, as
we explain next, a conceptual-modeling view of the results of running the pipeline
can aid the decision-making process.

Figure 6.7 shows a conceptual-modeling view laid out as proposed in D-Dupe
[11], a visualization tool aimed at helping users integrate new information into a
database and deduplicating information already in the database. Each named rect-
angle is an object set derivable as a role-specialization of the Person object set in
the conceptual model in Figure 6.3. Father, for example, is a male person who has
a child. The relevant objects for the question at hand appear inside the object sets.
Objects are denoted by their internal ID’s and, since they are all persons established
by ontological commitment, their names also appear to make the view human read-
able. Lines denote relationships and together with the objects form a subgraph of the
larger underlying graphs of both the pipeline’s conceptual model and Family Tree’s
conceptualization. Attribute values for persons in the two Person object sets provide
additional information for determining duplicates.

Fig. 6.7 Integration and Deduplication of Mary Ely.

A D-Dupe view for integration and deduplication can be generated whenever the
automated search returns several matches—Case (2c) above. For example, “Mary
Ely (osmx161)”, the first Mary Ely in the page in Figure 6.1, matches two persons1

in Family Tree, Mary Ely (KFRL-WXZ) and Mary Eli (MGV1-9BJ). The D-Dupe
view in Figure 6.7 has the two Family Tree Mary Ely instances in the Person object
set on the right and the extracted Mary Ely instance in the Person object set on the
left. Also in the Person object set on the left are other Mary Ely instances judged
by FROntIER-like inference [21] as potential duplicates. As Figure 6.7 shows, all
one-hop person-person relationships also appear. The object sets Spouse and Child

1 Two person instances of the ever evolving Family Tree instance on June 5th, 2017.
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between the two Person object sets hold groups of objects judged by our match
algorithm to be the same.

To make merge decisions, a user has, in addition to a D-Dupe view like the one in
Figure 6.7, access to all the information about persons in Family Tree by clicking on
a person’s FamilySearch ID, and access to source document information including
the page of interest and the entire book by clicking on a person’s extraction-assigned
ID. Once a decision is made, a user can alter the contents of the Person object sets
and then click on a “go” button to request the ingest. In our example, a user would
remove “Mary Ely (osmx275)” from the left Person object set and then request
the ingest. The system would react by automatically directing the user to Famil-
ySearch’s merge page where “Mary Ely” and “Mary Eli” would be merged using
FamilySearch’s merge procedure and would then automatically ingest each of the
three remaining extracted “Mary Ely”s.

6.3.2 Pipeline Implementation

The pipeline is coded in Java up to the point of information ingest, which is coded
in Python using Selenium [22] to automate interaction with the FamilySearch web
site and update Family Tree. The pipeline runs from beginning to end, and the code
is being improved as we gain experience and encounter new edge cases. The given-
name/male-probability list and the name-authority list have been curated and are
used in the pipeline, but the place-authority list has not yet been created. The D-
Dupe-like integration and deduplication tool is only in the proposal stage.

The ensemble of extraction engines, COMET, and the user interface for the
pipeline management system are coded using Java, PHP, JavaScript, jQuery, CSS,
and HTML5 and make use of a variety of off-the-shelf tools, including Soar, the
LG Parser, and Stanford Core NLP packages. The extraction engines are all in their
individual academic prototype stage. They all run, but considerable work will be re-
quired to tech-transfer them into tools usable by anyone besides ourselves. COMET
has been used by subjects in some experimental evaluations; they generally find it
usable after a few minutes of training. We have only begun to build a management
system that will control the processing of books through the pipeline.

6.3.3 Initial Field Tests

Ely [25]. To compare the effort between manually and automatically ingesting in-
formation, we updated Family Tree by hand according to the information in Fig-
ure 6.1. We filled in search forms with the genealogical data from the generated
person information records (e.g. see Figure 6.2), identified matching Family Tree
records, merged duplicates (if any), checked the matching records, and added to
them source documentation and missing information. Of the 31 unique person in-
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formation records, 28 matched exactly one Family Tree person record. The record
for Mary Ely married to Gerard Lathrop matched two, as Figure 6.7 shows, and we
merged them. Donald McKenzie’s and Abigail Huntington Lathrop’s person infor-
mation records each matched three records that were themselves duplicates, and in
both cases we merged the three records. We added highlighted source documents
like the one in Figure 6.1 for all 31 matched tree records. Overall, we (1) replaced
two primary names with more complete names (e.g. “Emma Sutherland Goble” in
place of “Emma S. Goble”); (2) replaced six uncertain BMD (Birth/Marriage/Death)
facts (e.g. “about 1831” or merely “deceased”) with certain facts; (3) added two
missing BMD facts, and (4) added eight supplementary facts such as married names
or alternate spellings of names. All of this work, which could have been done fully
automatically within seconds of compute time, took more than five hours of tedious
typing, checking, clicking, and waiting for responses from the FamilySearch web
site.

Kilbarchan [10]. In a fully automatic extraction run over the 143 pages of
the Kilbarchan, Scotland, parish record, the ensemble created person information
records like the one in Figure 6.2 for 8,539 individuals. The automatic extraction’s
F-score was judged to be near 95%. Our matching algorithm found that 38% of
these individuals were already in Family Tree. In a sample of 150 person informa-
tion records, we checked our match-scoring algorithm, and for those that matched
correctly, we determined how much and what kind of information could be imme-
diately added to the tree. For match scores of 8 or more, meaning roughly that the
person in the Kilbarchan data and the person in Family Tree matched on eight sepa-
rate items of information, our match algorithm correctly matched 100% of the time
and correctly matched 64% of those with match scores between 5 and 7. Of those
correctly matched, 20% had information in the Kilbarchan data that could be imme-
diately added to the tree to improve the data, including adding or fixing first and last
names, birth and marriage dates, and parent-child relationships.

Miller [16]. Similar to our Kilbarchan field test, in a fully automatic extraction
run over the 396-page Miller Funeral Home Records from Greenville, Ohio, we ex-
tracted information for 12,226 individuals. The match rate of individuals already in
Family Tree for the Miller records was lower than for the Kilbarchan book—just
over 10% compared to 38% for Kilbarchan. Of the 1,280 individuals our matching
algorithm found, the Miller records provided information that could be automati-
cally added to 57% of them—a complete name, full birth date, full death date, or
names of an individual’s spouse, parents, or children.

6.4 Conclusions

The Fe6 ingest pipeline is fundamentally grounded in conceptual modeling: The
principles of ontological modeling and ontological commitment facilitate the identi-
fication and extraction of individuals and their genealogical information from semi-
structured text. The strong correspondence between forms and conceptual models
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provides coherent user views that ease the human check-and-correct of results pro-
duced by the ensemble of extraction engines. Inference rules written with respect to
conceptual object and relationship predicates drive the semantic sanity checks and
the inference of critical data that cannot be directly extracted. And human oversight
of entity resolution via deduplication and record integration is likely best achieved
by viewing a relevant graph of the entities and their relationships embedded in con-
ceptually derived object sets.

The Fe6 pipeline can accelerate ingest into Family Tree while simultaneously
maintaining FamilySearch-required oversight. With COMET we can guarantee
human-level accuracy of extracted information. Depending on the outcome of au-
tomatically matching extracted data with the tree, information can either be auto-
matically attached or, when human oversight is required for entity resolution, can
be presented in a generated view of the information that facilitates a quick and ac-
curate resolution. As a rough estimation of expected acceleration, it took about 5
hours to ingest the genealogical information from the Ely page in Figure 6.1 man-
ually into Family Tree. Using COMET, it took less than 30 minutes to annotate the
information from scratch and less than 10 minutes when the form records were pre-
populated with data by the ensemble of extraction engines. Except for assessing
duplicates, the ingest can be fully automatic. Thus, we can estimate a potential 10-
fold speed-up without the involvement of the ensemble of extraction engines and a
30-fold speed-up with them.
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Chapter 7
Model Centered Architecture

Heinrich C. Mayr, Judith Michael, Suneth Ranasinghe, Vladimir A. Shekhovtsov
and Claudia Steinberger

Abstract This paper advocates a rigorous model focused paradigm of information
system development and use. We introduce the concept of “Model Centered Archi-
tecture” that sees an information system to be a compound of various networked
models, each of which is formed with the means of a Domain Specific Modeling
Language. This languages are tailored to the particular circumstances of the respec-
tive system aspect. I.e., from a MOF perspective, MCA focuses on the MOF levels
M2 (definitions of the DSMLs to be used for the specification of the system and it’s
contexts), M1 (Specification of all System and Data Components using the DSMLs)
and M0 (the instances, i.e. models of concrete objects, functions and processes). The
transformation of M0 citizens to the respective implementation concepts (Structure
→ Data, Function→ Program, Process→Workflow) is delegated to mapping func-
tions defined on M2, restricted on M1 to the particular schemata (in the sense of
mappings between the respective sets of schema instances), and instantiated on M0
for the concrete instances. The paper shows how such model centered approach may
be applied in practice using two real development projects as running examples.

Heinrich C. Mayr
Alpen-Adria-Universität Klagenfurt, Universitätsstraße 65-67, 9020 Klagenfurt am Wörthersee,
Austria, e-mail: heinrich.mayr@aau.at

Judith Michael
Alpen-Adria-Universität Klagenfurt, Universitätsstraße 65-67, 9020 Klagenfurt am Wörthersee,
Austria, e-mail: judith.michael@aau.at

Suneth Ranasinghe
Alpen-Adria-Universität Klagenfurt, Universitätsstraße 65-67, 9020 Klagenfurt am Wörthersee,
Austria, e-mail: suneth.ranasinghe@aau.at

Vladimir A. Shekhovtsov
Alpen-Adria-Universität Klagenfurt, Universitätsstraße 65-67, 9020 Klagenfurt am Wörthersee,
Austria, e-mail: volodymyr.shekhovtsov@aau.at

Claudia Steinberger
Alpen-Adria-Universität Klagenfurt, Universitätsstraße 65-67, 9020 Klagenfurt am Wörthersee,
Austria, e-mail: claudia.steinberger@aau.at

85© Springer International Publishing AG 2017
J. Cabot et al. (eds.), Conceptual Modeling Perspectives,
https://doi.org/10.1007/978-3-319-67271-7_7

heinrich.mayr@aau.at
judith.michael@aau.at
suneth.ranasinghe@aau.at
volodymyr.shekhovtsov@aau.at
claudia.steinberger@aau.at


86 Heinrich C. Mayr et al.
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7.1 Introduction

7.1.1 Motivation

Models are the fundamental human instruments for managing complexity and un-
derstanding. As such they play a key role in any scientific and engineering discipline
as well as in everyday life. Many modeling paradigms evolved over time in the var-
ious disciplines leading to a huge variety of modeling languages, methods and tools
that came and went. This in particular is true for Informatics, which is a model-
ing discipline per se, and since long tries to systematize the realm of modeling by
(1) clarifying the hierarchy of model layers like e.g. in MOF (meta object frame-
work) [26], (2) introducing ontological commitments into model hierarchies for a
better semantical grounding, (3) harmonizing various modeling approaches to uni-
fied/universal ones, and (4) providing a framework for a systematic domain specific
modeling method (DSMM) ([9, 23]) design where universal approaches fail.

Since the seventies of the last century, related research and practice focuses on
Conceptual Modeling. This approach basically uses a formal language the terms
of which have an associated semantic interpretation (e.g. by grounding in an on-
tology) and a more or less transparent graphical or textual representation (support-
ing an efficient linguistic perception [8]). Usually, such language is embedded in a
Model-/Meta-model-Hierarchy. The dimensions of conceptual modeling languages
are structure, dynamics (behavior) and functionality; for instance, the Entity Rela-
tionship Model family focuses on structure, the Business Process Modeling Nota-
tion (BPMN) on dynamics and the Unified Modeling Language (UML) on all three
dimensions.

A vast wealth of research has been published about conceptual modeling lan-
guages, tools and methodologies, many of them having fallen into oblivion again.
Antoni Olive’s fundamental contributions, however, are still present. We dedicate
this paper to Antoni in deep gratitude for his inspiring work.

7.1.2 Related Work

We start from the observation that despite of all efforts there is still no compre-
hensive and consistent use of conceptual modeling in practice. Often, conceptual
models are used merely as prescriptive documents, which – e.g. in the realm of soft-
ware development or business process management – seldom are synchronized with
the developed artefact so that reality and model are stepwise diverging.
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There is a huge body of knowledge regarding Conceptual Modeling in general,
and modeling paradigms and methods used for system development in particular.
Thus it is not possible to give a comprehensive overview here. Also we will not
discuss our own related previous research.

Model Driven Architecture (MDA) [16] and Model Driven Software Develop-
ment (MDSD) [6, 19] try to master this challenge by backing model transformation
[Li11] from the (conceptual) requirements model, which is defined by means of a
meta-model, down to the implemented code (which clearly again is a kind of model),
see also [7]. MDA can be viewed as an instance of Model Driven Development
(MDD) by using the Object Management Group (OMG) standards as the core stan-
dards; i.e. Unified Modeling Language (UML), Meta Object Facility (MOF), XML
Metadata Interchange (XMI), and the Common Warehouse Meta-model (CWM).

However, just as UML is not the only object-oriented modeling language, so also
MDA is not the only model driven approach. There are numerous non-MDA initia-
tives that continue to advance the state of the art in MDD, e.g. metaprogramming
[32], domain specific modeling [14], generative programming [5]. However, as there
are still obstacles to overcome, e.g. regarding a bidirectional model transformation
(in particular, bottom up, which would enhance synchronization), model complete-
ness on all levels, and easy model checking, also these approaches did not yet have
an unlimited breakthrough into the developer’s minds.

Models@runtime [3, 4] aims at using models (in a general sense, not specifically
conceptual models) as artifacts at runtime; this is related to the wider promise that
the boundary between development time and runtime artifacts should eventually dis-
appear [2]. Run-time models are intended to enable the adaptation of a system and
its context at run-time by maintaining semantic relationships between the run-time
models and the running systems. This allows for analyzing and planning adaptations
on the model-level (see [10] etc).

7.1.3 The Paper’s Aim

What we will propose and illustrate within this paper is, in some ways, an add-
on to the MDA/MDSD and the models@runtime methodology that is intended to
attract more attention to conceptual modeling in information system development
processes.

The main idea is to understand such processes as mere modeling processes (di-
verging from [7]) and thus focusing on models (and their meta-models) in any de-
velopment step up to the running system. We, therefore, call this paradigm “Model
Centered Architecture (MCA)”. By MCA we will not introduce a new technology.
We just aim at contributing perspectives on the power of conceptual modeling as
has been done, e.g., by Antoni Olivé in [27].

The paper uses the results of two medium-term research endeavors, which we ran
within the last years, as running examples. It is structured as follows. In section 2,
we concentrate on models, their meta-models and Domain Specific Modeling Lan-
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guages (DSML) as the key building blocks of knowledge intensive systems, around
which any application and management software can be built. To make these build-
ing blocks comprehensive, the complete ecosystem context of a planned information
system has to be covered. This is illustrated in section 3. In addition to that, sections
4 deals with all interfaces of such systems from a modeling perspective: the inter-
faces to the various user groups, to systems to be coupled, to data and knowledge
sources etc. In section 5 we then present a first set of patterns for a Model Centered
Architecture. The paper closes with some conclusions and an outlook on future re-
search to be done.

7.2 The Model Centered Perspective

MCA is based on models, their related universal or domain specific meta-models
(MMs together with the modeling languages defined in connection with these MMs,
as well as on mechanisms for the transformation of models into other representa-
tions.

7.2.1 Background: Models and Metamodels

[11] define several features of models: (1) Mapping: A model stands for something
else (its original), (2) Reduction: models map only those aspects of the original -
and these possibly in a changed form - which are relevant for the given modeling
purpose, (3) Pragmatics: reflects the intended use of a model, i.e. prescription in the
sense of a specification, description for explanations, simulation or formal evalua-
tion for analysis purposes etc.

Usually, modeling is done in a way that is commonly perceived as “top-down”.
For example, when designing a traditional relational database application, we start
with the Relational Model as a meta-model. Using the associated Data Definition
Language we define a model, the “database schema” which describes all possible
states (sets of concrete tables) of the intended database. I.e., a particular database
state is an extension of such schema, and again is a model: namely a model of those
aspects of the original that where intended to be described by that database.

However, modeling can also be done “bottom-up”. For example, given several
concrete states of relational database the schema of which is not explicitly available.
So we could mine from that database an Entity-Relationship Model and represent
this graphically. In this case, the data in the database are the originals.

The same data can be extensions of different models, and the same model may
have different representations. As an example for the latter, suppose we are deal-
ing with the data in a specific application, that are extensions of a, e.g., UML class
diagram. This data can be represented in both, an ontological form (e.g. as OWL
individuals) and using a graphical notation. These representations can replace each
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other depending on the current aim: being a representation for easier end user valida-
tion or a representation for enhanced reasoning. As they serve for different purposes,
they have different properties as the way of representation.

It is thus clear that the hierarchy of model layers, which first was introduced in
the context of Information Resource Dictionary Systems [18] and now is propagated
as Metaobject Framework by [26], is helpful for understanding and managing the
relations between these layers.

Meta-modeling frameworks like ADOxx1 support the definition of Domain Spe-
cific Modeling Languages (DSMLs) and the creation of related modeling tools.
Given these supporting facilities and the work of the Open Models Initiative2,
DSMLs and DSML development gain increasing attention [14]. The creation of
a DSML as part of a comprehensive Domain Specific Modeling Method (DSMM)
has been discussed in, e.g., [9] and [23]. [13] and, years ago, [15] argued modeling
methods to consist of several components, that should be taken under consideration
in design processes: (1) the modeling language the a syntax of which is described by
means of a meta-model, the semantics by explanation or more formal descriptions,
and the notation by a set of graphical elements; (2) the modeling procedure that
describes how to apply the modeling language to create resulting models as well as
(3) mechanisms and algorithms that work with and on these models.

Model transformation is a key technique used in MDA, where one or multiple
target models are automatically generated from one or more source models accord-
ing to a transformation definition [21]. Model merging, where several models are
integrated into one resulting model, is included in this definition.

7.2.2 MCA: The Concept

The core concept of MCA is to take models not only as representatives of underlying
originals but to use them as the core of a system for both the addressed application
functionality and the flexible definition of the system’s interfaces as is illustrated in
Fig.7.1 based on the MOF hierarchy.

On the M2 (meta-model) level the concepts of the DSMLs for the application
domain, the user and device interfaces, and the data exchance interfaces are de-
fined. This is done using a meta-modeling language provided on level M3 (meta-
meta-model, not shown on the picture), and by specifying the symbols for language
representation. The DSMLs thus are extensions of M3 and models (intensions) for
M1. M2 interfaces allow for handling meta-models as MCA artifacts (meta model
management, e.g. using authoring environments) and for integrating external meta-
models (meta-model exchange).

On the M1 (model) level the various M2 meta-models are instantiated for a con-
crete application situation; the extension links are shown as dashed arrows. This

1 http://www.adoxx.org
2 http://openmodels.at

http://www.adoxx.org
http://openmodels.at
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Fig. 7.1 Model Centered Architecture: an overview

leads to a (domain specific) application model, user and device interface models as
well as a data exchange model. Again, for handling models as MCA artifacts, man-
agement (including modeling) and exchange interfaces are defined for this level, as
they are typically provided by a meta-modeling framework.

On the M0 (instance) level, the application itself results from creating exten-
sions of the M1 application model elements (visualized in Fig.7.1 again by dashed
arrows).

If a comprehensive DSML is defined on M2 (i.e., providing concepts for struc-
ture, dynamics and function) and used on M1, then the M0 extension form the mod-
els@runtime which are handled by an interpreter that is orchestrated by M2. The
solid lines in Fig.7.1 visualize that correlation. Thus, the system components are
implemented as model consumers and handlers which directly use and manipulate
application domain and interface models to provide the necessary functionality.

MCA based approaches may work with different kinds of conceptual models as
well as MMs for defining DSMLs and DSMMs. By defining them for each relevant
interface and data core, it is possible to create powerful domain-specific systems.
Also, model transformation is a key mechanism for MCA based approaches, since
different representations, excerpts and aggregations as well as different purposes
exist for models.
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7.2.3 Running examples

To become more concrete, this paper introduces the MCA concept based on our
experiences made in the HBMS3 and QuASE4 projects.

The QuASE project [30] aimed at providing an information system offering flex-
ible means of harmonizing the stakeholders’ views on communicated information
(e.g. stored in industrial project repositories such as Issue Management Systems5

(IMS) databases) in software development projects. These means are based on ter-
minology adaptation and the support for communication-related decisions. The core
of the QuASE system is a conceptual model of the communicated information and
the communication environment.

The HBMS project [20] aims at deriving support services from integrated models
of abilities, current context and episodic knowledge that an individual had or has, but
has temporarily forgotten. The core of the HBMS system is the Human Cognitive
Model (HCM). It preserves the episodic memory of a person in the form of concep-
tual models of behavior linked to context information related to these activities. The
interfaces to activity recognition systems as well as multimodal user interfaces are
again defined via domain specific modeling languages.

7.3 Models in QuASE and HBMS

7.3.1 Models in QuASE

Implementing QuASE as a model centered solution was motivated by the follow-
ing considerations: (1) the knowledge about quality-related communications varies
from company to company so that it should be separately configurable for a particu-
lar deployment site; (2) the communicated information typically is stored in project
repositories (e.g. Jira databases); its conversion into knowledge (for being exploited
by reasoning mechanisms approach) preferably should be integrated into the site-
specific configuration.

As a consequence, a meta-model together with a visual domain-specific mod-
eling language, the QuASE site DSL [29, 30], has been developed which serves
for defining the QuASE site model as the kernel of a deployment. This model also
specifies the mapping between the project repository and the modeling concepts
thus allowing for an automatic generation of the knowledge base instances from the
repository data (see Section 4). The DSL includes the following basic concepts: (1)
site: owner of the given QuASE installation, e.g. a software provider; (2) context:
units possessing certain views on communicated information e.g. projects, organiza-

3 Funded by the Klaus Tschira Stiftung gGmbH, Germany
4 Funded by FFG (Die Österreichische Forschungsförderungsgesellschaft), Austria
5 E.g. Atlassian Jira
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tions, involved stakeholders; (3) content: units shaping communicated information
e.g. issues/tickets; (4) knowledge: units encapsulating communicated knowledge.

A QuASE knowledge unit is composed of: (1) ontological foundation: a refer-
ence to the conceptualization of the particular piece of knowledge through ontolog-
ical means; (2) representation: the representation of the knowledge unit in a format
that could be perceived by the communicating parties (e.g. plain text); representa-
tion units are also contained in content units; (3) resolution means: the means of
resolving understandability conflicts related to the given knowledge unit (e.g. tex-
tual explanations).

Context units possess capabilities to deal with knowledge units. The capabilities
e.g. refer to the ability of understanding a given knowledge unit or explaining it with
resolution means.

The elements of the MOF levels M0-M2 are outlined in Fig.7.2. Note that M3
has been omitted since a standard subset of UML-like class diagram concepts is
used here which should be intuitively understandable.

The functionality of the QuASE Tool (the end user component) consists of ex-
ploiting the knowledge base by means of queries against the meta-model of the DSL,
i.e. these queries refer only to M2-level concepts. This way, the resulting solution is
truly model centered as it is completely customizable by defining new site models.

7.3.2 Models in HBMS

The HBMS MCA is backed by four meta-models: (1) The HBMS Context meta-
model covering all aspects to be taken into account when it is about supporting a
person, (2) the Operating Instruction meta-model that, in connection with the con-
text meta-model, allows for specifying the functionality of context elements, (3)
the Activity Recognition meta-model which serves for a flexible specification of
the interfaces to arbitrary activity recognition systems [28], and (4) the Multimodal
Support meta-model that serves for specifying the user/device interfaces for vari-
ous device types. Regarding MCA as depicted in Fig.1, the Context and Operating
Instruction meta-models correspond to the Application Domain meta-model, the
Activity Recognition meta-model to the data-exchange meta-model, and the Multi-
modal Support meta-model to the user/device meta-model.

Fig.7.3 visualizes the HBMS MOF hierarchy, the unreadable components will be
subsequently zoomed and explained. Again M3 has been omitted in the figure.

HBMS Context Model. The processing of context information gives humans the
ability to adopt their behavior to the world around them [12]. As HBMS aims to
actively assist individuals in activities of daily living and other situations using
their own episodic knowledge, the relevant aspects of the user’s context have to be
known [25]. The corresponding context meta-model is structured into four clusters
as shown (without details) in Fig.7.4:
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Fig. 7.2 QuASE MOF Levels (excerpts, simplified)

(1) The Environmental Context of a user: covers the resources that are utilized in
operations of the assisted user or are placed as equipment in the spatial context of
the user and participate in operations;

(2) The Personal and Social Context of a user: covers the abilities that a user
holds together with the level of ability fulfilment as well as the social surrounding;

(3) The Spatial Context of a user: covers the location in which the user should be
actively assisted;
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Fig. 7.3 MOF Levels for the HBMS-System (Meta-Models, Models and Data/Instances)

(4) The Behavioral Context of a user: covers the user’s relevant behavior in so-
called Behavioral Units (BUs) that describe the possible sequences of actions (Op-
erations connected by Flows), their Pre- and Post-Conditions as well as their Goals.
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In sum, the user’s episodic knowledge and the related context is represented and
preserved at level M1 which forms the Human Cognitive Model (HCM).

The HBMS context meta-model is the backbone of the lean domain specific mod-
eling language HCM-L (Human Cognitive Modeling Language [22]). This language
was designed to be as intuitively understood as possible by the relevant stakehold-
ers in the active assistance domain [24]. It is supported by the HCM-L Modeler [1]
which allows to work on the HCM.

The use of HCM is twofold: it serves (1) as a conceptual model for commu-
nication and validation purposes between stakeholders and system engineers, and
(2) as a machine readable context representation allowing for retrieval, reasoning,
interoperability and reuse.

7.4 Model Centered Interfacing

We now proceed to illustrate the concept of model-based interface design as men-
tioned in section 2. The targeted domains are activity recognition, multimodal sup-
port and operating instruction integration.

7.4.1 Model Centered Interfacing in QuASE

QuASE obtains the data from the project repositories (such as Jira databases) and
converts it into knowledge stored in its knowledge base. To implement this conver-
sion, it includes the knowledge base builder component which implements a model
centered interface to project repositories.

To support such interface, every conceptual element of a QuASE site model in-
cludes a repository mapping specification. This specification contains a repository
query and a description of the mapping between the attributes to be returned by the
query and the custom attributes of the conceptual element. It is used by the knowl-
edge base builder as follows: during the synchronization of the knowledge base, the
queries specified for the current site model are executed against the repository, the
relational data returned by these queries is converted into the knowledge base indi-
viduals based on the ontological knowledge derived from the model structure, and
the repository mapping specification.

The flexibility of this mapping allows large amounts of existing data to be inte-
grated automatically. The QuASE system “can be seen as a bridge which connects
end users, the data in project repositories and the (extendable) set of machine learn-
ing and natural language processing techniques” [30, p. 10] which are applicable to
the data after the communication environment is described as a QuASE site model.



96 Heinrich C. Mayr et al.

7.4.2 Model Centered Activity Recognition Interface

The implementation of an Activity Recognition interface was motivated by the fact
that behavior support systems require complete knowledge about the current user
behavior to provide context-aware support to its target users (e.g. elderly or disabled
people in the AAL case). Moreover, in the case of HBMS we aim at supporting a
person on the basis of her/his previous episodic knowledge which is to be learned
via sensor based observation. Because of the limitations of current Human Activity
Recognition (HAR) systems, such complete knowledge can only be established by
using several HAR’s and integrating their outputs. This led us to provide, for HBMS,
a model centered HAR interface that is capable of transforming heterogeneous AR
data into a common representation understandable to the target system.

Fig.7.5 shows the main concepts of the corresponding meta-model (MOF level
M2) which defines the domain specific modeling language AREM-L (Activity
Recognition Environment Modeling Language):
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Fig. 7.5 Model centered HAR interface meta-model

Recognition, the top-level concept, comprises (1) a recognized Event/Action con-
ceptualizing recognized simple or complex activities, (2) observed Things, i.e., per-
sons or contextual objects that are connected to each other by Relationships and are
involved in Actions, e.g., as passive elements or executing actors. For a concrete
HAR to be connected, these concepts are to be instantiated appropriately on level
M1. Note that then several “kinds” of events (instances of the M2 concept event),
several kinds of things and relationships etc. may be defined to meet the particular
HAR interface specification. The same is true for the cardinalities of the (meta-
)relationships which are, for a maximum flexibility, reduced to a minimum on level
M2. As an example, recognition kinds might be specified that have no event part
(this is possible as there is no cardinality constraint from Recognition to Event), e.g.
for covering temperature measurements of an object. On the other hand, if an event
kind is specified on Level M1, it must belong to at least one Recognition kind.

At run-time, the specified interface models are used to drive the data transforma-
tion in the behavior support system.
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7.4.3 Operating Instruction Integration

Operating instructions typically describe the core functions of a resource and give
instructions for its handling. Moreover, warnings as well as typical problem situa-
tions are included. While human readers can sift through complex operating instruc-
tion and are mostly able to understand particular support information at a glance,
search engines, Active Assistance Systems and other digital services need extra in-
formation to be able to use such information. Therefore, the intersection of semantic
technologies and operating instructions seem to be a promising approach [31].

Fig.7.6 shows the refinement of the Environmental Context, describing resources
and their components, functions and operating instructions relevant for HBMS-
System.

*0..1 < decribes

MediaObject

Type
Source

*

1

< has

< 
h

as

has >
*

1

d
ec

ri
b

es
 >

*

Instruction

Name
InstructionText
Language
Time

*

1

Warning

InstructionText

Warning

InstructionText

InstructionStep

Name
InstructionText

*

1

*

Support 
Function

Core 
Function

Resource

Name
Id
Type
Modell
Illustration

Function

Name
Description
Objective
FType

Function

Name
Description
Objective
FType

*

*

has >

*

Problem 
Situation

Symptom
Description
MediaObject

Component

Name
Image
Amount
ID

Name
Image
Amount
ID

0..1

*

0..1

1

*

*

*

*
knows >

gives >1

*

< 
su

cc
e

ss
o

r

Fig. 7.6 Operating Instruction Meta Model as part of the Environmental Context

Components are parts or accessories, which are necessary to prepare or to as-
semble the resource or which are required for special resource functions. Func-
tions are specialized into core functions and support functions for maintenance and
setup. Instructions describe how to handle functions and how to interact with the
resource from the user perspective. Every instruction consists of a name and mostly
an instruction text written in a certain language. Instructions that are more com-
plex can consist of several instruction-steps, which the user is suggested to follow.
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Media-Objects like assembly sketches, images, audios or videos can be associated
to instructions as well as to instruction steps. Warnings are operating instruction el-
ements that are related either to an instruction directly or to the resource in general.
In addition, typical problem situations can be found in an operating instruction with
references to instructions to handle them.

If an operating instruction is provided online by a manufacturer in the form of
structured data (e.g. using schema.org [31]), this data can be collected from the web,
transformed and automatically integrated into the Environmental Context Model of
HBMS-System using the Environmental Context meta-model for interfacing. The
HCM-L Modeler then can be used for visualizing or manipulating the integrated
data.

7.4.4 Model Centered User Interface

The user interface of a system again can be implemented based on model centered
principles (as a model centered user interface).

7.4.4.1 Model Centered User Interface in QuASE.

The QuASE system provides a model centered integration of user interface frag-
ments into the user interface of industry issue management systems (IMS) such as
Jira thus enabling Jira users to access QuASE support scenarios. This support in-
cludes (1) the concepts of the QuASE site DSL for describing the subset of model
elements to be integrated into the IMS; (2) an IMS extension (e.g. Jira plug-in)
which forms the control requests and transfers these to the QuASE tool; (3) the func-
tionality of the QuASE tool for accepting IMS requests and rendering the QuASE
UI fragment according to the request.

7.4.4.2 Multimodal Support Interface in HBMS.

The HBMS Support Engine provides assistance to a person based on matching the
person’s observed actions with the current knowledge base HCM. For transmit-
ting assistive information to this person and for interaction purposes, a multimodal
user interface is provided that works with different media types (audio, handheld,
beamer, Laserpointer, light sources, etc.). Again, this interface is intended to be de-
fined according to the MCA paradigm by introducing a domain specific modeling
language; such language is currently under development in the context of a PhD
work.
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7.5 MCA: Patterns and Implementation Examples

7.5.1 Architectural Patterns for MCA solutions

Based on the concepts defined in the previous sections, we identify a set of archi-
tectural patterns to be implemented by the components of a MCA-based system
(Fig.7.7).
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Fig. 7.7 Architectural patterns for MCA-based systems

1. The modeling tool pattern describes the means used by the model authors to cre-
ate and manipulate models according to the given DSML; such tools are driven
by given DSML’s meta-model describing; they can be either custom built or gen-
erated using an existing meta-modeling framework.

2. The model transfer interface pattern describes components responsible for trans-
ferring models to runtime components.

3. The model adapter pattern describes components transforming the transferred
models into the format understood by the rest of the system.

4. Both model storage and model storage manager patterns describe components
enabling model persistence; the former describes the storage itself, the latter de-
scribes the runtime component responsible for accessing this storage.

5. The data adapter pattern describes those components that use models to drive
the conversion of external data into the internal (system standard) representation.

6. The model consumer pattern describes the components which use the adapted
models to provide the functionality of the MCA-based solution.
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7.5.2 Concrete MCA: Pattern Usage in Development Processes

7.5.2.1 QuASE Architecture.

The result of the implementation activities of the QuASE project was a software
solution which utilizes MCA paradigm to provide for flexibility in dealing with the
variable structure of communication environments in IT companies. Its architecture
is shown on Fig.7.8. It implements MCA patterns as follows:

1. The site modeler tool implements the modeling tool pattern. It supports the site
modeling language (QuASE-SML) for describing site-specific communication
environments. It communicates with runtime by means of an interface that im-
plements the model transfer interface pattern.

2. The ontology builder and the knowledge base builder utilities implement, re-
spectively, the model adapter and data adapter patterns. The former transforms
QuASE-SML models into the site ontology, the latter converts the data from
project repositories into individuals corresponding to that ontology.

3. The knowledge base implements the model storage pattern. It is a triple store
containing OWL2 representation of the site ontology and knowledge base indi-
viduals. The QuASE tool communicates with the knowledge base through the
storage management module which implements the model storage manager pat-
tern.

4. The components of the interactive web-based QuASE tool implement the model
consumer pattern. They access the knowledge base to implement the end-user
support scenarios aimed at harmonizing stakeholders’ views.
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7.5.2.2 HBMS Architecture.

Within the realm of the HBMS project a flexible MCA based Ambient Assisted
Living (AAL) system has been developed which is capable of learning a person’s
behavioral knowledge for later use when that person needs support. The HBMS
system implements the MCA patterns as follows (see Fig.7.9):

1. The modeling tool implements the modeling tool pattern. It is used for creat-
ing and maintaining HCM-L and AREM-L models, and communicates with the
HBMS kernel by means of the model transfer interface implementing the related
pattern.

2. The HCM-L-OWL converter implements the model adapter pattern. It transforms
HCM-L models into OWL2 representation used by the HBMS kernel.

3. The knowledge base implements the model storage pattern being a triple store
holding HCM and behavioral data. The kernel communicates with it through
the Data Management Subsystem that implements the model storage manager
pattern.

4. The activity recognition system (ARS) adapter is a middleware listening to the
data coming from an ARS and making it HBMS-compliant. It implements the
data adapter pattern being driven by the AREM-L description of the particular
ARS interface;

5. The HBMS kernel contains the following components implementing the model
consumer pattern: (1) Observation Engine: responsible for communicating to
ARS through the ARS adapter; (2) Behavior Engine: responsible for handling
the behavior data arriving from the Observation Engine in context of the cur-
rent HCM; (3) Support Engine: responsible for controlling the behavior of the
assisted users through the multimodal user interface.

7.5.2.3 MCA support infrastructure.

Within the context of the HBMS and QuASE projects we established a flexible
software development infrastructure to back MCA-based applications. This infras-
tructure is subdivided into:

1. modeling tool infrastructure: the infrastructural elements assisting the develop-
ers of meta-models to be used for defining MCA models such as the means for
selecting the subset of the models to be transferred to the runtime components;

2. model transfer interface infrastructure: the elements assisting the developers of
the model transfer interface such as (1) the transfer script callable from the mod-
eling tool (it converts the selected models into the transfer format and uploads
them to the system runtime), (2) the Java implementation of the model listener:
a component of the kernel which listens to the communication port used for up-
loading the models, captures the uploaded models, and makes them available to
the rest of the kernel;
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3. kernel infrastructure: the elements assisting the developers of the kernel compo-
nents such as the implementation of (1) the model mapper transforming models
into a set of internal objects to be used by the rest of the kernel, and (2) the model
serializer transforming OWL2 model representations into a triple store.

Applied in the development process, this infrastructure decreases the develop-
ment effort by taking the responsibility for the technical issues related to the im-
plementation of MCA-based solutions: from defining the models to utilizing the
models at runtime.

7.6 Conclusions and Future Work

With the MCA paradigm we want to contribute to a more comprehensive use of
conceptual modeling in practice. The paradigm provides transparent means of syn-
chronizing models and developed artifacts on all software development stages, and
also in the running system. By applying this paradigm, the conceptual models are
not restricted to being the prescriptive documents which eventually diverge from
what is used by the running system, instead, they are considered as crucial system
artifacts directly influencing the functioning of the system interfaces and compo-
nents at runtime. In fact, they become "first-class citizens" of the running system.
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The MCA paradigm allows for increasing the adaptability of software solutions
by providing DSMLs as application specific and flexible means of (1) specifying
the application context and the relevant interfaces comprehensively, and (2) driving
the runtime behavior of the system.

The MCA paradigm could be extended in future along the following directions:

• To investigate in more detail the ingredients of interface modeling languages;
possible research topics here could be the formalization of such languages, re-
lated quality characteristics etc.

• To review the traditional notions of quality for conceptual models w.r.t. their
validity in the MCA realm.

• To investigate the adaptability of the MCA paradigm in agile software develop-
ment.
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Chapter 8
Design-time Models for Resiliency

Andrea Marrella, Massimo Mecella, Barbara Pernici and Pierluigi Plebani

Abstract Resiliency in process-aware information systems is based on the availabil-
ity of recovery flows and alternative data for coping with missing data. In this paper,
we discuss an approach to process and information modeling to support the speci-
fication of recovery flows and alternative data. In particular, we focus on processes
using sensor data from different sources. The proposed model can be adopted to
specify resiliency levels of information systems, based on event-based and temporal
constraints.

8.1 Introduction

As information systems (ISs) are becoming more and more complex and intercon-
nected, the information provided by the system and by other networked businesses
and components can be of varying quality depending on the functioning of the mod-
ules of the IS itself, both at the hardware and the software level.

According to the error-chain paradigm described in [5], an erroneous situation
in a system is not always evident, and becomes apparent when a failure occurs;
such a failure may originate from different error states, which in turn are possi-
bly originated by different faults in system components. Faults may be transient or
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permanent and they may be difficult to diagnose, in particular in the case of inter-
mittent faults. Therefore, different ways of managing possible failures have to be
considered, depending on the state of the system and on the possibly originating
fault, and the different effects of the faults must be taken into account, with the goal
of resuming normal functioning, or at least guaranteeing some limited functionality.

In this paper, we focus on designing ISs to make them resilient by design, i.e.,
considering the improvement of their reliability in case of expected and unexpected
faults. In [26], we analyzed the characteristics needed for designing a resilient infor-
mation system using a process-based representation of the IS. As in most process-
based approaches to IS modeling, the data model is considered only marginally and
often detached from the process model. However, in the design of a resilient IS, one
important aspect are data and their temporal characteristics. As in the case of faults,
also data faults may be transient or permanent, and different design approaches have
to be considered depending on the type of fault and on the desired resiliency level.

Temporal aspects in conceptual modeling have been studied extensively in the lit-
erature (e.g., [18, 7, 24, 25]), and in particular in connection with the representation
of events. In this work, inspired by the classification of temporal features of entity
types and relationships proposed by Olivé et al. in [7], we discuss its application in
the different phases of designing resilient information systems.

The goal of this paper is to discuss the temporal characteristics of information in
resilient ISs and to propose a model to support resilient IS design.

The rest of the paper is organized as follows. In Section 8.2, we introduce the
motivations and our approach to IS resiliency, presenting their characteristics in
Section 8.3. In Section 8.4, we introduce the proposed process and data models,
discussing their application for designing systems of different resiliency levels in
Section 8.5. Finally, in Section 8.6 we relate our work to the state of the art.

8.2 The Approach

The approach underlying this work consists of the following building blocks:

• A designer provides a specification of the process s/he is dealing with in some
process specification language, e.g., BPMN - Business Process Model and Nota-
tion, CMMN - Case Management Model and Notation, etc.

• In addition to such process specification, the designer provides an information
model, detailing the data used in the process, both for routing the control flow
(process data) and needed during tasks’ execution.

• Such process model and information model are the main artifacts over which a
design-time resilience analysis should be conducted, in order to identify possible
breaches, propose alternative specifications, etc.

From an abstract point of view, our approach is a method that, given a process
and an information model specifications, returns a quantification of how much such
specifications allow the deployment of a resilient process, and possible guidelines
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for improving such specifications are offered. The availability of such a conceptual
tool is quite important: organizations operate in ecosystems, in which each actor is
a potential source of failures, and therefore the awareness on resilience is a critical
element during the design of an IS and its applications.

Some previous work has attempted to analyze the issues of resilience, but gener-
ally satisfying resilience requirements is considered mainly as a run-time issue, as
it is related to the ability to cope with unplanned situations: several approaches [27]
have been proposed to keep business processes running even when some unplanned
exceptions occur, by enacting countermeasures. Clearly, if we focus on what to do
in case of a failure, this approach seems to be the only possibility. However, if we
focus on what is affected when a failure occurs, some improvements can be done
also at design-time. In [26] we proposed an approach for assessing the resilience of
business processes modeled with CMMN, and assigning to the specification a value
in the range [0..3] in order to measure how much the specification has been designed
with resilience in mind. In this work, we focus on providing more specific details
on the conceptual modeling languages to be used during the specification, focus-
ing in particular on representing temporal aspects which play an important role for
resilience, as it will be shown in the following examples.

8.3 Resiliency Scenarios

In this section, we describe some characteristics of IS resilience discussing some
example scenarios (shown in Table 8.1), covering a broad variety of typologies of
information systems with resiliency requirements. We take into consideration the
information sources needed by the scenarios and their characteristics and possible
actions to improve resilience. In the following of the paper we will discuss how to
model and evaluate impacts of possible failures, focusing on resilient IS design.

In the first type of scenario, periodic reporting based on sensor data is considered.
In this case, e.g., considered in [26], the input source is a stream of collected sensor
data, and the system is based on the data collection interval and it can be influenced
also by its frequency. Where data sources are considered unreliable, there is the need
of investigating if other sources of information (current or historical) are available.
In general, this is done at run time, to recover from failures on an ad-hoc basis, while
anticipating failures at design time designing alternatives could make the recovery
phase more rapid and systematic.

In the second scenario, inspired from the work presented in [13], self-healing
processes with mechanisms for recovering from failures through partial rework are
discussed. The approach, which uses planning techniques to derive repair plans, is
based on modeling dependencies among data being used in business processes. In
this case, the impact of erroneous data is evaluated, and pre-designed compensation
and recovery tasks are used to dynamically generate recovery plans.

In alerting systems, such as for monitoring production in factories or in smart
buildings (e.g., [37]), the focus is on monitoring the current situation to detect
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anomalies. As in the first case, alternative sources of information should be planned,
and the timeliness of data is important.

Finally, a data movement scenario is considered, where moving large quantities
of data takes time, and resilience could be weakened due to late/missing data. In
this case, preparation strategies to anticipate possible failures can be envisioned,
such as transferring data in advance, pre-selecting data, changing data location and
redundancy policies [10].

Type of sce-
nario

Description Critical input
sources

Characteristics of
sources

Compensation

Periodic report-
ing

Analysis of sensor
data

Sensors data collec-
tion

Interval of collec-
tion, frequency

Alternative source,
using data from pre-
vious periods

Self-healing
processes

Tasks exchanging
info / Results of
previous tasks

External sources Any type Reworking tasks

Alerting system E.g., factory moni-
toring (device)

Sensors data collec-
tion

Interval of collec-
tion, frequency

Alternative source

Data movement Transferring large
documents

Documents avail-
able from different
locations

Documents do not
vary in time

Alternative location

Table 8.1 Scenarios characteristics.

At design time “what if” analyses of possible failures in data availability can sup-
port the design of more resilient systems. Other data quality properties could also be
considered (data which are not accurate, that cannot be trusted, incomplete, and so
on), however in the present paper we focus on their time-dependent characteristics
and we attempt to derive a meta-model to support resilient IS design and to study
the properties of the system being designed.

8.4 Modeling Processes and Data for Resiliency

8.4.1 Modeling Processes

Process modeling usually relies on imperative/procedural notations where the con-
trol flow represents the element around which the activities and the data are orga-
nized. In the recent period, BPMN1 has emerged as the standard de facto notation
used to model processes according to this activity-centric approach. As also men-
tioned in [11], activity-centric modeling notations, although intuitive and close to
the way of thinking of the process modelers, suffers from some drawbacks espe-
cially when resilience needs to be captured. In fact, activity-centric modeling makes

1 cf. http://www.bpmn.org/

http://www.bpmn.org/
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a clear distinction between the normal execution and the exceptional executions.
In some way, the modeler is forced to identify which is the right way to enact the
business process and to decorate this process with additional activities that might
be enacted only if some particular situations occur. In case of resilient processes,
the normal execution could be more complex and depends on several variables
that could also be unknown at design time. For this reason, we suggest to revert
to artifact-centric notations as they provide the required flexibility with the main
limitation that the modeling could become cumbersome.

Among the several alternatives, like GSM, Declare, and many others [21], in
this paper we adopt CMMN2 as artifact-centric modeling language. With a lot of
synergies with BPMN (they are both proposed by OMG), CMMN provides a set of
constructs that help the modeler to design a business process in terms of states in
which the activities can be (or cannot be) performed. Instead of imposing a specific
control flow and of considering such flow as the ideal one, the modeler can define
conditions under which the state of system can be considered acceptable and to
enable, or disable, activities.

Shop
improvement

Sensor data acquisition

Installing
sensors

Reading 
values

[complete]

sensors
data

Data analysis
[occur]

on 
Monday Data mining

sensors
data

report

[addChild]

#!

Marketing analysis

marketing 
actions

#

marketing
report

shop
data

report

acceptable
conversion

rate

[occur]

Fig. 8.1 CMMN model of an IoT-based case study [26].

In the next few paragraphs, the basic elements of CMMN useful to understand
the content of this paper are introduced. To this aim, we refer to the example shown
in Fig. 8.1 representing a real case study [26] concerning a process in charge of
collecting data coming from a set of sensors. These sensors monitor the behavior of
the customers inside a shop. Every week, these data are analyzed to create a report
that constitutes the basis for creating marketing reports useful to identify marketing
strategies (e.g., how to better distribute the items in the shelves, to identify the best
products, and so on).

2 cf. http://www.omg.org/spec/CMMN/1.0

http://www.omg.org/spec/CMMN/1.0
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The main concept of CMMN is the case that is defined by the case file (data
managed in a case), the case plan (how the case evolves), and the case roles (the
stakeholders). Focusing on the first two aspects, CMMN does not focus on the order
in which the activities are performed, but only on the dependencies between the
different states of execution of the process based on information stored in the case
file.

In more detail, a case plan (represented as a manilla folder and which must be
unique for a given model) is a composition of stages (represented by a rectangle
shape with angled corners). The stages represent the episodes of a case which, in
turn, could contain other stages or tasks, i.e., atomic units of work. Stages and tasks
can be defined as mandatory (with a solid border) or discretionary (with a dashed
border) to identify which are the elements of the case that actors must or could
execute. Tasks and stages can be further characterized by the entry and exit criteria
represented by, namely, white and black diamonds. These criteria define when a
task or a stage opens and when they can be considered as closed. Finally, listeners
(represented by circles) represent events that might occur during the execution of
the case plan and that could determine the start or the end of a task or stage.

Concerning the information model, although this is a crucial element of artifact-
based modeling notations, CMMN simply includes the possibility to specify data
objects (typical document shape) without any specific restriction on the format or
the content. If, from the one side, this leaves the freedom to consider any type of
data, on the other side the model cannot express any type of data semantics. For this
reason, as also proposed in [26], an extension of the information model where also
discretionary data and a more rich set of association types between stage/task and
objects are proposed.

Having quickly introduced the main elements of CMMN, and moving back to
the case study in Fig. 8.1, here the case plan is composed by three main stages (i.e.,
sensor data acquisition, data analysis, and marketing analysis). While the data anal-
ysis starts every Monday and closes when a report is produced, the other two stages
always run as neither entry nor exit criteria are defined. The entire case closes when
the conversion rate (the ratio between people entering into the shop w.r.t. the people
that buy some goods) becomes acceptable for the shop owner. Finally, as defined
in the sensor data acquisition stage, it is possible to express some dependencies be-
tween the tasks. In fact, the sensor reading tasks start only when the sensors have
been completely installed.

As previously mentioned, the information model provided by CMMN is not so
rich. For this reason, we can simply add data objects to the stages to clarify which
are the data that are considered (without any possibility to specify the nature of the
operations on them) when a stage is running.
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8.4.2 Modeling Time Varying Information

As discussed above, CMMN provides a high level view on the data objects needed
in the different stages. For supporting resiliency at design time, it is clear that more
information is needed on the data being used in the process. We adopt a notation
based on UML class diagrams to represent data objects, their components, and their
relationships.

However, as discussed by Olivè et al. [7], the notation of UML class diagrams
assumes that “the information base contains the current instances of entity and re-
lationship types”. On the other hand, temporal information about the available data
for the process is essential in processes such as the one shown in Fig. 8.1. In fact,
for instance, the report is produced periodically from sensor data that must be avail-
able for the period considered in the report. Sensor data also need to be defined,
as they are acquired from sensors within the considered period, and therefore they
are a time series taken as an input for a given stage. It has also to be noted that the
process is continuing, producing reports periodically, until its exit goal is reached.
Therefore, in general, several reports will be produced periodically, starting from
different sensor data.

Fig. 8.2 Time series representation for sensor data.

In Olivè et al. [24], two dimensions are considered: durability and frequency. The
durability feature is used to describe if an entity type is instantaneous or durable. The
frequency feature is defined so that “entity type E is single if all its entities can only
be instance of E during one classification interval. Otherwise, E is intermittent.”

Starting from the dimensions described above, six ways for classifying an entity
or a relationship type wrt. its temporal features are proposed in [7]:

• Instantaneous, single, if two entity types can be related only once, at a given
time.

• Instantaneous, intermittent. If two entity types can be related several times, at
different time instants.

• Durable, single. Two entity types can be related for a period of time, only once.
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• Durable, intermittent. Two entity types can be related for a period of time, several
times.

• Permanent. A relationship once established does not change.
• Constant. For unchanging entities.

The representation of input sources for data in our case study of Fig. 8.1 can be
represented using the notation proposed in [7], to be able to represent the temporal
characteristics of entities used in the model. In Fig. 8.2, we show how the Sensor
data source is formed: as it is a stream of data, it is considered a durable intermittent
entity type in our case study, where the intervals indicate the periods in which data
are gathered. Its lifespan is indicated as a set of intervals. Note that if the stream
is always correctly working, it will contain a single interval from the beginning of
the measurement to the current date. If an interruption in the stream occurs, a new
lifespan interval is created instead. So the intervals indicate all periods in which
Sensor data measurements are actually collected.

8.5 Analyzing Resiliency Data Properties

During a generic process enactment, unplanned situations might occur. Depending
on the nature of the raised issues, the magnitude of their impact varies and one or
more activities may be involved. At the same time, different countermeasures can
be taken to mitigate these negative effects. As an example, in a cyber-physical pro-
cess for many reasons the sensors might not be able to send data, and an alternative
source of information might be considered, to be able to equally infer relevant be-
haviors to be monitored, or at least in a slightly degraded form. Another example is
about frequencies (temporal constraints): a sensor might not be able to send infor-
mation very frequently, still alternative techniques can be adopted to infer missing
data or to calculate aggregated measurements. Similarly to what is usually done in
emergency management [32, 20], where a preparedness phase aims to improve the
systems by learning from the previous emergencies, in [26] we propose an approach
which helps the process designers in improving their process models by consider-
ing the previous experiences in failures generated by data unavailability. For this,
the ability to model the process and the information model and possible temporal
constraints for the purpose of resilience awareness is crucial.

Having clearly modeled the process and the information model, allows the de-
velopment of an approach to categorize resilience characteristics, then to define re-
siliency levels, and to model the resilience improvement aspects from a modeling
perspective. With the modeling approach previously introduced, it is possible to an-
alyze a (possibly multi-party) business process resilience from a data perspective:
data dependencies among the involved parties and relationships between process
activities and data are taken into account to identify the sources of possible failures,
and how the process can be better modeled to make it resilient with respect to these
failures. We are able to consider Parties, i.e., actors involved in the process. Then
we deal with Tasks, i.e., units of work performed by parties, which consume data
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as input and produce data as output. The data produced by a task must be required
by at least another party, and Data, i.e., units of storage used by the data producer
to store/write data and by the data consumer to read such data. Producers and con-
sumers are parties performing tasks. Data can also be used to verify the entry and
exit conditions, thus to realize when a stage or task starts or terminates. As pre-
viously introduced, the temporal constraints over read/write of data are crucial in
modeling resilient processes.

Resilience of processes depends on both the reliability of the tasks and the lack
of data availability. The reliability of the task concerns the possibility that one or
more tasks cannot be executed: i.e., the required infrastructure to perform the job
is not available, also including the human resources for which the unavailability of
data can block the execution of manual tasks. On the other side, lack of data avail-
ability (including a wrong frequency of the data) is a situation in which the data
consumed by a task are not available. This situation can occur for different reasons.
Firstly, it may be directly connected to the task reliability, as all the tasks by defi-
nition produce data and these data are relevant for at least one of the participating
parties, and problems on tasks may have also the side effect to make data unavail-
able. Moreover, there are situations in which tasks are properly working, but the
returned data, although available, do not have a sufficient quality level to enable
processing, thus they can be considered unavailable. Completeness, timeliness, and
accuracy are some of quality parameters through which we can define the accept-
able level of data quality for considering the data available [6]. For this reason, the
definition of the data could be coupled with the definition of quality levels that are
considered acceptable for a task that is using such data.

Having modeled the process and the information model, it is then possible to
define levels of resilience on the basis of the ability of the process to adjust the
possible unexpected failures. We aim to classify the way resilience can be consid-
ered and obtained, in terms of preparedness to unexpected events which might be
caused or have impact on data availability. In particular, the following four levels of
designed resilience have been identified:

• Level 0 – None. At this level business processes are designed without taking into
account the data unavailability that might cause failures during the execution. As
a consequence, also countermeasures to be adopted in case of critical situations
are not defined. The designed process only reflects the wishful scenario where
it is assumed that all the parties correctly execute their tasks and all the data are
transferred among them as expected. Although a process design of this type can
be useful to define the agreement between the parties, no support is given to the
resilience.

• Level 1 - Failure-awareness. A first step for improving the process design is to
make the process aware that there are possible sources of failure, so there will
be the need to make it resilient. In this work, we consider failures caused by
data unavailability, which might impact on one or more tasks of the same party
that is producing such data, or tasks performed by other parties. For this reason,
failure-aware business processes are designed to have a clear map of which are
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the relevant data subject to failures, as well as the impact of these failures. The
analysis of potential failures depends on several factors: amount of data, how the
data are collected, how the data are stored. As an example, data stored on a local
server have a probability of failure that is lower than data stored on a smart device
connected to a wireless network. Similarly, if data created by one party and used
by several parties becomes unavailable, the impact of this failure will be greater
than the one produced by data created and consumed by the same party.

• Level 2 – Identifying alternatives for data and goals. For processes classified
in this level, the model of the process makes an initial attempt to overcome possi-
ble failures, whose nature and impact have been defined with the previous level.
In more detail, there are two aspects to be taken into account:

– Alternative Data: based on the information about the source of failures and
the potential impact of these failures, the designer can decide to include in the
process model the alternative data. In this way, starting from the data having
more probability of failures and greater impact, the designer has to specify
if there are alternative data sources and how to reach them. A more precise
model requires an analysis of the gap between the quality of the data in the
original data source with respect to the quality of the data in the alternative
data source. The issue of quality of data has been extensively addressed in
traditional information systems, e.g., [6], but the quality of big data (which
includes sensor-generated data) is still to be precisely defined [12].

– Alternative Goal: as the process resilience implies to mitigate the effect of a
failure, a possible mitigation includes revising the initial expectations of the
process to achieve a given goal. The designer defines, for each party, a new
goal that represents a status that can terminate the execution of the process
in an acceptable way. If the initial goal corresponds to the optimal goal, the
alternative goal could be considered as a best-effort goal.

It is worth noting that the business process models at this level do not prescribe
any specific actions to cope with the failures at run-time. For this reason, a model
at this level only supports who is in charge of executing the process, to select,
in case of failures, new data sources as well as to decide to consider satisfactory
the result of the execution even if the initial goal is not possible to be fulfilled,
accepting a weaker goal.
In [26], we propose an extension to CMMN to represent alternative data, repre-
sented with document shaped icons with dashed borders as shown in Fig. 8.3.
Using the data model introduced in Section 8.4.2, we can represent also the rela-
tionships between entities in the process. As shown in Fig. 8.4, the Report to be
produced for a given interval is based on the Sensor Data for a period, but can
also use as an alternative Public data available for the period of interest of the
report. The source of data that will be actually selected (either Sensor Data or the
alternative Public Data) will become permanently liked to a given report using it.
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• Level 3 – Defining alternative actions. At this level, processes have been de-
signed by considering also actions to be taken in case of failures. Design-time
mechanisms are conceived to be able to (semi)-automatically move the process
to an acceptable state when unexpected or unplanned failures occur. Based on
the information about the alternatives (both data and goal), the designer can em-
bed in the business process how these alternatives could be effectively managed.
New tasks can be added to the process to express the activities to be performed in
order to improve the quality of the data alternatives to a quality level equivalent
to the original service.

With these levels of resilience, we aim at supporting the process designer in un-
derstanding if the resilience is modeled, and if there is room to improve the process
model by specifying possible alternative solutions. As an example, once the designer
understands that the modeled processes are at level 0, the first step should be to start
considering the evolution of the data in the process.

8.6 Related Work

Research on resilient systems encompasses several disciplines, such as psychol-
ogy [34], ecology [14], sociology [3] and engineering [17]. In information systems,
resilience engineering has its roots in the study of safety-critical systems [17], i.e.,
systems aimed to ensure that organizations operating in turbulent and interconnected
settings achieve high levels of safety despite a multitude of emerging risks, com-
plex tasks, and constantly increasing pressures. A system is considered as resilient
if its capabilities can be adapted to new organizational requirements and changes
that have not been explicitly incorporated into the existing system’s design [23]. In
the BPM field, cf. [23] and [28], this means that respective business processes are
able to automatically adapt themselves to such changes. Over the last years, change
management in BPM has been mainly tackled through the notions of process flexi-
bility [27] and risk-aware BPM [31, 30].

On the one hand, research on process flexibility has focused on four major flex-
ibility needs, namely (i) variability [15, 16, 27], (ii) looseness [2, 19], (iii) adapta-
tion [29, 22], and (iv) evolution [8, 9]. The ability to deal with changes makes pro-
cess flexibility approaches a required but not sufficient mean for building resilient
BPM systems. In fact, there exists a (seemingly insignificant but) relevant gap be-
tween the concepts of flexibility and resilience: (i) process flexibility is aimed at
producing “reactive” approaches that reduce failures from the outset or deal with
them at run-time if any “known” disturbance arises; (ii) process resilience requires
“proactive” techniques accepting and managing change “on-the-fly” rather than an-
ticipating it, in order to allow a system to address new emerging and unforeseeable
changes with the potential to cascade. On the other hand, while relatively close to the
concept of risk-aware BPM, which evaluates operational risks on the basis of his-
torical threat probabilities (with a focus on the “cause” of disturbances and events),
resilient BPM shifts attention on the “realized risks” and their consequences, to
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improve risk prevention and mitigation, and therefore aim at complementing con-
ventional risk-aware approaches.

Surprisingly, the fact is that there exists only a limited number of research works
investigating resilience of BPM systems [4, 36, 35], and they are all at concep-
tual level. For example, the work of Antunes and MourËIJao [4] derives a set of
fundamental requirements aimed at supporting resilient BPM. The approach of Za-
horansky et al. [36] investigates the use of process mining [1] to create probability
distributions on time behavior of business processes. Such distributions can be used
as indicators to monitor the level of resilience at run-time and indicate possible
countermeasures if the level drops. Finally, the work [35] provides a support frame-
work and a set of measures based on the analysis of previous process executions to
realize and evaluate resilience in the BPM context.

In our previous work [26], we started to approach IS resiliency in a systematic
way, with the goal of defining possible levels of resiliency, and of investigating
which models, or variants of models, can support the design of resilient IS.

Considering conceptual models, there is a specific need for conceptualizing the
evolution of the information. To this purpose, we considered previous work on the
representation of time and events at conceptual level. The fundamental concepts for
representing temporal data have been discussed and presented in [18]. In the direc-
tion of conceptual modeling, the information systems group lead by Antoni Olivé
has given an important contribution, studying possible extensions for modeling tem-
poral aspects of information and events in IS design (see e.g., [7, 25, 24]. Part of the
work presented in this paper has been based on the classification and notations pro-
posed by Olivé et al. for extending UML with temporal features.

If compared with the aforementioned works, our research aims to provide guide-
lines to model resilient-by-design business processes by focusing on the data ex-
changed between the activities composing the process, an aspect neglected in the
existing approaches to process resilience. In this work, we have tackled the issue of
modeling the temporal dimension of the data, in order to have a coherent approach
both in the process and in the information model.

8.7 Conclusions and Future Work

Adopting design-time models to represent resilience aspects allows the IS designer
to take a “preparedness” approach, to anticipate what should be done in case of
possible occurring or anticipated failures, to guarantee a certain level of resilience.
Following a continuous improvement approach, we propose to analyze temporal
features of data over time evaluating past failures of the system. Further work is
needed in this direction, with the goal of improving resilience. A focus on a pre-
paredness phase can help improving the models by learning from previous failures.
Further modeling and analysis techniques are also needed to represent possible in-
terferences among processes, as unexpected consequences may arise over time from
apparently unrelated processes [33].
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Chapter 9
Web System Development Using Polymorphic
Widgets and Generic Schemas

Scott Britell, Lois M. L. Delcambre and Paolo Atzeni

Abstract Current tools allow non-technical users to create systems to store, display,
and analyze their data on their own using whatever schema they choose. At the same
time, developers of these systems can create generic widgets that may work across
any number of domains. Unfortunately, to use a generic widget an end-user (the do-
main expert) must make their data conform to the schema of the widgets, possibly
losing meaningful schema names. This paper presents a solution to this problem
in the form of generic widget models (canonical structures), local schemas for do-
main experts, and an intermediate model (domain structures) that—through the use
of mappings between the different models—allows generic functionality while pre-
serving local schema. We present the three user roles in our system: widget develop-
ers, domain experts, and domain developers (people who develop and map domain
structures). We introduce the concept of canonical structures and show how they
are mapped to domain structures. We introduce a new relational query operator for
writing queries against canonical structures and show how those queries are rewrit-
ten against the domain structures. We also provide an evaluation of the overhead
of our system compared to custom code solutions and a modern web development
framework.
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9.1 Introduction

Early on, if an end-user created a website using a word-processing tool like Mi-
crosoft Word® that website would be little more than just documents on the Internet.
To go beyond that, they would have needed to work hand-in-hand with a developer
who had the expertise to take the client’s conceptual model and realize it in an ap-
plication.

Today, technologies such as web development frameworks have democratized
the creation of complex systems by allowing non-technical (non-developer) users
to define their own content types and create complex data models (i.e., conceptual
models) while abstracting away the complexities of database and application cre-
ation. Thus, end-users who are experts in their own data, can choose schema names
that are meaningful. We call end-user-created schemas local schemas.

Modern web frameworks also allow developers to create widgets that can be
plugged into any site built upon that framework. These widgets use a conceptual
model of the developer’s choosing and are typically related to the functionality of
the widget.

Traditionally, in order for a widget to work there are two choices. Developers
may rewrite the same widget multiple times for the different conceptual models of
the end systems. For example, in the case of a calendar widget the developer could
modify the widget to work with each different event type. Or, the end systems must
conform to the model of the widget; in the case of the calendar widget, each end-
user would have to use the event type defined by the widget. This is the common
case in use today by most web development frameworks.

Here, we present a different way to solve this problem. We begin by introducing
intermediary conceptual models (that we call domain structures) between the end-
user models (local schemas) and the widget models (canonical structures). We then
define mappings (such as that used in traditional information integration and schema
mapping) between the different levels (local schema↔domain structures and do-
main structures↔canonical structures). We allow end-users to create local schemas
with meaningful names and allow widget developers to create generic widgets with
canonical structures. And, we allow those generic widgets to show the local schema
names using what we call local radiance.

Our system has three main roles. We call the end-user a domain expert since
we consider someone creating an application for their data to be an expert in their
data. The domain expert is responsible for deciding the local schema and data which
will be used in the system. This person will enable instantiated widgets by creating
mappings between the local schemas and the domain structures.

We call the developer responsible for creating generic widgets described above
the widget developer. This person writes widget code that interacts with generic
schemas, the canonical structures, that produce information that can be displayed
on a webpage or used elsewhere in a web framework.

We add a third role to the two traditional roles: the domain developer whose
responsibility is to create mappings between the generic schemas of the widgets and
the schema of the domain expert. The domain developer usually has some (possibly



9 Web System Development Using Polymorphic Widgets and Generic Schemas 123

Fig. 9.1 An example use of a generic canonical structure (left), an educational domain structure
(middle), a local educational schema (right), and mappings between them.

in-depth) knowledge of the domain but their main responsibility is more likely IT-
based (database/web/application development) rather than domain analysis. Domain
structures will typically be defined by domain developers. Domain structures are
small schemas with names that are understandable to a domain expert. This person
may work with the domain expert to create the website or may work with widget
developers to allow the generic widgets to be used in specific application areas.

The rest of this paper is structured as follows. Section 9.2 describes the back-
ground of our previous work that contributed domain structures, local schemas, the
mappings between them, and our query language. In Section 9.3 we explore the
widget schemas that we call canonical structures, their mappings to the interme-
diary model (domain structures), and query rewriting. In Section 9.4 we evaluate
the cost of using our system compared to a generic web framework and hard-coded
widgets. We present related work in Section 9.5. Section 17.5 concludes the paper.

9.2 Background

In our earlier work we developed a system called information integration with lo-
cal radiance (IILR) [8] which consists of three main parts: (1) domain structures
(schema fragments with domain appropriate names), (2) mappings comprised of
simple correspondences from local schemas to domain structures, and (3) a query
algebra to allow queries against the domain structures to retrieve data from the local
schemas—including the ability to retrieve local schema names. IILR corresponds to
the middle and right parts of Figure 9.1.

Figure 9.1 shows the three levels of schema used in our system and mappings
between them. In this example we have an hierarchical canonical structure with a
domain structure and local schema from an educational domain. These three levels
correspond to the three roles described above.
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Has

Part
title
part_id

Parent
title
parent_id

Item
Title
Item_id

Attribute
Item

Title
Item_id

Attribute1
Attribute2
AttributeN

Fig. 9.2 Three examples of canonical structures.

On the left side of the figure, there is a canonical structure for a “Parent” and
“Part” related by “Has” that will be used for a hierarchical navigation widget.

A domain developer then may create a domain structure (center of Figure 9.1)
to work with the canonical structure of the widget. Note that the domain structure
(or a subset of the domain structure) must be isomorphic to the canonical structure.
The main difference between the domain structure and the canonical structure is
the use of schema names that should be recognizable to a person working in the
educational domain, for this example. The domain developer then creates a set of
mappings between the canonical structure and the domain structure to instantiate
the widget in a domain. In this case, the domain structure represents a hierarchical
setting of an “Educational Module” that contains “Educational Resources”. This
domain structure is identical to the canonical structure albeit for the changing of
names.

The domain expert has a local schema (shown on the right of Figure 9.1) and is
able to use the instantiated widget in their website by creating mappings from the
local schema to the domain structure. Here we see that the local schema is mapped
multiple times to the domain structure allowing the widget to show “Units” inside a
“Course” (the blue-solid lines between local and domain), and “Lessons” in a “Unit”
(the green-dashed lines between local and domain).

A canonical structure is usually rather simple, essentially a “data pattern”, on top
of which widget code is implemented. A canonical structure often involves a single
entity (like those shown in the middle and right in Figure 9.2), to be used by widgets
that manage (search, analyze, update, . . . ) objects of a given data type (phone books,
recent messages, calendars, . . . ).

Figure 9.3 shows a small sample of domain structures across a number of do-
mains. On the left we see two domain structures for an educational domain. We use
these structures throughout the rest of this paper. The “Educational Module” struc-
ture shown previously is on top and on bottom there is a structure for an educational
resource.

In the middle of Figure 9.3 there are two domain structures from a financial do-
main. The top structure shows “Organizations” and their “Sub-organizations” which
may be used for company schemas with departments, divisions, or labs. Below
that there is a domain structure for a “Financial Instrument” which can be used
for grants, budgets, or other financial entities. Being isomorphic to the educational
structures, these structures will work with any widgets that the educational ones do
(once mappings are in place between the canonical and domain structure).

On the right of Figure 9.3 there are two domain structures for the sports domain.
The top structure represents a “Team” that has people in both coaching and par-
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Fig. 9.3 Examples of domain structures from the educational (left), financial (middle), and sports
(right) domains.

ticipant roles. The bottom structure represents “Competitions” and “Contenders”
which can be used for local schemas ranging from football games to tennis and
boxing matches.

Figure 9.4 then shows how the various domain structures from the financial and
sports domains can be mapped to the canonical structures. The mappings on the
right side of the figure are straightforward. The mapping in the upper left shows
how a subset of the domain structure can be isomorphic to a canonical structure. In
this case, both the coaches of the teams and the players are mapped to the canonical
structure separately so that they can both show up in the hierarchical widget, but
only an isomorphic part of the structure is mapped at a single time. The bottom
left of the figure shows a more complex mapping where multiple attributes of the
domain structure are mapped to a single attribute in the canonical structure. This
will perform an operation similar to an unpivot[19] of the local schema (when local
types are included in a query result, a feature supported by IILR).

Figure 9.5 shows an example of an educational local schema on the right and
a domain structure on the left. There are two mappings between the two schemas.
The blue-solid lines show the mapping between the Course/Unit-For/Unit structure
in the local schema and the domain structure while the green-dashed lines show the
mapping between the Unit/Lesson-For/Lesson structure and the domain structure. In
our previous work [9], we performed a user-study that showed that domain experts
with and without technical expertise could understand and create these mappings
using simple and complex schemas.

We defined a query language at the domain level to enable information inte-
gration and querying of multiple local schemas with a single domain query. This
enables both integration and data analysis and enables the widgets described later
in this paper. Our query language extends the nested relational algebra (σ , π , ./, ν ,
. . . , plus γ for grouping [11]) with two operators: apply (α) and type (τ). Our apply
operator (α(DS)) is the basis of every query in our system. The apply operator uses
correspondences that comprise the mappings between local schemas and a domain
structure to perform information extraction/integration/transformation. The result of
the apply operator is a set of relational tuples which can be passed to other relational
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Fig. 9.4 Mappings of all domain and canonical structures in Figures 9.2 and 9.3

Fig. 9.5 A domain structure (left) and local schema (right) with two mappings between them
(the blue-solid mapping and the green-dashed mapping). Each mapping consists of a number of
correspondences (single lines).

algebra operators as part of more complex queries. For example, Figure 9.6 shows
sample data in the form of the local schema from Figure 9.5. Then the left and mid-
dle parts of Figure 9.7 show the use of the apply operator against the “Educational
Module” and “Contains” parts of the domain structure from Figure 9.5.

The local type operator (τn(χ)) takes a domain structure component (n) and a
query (χ) and introduces an attribute into the query result containing the local struc-
ture name to which the domain structure component (entity, attribute, or relation-
ship) was mapped. For example, the right part of Figure 9.7 shows the type oper-
ator being used after the apply on the “Instructional Resource” part of the domain
structure from Figure 9.5. The type operator allows the local names to come to the
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Title Id

Intro	to	CS 324

Title Id Education	Level

Python 834 12th Grade

Java 982 12th Grade

Title Id Focus	Area

Intro	to	Python 835 CS

Advanced	Python 836 CS

Intro	to	Java 983 CS

Course_id Unit_id

324 834

324 982

Unit_id Lesson_id

834 835

834 836

982 983

Course Unit-For Unit

Lesson-For Lesson

Fig. 9.6 Sample local data using the local schema from Figure 9.5.

Title Module_id

Intro	to	CS 324

Python 834

Java 982

Module_id Resource_id

324 834

324 982

834 835

834 836

982 983

Title Resource_id Intructional_
Resource.type

Python 834 Unit

Java 982 Unit

Intro	to	Python 835 Lesson

Advanced	Python 836 Lesson

Intro	to	Java 983 Lesson

𝛼(Educational Module) 𝛼(Contains) 𝜏𝐼𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛𝑎𝑙_𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒	𝛼(Instructional Resource)

Fig. 9.7 Use of the apply and type operators on the domain structure from Figure 9.5 using the
local data from Figure 9.6.

domain level in a generic fashion meaning that generic widgets can display local
schema names; in essence the local names radiate to the domain level hence the
name information integration with local radiance.

9.3 Canonical Structures

A canonical structure is a generically named schema fragment used by a widget
developer. As an example, the left side of Figure 9.1 shows the canonical structure
that is used to build the navigation widget described below.

Another basic canonical structure is a single entity with a small set of attributes
such as that shown in Figures 9.2 and 9.8. This simple schema allows a variety of
different generic widgets to be built. We say that the widget is polymorphic because
it can be used with multiple domain structures (and multiple local schemas in turn).

9.3.1 Widgets

We describe three polymorphic widgets that use canonical structures to give the
reader some idea of what widgets are and how they can represent different local
schemas.
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Fig. 9.8 A set of mappings is shown for the data analysis widget. The mappings between local and
domain are straightforward. The mappings between the canonical and domain perform an unpivot
operation.

Fig. 9.9 The navigation widget

9.3.1.1 The Navigation Widget

is designed to provided a tree-based navigation browser across a site. As can be seen
in Figure 9.9, the widget works across various different schemas like the “Course”
on the left and the “Educational Standard” in the upper right. The widget exploits
the part-whole relationships in the system.

The widget is written against the “Parent-Part” canonical structure by the widget
developer. A domain developer creates a domain structure for “Educational Module-
Educational Resource”. A domain expert then creates mappings between their local
schema and the domain structure.
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9.3.1.2 The Data Analysis Widget

shows aggregated information about attributes in a system. For example, the left
of Figure 9.10 shows the different focus area of resources within the “Robo Intro”
unit while the right side shows aggregated data for the authors of resources within a
course.
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Fig. 9.10 The data analysis widget.

This widget performs an unpivot operation where multiple attributes at the do-
main level are mapped to a single canonical attribute; this is seen in Figure 9.8 where
the different attributes of the domain structure (“Grade Level”,“Focus Subject”, and
“Author”) all all mapped to the single “Attribute” in the canonical structure. This
allows the widget to be written generically for all possible attributes that may ap-
pear in the local schemas. The widget builds off the Parent-Part structure used in the
navigation widget described above and adds the “Item” canonical structure shown
in Figures 9.2 and 9.8 and uses the type operator to bring the local type names into
the widget.

9.3.1.3 The Faceted Navigation Widget

uses the canonical structures of the navigation and data analysis widgets together
to create an hierarchical tree structure that is able to be restructured by the attribute
data used in the analysis widget. Figures 9.11 and 9.12 show the functionality of
this widget. The widget starts with a hierarchical view of a collection, in this case, it
is for a digital library of computing resources but it could also be a course like those
displayed above using the hierarchical widget. The widget allows a user to facet the
collection by any of the local schema attributes that have been mapped. Figure 9.12
shows the collection faceted by class week. Each of the subtrees below the values
of the class week facet may then be further faceted.

The faceted navigation widget uses the same canonical structures as the data anal-
ysis widget but performs a different task. Canonical structures and their mappings
to domain structures may be reused multiple times.
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Fig. 9.11 The faceted navigation widget.
Attributes that the tree can be faceted by
are shown after clicking the diamond sym-
bol next to the tree.

Fig. 9.12 The tree has now been faceted
by “Class Week” and “Week 11” has been
faceted by “Computational Thinking Prac-
tice”.

9.3.2 Mappings

In order to instantiate the navigation widget, the domain developer creates a widget
specification which includes the mapping (such as those shown between the left and
center parts of Figure 9.1) between the canonical structure with which the widget is
associated and the domain structure.

A domain expert can then enable a widget for use in their website by creating
mappings between a local schema and a domain structure such as those shown be-
tween the center and right of Figure 9.1. Here we see one mapping between the
“Course-Unit” part of the local schema to the domain structure and a second map-
ping between the “Unit-Lesson” part of the local schema. Similar mappings are cre-
ated for the various different local schemas that may exist in the educational domain.
For the sake of brevity we do not show those mappings but intuitively it follows that
each relationship and its entities in the local schemas can be mapped to the domain
structure to enable the different widgets shown in Figure 9.9. As mentioned above,
we impose one constraint on the mappings between canonical and domain structures
which is that the mapped portion of the domain structure must be isomorphic to the
canonical structure.

Since our implemented systems use relational databases, we have built our in-
formation integration with local radiance system on top of that and use the nested
relational model and algebra to store our mappings and perform our queries. We
use a straightforward translation between the Entity-Relationship model shown in
the figures in this paper and relational tables in our implemented system. Mappings
between canonical structures and domain structures are stored in the nested relation

CSDSmap(ID,CR,DR,CScorr(ID,CA,DA))

where each mapping has an id, the canonical relation and domain relation in
the mapping, and a nested relation of the correspondences between the canonical
attributes and the domain attributes. An example tuple for the mapping between
the “Has” canonical relationship and the “Contains” domain relationship shown in
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Figure 9.1 would be

(1, ′Has′, ′Contains′,((1.1, ′Parent_title′, ′EducationalModule_Title′),

(1.2, ′Parent_parent_id′, ′EducationalModule_Module_id′),

. . .))

9.3.3 Query Rewriting

In order for our widgets to work we must perform query rewriting from queries
addressing the canonical structure to queries addressing the local schemas at the
time of execution. As described above, in our previous work we defined the apply
operator to translate queries against domain structures into queries against local
schemas. We use our mappings and introduce a new operator perform the next step
in rewriting a query against a canonical structure into a domain structure-level query.
The rewrite operator (θ ) is defined as follows, given a canonical relation cr,

θ (cr) =
⋃

∀id∈πCSDSMap.ID(
σCSDSmap.CR=crCSDSmap))

ρ
CSDSmap.CScorr.DA→
CSDSmap.CScorr.CA,

τ(CSDSmap.CScorr.DA)→
CSDSmap.CScorr.CA_type

α(CSDSmap.DR)

The rewrite operator works by using all the mappings between the given canoni-
cal relation and all mapped domain relations. For each mapping it performs the ap-
ply operation on the domain relation and then renames the domain attribute names
to the canonical attribute names such that they will work in the widget using the
canonical names. It also bring the type information from the apply operator so that
generic widgets can show local type information as desired.

9.4 Evaluation

In our previous work [9] we have shown that people with and without technical
expertise can perform the mappings between domain structures and local schemas
required in our system. Here, we evaluate the overhead imposed by our system from
our extra layers of modeling and mappings.

We compare our system against a hard-coded custom widget which performs
queries directly against its own schema and stores all data in a single table requiring
no joins in the resultant query. For the results in Table 9.4, this system is referred
to as HC (hard-coded). Since the hard-coded system does not perform any of the
overhead associated with our system we consider this to be a good target for fast
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performance that we would hope to achieve in our best-case. Our best-case scenario
(USb) only has simple mappings that require no extra joins to perform.

We also compare ourselves to the default Drupal rendering system (labelled D
in Table 9.4). As mentioned above, Drupal stores each attribute of an entity in a
separate database table, so in order to render a page it must create a join query
joining all the tables of all of the attributes. This is similar to our worst-case (USw)
performance because if a user has composed complex mappings that involve the
unpivot operation, our system must perform a similar join query. Note also that like
Drupal (and most other web systems) these costs are usually one-time costs, since
the output of these queries can be cached.

Table 9.4 shows the results of the performance test. Our system is shown in both
the best-case (USb) and worst-case (USw) scenarios. All systems were tested with 2,
10, and 20 attributes and on a database with 100, 1000, and 10000 entries. Times are
shown in milliseconds and are the average of 10 runs each. All tests were performed
on a server with an Intel I7 processor and 8GB of RAM.

Table 9.1 Performance comparison of our system in a best-case scenario (USb) and worst-case
scenario (USw) to a hard-coded (HC) single query widget (an optimal but most labor intensive
solution) and to the Drupal (D) page rendering system (a generic widget that can render arbitrarily
complex types). All three systems tested with 2, 10, and 20 attributes. All times in milliseconds.

Rows HC2 HC10 HC20 D2 D10 D20 USb2 USb10 USb20 USw2 USw10 USw20
100 6.2 7.2 8 6.6 29.6 47 6.5 9.9 12.6 7.3 33.5 52.6
1000 8.8 16.9 19.9 7.5 40.3 72.9 9.4 27.4 39.5 9.9 53.3 93.7
10000 31.5 79.1 129.6 40 145.7 326.5 46.9 174.5 322.9 67.9 245.3 524.8

From Table 9.4 we see that, in our best-case scenario, we are competitive to a
hard-coded solution for a smaller number of rows which is a great result for our
naive implementation directly written against the IILR formalism. This naive im-
plementation introduces constants for mapping and type information for every at-
tribute in every row which, unsurprisingly, leads to the slower performance at larger
row and attribute sizes. Even with this overhead we are comparable to Drupal in
our worst-case scenario and the same or better in our best-case, even at larger row
sizes. Our performance can be improved by storing the constant data in the database
and optimizing queries using standard relational algebra equivalences. Note that our
system is performing local radiance which cannot be done by either the hard-coded
or Drupal system.

9.5 Related Work

Generic schemas and functionality have been explored extensively in programming
and data management and bring with them many benefits. Generic schemas aid in
development by allowing functions, code, and constraints to be defined generically.
It also allows reuse and aids in the definition and creation of new (more complex)
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schemas and systems and allow for a greater reuse of schema [17]. Using generic
schemas can provide faster development even with complex models while mini-
mizing development complexity [17]. Generic types in programming language like
Java [4] or C# [1] can provide common functionality to many different heterogenous
types. We take this approach and add the ease of use of schema mapping systems
like CLIO [14] to enable non-technical users to make use of generic functionality.

Web development frameworks [2] also often provide a generic relational map-
ping to convert complex user defined schemas into generic formats in their database
backends. Often an instance of a content type created by a user in the web front-end
is stored in the database with a table for each field of the object plus an instantiation
of some base class. This is in contrast to Object-Relational Mappers (ORMs) [12]
that provide an algorithmic mapping between objects and relational tables that con-
tain attributes for each of the fields in an object. Web development frameworks can
provide some basic generic functionality for building pages and websites, but more
complex widgets are limited to predefined models.

Work has been done to create reusable semantic web widgets [13, 16]. While
these widgets are reusable in a number of sites and can leverage the genericity of
self-describing models like big data document stores and triple stores [10] and web
models like XML [3] or RDF [6]; they are still limited to predefined models stored
in the model or application.

A hybrid approach is often used in electronic medical records (EMR) [15] where
there is a predefined schema for many of the entities in the system such as doctors,
patients, or vital signs and generic (triple-store-like) tables that allow an EMR to
be customized; and, a similar approach in SAP [5] which has transparent, pooled,
and clustered tables. While this allows the data storage to be predefined while al-
lowing heterogeneity of end-systems, the conceptual model is usually built into the
application logic of the systems.

Our canonical structures are similar to data model patterns [7]. These patterns
often are used for common reoccurring schema elements. Our canonical structures
are also very similar to generic relationship types in information systems [17, 18].
Generic relationship types like the part-whole relationship or is-a relationship are
often instantiated repeatedly in an information system, for example, a book entity
has chapters which have sections which have paragraphs. If we know that the re-
lationships between books, chapters, sections, and paragraphs are all instantiations
of the part-whole relationship, we can then pre-define constraints and functional-
ity on the part-whole relationship that will apply to all of its instantiations. If IILR
was used in a system with such known relationship types we could automatically
generate mapping from relevant canonical structures to the local schema.
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9.6 Conclusions

We have implemented our system on top of the Drupal framework. As part of our
future work, we hope to expand this to other frameworks and potentially create a
framework of our own based on these principles.

We have shown how using canonical structures it is possible to write generic
widgets that can be used in any number of systems while still maintaining local
schema. We believe that the added overhead in terms of runtime costs and personnel
is both minimal and justified. Our evaluation shows that in the worst-case scenario
we still perform competitively. The notion of having three roles in our system is
easily analogous to the different roles in a web framework where there are frame-
work developers (writing completely generic code), community module developers
(often writing domain specific widgets), and end-users instantiating frameworks in
whatever domain they wish. We believe that this is an important step in allowing
end-users to maintain more control over how their data is stored and presented.

We also hope to explore how we could use this paradigm to enable non-technical
users to accomplish even more technical tasks, e.g., programming or complex query
writing. We believe that by empowering end-users we may encourage them to in-
crease their technical knowledge and possibly help solve the problem of a shortage
of developers.
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Chapter 10
Model-Based Engineering
for Database System Development

Bernhard Thalheim

Abstract A model functions in a utilisation scenario as an instrument. It is well-
formed, adequate and dependable. It represents or deputes origins. This conception
of the the model is a very general one. Computer engineering uses models for de-
scription of development intentions and for prescription of the system to be build. It
typically uses a number of models depending on the layer of abstraction, the scope,
the context, the community of practice, and the artefacts to be represented. Model-
based development is one of key success factors for development of database sys-
tems. This paper thus develops foundations for model-based engineering. Database
system development is used as the illustration example for this investigation.

10.1 Models in Computer Science and Computer Engineering

Models are a kernel element of Computer Science and Computer Engineering
(CS&CE). They are used sometimes without any definition or with an intuitive un-
derstanding. We know, however, a large variety of model notions (e.g. the 46 notions
in [46]). A general theory, technology, art, science, and culture of modelling remain
to be one of the research lacunas.

10.1.1 The Model

A model is a well-formed, adequate, and dependable instrument that represents
origins. [11, 44, 45]
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Its criteria of well-formedness, adequacy, and dependability must be commonly
accepted by its community of practice within some context and correspond to the
functions that a model fulfills in utilisation scenarios.

The model should be well-formed according to some well-formedness criterion.
As an instrument or more specifically an artifact a model comes with its back-
ground, e.g. paradigms, assumptions, postulates, language, thought community, etc.
The background its often given only in an implicit form.

10.1.2 Multi-Model Modelling

Most sciences use coexisting models as a coherent holistic representation of their
understanding, their perception, and their theories. For instance, medical research
[8] typically considers medical models as experimentum, practicale, ratio, specula-
tivum, and theoreticalis. These models are developed with different scale, precision,
variability, vision, veracity, views, viewpoints, volume, and variation.

Each of the models has some functions in utilisation scenarios, for instance, com-
munication, negotiation, construction, and representation and depiction functions.
Depending on these functions, the model may be considered to be adequate and de-
pendable. If we use several models then coherence of these models becomes an is-
sue. We may explicitly represent coherence of models through model suites [7, 43].
We may also layer models based on their abstraction and scale, e.g. [17]. UML [32]
uses ensembles of models that are loosely coupled.

A model suite consists of a set of models, an explicit association or collaboration
schema among the models, controllers that maintain consistency or coherence of
the model suite, application schemata for explicit maintenance and evolution of the
model suite, and tracers for the establishment of the coherence.

A specific model suite is used for co-design of information systems that is based
on models for structuring, for functionality, for interactivity, and for distribution
[39]. This model suite uses the structure model as the lead model for functionality
specification. Views are based on both models. They are one kernel element for in-
teractivity specification. Distribution models are additionally based on collaboration
models, e.g. [38].

A specific model suite consists of two models which share most of their back-
ground, context, community of practice, their application scenario, and thus also
function within these scenarios. These models coexist together, are interdependent,
and are correlated to each other. We call such models co-model. Co-models form a
diptyph1.

They can be coalesced into one model with two different sub-models or they
may depend from each other (see, for instance, the Königsberg bridge models in
[28] with the topographical, topological and graph-theoretic models). Origins are
often also models and thus form together with their model a co-model. The orgin

1 A diptych is work made of of two parts. So, we might call co-models also di-models or diptych
models.
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M1 thus conditions its model M2, i.e. M2/M1 is a conditional. Modern CS&CE is
full of examples of such co-models, e.g. [2, 9, 10, 13, 16, 25, 26, 31, 32, 34, 36, 41].
A model in a co-model also often inherits adequacy and dependability of the other
model. Sometimes, they follow however also different backgrounds. For instance,
eER-based conceptual modelling uses a global-as-design paradigm. BPMN-based
conceptual models are based on a local-as-design approach with an orientation of
actors with their roles.

10.1.3 Science and Engineering

Science and engineering are two rather different activities. According to the Ency-
clopedia Britannica [35], science is (1) the state of knowing, (2a) a department of
systematized knowledge as an object of study, (2b) something (as a sport or tech-
nique) that may be studied or learned like systematized knowledge, (3a) knowledge
or a system of knowledge covering general truths or the operation of general laws
especially as obtained and tested through scientific method, (3b) such knowledge or
such a system of knowledge concerned with the physical world and its phenomena
alike in natural sciences, and (4) a system or method reconciling practical ends with
scientific laws.

Engineering is nowadays performed in a systematic and well-understood form
[1]. It also well supported in software engineering, e.g. CMM or SPICE [18]. En-
gineering is the art of building with completely different success criteria (see [37]:
“Scientists look at things that are and ask ‘why’; engineers dream of things that
never were and ask ‘why not’.” (Theodore von Karman) “Engineers use materials,
whose properties they do not properly understand, to form them into shapes, whose
geometries they cannot properly analyse, to resist forces they cannot properly as-
sess, in such a way that the public at large has no reason to suspect the extent of
their ignorance.” (John Ure 1998)).

S. Oudrhiri [33] considers four elements of matured engineering: “(a) the tech-
nological know-how, (b) a set of established practices, (c) a scientific approach for
defining the underlying principles of these practices, and ( d) an economical model
to explain the implications of such practices in terms of value delivered (effective-
ness) and resources consumed (efficiency)”. Engineering is inherently concerned
with failures of construction, with incompleteness both in specification and in cov-
erage of the application domain, with compromises for all quality dimensions, and
with problems of technologies currently at hand. [48] distinguishes eight stages of
engineering: inquire, investigate, vision, analyse, qualify, plan, apply, and report.
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10.1.4 Co-Models and Model Suites in CS&CE

CS&CE often uses direct associations of models, i.e. a model is based on another
model. Modelling is then concerned with two models at the same time. For instance,
completed database structure modelling starts with a situation model that is repre-
sented by a perception model. This perception model is the basis for the business
model which is again the basis for the conceptual model. The conceptual model is
mapped to a logical model according to the platform for realisation of the database
system. The logical model is then mapped to the physical model. This pairwise
modelling is based on a dichotomy of the models.

This dichotomy is used for closing the gap between the user world (where the
information system is a social system) and the IT world (where the information sys-
tem is a technical system). Figure 10.1 displays the mediating functions of typical
information system models. Classical development methodologies are often based

Fig. 10.1 Model suites: The five main models that comprise a complete model of a database system

on consideration of two models. For instance, structure modelling might start with
a business data model that is intentionally based on the perception model within the
user world. This business data model is refined to a conceptual structure model in a
conceptual modelling language such as ER [42]. The conceptual structure model is
enhanced, transformed or compiled to a logical data model. If we follow a system-
atic approach then the logical data model is refined, enhanced and transformed to a
physical data model.
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10.1.5 Model-Based Engineering as Specific Model-Based
Reasoning

Model-based reasoning is reasoning with the aid of models, reasoning about mod-
els in their own right, and reasoning that is model-determined [27, 30]. Models
have then three different functions depending on these reasoning scenarios [6, 46]:
models are instruments for reasoning which implies their prior construction and the
reasoning necessary for their construction; models as targets of reasoning; models
as a unique subject of reasoning and its preliminary. Abduction has been considered
the main vehicle of model-based reasoning. In CS&CE, reasoning is also based
on explicit consideration of adequacy and dependability of models within the de-
scription/prescription scenario. From one side, models are used as a representation
of some thought or better some mental models (e.g. perception models) which are
representing the (augmented) reality (i.e. the perceived situation model and the ob-
jectives for system construction). From the other side models are used as blueprints
for realisation of intentions by software systems. In the last case, models are also
documentation models for the software system, at least at the first completion of the
system.

Model-based engineering has been considered for a long time as ‘greenfield’ de-
velopment starting from scratch with a new development. Engineering is however
nowadays often starting with legacy systems that must be modernised, extended,
tuned, improved etc. This kind of ‘brownfield’ development may be based on models
for the legacy systems and migration strategies [22]. Again, we observe a co-model
approach with a legacy model for revision, redevelopment, modernisation and mi-
gration and a target model for development of the new modernised and extended
system. So, the legacy model (or legacy models) is associated with a sub-model of
the target system.

10.1.6 The Objectives of the Paper

Model-based engineering attracts a lot of research, e.g. [3, 21, 23, 40]. Model-driven
software development (MDSD) distinguishes enterprise, platform independent, plat-
form specific, and code models. MDSD on the basis of model suites and with a direct
consideration of model properties has not yet been investigated. So, we start with
a case study in Section 10.2. This case study is used for derivation of principles
in Section 10.4. Finally, Section 10.5 discusses the role of conceptual models in
model-based engineering of database system development.

Due to space limitations, the paper cannot discuss in detail techniques that are
necessary for systematic model-based engineering. Many techniques are already
developed for specific modelling languages, for specific application domains, and
for specific development approaches. A systematic generalisation and harmonisa-
tion of these techniques is still a research task. We illustrate the approach based on



142 Bernhard Thalheim

entity-relationship modelling (ERM) languages, on data-intensive applications and
ERM-based development. The paper aims thus in a methodological background for
model-based engineering. We restrict the paper to co-models and their specific style
for model-based engineering.

10.2 A Case Study for Structure-Representing Co-Models

Let us consider two cases of co-models. It is often claimed that the ER modelling
language can be used at the business and the conceptual layer in a similar form. If we
look a bit more into the details then we discover essential differences that must be
taken into consideration. For instance, we might have models that cannot be mapped
to models at the lower layer or models that cannot be represented at the higher layer.
At the same time, we might have many choices for lower layer models (Figure 10.2).
Moreover, data models at one layer might not be entirely represented by data models

Business data models

Conceptual data models

Logical data models

Physical data models

• • • • •

• • • •

• • • • • •

• • • • • • • • •

Fig. 10.2 Association of models in multi-layer modelling

at the other layer. For instance, cardinality constraints might not be representable by
classical relational constraints. We must either enhance the relational language or
represent constraints by procedural features of the relational database platforms.

10.2.1 Co-Models: Business Data Models and Conceptual Models

Business data models reflect the way how business users consider their data. Each
business user considers only specific data within a specific viewpoint. A business
application provides some kind of collaboration or exchange mechanism for these
data.

The origins that are reflected in business data models are the situation model of
a given application area and a collection of perception models that reflect specific
viewpoints of business users. The understanding of data by business users is based
on the way of work at business. So, data models represent their rather specific under-
standing of the application domain. These data models follow a local-as-design rep-
resentation style. Conceptual models follow however a global-as-design approach
[47], i.e. the model consists (i) of a global schema that harmonises and integrates
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the variety of viewpoints and (ii) of generalised (external) views that are derivable
from the form the global schema and represent the local viewpoints. The two kinds
of models - the business data models and the conceptual model - are tightly associ-
ated by an explicit infomorphism (i.e. generalised di-homomorphisms, see below).
Adequateness and dependability of the conceptual model is derived from this asso-
ciation. Additionally, well-formedness of the conceptual model is based on the lan-
guage, e.g. an extended entity-relationship (eER) modelling language, e.g. HERM
[42].

Business (layer) data models and conceptual (layer) data models are a typical
example of a vertical model suite since the first one is typically more abstract and
the second one can be considered to be a refinement of the first one. The binding
among these models is often implicit. We may however enhance the two models by
a mapping that maps the first model to the second one. This mapping combines and
harmonises the different views that are used at the business user layer.

10.2.2 Co-Models: Conceptual Models and Logical Models

Logical models are based on the same underlying semantics for the modelling lan-
guage, e.g. set semantics. Physical data models typically use multi-set semantics
(also called bag semantics) for (object-)relational database management systems.
Logical models may follow object-relational approaches or purely relational ap-
proaches. eER conceptual models have an implicit semantics beside the explicit
semantics. For instance, relationship types obey an inclusion and an existence con-
straint that restricts existence of relationship objects by existence of their referred
component objects – in most cases entity objects.

Conceptual views are represented by a collection of object-relational views. We
have a number of potential associations between conceptual and logical models.
Which one is appropriate depends on choices for structuring, for re-organisation or
optimisation or normalisation, for treatment of constraints, for handling of missing
values, for controlled redundancy, for treatment of hierarchies, for naming, etc. Ad-
ditionally, specific platform-oriented features are integrated into the logical model.
The transformation follows rules and uses specific decisions.

So, the conceptual and the logical models are co-models that follow a refinement
approach [49] (1) by injecting specific styles, tactics, embeddings, and language
pattern to the logical model [1] and (2) by rules for transformation, extension, en-
hancement, and specialisation applicable to the logical model [12]. So, a conceptual
model is typically associated to many logical models depending on the style of cho-
sen refinement. We may consider an abstract description of the refinement approach
as pragmas which are already given together with the conceptual model. The refine-
ment may also result in an information loss. For instance, the view schemata defined
for the conceptual model are mapped to a collection of relational views. The inter-
relation among the relational views is however not maintained in an explicit form.
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Conceptual (layer) data models and logical (layer) data models also an example
of a vertical model suite with a straightforward mapping from the conceptual layer
to the logical layer.

10.2.3 Co-Models: Conceptual Co-Design of Structuring and
Functionality

Database design and development typically is based on two models for structuring
and functionality. The structure model is the ‘lead’ model for functionality since it
defines the signature of the basic terms. The structure model imposes however also
restrictions to the functions due to the integrity constraint enforcement and mainte-
nance. Functionality is specified as a set of create-retrieve-update-delete functions.
The data modification functions can be extended for preservation of integrity. The
retrieval functions are defined based on a number of retrieval pattern and as alge-
braic expressions, e.g. HERM+ [42]. So, the lead model is some kind of ‘order’
model and the functionality model is partially ‘enslaved’ [15].

Structure models and functionality models form a horizontal model suite. Their
association is based on an infomaorphism (see the similar vertical case in Section
10.4.1). All elements of the models are associated in a bipartite graph. The edges in
the graph may be enhanced by existence dependencies, e.g. an operation or query
uses the structural notions which are defined in the structural model. The control of
such dependencies may be defined in a form similar to referential integrity.

10.2.4 Lessons Learned for Model-Based Engineering

A modelling language has its own obstinacy. It injects its background, its limitations
and its treatment of semiotics into the model. Therefore, model-based engineering
must explicitly represent these language specifics. Whenever models are used within
a model suite, the association of models is language-biased and language-limited.
Next, models are also driven by the directives, i.e. the artifacts to be represented, the
profile of the model that is intended, the community of practice that might accept
the model, and the context into which the model is set. Furthermore, the capacity
and potential of the model itself restricts applicability. From the other side, we may
restrict engineering to some kind of ‘best’ effective and efficient model. Finally, the
classical approach to arbitrarily enhance a lower layer model limits the usefulness
of the higher-layer model.

We may now consider either co-models at the same layer of abstraction (“hor-
izontal co-models”) or at different layers of abstraction (“vertical co-models”).
Database structure development is typically based both on vertical co-models that
are on adjoining layers and on horizontal co-models in the co-design case.
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Fig. 10.3 Utilisation scenarios for models and stages of their deployment

10.3 The First Principle of Modelling

10.3.1 Logoi of Modelling

Modelling results in a model as a surface structure and is in reality combined with a
deep structure that is based on the background and the directives of the model. The
deep structure of a model is represented by the modelling logos2 [5, 24] that is the
rationale or first principle behind modelling.

The model has its background B consisting of an undisputable grounding from
one side (paradigms, postulates, restrictions, theories, culture, foundations, conven-
tions, authorities) and of a disputable and adjustable basis from other side (assump-
tions, concepts, practices, language as carrier, thought community and thought style,
methodology, pattern, routines, commonsense) which represent the nature of things
themselves. The background provides the deep structure of the model by expla-
nations, analysis and manifestation. It is governed by its inner directives (origin-
s/artefact to represented O, profile of the models (goal, purpose, function)) P and

2 In the Faust poem by J.W. Goethe, Faust reasons in the study room scene on the meaning of the
word ‘logos’ λóγoς . This word has at least 6 meanings where Faust used only four of them: word,
concept, judgement, mind, power, deed, and reason.
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the outer directives (community of practice, and the context) D. It is based on a lan-
guage L with its general notion, capacity and potential. Model development is based
on actions A and modelling and utilisation methods with their rational choice, i.e.
the rationality expressed in the model as code, in interpretation and in action.

The modelling logos3 consists of the background, the outer directives, the lan-
guage, and actions. The modelling logos is expected to understand before model
development and utilisation. The logos thus determines the modelling notions of
trueness, verifiability, rationality, and correctness. Parameters for models themselves
are the inner directives. We claim that models cannot be understood without under-
standing the modelling logos.

10.3.2 Scenarios and Resulting Functions of Models

These different meanings of the Greek word logos are used in different utilisation
scenarios. Concept and conceptions are the basis for the perception and utilisation
scenario. A conceptual model is a model that incorporates concepts and concep-
tions. Models might be accepted in a community of practice based on judgements of
members of a community of practice [19]. Models may be acceptable for this com-
munity and be thus intellectually absorbed. Models then gain an expressive power
and make sense within an application. Models can also be used and applied in a de-
velopment process. This application may also use methods of matured development.
The last one is based on model-based reasoning which can be guided by maturity
approaches, e.g. CMM and SPICE. So, we observe a number of scenarios which are
depicted in Figure 10.3.

Models function as instruments in these scenarios at various stages of maturity.
For instance, the application scenario may use models as an inspiration for further
development. This stage is often observed for UML-backed programming. Instead,
models may be deliberately applied or managed. They may be used as co-models
and thus co-evolve together with the realisation, i.e. they become reorganised during
utilisation. This reorganisation may also based on systematic approaches and thus
be based on a refinement strategy.

10.4 Engineering for Vertical Co-Models

10.4.1 Database Development with Vertical Co-Models

Vertical co-models are widely used in CS&CE. The methodologies developed so
far do however not consider the nature of multi-models. The case studies in Sec-

3 The logos combines specification of the language, the knowledge behind, the reality under con-
sideration, and the actions. [24]
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tion 10.2 showed the influence of the background-ladeness of models. It is not easy
to switch from a local-as-design paradigm to a global-as-design paradigms. Models
are also directives-laden, especially with the outer directives community-of-practice
and context. It is simpler if data are of the same granularity, scale and scope. For this
reason conceptual models use an approach to represent data at their lowest scale and
smallest granularity. Scientific databases (and also industrial databases, e.g. [20])
often start with raw data and consider them as the basis of all derived, purged, com-
bined, and analysed data. They fail whenever size of databases matters.

The association between co-models can be based on the notion of the infomor-
phism. We extend the notion in [22] for models as follows. Two models M1,M2
are E1,E2-infomorph though two transformations E1,E2 with E1(M1) = M2 and
E2(M2) = M1 if any model object o defined on Mi can be mapped via Ei to objects
defined on M j for i, j ∈ {1,2}, i 6= j.

We notice that this notion allows to associate models with different granular-
ity, models that incorporate views defined on top of a global schema, model suites
within the local-as-design style that have a latent association model underneath, and
co-evolution of models within a model suite. It can also be extended to model re-
finement similarly to [49]. We may use the infomorphism also for justification of
one model by another model similar to the associations discussed in Subsections
10.2.1 and 10.2.2.

10.4.2 Model-Based Engineering with Co-Models

Model-based engineering is turning an idea into a reality on the basis of models.
Models are used as the tacit knowledge for engineering through conception, feasi-
bility, design, manufacture and construction. They reduce complexity while at the
same time providing means for sustainable development and for coping with the in-
terdependencies between systems - technical ones as well as social ones, at different
layers at the same time.

Engineering of information systems still needs a lot of research, theories, skills
and practices. System development becomes nowadays based on iterative develop-
ment. The time of one-way models is over. Models are becoming reused, reconfig-
ured, continuously evolving and integrated. So, the five plus two models in Figure
10.1 must co-evolve. Modern CS& CE is not anymore concentrated on a singleton
development but has to look outwards, to handle the ‘big picture’, to think and to
reflect during practising, to manage complexity and risks at the same time in an
economic form.

The details of sub-systems are beyond common sense. We must rely on instru-
ments as an abstract source of understanding and managing. One central instrument
are models for the system world, for a system, for sub-systems, for embedded sys-
tems, and for collaboration of systems. Models allow us to understand what we
want, what we think to know and to manage, how we make achieve what we want,
what actually to do, and finally what we think might be the consequences. Since
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engineering is also a business activity, engineering activities must be affordable and
financially predictable. Models provide a practical commonsense view that helps us
to manage professionally and at acceptable risks. So, model-based engineering is
one of the main issues of modern CS&CE. It goes far beyond model-driven devel-
opment and model-driven architectures.

Therefore, we need first-class models and a technology to handle models in a
holistic manner. One approach to master development is layering, i.e. coherently
deploying various models of social systems and various models for technical sys-
tems. We develop this approach on the basis of business/conceptual and conceptu-
al/logical co-models. In a similar form co-design of structuring and functionality
may be managed and mastered.

So far we considered the modelling logo as a description logo. We may also
consider the other model suite logos such as control, application, organisation, eco-
nomics, and evolution logos for controllers, application, and tracers within model
suites. Let us now sketch the controller and application ingredients for model-based
engineering with co-models.
The model suite association style is based on general schemata for supporting pro-
grams (sub-model pattern for release, sharing, and access including scheduling of
access), style of association (peer-to-peer , component, push-event, etc.), and on co-
ordination activities describing the interplay among models. The control might be
based on lazy or eager control styles.
The association pattern among models can be based on wrapping, componentisa-
tion, interception, extension or model models. The application processing can be
active, proactive, synchronising or obligation-oriented. Synchronisation may use a
variety of pattern. Whether association is based on parallel execution depends on
the style of the association.
The model suite architecture describes inner association among models or sub-
models and is given by a general network with pairwise or n-ary bindings among
these models.
The model suite exchange is based on constraints, their enforcement and the han-
dling mechanisms for associations among models and sub-models. They might in-
clude also obligations for maintenance of changes within a model suite.
The main issue behind this approach is to deeply understand how these models can
coexist, co-evolve, influence and restrict each other, and support or hinder the other.
So, we first develop an insight into the deployment and especially the modelling
logo of such model suites for a co-model example.

10.5 Conceptual Models as Mediators Within a Model Suite

The conceptual model is often used as a medium and mediator [29]. “Models func-
tion not just as a means but also as a means of representation” [14] with a deep
background such as starting points and questions, knowledge, theories, actual hy-
potheses, tacit knowledge in tools, goals and objectives, tools, data generation, data
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on hand, data processing, and data interpretation [4]. Mediating models are retro-
spective and prospective at the same time and ravish. Beside mediation, other and
different models can also be developed for documentation, communication, negoti-
ation, orientation, inspiration, etc.

10.5.1 The Dichotomy of Description and Prescription for eER
Models

The main function of eER models is its utilisation during database structure con-
struction. The model consists of a schema, a number of views, and the realisation
style [39, 47]. It is descriptive and prescriptive. The descriptive part reflects the busi-
ness user models and thus uses an explicit association by views. The prescriptive
part can be based on realisation templates. Adequacy is given due to the association
to the business models, due to the objectives of description and prescription, due to
the explicit restriction to the model focus, and due to the realisation context. De-
pendability is based on the association to the business user model, on the objectives
of co-design, and on the capacity and potential of logical modelling languages that
we intend to use. So, the model reflects two rather different origins, the business
model and the logical model.

10.5.2 Some Modelling Logos of ER Modelling

Modelling logos of (extended) entity-relationship modelling languages are hidden
within the language and not explicitly discussed in the ER literature. They are par-
tially reflected in literature that introduce other languages. They should however be
known whenever ER modelling is performed.

The background is reflected by (for details see [42]): In the Global-As-Design
approach, the schema reflects all viewpoints. Local viewpoints are derivable and
somehow reflectable. Explicit existence existence postulates that any object must ex-
ist before there can be a reference to it, i.e. rigid separation of creation and use. The
model assumes a closed-world view and unique names. It is based on a well under-
stood name space or glossary or ontology. Salami-slice representation uses homoge-
nous, decomposed types (potentially with complex attributes) with incremental type
construction. Functionality representation is deferred without consideration of the
performance impact to the schema. Separation into syntax and semantics allow to
define semantics on top of the syntax. Explicit semantics is based on constraints.
Paradigms, postulates, assumptions of database technology and database support
are assumed due to the three main quality criteria (performance, performance, per-
formance). Basic data types are hidden with some mapping facilities to DBMS typ-
ing systems. Visualisation is represented by one holistic diagram that displays the
entire syntax and semantics.
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Outer directives are (for details see [42]): The context is entirely determined by
DBMS technology of the last decades and heavily restricted by the platform and the
systems that should be used. Data must become identifiable. The population is finite
what causes problems with cyclic constraints, e.g. locally defined cardinality con-
straints are then global constraints. The community of practice consists mainly of
DBMS professionals, modellers and may be business deciders. The first two groups
are used to and biased by the paradigms, postulates, assumptions, etc. of DB tech-
nology.

The potential and capacity of the ER modelling language is restricted by the flat-
ness of the schema definition. Schema construction may be guided by style guides
and well-formedness characteristics. Construction of schemata is entirely hierarchi-
cal (or incremental or inductive) and follows approaches known for (hierarchical)
first-order predicate logics. Construction is restricted to 3 or 4 or more constructors
(entity, attribute, relationship types; additionally cluster types). Schema semantics
is canonically defined. Hidden set semantics is used with implicit pointer semantics
for relationship and cluster types. Generalisation and specialisation of all kinds are
reflected through specific subtype or grouping (clustering) constructs. The manifold
of specialisations is separated. Semantics is static. All schema elements are com-
pletely defined. Explicit semantics is defined through constraints which might how-
ever require treatment beyond (canonical) first order predicate logics. Viewpoints are
defined through views on top of the schema definition via algebraic expressions. De-
rived attributes are defined via algebraic expressions. Algebra is restricted to terms
that can be constructed for the algebra operations. Expressions may be generically
defined with structures as parameters, e.g. insert(type) as generic operation.

Classical development methods are based on the kind of ER schema and view
construction. They include methods for stepwise incremental construction, exten-
sion, decomposition, design, validation, and evaluation (see [42]). We may use a
number of methodologies, such as top-down, bottom-up, modula, inside-out, and
mixed. Classical utilisation actions and resulting methods are mapping and trans-
formation methods (see [42]). Methods for integration, calibration, verification, con-
trol, reconfiguration, migration, and evolution are still under investigation.

The profile is restricted to the system construction function for mediating models.

10.6 Conclusions

Model-driven engineering and development has become an area of intensive re-
search. Roles, limitations, background and directives of the model have however
not been taken into consideration. In the past, panels often discussed which mod-
elling approach and which modelling language is most appropriate. We realise now
the models and also modelling languages have their own obstinacy. So, model-based
engineering is background-laden directives-laden.

Model-based engineering is based on the modelling know-how, on modelling
practices, on modelling theory, and on modelling economics. We discussed the in-
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gredients for model-based engineering for the case of co-models and of mediating
models. This approach can be generalised to full co-design of structuring, func-
tionality, interactivity and distribution. So far, the approach uses model suites. How
this approach can be extended to any kind of model collections is an open research
problem.

The paper has been restricted to the general programme of model-based engi-
neering. The explicit and detailed description is the topic of two forthcoming papers.
Model-based engineering uses a number of practices similar to SPICE or CMM ap-
proaches [18].

We may now combine our investigation in Figure 10.4. We distinguish the six
dimensions: community of practice, background / knowlegde / context, application
scenario and stories of model utilisation, situation / state / data, dynamics / evolu-
tion / change / operations, and models as representations and instruments. Models
are used in a variety of functions. For instance, models of situations / states / data are
often used for structuring, description, prescription, hypothetic investigation, and
analysis. Models are used by members of the community of practice for communi-
cation, reflection, understanding, and negotiation. So, we observe that the function

community of practice, community issues

methodology, 

application scenario 

for model

models for structuring, description, 

prescription, hypothetic, analysis

background( grounding, 

basis), context, knowledge

situation, state, data

evolution, change, operations, 

techniques, algorithmics, 

technology

models as representations  and instruments 

with a function, purpose, goal in a scenario

models for 

explanation, 

exploration, 

learning

models for communication, 

reflection, understanding, 

negotiation

model 

utilisation, 

planning, 

guidance, 

introspection

models for description, prescription,  

introspection, analysis

Fig. 10.4 Models and the five concerns in model-based engineering

(or simpler the purpose or the goal) of the model is determined by the concrete
way how a model is used. Model-based engineering is thus engineering supported
by models that are used according to the function that a model might play in the
engineering process.
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Chapter 11
Quality Improvement of
Conceptual UML and OCL Schemata through
Model Validation and Verification

Martin Gogolla and Khanh-Hoang Doan

Abstract Model validation and verification tools should provide good support for
generating test cases. We here sketch essential use cases for model validation and
verification that help developers to find deficiencies in models on the basis of gen-
erated test cases and thus improve model quality. Along with such use cases, we
demonstrate how to realize them in the UML and OCL tool USE. We apply the tool
for a small case study showing the development of a relational database schema
on the basis of a conceptual UML schema in form of a UML class diagram and
accompanying OCL constraints.

11.1 Introduction

Model-driven engineering (MDE) is a software development approach that puts em-
phasis on models and not on code. The main purpose of a model is abstraction.
By abstracting system complexity through reduction of information, a model can
catch the essentials of a system preserving properties relative to a given set of con-
cerns [14]. MDE techniques are able to disregard details of different implementation
dependent platforms, thereby allowing to concentrate on essentials characteristics
that are valid for many platforms.

Modeling languages, such as the UML (Unified Modeling Language) which
comprises the OCL (Object Constraint Language), have found their way into main-
stream software development. Models are the central artifacts in MDE because other
software elements like code, documentation or tests can be derived from them using
model transformations. Finding correct and expressive models is important. Com-
mon model quality improvement techniques are model validation (“Are we build-
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ing the right product?”) and verification (“Are we building the product right?”) [2].
Among the different aspects of a system to be caught, structural aspects represented
by class and object diagrams are of central concern.

The context of our work is the tool USE (UML-based Specification Environ-
ment), see [5] and [6] that supports the development of UML models enhanced by
OCL constraints. USE offers class, object, sequence, statechart, and communication
diagrams. It facilitates class and state invariants as well as pre- and postconditions
for operations and transitions formulated in OCL. It allows the modeler to validate
models and to verify properties by building test scenarios. One USE component that
is in charge for this task is the so-called model validator that transforms UML and
OCL models as well as validation and verification tasks into the relational logic of
Kodkod [16], performs checks on the Kodkod level, and transforms the obtained
results back in terms of the UML and OCL model. The modeler works on the UML
and OCL level only without a need for expressing details on the relational logic
level, i.e., on the Kodkod level.

In this paper, we discuss how to apply the tool USE in a larger example and
demonstrate the advantages of our approach for relational database design. We start
with a conceptual UML model in form of a UML class diagram and transform this
conceptual schema into a relational database schema that is again represented as
a UML class model. The typical constraints in the relational database model as
primary and foreign key constraints are formulated as OCL invariants. We check
properties of the resulting model with our tool USE.

The rest of the paper is structured as follows: Section 2 sketches our validation
and verification use cases. Section 3 shows how the use cases can be applied in the
context of a relational database schema and typical relational database constraints.
Related work is discussed in Sect. 4. The paper ends with concluding remarks and
future work in Sect. 5.

11.2 Validation and Verification Use Cases

Following [6], Fig. 11.1 gives an overview on the options of our approach in form
of a UML use case diagram. The central functionalities are shown as eight main use
cases that are pictured in light gray whereas the remaining ones in white are subor-
dinate use cases. All main use cases rely on a class model including accompanying
OCL invariants and a configuration that fixes a finite search space for the population
of classes, associations, attributes and datatypes. Let us go through the eight main
use cases one by one and explain shortly their characteristics.

1. The use case ‘model consistency’ checks whether the model can be instantiated
by at least one object diagram under the stated finite search space from the con-
figuration. If this is possible, the consistency of the model has been shown.

2. The use case ‘property satisfiability’ tests whether a given additional OCL invari-
ant, which can describe a more particular requirement on the model and which is
added, can be satisfied with an object diagram as well.
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Fig. 11.1 Validation and verification use cases.

3. In a similar way the use case ‘constraint implication’ is designed for determining
whether an additional invariant is a logical consequence of the model. For achiev-
ing this, the additional invariant is loaded and then logically negated. If within
the finite search space of the configuration an object digram is found, the logical
consequence is not valid; if no object diagram is found, the logical consequence
is valid in the finite search space.

4. The use case ‘constraint independence’ tests whether the stated OCL invariants
are independent from each other, i.e., it will be checked whether each single
invariant is not a logical consequence from the remaining invariants. It is assured
that no invariant can be removed without changing the model’s induced set of
object diagrams.

5. The use case ‘solution interval exploration’ is intended to be applied in situations
where not only one single object diagram of the finite search space is of interest,
but all solutions in form of object diagrams should be found. Even for smaller
search spaces a comparison of different solutions can give interesting feedback.

6. The use case ‘partial solution completion’ assumes a partially described object
diagram is present that might not yet satisfy model-inherent or explicit con-
straints; the task is then to find a completion in terms of objects, links and at-
tribute values such that a valid object diagram satisfying all constraints is pre-
sented.

7. The use case ‘equivalence implication’ verifies for two OCL formulas A and B

whether they are equivalent; the use case adds the logically negated invari-
ant (A implies B) and (B implies A) and inspects whether that formula
holds as a consequence, i.e., it checks that no object diagram exists in the search
space and under the negated formula.



158 Martin Gogolla and Khanh-Hoang Doan

8. The last use case ‘partitioning with classifying terms’ allows to construct object
diagram equivalence classes that are characterized by closed OCL query terms;
in each equivalence class all OCL query terms evaluate to the same result; for
each equivalence class a canonical representative in form of an object diagram is
chosen; only a finite number of equivalence classes can be constructed.

Figure 11.2 shows the uses cases from Fig. 11.1 and the primary input and output
artifacts. The input is in all use cases the class model, a configuration, (optionally a
variation of) the invariants and depending on the use case further input. The output
is a single object model or a collection of object models.

Fig. 11.2 Use case input and use case output for main and alternative flow.

11.3 Use Cases Applied in a Conceptual Modeling Example

This section explores four from the above eight model validation and verification
use cases in a conceptual modeling example. The running example in this section
discusses a relational database schema where a single table (relation) is modeled
as a single UML class, primary and foreign key constraints are described as OCL
constraints, and derived associations representing foreign keys from the relational
database schema visualize the connection between the referencing tuple and the
referenced tuple. Tuples from the relational database are represented as objects from
the UML class diagram representing the relational database schema.

The UML class diagram in Fig. 11.3 is an example schema extracted from
the book by Antoni Olivé on conceptual modeling [8]. The example is an Order-
OrderLine-Product world: an order line belongs to an order and refers to a product;
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Fig. 11.3 UML example schema from Olive’s original work.

products possess manufacturers and tax classes; products can have reviews written
by customers who also trigger orders; products are classified by categories on which
an ontology with parent categories and subcategories is provided.

The example uses associations of various kinds: many-to-many, functional (par-
tial 0..1 and total 1..1), reflexive (binary association defined on a single class) and
part-whole association. We use the term functional association to denote a many-to-
one association as a source instance is functionally mapped to at most one or exactly
one target instance.

In Fig. 11.4, we see how the UML conceptual schema is represented as a rela-
tional database schema in form of another UML class diagram. As a forward ref-
erence, one may look at Fig. 11.6 to see a simple object diagram illustrating the
representation of a relational database state with tuples. The core of the transfor-
mation from the conceptual UML schema to the relational database schema can be
characterized as follows: an entity is mapped to a relation that is represented as a
class; a functional association is mapped to (a) an attribute (or many attributes) in
the relation resp. the class corresponding to the source entity of the functional as-
sociation and (b) a derived association for the foreign key; a general association
(many-to-many) is mapped to (a) one relation represented as a class and (b) derived
associations for the foreign keys.

The UML class diagram in Fig. 11.4 shows eight classes originating from en-
tities: Manufacturer, Product, TaxClass, Review, OrderLine, Category, Customer,
and Order; and the class diagram displays one class originating from an association:
ProductCategory.

Fig. 11.5 shows the OCL constraints: each of the nine classes has a primary key
constraint with a name ending in ‘PK’. For each functional association (eight associ-
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Fig. 11.4 Olive’s example as a UML class diagram with classes for relations.

ations) and for each ‘arm’ of the other association (two ‘arms’) there is a foreign key

constraint with a name containing ‘FK’ (ten foreign key constraints); the ten derived

role names (indicated with the leading dash ’/’ in the name) are shown in the class

diagram; there are nine other constraints, among them ‘Category::acyclicSub’ which

requires the part-whole Category connections to form a directed, acyclic graph. It is

a constraint involving the transitive closure. Standard SQL does not support to ex-

press this, but OCL due to the presence of the closure operation allows to describe

the transitive closure.

A foreign key constraint establishes a connection between two relations. Because

a table is represented in our UML model as a class, a corresponding OCL foreign key

constraint must connect two classes. If the key of the referenced table consists of one

attribute, there is one referencing attribute in the referencing table that points to one

tuple in the referenced table. This is formally established with the OCL collection

operation one(). We exemplarily show the requirement for the foreign key from

OrderLine to Product.

������� ��	��
��� ��� ��	�����������	����

���	������������������→�������������	�����

Taking together the primary and foreign key constraints, all restrictions on the

system states for the relational database have been expressed, and all necessary con-

straints are stated. In particular, the foreign key connection between the referencing
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Manufacturer::namePK

Product::namePK

ProductCategory::productCategoryPK

TaxClass::taxClassIdPK

Review::reviewIdPK

Category::termPK

OrderLine::lineNumOrderNumPK

Customer::lNameFNamePK

Order::orderNumPK

Product::manufName_FK_Manufacturer

Product::taxClassId_FK_TaxClass

ProductCategory::catTerm_FK_Category

ProductCategory::prodName_FK_Product

Review::cuslName_cusfName_FK_Customer

Review::prodName_FK_Product

Category::parentCategory_FK_Category

OrderLine::orderNum_FK_Order

OrderLine::prodName_FK_Product

Order::cuslName_cusfName_FK_Customer

Product::statusValues

Category::acyclicSub

Category::subcategoryExists

Review::ratingValues

OrderLine::lineNum1exists

OrderLine::lineNumGE1

OrderLine::lineNumNoGaps

OrderLine::lineNumUniqueWithinOrder

Customer::genderValues

Fig. 11.5 Constraints defined in Olive’s example.

tuple (represented as an object) and the referenced tuple (represented as an object)
are manifested through the respective attribute values. Nothing more is needed. Thus
only the objects with its values describe a database state. However, as UML and USE
support derived associations, we can additionally visualize these connections also
in formal terms through derived links. Each derived association is constructed by
using a corresponding foreign key derivation term. The following definition shows
exemplarily the foreign key derived association between the classes OrderLine and
Product. The other derived associations and their roles are formulated analogously.

association FK_OrderLine_Product between

OrderLine [0..*] role orderLine

Product [0..1] role product

derived = Product.allInstances()→any(p|p.name=self.prodName)

end

If we compare the original UML schema in Fig. 11.3 and the corresponding
relational database schema formulated as a UML class diagram with derived asso-
ciations in Fig. 11.4, we see that the graph structures of both diagrams are nearly
identical. An eye-catching difference is probably that the functional associations
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are not represented by an independent class, but these associations are integrated
into the relation representing the source entity of the functional original association.
These associations are present in the UML class diagram for the relational database
schema through the referencing foreign key attributes and the derived role names.

The representation of foreign keys as derived associations seems to offer an intu-
itive way to represent the connections between tuples on the modeling level within
a database state.

11.3.1 Model Consistency

As explained in Sec. 11.2, the purpose of the model consistency use case is to ensure
that a valid system state (object diagram) can be instantiated, which ideally includes
objects from all classes and links from all associations. To achieve this, we use the
following configuration. Because we want to keep the generated object diagram in
a reasonable size, we here use quite small numbers for the objects in the respective
classes. The configuration will also provide finite, concrete sets for attributes values,
e.g., Product names like 'Apple' or 'Banana'.

Manufacturer_min = 1 Manufacturer_max = 1

Review_min = 1 Review_max = 1

TaxClass_min = 1 TaxClass_max = 1

Category_min = 2 Category_max = 2

Product_min = 2 Product_max = 2

ProductCategory_min = 1 ProductCategory_max = 1

Order_min = 1 Order_max = 1

OrderLine_min = 4 OrderLine_max = 4

Customer_min = 1 Customer_max = 1

Fig. 11.6 shows the generated object diagram when we execute the model valida-
tor with the above configuration. As can be seen, the object diagram shows objects
being instantiated from all nine classes and links originating from all ten foreign key
derived associations. We emphasize the fact that, during the construction process,
the model validator must take into account the nine classes and the 28 non-trivial
invariants defined in the model.

11.3.2 Property Satisfiability

Basically, checking property satisfiability is finding the answer to the question
whether a scenario, which is defined by an additional OCL formula, exists or does
not exist. If we provide a sufficient finite search space (via a configuration), the
model validator will give the answer (1) as a object diagram, in which the given
property is satisfied, or (2) by answering that a valid scenario cannot be constructed
within the given finite search space.
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Fig. 11.6 Valid object diagram for model consistency use case.

In this example, we want to check the property ‘Is it possible to build a sce-
nario where the Category objects build a tree?’. The property is formulated as the
following invariant.

context Category inv categroryTree:

Category.allInstances→one(c | c.parentCategory='') and

Category.allInstances→exists(c | c.subcategory→size>=2)

Executing the model validator after the model has been enriched with the prop-
erty invariant, we receive a satisfying scenario as shown in Fig. 11.7. We here use a
slightly modified configuration as in the model consistency use case.

11.3.3 Constraint Independence

As mentioned before, the constraint independence use case realizes a process that
checks whether an invariant is independent from the other invariants. We prototyp-
ically select the following invariant that asserts that within an order the order lines
are consecutively numbered.

context OrderLine inv lineNumNoGaps: lineNum>1 implies

order.orderLine→exists(ol | ol.lineNum=lineNum-1)

In order to check constraint independence, we only do minor changes in the
previous configuration. But we have to negate the selected invariant. As shown in
Fig. 11.8, the model validator will construct an object diagram where two order lines
are present that do not have consecutive numbers. Except of the selected invariant,
which is evaluated to false, all other invariants evaluate to true. Thus the selected
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Fig. 11.7 Generated object diagram for property satisfiability use case.

Fig. 11.8 Generated object diagram constraint independence use case.

invariant is indeed independent. It is essentially needed in the model, otherwise
unwanted system states like the one in Fig. 11.8 might occur.
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11.3.4 Partial Solution Completion

In Fig. 11.9 you see an example for applying the use case ‘partial solution comple-
tion’ in our running relational database schema model.

The upper object diagram and class invariant evaluation picture the starting situ-
ation with a partial object diagram and six failing OCL invariants. Among the fail-
ing invariants are the Review primary key constraint and the foreign key constraint
from Review to Customer. In this use case, the model validator modifies undefined
attributes to defined ones, and through this, links for the derived foreign key associ-
ation between Review and Customer can be established. The lower part of the figure
shows the enriched object diagram and the invariant evaluation which proves that
after the completion all invariants are valid.

The example nicely demonstrates that proper attribute values have to be available
in the configuration. Although the object diagram is quite small, the example illus-
trates well the use case ‘partial solution completion’ that is employed here in order
to adjust an invalid system state to a correct one.

11.4 Related Work

In recent years, a number of interesting verification and validation approaches of
conceptual schemata have been introduced. In [13], [12], [4] a list of major proper-
ties, e.g., satisfiability, class liveliness, nonredundancy, consistency, can be verified
using different techniques. [12] introduces a fragment of OCL, the so-called OCL-
Lite, encoding it in description logic. [4] focusses on the automated reasoning on
UML schemata containing arbitrary constraints, derived roles, derived attributes and
queries after translating the UML/OCL schema into a first order logic formalisation.
The above approaches all translate UML and OCL into logic before reasoning about
the conceptual model. The transformation of UML and OCL into formal specifica-
tions for validation and verification purposes is a widely considered topic, as it is
presented in the following papers. In [15], a translation from UML to UML-B is
presented und used for the validation and verification of models, focusing on con-
sistency and checking safety properties. The approach in [1] presents a translation
of UML and OCL into first-order predicate logic to reason about models utilizing
theorem provers.

Furthermore, incremental checking of OCL constraints is a popular technique
for ensuring the quality of a UML schema. A runtime checking approach for the
satisfiability of all constraints after changes in the system state is presented in [3].
Similarly, [9] introduces a method to verify OCL constraint violations by check-
ing the emptiness of SQL queries, which are automatically obtained from the OCL
constraint.

After checking the problems in a UML schema through verification and valida-
tion techniques, automatic fixing and repairing will help to improve the conceptual
schema. The approach in [10] can detect non-executable operations in a UML/OCL
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Fig. 11.9 Completion of partial object diagram by the USE model validator.
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conceptual schema and automatically correct the missing effects in the postcondi-
tions of the operations. Another approach, which is presented in [11], automatically
computes the additional changes needed to keep the UML/OCL schema consistent,
i.e., all constraints are satisfied, when a set of update events is applied to the system
state of the schema.

Testing a conceptual schema is also a research direction for quality improvement.
[7] introduces a solution for automatically generating test cases from a UML/OCL
model. This approach integrates several existing languages and tools, i.e., the USE
tool and the CSTL language. The CSTL language is used as a language for writing
automated tests in the approaches presented in [17] and [18].

11.5 Conclusions and Future Work

In this paper, we have presented techniques to utilize an up-to-date modeling tool
for a wide range of model validation and verification tasks. Examples are shown
with the USE model validator using four use cases: model consistency, property
reachability, constraint independence, and partial solution completion.

Future work could concentrate on optimizing the verification tasks by providing
help with determining bounds specifically for the presented techniques. Optimiza-
tions of the USE model validator itself includes support for more UML features and
a more sophisticated handling of strings and large integers. In order to offer support
for relational database design, we plan to import SQL database schemata, represent
them as UML and OCL models and generate (positive and negative) test database
states with the model validator (exported then again as SQL scripts). Finally, larger
verification and validation case studies have to further evaluate the individual meth-
ods presented.
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Chapter 12
Creating Worlds with Words: Ontology-guided
Conceptual Modeling for Institutional Domains

Paul Johannesson, Maria Bergholtz and Owen Eriksson

Abstract Conceptual modeling is often viewed as an activity of representing a pre-
existing world that should be faithfully mirrored in an information system. This view
is adequate for modeling physical domains but needs to be revised and extended
for social and institutional domains, as these are continuously produced and re-
produced through communicative processes. Thereby, conceptual modeling moves
beyond analysis and representation in order to cater also for design and creation.
Following such a view on conceptual modeling, this paper proposes an ontology for
modeling institutional domains. The ontology emphasizes the role of institutional
entities in regulating and governing these domains through rules and rights that de-
fine allowed and required interactions. Furthermore, the ontology shows how these
institutional entities are dependent on and grounded in material entities. Conceptual
modelers can benefit from the ontology when modeling institutional domains, as it
highlights fundamental notions and distinctions in these domains, e.g., the role of
rights, the role of processes in creating institutional facts, and the difference between
documents and institutional information. The ontology is illustrated using a case on
public consultation management.
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12.1 Introduction

Conceptual modeling has been defined as “the activity that elicits and describes
the general knowledge a particular information system needs to know”, [17, p. xi].
Thus, conceptual modeling is about analyzing and representing some piece of real-
ity, a domain that is to be mirrored in an information system. To support this activity,
many researchers have proposed that ontology should be used as a foundation for
conceptual modeling, building on the assumption that ontology can help to better un-
derstand how reality is constituted, [27, 26, 10]. Physical objects are clearly among
the constituents of reality, but there are also realities that are built from other kinds
of matter. Sometimes language can hint at the foundations of those non-material
realities. Consider the phrases “real property” and “real estate”. What is real about
them? It is not that they are natural and material objects, because the “real” here is
not derived from the Latin “res” meaning “thing”, but from the Spanish “real” mean-
ing “royal”, or “belonging to the king”, [9, p. 86]. They are real because they are
recognized and acknowledged by an authority. In other words, they are real because
there exists an institution that says they are so.

Developing conceptual models for information systems is very much about in-
vestigating social and institutional worlds. These worlds do not exist independently
of humans but are created by people that talk them into existence. As pointed out by
[17, p. 41], there are not only concepts that can be considered natural, in the sense
that their instances are familiar and viewed as natural by everyone, e.g., trees, birds
and temperatures. There are also concepts that need to be invented or designed, e.g.,
leasing contracts, customers and presidents. These concepts are more often than
not institutional ones, having the purpose to regulate human interaction by carrying
rules and rights that govern how people are allowed and obliged to interact. And the
instances of these concepts are not pre-existing but created by people in commu-
nicative processes. The need for designed concepts means that conceptual modeling
is more than an analysis and representation activity; it also has to include elements
of design and creation.

The goal of this paper is to propose an ontology that can support developers in
designing conceptual models for institutional domains. The paper extends previous
work, [3], [2], primarily by investigating additional kinds of institutional entities,
in particular institutional information and institutional rights. The proposed insti-
tutional ontology builds on theories for communicative action, as well as existing
ontologies for business domains, which are briefly described in Section 2. Insti-
tutional entities are created through communicative processes, and Section 2 also
offers a brief overview of approaches to business process management. In Section
3, the research method is discussed as well as a case on consultation management,
which is used to illustrate and validate the proposed ontology. The ontology itself
is presented in Section 4 with examples from the case. Section 5 introduces a con-
ceptual model for the consultation case based on the institutional ontology. Finally,
Section 6 summarizes the paper, discusses implications, and suggests directions for
future research.
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12.2 Related Work

12.2.1 The Construction of Social Reality

Institutions have been defined as “systems of established and prevalent social rules
that structure social interactions”, [11]. In order to conceptualize the constituents
and relationships of institutions, the paper proposes an institutional ontology. It is
primarily founded on the work by John Searle, [24], [22], who has investigated how
social and institutional reality is constructed by means of language.

Searle acknowledges that there is a material world existing independently of hu-
man beings and their beliefs, and he asks “how can we account for social facts within
that ontology?” [23, p. 7]. He answers the question by pointing out that humans have
a capacity for collective intentionality, through which they are able to assign func-
tions to things. Some of these functions depend solely on the physical properties of
the things to which they are assigned, e.g., the ability of a screwdriver to turn screws
depends only on its physical structure. Other functions, however, are more abstract
and have little to do with the physical properties of the object that provides them.
Such functions are called status functions by Searle. The general logical form of the
assignments of status functions is “X counts as Y in C”, where X is often a thing or
a human being that is assigned a status function Y in a context C. For example, John
(X) counts as a bank customer (Y) in the context of the statutes of a bank (C). This
assignment means that John and the bank are related through a number of mutual
obligations and claims, e.g., the bank is allowed to use JohnâĂŹs money but is also
obliged to pay a certain interest rate, while John can make deposits and claim inter-
est. Thus, the assignment establishes rules and regulations that structure and govern
the interactions between John and the bank.

Through the assignment of status functions, people can recursively build ever
more complex and advanced institutional phenomena, e.g. moving from dollar bills
to stock options, equity futures, and foreign exchange swaps. These institutional
objects require collective intentionality for their creation as well as their continued
existence. For example, a piece of metal will be able to function as a medium of
value exchange only if people together recognize it as money. And it will become
money only through a process in which people declare it to be so. Thus, people use
words to create and maintain institutional worlds.

12.2.2 The REA Ontology

The proposed ontology is also informed by work on the REA ontology. REA was
originally intended as a basis for accounting information systems, [15], and focused
on representing increases and decreases of value in business organizations. In later
work, REA has been extended to form a foundation for enterprise information sys-
tems architectures, [8], [13], where REA also addresses the policy level in organi-
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zations. REA places commitments and contracts into the center of business models,
thereby emphasizing their importance for regulating business interactions. While
commitments are sufficient for representing most of the rules in business contexts,
many institutional settings also require other kinds of rights, such as powers and
privileges, see Section 4.1. To address this need, the institutional ontology general-
izes REA by allowing for any kinds of rights.

12.2.3 Business Process Management

Business Process Management (BPM) is a discipline that combines knowledge from
both information technology and management sciences and applies it to operational
business processes, [1]. BPM studies how work is and should be organized with the
purpose to produce value for customers. In its early stages, BPM focused on the
automation of workflows, but today it also includes process design, process analysis
and work organization. BPM can support organizations in becoming more effective,
efficient and customer-oriented, as it focuses on value creation in business processes
rather than on functionally oriented ways of management.

Much of the work in the BPM field has investigated the activities of business
processes, in particular, their ordering and interdependencies, [6]. Thus, the focus
has been on the control-flow perspective of processes. But there are also other per-
spectives on processes. The resource perspective concerns roles, authorizations and
organizational structures, while the data perspective addresses data creation and ma-
nipulation, forms, and the use of data for process decisions. The time perspective
concerns temporal issues including deadlines and durations, and the function per-
spective addresses applications related to activities.

Processes can be viewed from a system perspective, in which they are enacted to
accomplish a goal of a system. In other words, actors carry out processes in order
to produce goods or services that are delivered to the environment of the system.
Such processes have been named production processes, which are constituted by
production acts, [5]. A production act can be material, such as the manufacturing or
transportation of goods, or immaterial, such as granting insurance claims or issuing
exam certificates. Actors can also perform coordination acts, by which they enter
into and comply with agreements about production acts. For example, an actor can
order that some goods be transported (a production act) and another actor can accept
this order.

Production acts can also constitute new objects in the sense of making them
available in a particular institutional context. For example, production acts in car
manufacturing are not only about building physical entities but also about making
them into institutional ones. This means to declare that some physical entity is to be
counted as an institutional entity, in this case a car. Constituting the car in this way
is needed for being able to refer to it and identify it in various institutional contexts,
e.g. in the relationship with national authorities as discussed in [7]. Summarizing,
a key purpose of business processes is to build an institutional world by creating
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agreements and constituting institutional entities. Therefore, being able to represent
and analyze institutional phenomena can help to design and implement business
processes.

12.3 Research Setting and the Consultation Case

12.3.1 Research Setting

The ontology presented in the next section has been iteratively developed over a
period of five years. Empirically, it is grounded in the study of a number of infor-
mation systems. The selection of these systems was based on purposeful sampling,
[19], where the primary data set consisted of a number of case studies, [2], [3].
Purposeful sampling means that findings are based on the selection of information-
rich cases for study in depth, in contrast to probability sampling, which depends on
the selection of random and statistically representative samples. In addition to the
primary data set, a secondary data set was used, which was also based on purpose-
ful sampling. Design patterns and problems from the mainstream modeling litera-
ture, including [26], [14], [7], [25], were selected and used to clarify and investigate
modeling problems found in the cases. The primary and secondary data sets were
analyzed in several iterations in order to establish and revise the contents of the in-
stitutional ontology. This work is on-going and the next sub-section introduces yet
another case, which is currently used to validate the ontology.

12.3.2 The Consultation Case

Public consultation is a regulatory process that is often a part of the larger process
of developing proposals for laws, policies, and projects in the public sector, [20],
[4]. In a public consultation, a public body seeks the opinions of interested and
affected groups, typically through organizations that can represent them. The overall
goal of a public consultation is to gather comments and criticisms on a proposal.
The comments can help to improve the proposal, thereby improving its quality and
effectiveness. Furthermore, consultations can strengthen transparency and public
involvement in public decision processes. In the following, based on both literature
and our own experience of public consultation cases, a typical consultation process
is described. The process consists of four phases: preparation, submission, response
collection, and response compilation and publication.
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12.3.2.1 Preparation

A proposal is prepared before it is sent on consultation. This means that the public
body behind the proposal identifies its various parts and classifies them according
to their purpose. Some of the parts are suggestions that propose courses of actions,
while other parts are assessments that specify how the authors of the proposal evalu-
ate some state of affairs. Furthermore, there are justifications that provide arguments
for the suggestions and assessments. The proposal is given a reference number and
is recorded in the registry of the public body. Each part, often called a section, is
also numbered so that it can be conveniently referenced.

A key activity in the preparation phase is to identify reviewers that will be invited
to comment on the proposal. This is done by an administrator proposing a set of
reviewers, which is to be confirmed by a manager. Some of the reviewers can be
obliged to answer to the consultation, while others may be allowed to disregard it.
Furthermore, a reviewer can be requested to comment on specific sections of the
proposal, i.e., the reviewer has to provide feedback on those sections but may leave
others without commenting on them. The preparation phase also includes deciding
on the deadline for reviewers to submit their responses.

A cover letter to send to the reviewers is prepared. This letter informs the review-
ers about the submission deadline, whether it is mandatory to answer, the format in
which to submit responses (paper and/or electronic), contact persons at the public
body, which sections of the proposal to focus on, as well as other instructions and
guidelines.

12.3.2.2 Submission

Submitting a public consultation means that the proposal and its cover letter is sent
to the reviewers identified in the preparation phase. This is done using both ordinary
mail and email.

12.3.2.3 Response Collection

When the reviewers submit their responses, they are archived in the registry of the
public body. Each response is archived under the same reference number as the
proposal under consultation. Each response consists of a number of comments, one
of which concerns the entire proposal, while each of the other comments concern a
single section of it.

12.3.2.4 Response Compilation and Publication

The public body compiles the responses and publishes the resulting compilation on
its web site. The compilation shows the number of reviewers that have agreed, or
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not agreed, on the entire proposal, as well as on each of its parts. Furthermore, the
compilation includes for each section of the proposal a short text based on the most
important responses; these texts are written by an administrator at the public body.

12.4 The Institutional Ontology

The institutional ontology is structured into three levels, as indicated by color cod-
ing in Figure 12.1. The bottom level (white in the figure) is the material level that
describes material entities, in particular human beings, physical entities, and physi-
cal actions. The middle level (yellow in the figure) is the institutional facts level that
describes institutional phenomena and their creation. The entities at this level are
used to regulate the entities at the material level. Finally, the top level (blue in the
figure) is the rule level that includes rules, as well as groupings of rules, that govern
how entities are created at the institutional facts level. The ontology is depicted in
the form of a UML class diagram (multiplicities are 0..* if not otherwise indicated).

12.4.1 Institutional Rights

The overall purpose of institutions is to regulate, govern and enable human interac-
tion. One way to achieve this structuring of interaction is to create and allocate rights
among people, thereby establishing relationships of power and obligations between
them. A right is a relational construct that involves at least two agents, e.g., an obli-
gation of one agent to deliver some goods to another agent. In addition, a right can
include additional entities that are the objects of the right, such as the goods in the
preceding example.

There exist different classifications of rights, but one of the most well-known is
the one proposed by [12], who distinguishes between four kinds of rights: claims,
privileges, powers and immunities. A claim means that one agent is required to act
in a certain way for the benefit of another agent, e.g., a person can have a claim
on another person to pay an amount of money. An agent has a privilege to perform
an action if she is free to carry it out without interference from other agents, e.g.,
privileges of free speech and free movement. A power is the ability of an agent to
create or modify claims, privileges or powers, e.g., the ability to transfer ownership.
Finally, immunities are about restricting the power of agents to create formal rela-
tionships for other agents. In the institutional ontology, rights are modeled by the
classes Right Kind and Institutional Right.
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Fig. 12.1 The institutional ontology

12.4.2 Institutional Entities

Institutional entities are entities that have the function of regulating interaction by
means of rights. An institutional entity is either a right, an entity that can have rights,
an entity that is the object of a right, or a grouping of rights. Institutional entities
are created through language actions, but their creation often requires that there is
some other pre-existing entity on which the new institutional entity is dependent.
The institutional entity is said to be grounded in that other entity [14], e.g., a citizen
(an institutional entity) can be grounded in a human being (a physical entity). By
combining the type of grounding and the way of relating to rights, a number of
different kinds of institutional entities can be distinguished.

• Institutional Subject. An institutional subject is an institutional entity that can
have claims. The ontology recognizes four kinds of institutional subjects. An
institutional person is an institutional subject grounded in a human being able
to possess both legal rights (i.e., rights acknowledged by a state) and non-legal
rights. An institutional group is an institutional subject grounded in at least one
institutional person but only able to possess non-legal rights. A juridical person
is an institutional subject that is not grounded in any other entity and able to
possess both legal and non-legal rights. Finally, an organizational person is an
institutional subject that is not grounded in any other entity and able to possess
only non-legal rights.

• Institutional Thing. An institutional thing is an institutional entity that cannot
have claims and is grounded in a physical entity or another institutional thing.
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• Institutional Information. Institutional information is an institutional entity that
cannot have claims and is grounded in informational content. Examples of infor-
mational content are a text, a picture, and a musical score. While informational
content is solely information without any formal status, institutional information
is officially acknowledged by an institutional subject as an institutional entity.
Thus, it has been created through an institutional process and has received its
own identifier. For example, a code such as “ABC123” is just informational con-
tent, but it can ground a discount code issued by a company; this discount code is
institutional information that is related to one or more rights, in particular it can
grant a customer the claim to get a discount on goods she has purchased.

• Institutional Right. An institutional right is an institutional entity that represents
a relationship of claim, privilege or power between two or more institutional
subjects.

• Institutional Contract. An institutional contract is an institutional entity that
groups together a number of rights, e.g., a purchase contract between two com-
panies.

Informational content can only be materialized through a physical entity, e.g., a
musical score can be materialized through a sheet of a paper with musical notation,
an electronic document with the same notation, or an audio file. This relationship is
captured in the ontology by the association materializes between Physical Entity and
Informational Content. Analogously, there is an association carries between Insti-
tutional Thing and Institutional Information. For example, an officially recognized
discount coupon can carry a discount code.

12.4.3 Rules and Institutional Functions

When people create and use institutional entities, they do so in a framework of
rules that define the functions of the entities as well as the processes for creating
them. The institutional entities receive their meaning only by being interpreted in
the context of these rules.

Rules are formulated through linguistic expressions, e.g., “the respondent has to
submit its overall response to the initiator before the deadline”. These expressions
include institutional functions that are used for specifying the institutional entities
to which the rules should be applied. Institutional functions are similar to roles as
they are used for defining bundles of rights that can be bestowed upon institutional
entities. Examples of institutional functions are the respondent function, the initiator
function, and the overall response function.

Institutional functions never appear in isolation but always in networks, since
their meanings are dependent on each other. For example, the meanings of the in-
stitutional functions initiator and respondent depend on each other, in the sense
that the one can only be defined by referring to the other. A respondent is someone
who is obliged to answer to an invitation from an initiator. A set of interdepen-
dent institutional functions is called an institutional arrangement. An example is
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the consultation arrangement consisting of institutional functions involved in con-
sultations, see Section 5.3 for details. Furthermore, an institutional arrangement is
maintained by an institutional subject, who defines and monitors all the rules that
apply to the institutional functions that make up the institutional arrangement. For
example, some public body maintains the consultation arrangement.

Rules do not directly express rights between institutional entities, but instead
they refer to institutional functions. However, if all the institutional functions in a
rule are assigned to institutional entities, i.e., each institutional function is replaced
by an institutional entity, the rule will result in a right between these. Assigning
an institutional function to an institutional entity means that the latter gets related
to other institutional entities through a number of rights, as given by the rules of
the institutional function. For example, the rule above could result in the right “the
company Acme has to submit its overall response to the department of justice before
the deadline”. In this example, the result expresses a right involving an organization
and a department, which regulates their interactions. This example illustrates how
rules are used in general - through assigning institutional functions to institutional
entities, the latter become related and regulated by means of rights. In the ontol-
ogy, institutional function assignments are used to assign institutional functions to
institutional entities.

12.4.4 Institutional Processes

Institutional entities, as well as institutional function assignments, are created by
means of language actions. They are, so to say, talked into existence. This is mod-
eled in the ontology by the class Institutional Process that is associated to both
Institutional Entity and Institutional Function Assignment. An institutional process
consists of a sequence of institutional actions. The latter are always grounded in
physical actions, i.e., they are performed through physical actions, such as signing
paper documents or pressing keys on a keyboard.

12.5 Domain Model for the Consultation Case

The institutional ontology can be used to guide conceptual modelers when they
design domain models, i.e., models for specific institutional domains. The main
guideline is that every class introduced in a domain model should correspond to one
of the classes on the middle level in the ontology, shown by stereotyping. In con-
trast, classes on the rule level do not correspond to classes in the domain model, but
their instances are represented as classes. Institutional arrangements will be repre-
sented by classes stereotyped as Institutional Contract, while rules are represented
by classes stereotyped as Institutional Right. An example is shown in Figure 12.2,
where the rule Overall assessment, i.e., that a respondent shall provide a response
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to a submitted proposal sent from an initiator, is represented by means of a class of
its own.

Fig. 12.2 The consultation case

For reasons of simplicity and clarity, not only classes on the rule level are omitted
when the institutional ontology is applied, but typically also classes corresponding
to institutional function assignments. Instead, they are in most cases represented
only as associations between rights, contracts and institutional entities. A domain
model of the consultation case is shown in Figure 12.2 in the form of a UML class
diagram. The following sub-sections explain how the ontology is applied in the
design of the consultation domain model.

12.5.1 Institutional Subjects

The consultation case includes two key kinds of institutional subjects, departments
that initiate consultations and reviewers that respond to them. A department is a part
of the public body that is responsible for issuing proposals and performing consul-
tations. For each consultation, there is a department that initiates it. A reviewer is
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grounded in an organization, which is a legal entity, such as a company, an authority,
or an NGO.

12.5.2 Institutional Information and Informational Content

Both proposals and responses to them are made by information, and thus many
of the classes in the domain model are stereotyped as Institutional Information or
Informational Content.

A proposal is institutional information that describes new laws, policies, and
plans, e.g., bills and budgets. Proposals are intended to be submitted to reviewers
for consideration and feedback. A proposal is divided into a number of proposal
sections. These sections are the basis for structuring answers to a consultation, as
described below. The sections are represented by the class Proposal Section in the
domain model. A proposal and its sections are grounded in informational content,
the section texts. While the section texts only consist of information that does not
have any formal status, the proposal and proposal sections are officially acknowl-
edged by a department as institutional entities. Thus, they have been created by the
department through an institutional process, and each one of them has received its
own identifier.

The section texts of a proposal are materialized in physical documents, the pro-
posal documents, which can be in paper as well as electronic form. One of the pro-
posal documents is the original one, from which the other documents are made as
copies. The proposal documents ground institutional things, the proposal records.
While a proposal document is just a physical entity, a proposal record is acknowl-
edged by a department. The proposal record that is grounded in the original proposal
document is the original proposal record and is given an identifier, the reference
number.

A response is institutional information that provides feedback on a proposal. Just
as for a proposal, a response includes a number of parts, called response sections,
which are grounded in section texts. And each response section offers comments
on exactly one proposal section. Analogously to the proposal documents, there are
response documents that provide materializations of the section texts, as well as
response records grounded in these response documents.

12.5.3 Rules and Institutional Functions

The interaction between the reviewers and the departments are regulated by a num-
ber of rules, of which the three most important are:

• Overall assessment: A respondent is obliged to provide an overall response on a
submitted proposal to an initiator
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• Sectional assessment: A respondent is obliged to provide a sectional response on
a submitted proposal section to an initiator

• Publication: An initiator is obliged to publish the overall response and the sec-
tional responses on a submitted proposal from a respondent

The rules include a number of institutional functions, which are italicized above.
These institutional functions can be viewed as roles that can be played by the insti-
tutional subjects and institutional information introduced in the previous sections.
A respondent is played by a reviewer, an initiator by a department, a submitted pro-
posal by a proposal, a submitted proposal section by a proposal section, an overall
response by a response, and a sectional response by a response section. All of the six
institutional functions are mutually interdependent on each other, thereby forming
one institutional arrangement, the consultation arrangement.

12.5.4 Institutional Rights and Institutional Contracts

The rules as well as the institutional functions and the institutional arrangement
are reflected in the domain model. To each rule corresponds a class that represents
rights: Overall Assessment Duty, Section Assessment Duty and Publication Duty.
The single institutional arrangement, consultation arrangement, corresponds to the
class Consultation Invitation, which represents institutional contracts. Intuitively, a
consultation invitation is an agreement between a department and a reviewer about
the former providing feedback on a proposal to the latter, who in turn is obliged to
publish the comments.

The institutional functions are reflected by associations to the above classes. As
respondent and initiator appear in all the rules, these institutional functions can be
represented as associations to the class Consultation Invitation. The remaining insti-
tutional functions become associations to the classes representing rights. (It would
also have been possible to introduce classes corresponding to the Institutional func-
tion assignment in the ontology instead of just using associations. This solution
would indeed have been closer to the institutional ontology, but as the extra classes
have no attributes, the resulting model would have become more complex without
providing additional representational capabilities.)

12.5.5 Institutional Processes

The institutional entities represented by the domain model are created by a num-
ber of institutional processes, though these for reasons of space are not shown in
Figure 12.2. At least five institutional processes are required: one process for creat-
ing reviewers; one process for creating departments; one process for creating pro-
posals, their sections, as well as grounding and materializing entities; one process
for creating consultation invitations and related rights; and one process for creat-
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ing responses, their sections, as well as grounding and materializing entities. This
case illustrates a general pattern, where there typically needs to exist a process for
each class stereotyped as Institutional Subject, Institutional Information, Institu-
tional Thing, and Institutional Contract. Classes stereotyped as Institutional Right
do not need additional processes, since they are closely associated to classes stereo-
typed as Institutional Contract. The same holds for classes that are related to other
classes as parts (such as Proposal Section) or classes on the material level.

12.6 Discussion and Conclusions

In this paper, we have proposed an ontology that can support developers in design-
ing conceptual models for institutional domains and have illustrated it through an
application on public consultation. In our work with the ontology, we have found
that it can support developers in several different ways:

• The ontology helps to distinguish between institutional actions and physical ac-
tions, which is particularly useful when different physical actions can be used
to ground the same institutional action, e.g., when a contract can be signed both
through a paper signature and an electronic signature.

• The ontology helps to distinguish between physical documents and the informa-
tion they materialize. This distinction is easy to overlook but becomes important
when different kinds of documents can materialize the same information, e.g.,
both a paper document and an electronic one.

• The ontology treats rights as first-class citizens instead of hiding them within
other entities. Rights become key entities that are used to regulate the interac-
tion between institutional subjects, and the ontology thereby forces developers to
make rights explicit.

• The ontology makes clear that institutional processes do not only relate institu-
tional entities but also create them. The processes bring new entities into exis-
tence that together constitute the institutional world.

The institutional ontology can guide conceptual modelers when designing do-
main models. The paper proposes a set of preliminary guidelines for this task. How-
ever, additional guidelines are required in order to utilize the ontology for designing
domain models in practice. These include both guidelines for choosing between dif-
ferent modeling constructs if several solutions are possible, as well as guidelines for
what processes to include in a domain model to represent the creation of institutional
entities.

Another application of the institutional ontology is to use it for analysis of es-
tablished theoretical and practical problems in conceptual modeling. One example
is the disagreements, see for instance [18] and [25], on role modeling where roles
are interpreted either as named places in a relationship; a relationship between en-
tities in the form of generalization/specialization; or as separate instances adjoined
to the entities playing the roles. The institutional ontology allows for an alternative
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explanation based on institutional facts. Another theoretical issue is how to analyze
rules in rule modeling. Present rule modeling approaches recognize different kinds
of rules, e.g., business rules and definitional rules in SBVR [21], and the institutional
ontology can provide a theoretical basis for such classifications.

The institutional ontology should also be compared and related to similar ap-
proaches in the literature. As already mentioned, it can be viewed as an extension
of parts of the REA ontology, [8]. Another relevant work is the commitment-based
reference ontology for services proposed in [16].
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Chapter 13
Quality of Conceptual Models in Model Driven
Software Engineering

John Krogstie

Abstract Since the introduction of the ER-language in the late seventies, conceptual
modelling has been an important area in information systems development. Con-
ceptual modelling is widely used today, both on an analytical and a design-oriented
level, e.g. for model-driven software engineering. The quality of conceptual models
have also been investigated and discussed since the mid-nineties. In this paper we
present a specialization of a general framework for assessing quality of models for
being able to evaluate the quality of conceptual models as used in model-driven soft-
ware engineering. This has resulted in a useful deepening of the generic framework
on this specific kind of models, and in this way improved the practical applicability
of the framework when applied to discussing the quality of conceptual models as
used in model driven software engineering..

13.1 Introduction

A central area in the work of Antoni Olivé has been conceptual models [20, 28],
which have a great potential to be further utilized in systems development [29]. A
conceptual model is traditionally defined as a description of the phenomena in a
domain at some level of abstraction, which is expressed in a semi-formal or formal
visual (diagrammatical) language [13]. As the term is used in somewhat different
meanings, we have often delineated this further by the following:

• The languages for conceptual modelling are primarily diagrammatic having a
limited vocabulary. The main symbols of the languages represent concepts such
as states, processes, entities, and objects. The diagrams typically consist of gen-
eral (often directed) graphs containing nodes and edges between nodes and edges
representing the different phenomena and phenomena classes.
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• Conceptual models are either used as an intermediate or directly used represen-
tation in the process of development and evolution of information systems.

• The traditional conceptual modelling languages were meant to have general ap-
plicability, that is, they were not made specifically for the modelling of a lim-
ited area. The interest in and application of so-called domain specific languages
(DSM [8]) has increased over the last decade, a technique often found useful also
in model driven software engineering

According to general model theory [32] there are three common characteristics
of models: Representation, Simplification and Pragmatic orientation.

• Representation: Models represents something else than the model itself.
• Simplification: Models possess a reductive trait in that they represent only a sub-

set of attributes of the phenomenon being modelled.
• Pragmatic orientation: Models have a substitutive function in that they substitute

a certain phenomenon as being conceptualized by a certain subject in a given
temporal space with a certain intention or operation in mind

Thus a model is not just a representation of something else; it is a conscious con-
struction to achieve a certain goal beyond the making of the model itself. Whereas
modeling techniques traditionally have been used to create intermediate artifacts
in systems analysis and design, modern modeling methodologies support a more
active role for the models. For instance in Business Process Management (BPM)
[6], Model Driven Architecture (MDA) and Model-driven Software Engineering
(MDSE) [3], Domain specific modeling (DSM) [8], Enterprise Architecture (EA)
[21], Enterprise modeling (EM) [31], Interactive Models [19] and Active Knowl-
edge Modelling (AKM) [22, 23], the models are used directly as part of the infor-
mation system of the organization. At the same time, similar modeling techniques
are also used for sense-making and communication, model simulation, quality as-
surance, and requirements specification in connection to more traditional forms of
information systems and enterprise development [18].

This chapter will discuss quality of conceptual models, and specializing a generic
framework for quality of models in the area of conceptual models for model driven
software engineering, in particularly positioning work of Antoni Olive and his col-
leagues in this landscape. First, we will in the next section present the generic model
quality framework SEQUAL.

13.2 Quality of Models – The SEQUAL Framework

Over the years, several frameworks for the quality of models have been developed;
see e.g. [2, 25, 26]. We focus her on the SEQUAL framework that has been evolved
since the early nineties.

SEQUAL [13] is a framework for assessing and understanding the quality of
models and modelling languages. It has earlier been used for evaluation of mod-
elling and modelling languages of a large number of perspectives, including data
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[14, 15], ontologies [7], object [11], process [16, 30], enterprise [17], and goal-
oriented [9, 12] modelling. It has also been used to look at quality of other repre-
sentational forms such as maps [27]. The current framework is illustrated in Fig.
13.1. Quality has been defined referring to the correspondence between statements
belonging to the following sets (the sets depicted as ellipses):

Fig. 13.1 The SEQUAL framework for quality of models.

• G, the set of goals of the modeling task.
• L, the language extension, i.e., the set of all statements that are possible to make

according to the syntactic rules of the modeling languages used.
• D, the domain, i.e., the set of all statements that can be stated about the situation.
• M, the externalized model itself.
• A, the part of the model that can be accessed by one or more actor, actors being

either persons and tools
• K, the explicit knowledge relevant to the domain of the audience.
• I, the social actor interpretation, i.e., the set of all statements that the audience

interprets that an externalized model consists of.
• T, the technical actor interpretation, i.e., the statements in the model as “inter-

preted” by modeling tools.

The main quality types as illustrated as relationships in Fig. 13.1 are:

1. Physical quality: The basic quality goal is that the externalized model M is avail-
able to the relevant actors A.
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2. Empirical quality deals with comprehensibility when a visual model M is read
by different social actors. Before evaluating empirical quality, physical quality
should be addressed.

3. Syntactic quality is the correspondence between the model M and the language
extension L. Before evaluating syntactic quality, physical quality should be ad-
dressed.

4. Semantic quality is the correspondence between the model M and the domain D.
This includes both validity and completeness. Before evaluating semantic quality,
syntactic quality should be addressed.

5. Perceived semantic quality is the similar correspondence between the social actor
interpretation I of a model M and his or hers current knowledge K of domain
D. Before evaluating perceived semantic quality, pragmatic quality (see below)
should be addressed.

6. Pragmatic quality is the correspondence between the available part of the model
M to an actor (i.e. A) and the actor interpretation (I and T) of it. One differ-
entiates between social pragmatic quality (to what extent people understand the
model) and technical pragmatic quality (to what extent tools can be made that
can interpret the model). Before evaluating pragmatic quality, empirical quality
should be addressed.

7. The goal defined for social quality is agreement among social actor’s interpreta-
tions (I). Before evaluating social quality, perceived semantic quality should be
addressed.

8. The deontic quality of the model relates to that all statements in the model M
contribute to fulfilling the goals of modeling G, and that all the goals of modeling
G are addressed through the model M. In particular, one often includes under
deontic quality participant learning and domain change.

13.3 SEQUAL specialized for conceptual models used for
model-driven software development

Model Driven (Software) Development (MDD) and the related area Model-driven
Software Engineering (MDSE) are in many areas found useful to handle domain
complexity, shorten software development cycle and improve software quality. The
successful application of MDSE relies heavily on the Domain Analysis (DA) task
as it produces essential domain artifacts for MDSE use, e.g. to make specialized
modeling languages (Domain Specific modeling Languages – DSL) fitting both the
domain and the implementation environment. Formal DA showed good design re-
sult, but the usage of formal DA methods was still limited [4]. This is because such
methods are very demanding and often not practical. Rather a more lightweight and
flexible DA method is expected, which indicate that you need to be able to evolve
the DSLs as you learn more about the domain.

The motivation of MDD is to move the working focus from programming to
solution modeling [33]. This is achieved by two important mechanisms: providing
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abstractions that are close to the problem domain and generating programs from
their corresponding models [33]. To play to its strength, MDD should as indicated
above be domain specific [8]. This requires Domain Specific Languages (DSLs)
to raise the level of abstraction, domain specific code generators to automate code
generation, as well as domain specific platforms to reduce the complexity of the
code generators.

Initial DSL development usually takes four stages (decision, analysis, design, and
implementation) [24]. Domain analysis helps meet two major challenges of DSL:
the abstraction challenge (how to provide support for creating and manipulating
problem-level abstractions) and the formality challenge (how to formalize the se-
mantics and what aspects of semantics need to be formalized) [5]. Three outputs are
usually generated from DA: domain definition, domain specific vocabulary with se-
mantic meanings, and a model describing commonality and variability space. These
outputs contribute to not only the construction of DSLs, but also the construction of
code generators [24] and platforms. Domain analysis supports decision making up
front, and provides concrete inputs for design and implementation afterwards. As
a result, the quality of DA is critical for the overall effectiveness and efficiency of
MDSE application. When specializing SEQUAL for a specific type of modeling, it
is important to first look on the sets. In relation to conceptual modeling in MDSE,
we have

• A: Actors that develops or has to relate to (parts of) the model. Can be persons
(system developers and user representatives) or tools (technical actors e.g. EMF
or ArgoUML).

• L: What can be expressed in the modelling language – Based on UML and spe-
cializations/profiles and specifically made DSLs

• M: What is expressed in the model: Here we must both look at the model, the
language model of the DSLs, and transformation models between different lan-
guages

• D: What can be expressed about the domain (area of interest)
• K: The explicit knowledge of the participating persons
• I: What the persons in the audience interpret the model to express
• T: What relevant tools interpret the model to say e.g. EMF
• G: The goals of the modelling – The primary goal of MDSE is to produce exe-

cutable systems, but it should also support communication between the actors

In MDSE one can differentiate between both between vertical and horizontal
domains. Vertical domain is in MDA-vocabulary differentiated with

• CIM: Computational Independent Model
• PIM: Platform Independent Model
• PSM: Platform Specific Model

In MDSE the main focus is on PIM and PSM, although the different levels of
models can be used for a large number of different purposes, as illustrated in Fig.
13.2. Whereas CIM-models are primarily useful for sense-making and communica-
tion (between humans), PIM models can be used for quality insurance and guiding
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traditional manual software development. PSM-models are particularly useful for
supporting automatic model deployment e.g. code generation.

Fig. 13.2 Usage of models on different levels.

13.3.1 Physical Quality

The normal measures of persistence, currency and availability apply as with all other
models, although some particular aspects of model management are particularly
relevant due to the co-evolution of the language and the models [3].

• Persistence: How persistent is the model, how protected is it against loss or dam-
age. The way of storing the model should be efficient, i.e. not using more space
than necessary. Several model-repository solutions exist in the MDSE-area, such
as CDO (Connected Data Objects) Model repository, Morsa and MongoEMF

• Currency: How long time ago is it that the model statements were included in the
model (assuming the statements were current when entered). De-pending on the
type of model, the age of the model statements is of varying importance. When
the domain is changing rapidly (has high volatility), currency of the stored model
is of more importance for the model to have appropriate timeliness. It is also often
important to keep track of several versions of the model. Metrics on currency can
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easily be devised and calculated if the model repository support time-stamping
of statements. This area will relate to semantic quality (see below), relative not
only to the time of entering of a model statement, but also last time the model
statement is validated.

• Availability: How available is the model to the audience? Clearly, this is depen-
dent on that the model is externalized and made persistent in the first place. Avail-
ability also depends on distributability, especially when members of the audience
are geographically dispersed. It may also matter exactly what is distributed, e.g.
the model in an editable form or merely in an output format, or a format where
you can add annotations, but not change the actual model. The support of collab-
orative modelling is often important here. Finally one often want to use different
tools for different sub-tasks, thus model interchange should be supported.

• Security can be an issue on some models, i.e. that it is only the authorized people
that have access to and can change the model.

Many of the modelling techniques and tool functionality in connection with phys-
ical quality are based on traditional database-functionality using a model-repository-
solution for the internal representation of the model. Some sub-goals for this are

• Support multiple users at multiple locations if necessary
• Have model available over the web (for browsing and annotating)
• Make it possible to print (selected parts of) the models
• Make it possible to work with model fragments (sub-models)
• Support global model management, i.e. the management of all sub-models, trans-

formation models and metamodels the integration between them within an inte-
grated model of model (so-called megamodels).

• Have single sign-on service to the different modeling tools
• Have group definition to control access-rights.
• Have multi-project-support
• Support awareness of users and locking (who is working on what when)
• Versioning of models and model parts. It is typically not sufficient to use a text-

versioning system, thus a number of versioning tools and approaches for graphs
(models) exist, including EMFStore, AMOR, Epislon Merging Language and the
Modeling Team Framework (MTF). These tools only version model information,
but typically not it’s graphical layout. Since secondary notation is important in a
model, layout changes might be significant, but it can be hard to automatically
detect if the change of graphical layout is large enough to warrant a separate
version.

• Dependency control in order to link or merge models
• Support offline use.
• Provide standard database backup and replication
• Support collaboration. Examples of tools that support collaboration are EMFCol-

lab, Collaboro and Dawn, which is a subproject of CDO. In Collaboro modellers
can vote for different proposals for changes, when evolving the model or the
metamodel. Discussions are stored, thus one get tracebility to design decissions
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Model interchange is also of specific importance warranting functionality such
as

• The environment should provide a standard platform for interchange of models.
In an MDSE – setting, XMI is such standard, although core XMI do not solve
all interoperability problems. OMG has created the Model Interchange Work-
ing Group (MIWG) to “enable the public at large to assess model interchange
capability of the modeling tools by comparing the vendor XMI exports to the
expected reference XMI file for each test case.” The current test suite comprises
a few dozen UML and/or SysML test models covering all major elements of
the specification. This is leading to the definition of a canonical version of XMI
(called Canonical XMI) which is a strict subset of XMI. Graphical information is
not part of the XMI file. The Diagram Definition (DD) OMG standard tries to fa-
cilitate this by providing a mapping between model elements and their graphical
information.

• The modelling services should provide a standard API for connecting modelling
tools to the repository.

• Should provide interfaces to standard IT systems that will enable that models can
support the configuration of software systems.

• To ease the access to repository services for model management one may have to
provide services to the external world to simplify modelling and model manage-
ment. This could mean that part of a model contains data automatically updated
from legacy databases or XML or text files

Support for meta-modelling to manage that also the modeling language is evolv-
ing

• The meta-model of the language use must be available
• The environment should allow the user to define the attributes required on each

object type and each relationship type;
• More general meta-model adaptation should be available, both relative to adapt-

ing the concepts and the notation. In MDSE, one would expect meta-models to
be MOF-compliant

• Additional meta-modelling capabilities – e.g. for defining templates (diagrams/
sub-languages) should be provided – UML profiles is a base mechanism to sup-
port this

• Changes has to be tracked to the repository API to be used by other modelling
tools

• The ability to add new modelling concepts, to specialize and extend existing
concepts, possibly including versioning of class definitions should be available

Changes of a metamodel can be classified in several types

• Non-breaking, where migrations of existing models does not need to be done
(e.g. adding an optional attribute, or a new modelling concept.

• Breaking, but resolveable, where migration can be done automatically, e.g.
adding a new mandatory property with a default value
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• Breaking and unresolveable, e.g. when removing an existing concept that is used
in some model

13.3.2 Empirical quality

The conceptual models are visual graph models and traditional guidelines for graph
aesthetics such as the following applies:

• Angles between edges going out from the same node should not be too small. An
additional aspects that makes this specifically relevant for e.g. a class model is
since cardinality constraints are given with annotations.

• Minimize the area occupied by the diagram.
• Balance the diagram with respect to the axis.
• Minimize the number of bends along edges in the diagram.
• Minimize the number of crossings between edges.
• Place nodes with high degree in the center of the model. This is typically central

classes, whose positioning in the middle also will help to emphasize these.
• Minimize differences among nodes’ dimensions (given nodes of the same type).

A challenge here can specifically be in languages where attributes are included
within the class symbols as in UML. A positive aspect of this type of languages
is that the attributes are not represented by a separate node, thus keeping the
number of nodes lower.

• Minimize the global length of edges
• Minimize the length of the longest edge.
• Have symmetry of sons in hierarchies. In particular relevant when you depict

generalization-hierarchies.
• Have uniform density of nodes in the model.
• Have verticality of hierarchical structures. This means that in a tree/hierarchy,

nodes at the same level in the tree are placed along a horizontal line with a min-
imum distance between. Also applies in particular to structures such as general-
ization and aggregation hierarchies.

One can also device guidelines for the naming of concepts, depending on the
concrete language.

13.3.3 Syntactic quality

From the generic SEQUAL framework we have one syntactic quality characteristic,
syntactical correctness, meaning that all statements in the model are according to
the syntax and vocabulary of the language. Syntax errors are of two kinds:

• Syntactic invalidity, in which words or graphemes not part of the language are
used.
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• Syntactic incompleteness, in which the model lacks constructs or information to
obey the language’s grammar.

Much work relative to e.g. UML Class diagrams for defining conceptual schemas
has been done. Aguilera et al. [1] for instance found more than 100 potential issues
only in class diagrams. They can be differentiated according to the following types

• Syntactic: An integrity constraint defined in the UML metamodel.
• Syntactic+: A syntactic integrity constraint applicable when UML is used as a

conceptual modeling language (i.e. specialized for particular purpose)
• Best practice: A practice (not including naming guidelines) recommended by

some authors in some contexts to improve the quality of conceptual schemas.

Fig. 13.3 illustrates some important guidelines on this level, and how they are
supported in a selected number of tools. Note that the naming guidelines are an
aspect of empirical quality, whereas the basic properties applies to support the de-
velopment of models of high semantic quality (See below)

13.3.4 Semantic quality

This relates to validity and completeness of the models. Consistency checking as a
way to do model checking is an important mean in this respect, and so is the Basic
property (from Fig. 13.3): A fundamental property that conceptual schemas should
have to be semantically correct, relevant and complete (e.g. avoid circular general-
ization hierarchies, is an important mean in this respect. For static models: satisfia-
bility (it is possible to create a valid instantiation of the model) is an im-portant way
to do model testing. For dynamic models (e.g. UML Activity Diagram): absence
of deadlocks, reachability, and no infinite recursion are important and evaluation of
these properties can be done through formal model verification or testing

Tools like USE can create snapshots of a system and evaluate OCL con-straints
on them to test the OCL expressions. Especially useful for dynamic models & op-
erations like model transformations E.g. we may want to check a transformation
generates a valid output model every time a valid input model is provided

13.3.5 Pragmatic quality

The main quality characteristics of pragmatic quality is comprehension, do the au-
dience understand what the model express? (I-A). This is typically supported by a
mix of tool support and method support also found in general modeling tools e.g.

• Model navigation – zoom and pan
• Usage of meaning-reducing and meaning preserving transformations for in-

creased understanding
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Fig. 13.3 Some characteristics from [1] and how they are supported in MDSE-tools.

• Filtering(model views)
• Transformation of the model to another visual or textual notation
• Model execution (through code generation or direct model execution)
• Simulation/animation (not so much supported in MDSE)

13.3.6 Social quality

The goal defined for social quality is agreement. Six kinds of agreement can be
identified, according to the following dimensions:
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• Agreement in knowledge vs. agreement in model interpretation. In the case
where two models are made based on the view of two different actors, we can
also talk about agreement between models.

• Relative agreement vs. absolute agreement. Relative agreement means that the
various sets to be compared are consistent – hence, there may be many statements
in the model of one actor that are not present in that of another, as long as they
do not contradict each other. Most support of social quality relates to support
model comparison (Brambilla et al). Important steps are model matching and
comparison:

13.3.6.1 Model matching

• Identify the common elements in the two models
• How do we establish which elements have the same identity?

– Static identity: explicit id’s annotating the elements
– Signature identity: Identity based on the model element features (i.e. name,

contained elements, . . . )

• Identity can be a probabilistic function (similarity matching)
• Works better if users redefine the concept of matching for specific DSLs (so that

their specific semantic can be taken into account)

13.3.6.2 Model Comparison

• Matched elements are searched for differences
• A difference corresponds to an atomic add / delete / update / move operation

executed on one of the elements
• These differences are collected and stored in the difference model

Different model comparison tools exist such as EMF compare that support
generic comparison facilities for any kind of EMF model, and differences can be
exported as a model patch. SiDiff support mainly similarity-based matching and is
adaptable to any graph-like model. Epsilon Comparison Language. This includes
a DSL to enable the implementation of specialized higher-level changes. With it,
high-level changes such as refactoring may be also detected

13.3.7 Deontic quality

A main goal in MDSE is to generate and evolve running systems. Aspects in con-
nection to this relative to what to model and what to code (partial code-generation)
are important aspects for judging e.g., the appropriate language, the completeness
of model etc.
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13.4 Conclusions

As with the quality of a software requirements specification (SRS) [10] and quality
of data model [14] we see some benefit both for SEQUAL and for a frame-work for
the quality of a conceptual data models by performing this kind of exer-cise, since
we can position different works from different authors including the work of Antoni
Olive in its appropriate place in the overall framework

Future work will be to device more concrete guidelines and evaluate the adap-
tation and use of these empirically in projects including conceptual modelling in
MDSE. Some generic method-guidelines exist for the SEQUAL framework, which
can be specialized for the quality of conceptual models in MDSE, but also keeping
in mind that the particular context for a modelling project might result in that some
areas are more important than others due to specific goals of modelling. Analyti-
cally it will be interesting to look more on the relationship between the quality of
the models at different quality levels, and how to do trade-offs between the differ-
ent levels, quality across model on the vertical levels (CIM, PIM, PSM) and quality
of models vs. quality of modeling languages due to the need to evolve models and
modeling languages in parallel.
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Chapter 14
A Unified Conceptual Framework for Managing
Services in the Web Oriented Architecture

Devis Bianchini, Valeria De Antonellis and Michele Melchiori

Abstract In recent years, there has been an increasing adoption of the agile paradigm
for developing data-intensive web applications, relying on the selection and reuse
of third party components. In parallel, the Web Oriented Architecture (WOA) has
emerged, gathering together the notions underneath Service-Oriented Architecture
(SOA), REpresentation State Transfer (REST) and web applications. In particular,
WOA has promoted the success of: a) RESTful services for access to web data
sources, and b) public repositories where these data providing services, in the form
of Web APIs, are made available to the community of developers. In this context, it
is more and more relevant to support the developers, even operating in community
networks, to select from available repositories suitable APIs for their development
needs. Nevertheless, recent selection approaches considered different features, com-
plementary and only partially overlapping, among the ones used for service descrip-
tions in the repositories. In this chapter a conceptual framework is defined that con-
siders all the features to enable a flexible selection of data providing services over
multiple repositories. To this aim, the framework provides: (i) a multi-perspective
model for service description, that also includes a social-based perspective, focused
on the community of developers, their mutual relationships and their estimated cred-
ibility in web application development; (ii) a collection of search and ranking tech-
niques that rely on the model; (iii) a prototype system that implements the unified
conceptual framework on top of service repositories.
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14.1 Introduction

In recent years, there has been an increasing adoption of the agile paradigm for
developing data-intensive web applications, relying on the selection and reuse of
third party components. In parallel, the increasing diffusion of the Web Oriented
Architecture (WOA) paradigm has progressively shifted the technologies for web
application development, gathering together the notions of Service-Oriented Ar-
chitecture (SOA), REpresentation State Transfer (REST) and web applications. In
particular, WOA has promoted the success of: a) RESTful services for access to
web data sources; b) public repositories where these data providing services, in the
form of Web APIs, are made available to the community of developers [1]. As a
consequence, nowadays, it is more and more relevant to support the developers,
even operating in community networks, to select from available repositories suit-
able data providing services for their needs. Service search and ranking techniques
generally exploit different features in service descriptions. Beyond categories, tags
and technical features, the following aspects are generally considered: (i) the co-
occurrence of APIs in the same applications [2, 3]; (ii) the network traffic, e.g.,
number of visitors around APIs and applications (also denoted as mashups) [4, 5];
(iii) the ratings assigned by developers [6, 7]. Moreover, social relationships be-
tween developers, developers’ experience and their credibility are considered rele-
vant features, as already highlighted for traditional database systems [8]. Generally,
in the approaches, subsets of features among the ones present in available reposi-
tories, such as ProgrammableWeb or Mashape, are considered. As of May 2017,
ProgrammableWeb contains over 17,000 Web APIs, that have been used in more
than 6,300 mashups (excluding the deprecated ones), while over 100,000 developers
are registered in the repository. Web APIs are described through categories, tags and
technical features, and the list of mashups that have been developed with the APIs.
Mashape1 is a cloud API hub, where each Web API is associated with the list of de-
velopers who adopted or declared their interest for it (denoted as consumers and fol-
lowers, respectively) and where a developer can follow other developers (leveraging
a twitter-like organization). Other public repositories, such as apigee or Anypoint
API Portal2, focus on a subset of these features.

As it has been proven that conceptual modeling plays a crucial role since the
early stages of agile applications development [9, 10], the aim here is to demonstrate
its effectiveness in enabling flexible data providing service selection over multiple
repositories, by the definition of a unified model apt to consider all relevant features.
To this purpose, a conceptual framework is defined to provide a reference model,

1 https://www.mashape.com/
2 https://api-portal.anypoint.mulesoft.com
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capturing different service modeling perspectives, and a collection of techniques
and methods for service selection in web application development. The conceptual
framework is the basis of WISeR (Web apI Search and Ranking) a prototype sys-
tem that has been developed to implement the service search and ranking facilities.
Partial results of our work have been presented in [7, 11, 12], here the final overall
framework is presented.

The chapter is organized as follows: in Section 14.2 existing approaches in litera-
ture are presented and motivations for a unified conceptual framework are discussed;
Section 14.3 describes the multi-perspective conceptual model; Section 14.4 details
service search and ranking techniques, that take advantage of the unified model; in
Section 14.5 the WISeR system is shortly described; finally, Section 14.6 closes the
chapter.

14.2 Related Work

Several approaches in literature based Web API search and ranking strategies on
lightweight descriptions. These approaches are referred to as selection-oriented ap-
proaches. They are conceived to select candidate Web APIs to feed composition-
oriented approaches, mainly focused on providing support for properly combin-
ing available components [13]. Among selection-oriented approaches, there have
been research efforts on service selection for mashup development based on API
co-occurrence [14, 15], quality of components [16] and collaborative filtering [17].

Table 14.1 State of the art on Web API selection-oriented approaches.

[18] [3] [6] [4] [5] [2] WISeR

Categories

Tags/keywords

Semantic tagging

Mashup/API tagging

Technical features

Web API co-occurrence

Web API rating

Mashup-contextual rating

Developers’ experience

Number of Web API uses

Different search scenarios



202 Devis Bianchini, Valeria De Antonellis and Michele Melchiori

The focus here is on approaches that study the effects of taking into account
multiple features for Web API selection. For these approaches, a summary of differ-
ences against the work described in this chapter is provided in Table 14.1, where all
the considered features are reported.

In particular, the approaches in [3, 18] combine descriptive features based on
tags with Web API popularity (number of mashups where APIs have been used
and users’ ratings). The system described in [18] firstly models user’s interests as
vectors of weighted tags, where tags are extracted by textual descriptions of the
mashups the user has interacted with in the past. Similarly, vectors of weighted tags
are extracted by textual descriptions of mashups and are used to represent them.
Secondly, users’ interests are used to recommend mashups based on a composite
metrics considering: (i) similarity of vectors describing the user’s interests and can-
didate mashups, (ii) similarity of both APIs and tags contained in the user’ request
for a mashup and in the candidate mashups. The approach has been extended into
the CSCF (Content Similarity and Collaborative Filtering) Web API recommender
system [3], where users’ ratings have been also considered to refine API ranking.
Other selection-oriented approaches include features related to social relationships
among developers to discover and propose the best ranked Web APIs to mashup de-
velopers [4, 5]. In the SoCo (Social Composer) system [4], based on collaborative
filtering, APIs are suggested to the user u considering other users who are similar to
u in a social network. Social relationships may be: (a) explicit, that is, u can explic-
itly declare to share the same interests, in terms of APIs, of other users; (b) implicit,
that is, inferred according to the activities of users, e.g., when an user adopts many
of the APIs created by other users. A Web API is suggested to u depending on the
number of times the API has been used by other users socially related to u and
on the social proximity between users. In [5] tags used to annotate both APIs and
mashups are classified into topics through a probabilistic distribution. Topics are
used to add semantics on top of traditional tagging. In [2] authors distinguish be-
tween keywords assigned to mashups and keywords assigned to APIs, and the search
takes into account this distinction. Moreover, number of mashups that include a Web
API has been used to provide a Web API ranking. The Serviut Rank proposed in [6]
has been combined with traditional tag-based or keyword-based search. The rank
has been defined taking into account the number of times an API has been used in
mashups, but also the popularity of mashups themselves, in terms of users’ ratings
and Internet traffic.

All the analysed approaches highlight useful features to perform service selec-
tion, although different approaches focus on complementary features, as shown in
Table 14.1. To improve selection effectiveness and flexibility, we propose here a
conceptual framework including a multi-perspective model that relies on all fea-
tures present in available repositories.
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14.3 Multi-Perspective Conceptual Model

14.3.1 Motivations

Different features, based on information available within service repositories, might
help developers to select third party components for developing data-intensive ap-
plications: (i) the number of service followers and the number of mashups, where
services have been used in, might help to identify widespread solutions, used by
many developers to design their own applications; (ii) votes/ratings by developers
might help to identify services shared by trustworthy providers; moreover, votes as-
signed to services while used in specific kinds of applications would be properly
used to suggest the same service for developing similar applications; (iii) largely
used and highly rated data providing services might have at their disposal valuable
datasets, as well as functionalities tested by millions of users, so their re-use might
offer advantages compared to their development from scratch, saving development
costs and testing efforts. The combination of different features might have positive
effects on service selection. In fact, service search and ranking focused on a sin-
gle perspective may bring to misleading results. For example, as underlined in [2],
service selection techniques that are based on descriptive features only heavily rely
on the quality of information specified by service providers, which in public repos-
itories cannot be always ensured. On the other hand, just considering number of
service usages or developers’ ratings suffers from the cold start problem and prefer-
ential attachment (“rich gets richer”); this means that the more used is a service, the
more likely it will be selected as part of a new application, despite its compliance
with requirements, while it is very difficult for new services to enter the market.

These considerations motivate the need of a comprehensive conceptual model
that merges together multiple perspectives on service descriptions, in terms of dif-
ferent features.

14.3.2 Representation of data providing services

The unified conceptual model here proposed to describe data providing services
brings together multiple features and is divided into three parts for Service Descrip-
tion, Service Annotation and Service Experience, as shown in Figure 14.1.

14.3.2.1 Service Description

Services are represented at two levels of abstraction:

• a component perspective, focused on categories, technical features and tags in
service descriptions;

• an application perspective, focused on service aggregations in mashups.
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Fig. 14.1 Overview of multi-perspective conceptual model for data providing services.

Definition 14.1. A service s is an operation/method/query to access data of a web
source, whose underlying data schema might be unknown to those who use the
service. S denotes the overall set of available services. A service s∈S is modeled
as 〈ns,descrs,URIs,Fs,Ts〉, where:

• ns is the service name;
• descrs is a human-readable, textual description of the service;
• URIs is the unique resource identifier for the service;
• Fs is an array of elements, where each element F X

s represents a technical feature
X (e.g., protocols, data formats, authentication mechanisms, to mention features
used in ProgrammableWeb.com); each technical feature is modeled as a set of
allowed values for that feature (e.g., XML or JSON as data formats);

• Ts is a set of terms used to provide a terminological description of the service
(terminological equipment).

The set of terms Ts is defined for tagging purposes as explained in the following
Service Annotation description. In Figure 14.2, examples of services taken from
ProgrammableWeb.com are listed, where URIs and textual descriptions have been
omitted.

Application Perspective. Concerning modern application development, to imple-
ment a web application starting from available services, developer has to search
the set of available services, select the most suitable ones, integrate and compose
them, in order to deploy the final application. Within the scope of this chapter, the
focus is on the first step, i.e., service selection. Service aggregations are mentioned,
instead of web applications, that are the final product of the development process.
An aggregation is defined as follows.

Service Service name Technical features Tags
s1 HotWire F DataFormat

s1
= {XML,JSON} {City, Star, Hotel, Travel}

F Protocol
s1

= {RSS, Atom, REST}
s2 EasyToBook F DataFormat

s2
= {XML} {City, Hotel, Travel}

F Protocol
s2

= {SOAP}
s3 MyAgentDeals F DataFormat

s4
= {XML,JSON} {City, Star, Near, Hotel,

F Protocol
s4

= {HTTP} Travel}

Fig. 14.2 Examples of service descriptions.

Terminological PerspectiveComponent Perspective

Application Perspective

Service Experience Service Description

developer’s
credibility

data 
service

data service 
aggregation

aggregation-
contextual 

rating

publishes

creates
Reference Knowledge Base

Service Annotation
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Definition 14.2. An aggregation represents a set of services that will be mashed-up
to deploy a web application. We denote with G the overall set of aggregations. An
aggregation g is modeled as 〈ng,descrg, URIg,Sg,dg〉, where:

• ng is the aggregation name;
• descrg is a human-readable, textual description of the aggregation;
• URIg is the unique resource identifier for the aggregation;
• Sg = {s1

g, . . .s
n
g|si

g∈S } is the set of services aggregated in g;
• dg is the developer of the aggregation.

Fictious examples of aggregations are listed in the following, where URIs and tex-
tual descriptions have been omitted.

g1 ⇒ 〈TravelPlan, Sg1 = {s1,s3}, dg1 〉
g2 ⇒ 〈Stay&Fun, Sg2 = {s2,s3}, dg2 〉

14.3.2.2 Service Annotation

Services are associated with a terminological equipment, composed of terms, that
are used for tagging purposes in order to improve search and ranking.

For semantic characterization, a term can be related to an ontological concept or
to a WordNet term and a set of other terms (denoted as bag of words) can be asso-
ciated with it. In particular, given a term t i: (i) if t i is related to a term in WordNet,
its bag of words coincides with the list of synonyms of the term; (ii) if t i is related
to a concept in an ontology, its bag of words is composed of the names of other
concepts related to t i by semantic relationships in the ontology (to this aim, in the
current version of the approach presented here, OWL/RDF equivalence relationship
is considered); (iii) finally, if t i is an unrelated term, its bag of words is empty. Start-
ing from the tag specified by the developer, who is performing tagging, a proper
wizard is used to support the developer for selecting the intended meaning. The
tagging procedure has been extensively described in [7] by using WordNet. When
based on ontologies, it is performed in a similar way. The WISeR system is compli-
ant with WordNet and any OWL ontology a developer might choose for semantic
disambiguation of terms. The approach here discussed is neutral with respect to the
adopted ontologies.

14.3.2.3 Service Experience

The focus is on the set Ds of developers, who used the service s to develop their
own mashups. In particular, a developer di∈Ds can express votes represented by
v(s j,gk,di) = µ jk∈[0,1] to denote that di assigned a quantitative rating µ jk to the
service s j when used within the aggregation gk (aggregation-contextual rating).
Votes are assigned according to the NIH 9-point Scoring System3. This scoring

3 http://enhancing-peer-review.nih.gov/scoring%26reviewchanges.html.
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system has few rating options (only nine) to increase potential reliability and con-
sistency and with enough range and appropriate anchors to encourage developers to
use the full scale (from poor, to denote completely useless and wrong services, to
exceptional, to denote services with very good performances and functionalities
and easy to use). These options are uniformly distributed over the [0,1] interval so
that the highest vote to a service corresponds to 1 and the lowest to 0. The possibil-
ity of assigning votes in the context of a specific aggregation is a distinguishing fea-
ture of the approach compared to the most popular repositories (and, among them,
ProgrammableWeb), where votes are assigned to Web APIs regardless the mashups
where they have been used. This distinction relies on the fact that a service could be
suitable to be used only in specific aggregations.

A social-based perspective focused on the community of developers is also part
of the model. In particular, as detailed in the following Section 14.4.3, the service
selection phase takes advantage of the aforementioned votes and weights a vote
proportionally to the rank of developer who expressed the vote. This rank summa-
rizes the importance of the developer in the social network: high rank indicates high
importance in the network, as discussed in the following Section 14.4.2.

Definition 14.3. A social network of developers is a pair SN = 〈D ,E 〉, where: (a)
D is the set of developers; (b) E is a set of follower-of relationships between devel-

opers, defined as E = {di
f−→d j|di,d j∈D}, where di

f−→d j indicates that di explicitly
declares to be inclined to learn from the choices made in the past by d j for web
application design purposes.

Each developer di∈D is modeled as 〈G (di),D∗〉, where G (di)⊆G is the set of
aggregations designed by di in the past, D∗⊆D is the set of other developers, whom
di declares to be inclined to learn from, in order to design web applications, that is,

D∗ = {dk|di
f−→dk∈E }.

The organization of the follower-of relationships determines the network struc-
ture. The developers’ social network can be represented as one or more directed
graphs, as shown in Figure 14.3, where a graph can assume different topologies. It
can be restricted to a hierarchy or can be a peer-based network where developers can
mutually follow each other in collaborative and open contexts. An example is the
network in Figure 14.3(a). A third kind of topology, see Figure 14.3(b), represents a
hybrid case, where a developer is or has been involved in different web application
design projects and, maybe depending on the particular application domain, can fol-
low different reference developers (consider, as an example, dev3, who declares to
follow both dev4 and dev8).

14.4 Model-based service search and ranking

According to application development needs, developers can look for single services
or for more services apt to complete existing aggregations. Two search modalities
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Fig. 14.3 Sample social networks of developers, which present peer-based (a) and hybrid (b)
topologies.

can be defined: (i) simple search, and (ii) proactive search. In the simple search, the
developer receives suggestions about relevant services after explicitly specifying the
requested features (e.g., tags, required values for each kind of technical features, and
so on). In particular, answering a single request in the context of the simple search
modality is based on the component perspective and on the terminological one (see
Figure 14.1). In the proactive search, the developer does not specify features for the
services of interest, because he/she has just a partial idea of what he/she is look-
ing for, and the framework proactively suggests candidate services according to the
aggregation that is being developed. Answering to requests according to this modal-
ity, in order to complete an existing aggregation, requires using the whole type of
knowledge depicted in Figure 14.1, as discussed in the following.

14.4.1 Service request

A service request is formulated according to the following definition.

Definition 14.4. A service request sr is formally represented as 〈Tr,Fr,gr〉, where:

• Tr is a set of terms used to specify what the requester is looking for;
• Fr is the set of required technical features, that the developer who issues the

request can specify for further refining the search constraints; as for the spec-
ification of technical features within service description, according to Defini-
tion (14.1), Fr is defined as an array of elements, where each element F X

r con-
tains required values for a technical feature X ;

• gr is a set of services, representing the current composition of the aggregation
that is being designed; the gr element is optional.

The presence of the gr in the request sr depends on the search target. In particular,
in case of searching for a single service (e.g., to search for the first service to be
included in a new web application that is being designed) the service request is
expressed as sr = 〈Tr,Fr,gr〉, where gr = /0.
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Answering a service request sr is based on the following phases: (i) developers’
credibility evaluation and ranking; (ii) service search and ranking. In the following,
these phases are detailed

14.4.2 Developers’ credibility evaluation and ranking

To model the service experience perspective as described in Section 14.3.2, it be-
comes relevant to estimate the credibility of a developer, who expresses votes. To
this purpose, credibility can be assessed based on a majority-based criteria. The
basic idea is that, if a given vote on a service does not agree with the majority opin-
ion on that service, the developer’s credibility score is decreased, otherwise it is
increased. The details of the credibility assessment are given in previous work [12].

Both the credibility scores and the way the social network of developers is orga-
nized are used to determine the developer’s rank. This type of rank is considered to
answer a request, as described in the next Section 14.4.3, in particular to assign a
weight to the developer’s votes.

Let’s suppose dr be a developer who has submitted a request.The overall rank of
a developer di∈D , denoted with dr(di), is computed as the product of two different
ranks, according to the following formula:

dr(di) = ρ
dr

rel(di)·ρabs(di) ∈ [0,1] (14.1)

where: (a) a relative rank ρdr

rel(di)∈[0,1] ranks developer di based on the follower-
of relationships between di and dr (this rank is introduced to take into account the
viewpoint of dr, who explicitly declared to learn from other developers to select
services); (b) an absolute rank ρabs(di) is based on the overall network of developers
and it takes into account the authority degree of di in the network independently of
the developer dr, who issued the request. In particular, the authority degree of di can
be computed by adapting the PageRank metrics (that calculates the authority degree
for Web pages based on the incoming links) to the context considered here.

Relative rank.

The relative rank ρdr

rel(di) is inversely proportional to the distance `(dr,di) between
dr and di, in terms of follower-of relationships, that is:

ρ
dr

rel(di) =
1

`(dr,di)
∈ [0,1] (14.2)

If there is no path from dr to di, `(dr,di) is set to the length of the longest path of
follower-of relationships that relate dr to the other developers, incremented by 1, to
denote that di is far from dr more than all the developers within the dr sub-network.
Consider for example the network shown in Figure 14.3, where the developer dev3
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is the requester and has to choose among services that have been used in the past
by the developers dev4, dev5, dev6, dev8 and dev11, whose follower-of relation-
ships are depicted in the figure. In the example, `(dev3,dev4)=`(dev3,dev8)=1,
`(dev3,dev5)=2, and `(dev3,dev6)=`(dev3, dev11)=4+1=5.

Absolute rank.

The absolute rank ρabs(di)∈[0,1] is evaluated independently of the requester dr.
This rank is composed of two different parts. The first one depends on the number of
aggregations designed by di, the second one depends on the topology of the network
of other developers who declared their interest for past experiences of di, that is:

ρabs(di) =
1−α

|D |
·|G (di)|+α·

n

∑
j=1

c(d j)·ρabs(d j)

F(d j)
(14.3)

This expression is an adaptation of the PageRank metrics to the context considered
in this chapter. The value ρabs(di) represents the probability that a developer will
consider the example given by di in using a service for designing a web applica-
tion. Therefore, ∑i ρabs(di) = 1. Initially, all developers are assigned with the same
probability, that is, ρabs(di) = 1/|D |. Furthermore, at each iteration of the compu-

tation, the absolute rank of a developer d j, such that d j
f−→di, is "transferred" to di

according to the following criteria: (i) if d j follows more developers, his/her rank is
distributed over all these developers, properly weighted considering the credibility
c(d j) of d j(see the second term in Equation (14.3), where F(d j) is the number of
developers followed by d j); (ii) a contribution to ρabs(di) is given by the experience
of di and is therefore proportional to the number |G (di)| of aggregations designed
by di(see the first term in Equation (14.3)). A damping factor α∈[0,1] is used to
balance the two contributions. At each step, a normalization procedure is applied in
order to ensure that ∑i ρabs(di) = 1.

The algorithm actually used to compute recursively Equation (14.3) is similar
to the one applied for PageRank. In particular, denoting with ρabs(di,τN) the N-th
iteration in computing ρabs(di) and with DR(τN) the column vector whose elements
are ρabs(di,τN), it follows that:

DR(τN+1) =
1−α

|D |
·


|G (d1)|
|G (d2)|

...
|G (dn)|

 +α·M·DR(τN) (14.4)

where M denotes the adjacency matrix properly modified to consider credibility, that

is, Mi j =
c(d j)

F(d j)
if d j

f−→di, zero otherwise. As demonstrated in PageRank, computation
formulated in Equation (14.4) reaches a high degree of accuracy within only a few
iterations.
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Developer (di) |G (di)| Credibility c(di)
dev1 5 1.0
dev2 3 0.7
dev3 2 1.0
dev4 4 0.1
dev5 3 0.7
dev6 2 0.2
dev7 2 1.0
dev8 2 0.2
dev9 2 0.7

dev10 3 0.6
dev11 3 0.7
dev12 2 0.9
dev13 1 0.5
dev14 2 0.7

Table 14.2 Example of values for developers’ features, i.e., number of developed aggregations
|G (di)| and credibility c(di).

Let’s consider Table 14.2, that lists an example with values for developers’ features
(i.e., number of developed aggregations, credibility). In particular, α = 0.6. At time
τ0 ρabs(di) = 1/|D |= 0.0714 for all di. During the next iteration:

ρabs(dev4,τ1) = [
1−0.6

14
·4+0.6·1.0·0.0714

2
] = 0.1357

Similarly, ρabs(dev8,τ1) = 0.1299. After each iteration, normalization is applied
to have ∑i ρabs(di) = 1. In the example, after 5 iterations, the error measured as
Euclidean norm of the vector DR(τ5)−DR(τ4) is less than 0.001. At the end,
ρabs(dev4) = 0.0997 and ρabs(dev8) = 0.0801.

14.4.3 Service selection and ranking

Service selection is performed by exploiting: (a) tags, used for service semantic
characterisation, based on the terminological perspective; (b) past use of services
matching the request, based on the aggregation perspective, and (c) technical fea-
tures, based on the component perspective. All the defined perspectives contribute
to quantify the matching between a service s∈S and a request sr. In particular, in
order to answer service requests, similarity metrics, based on the multi-perspective
model, have been defined to quantify service-request matching:

• the tag similarity, to evaluate the similarity between the request and each service
based on tags, either semantically disambiguated or not; tag similarity is denoted
as TagA f f ({tsi},{ts j})∈[0,1], where {tsi} and {ts j} are compared sets of tags;

• the aggregation similarity, to evaluate the similarity between the request and
each service based on average similarity between the aggregation that is being
developed and aggregations where the service s has been used in the past, re-
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spectively; this similarity is denoted as AggSim(go,gp)∈[0,1], where go and gp
are compared aggregations; the rationale here is that the more similar the ser-
vices used in the two compared aggregations according to their similarity, the
more similar the two aggregations;

• the technical feature similarity, to evaluate the similarity between the request
and each service based on technical features; similarity for a technical feature X
is denoted as TechSimX ({ fsi},{ fs j})∈[0,1], where { fsi} and { fs j} are compared
sets of values allowed for feature X .

The overall similarity between two services, computed as a linear combination of
the above three similarities, is denoted as Sim(si,s j)∈[0,1]. Overall testing and setup
of weights, to proper balance tag, technical feature and aggregation similarity, have
been discussed in [7].

The aim is to combine this overall similarity value with a ranking function ρserv :
S 7→ [0,1], that is based on: (i) the ranking of developers who used s∈S ; (ii) the
votes v(s,gi,dk) assigned to s by each developer dk who used s in an aggregation
gi. In particular, the better the ranking of developers who used the service s and the
higher the votes assigned to s, the closer the value ρserv(s) to 1.0 (maximum value).
The value ρserv(s) is therefore computed as follows:

ρserv(s) =
∑

n
k=1 ∑

mk
i=1 dr(dk) · v(s,gi,dk)

N
∈ [0,1] (14.5)

where dk∈D , for each k, are the developers who used the service s in their own mk
web application design projects, the vote v(s,gi,dk) is weighted by dr(dk) that is
the overall rank of developer dk with respect to the request sr, as discussed in the
previous section. Moreover, N is the number of times the service s has been selected
(under the hypothesis that a developer might use a data service s in m≥1 projects,
then dr(dk) is considered m times), thus N = ∑

n
k=1 mk. The overall service similar-

ity Sim(sr,s) and ρserv(s) elements are finally combined in the following harmonic
mean in order to rank service s:

rank(s) =
2 ·ρserv(s) ·Sim(sr,s)
ρserv(s)+Sim(sr,s)

∈ [0,1] (14.6)

14.5 The WISeR system for service selection

The WISeR system (Web apI Search and Ranking) has been developed as web appli-
cation and it implements the framework and the multi-perspective model described
in the previous sections. The system functional architecture is shown in Figure 14.4.
The WISeR core module is the Matching and Ranking Engine, that embeds the
similarity metrics presented in previous section and is invoked through the Search
GUI. Given a service published within a repository, proper wrappers (implemented
within the Web API Features Extractor) are used to extract service features and
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Fig. 14.4 WISeR functional architecture.

store them within the internal Web API Registry. The current implementation of
WISeR is built upon the ProgrammableWeb and Mashape repositories. The Web
API Registry stores categories, technical features, terminological equipment, used
for service search and ranking. Note that in WISeR, by means of a specific inter-
face, Contribute GUI, developers can add features that are not present in the original
repositories, but are exploited by the system matching and ranking techniques. It is
the case, for example, of aggregation-contextual votes. To add information related to
service experience, developers registration is required. The search interface, Search
GUI, permits to use both the WISeR service selection modalities and the original
keyword-based search mechanisms available in the repositories. The Search GUI
also embeds a ranking function based on the service publication date: all services
are listed starting from the most recently published one.

The WISeR system has been used for experiments aimed to evaluate the effec-
tiveness in service selection and developer’s ranking [12]. In particular, these exper-
iments have confirmed the positive contribution and importance of using the multi-
perspective model to improve the selection precision.

14.6 Conclusions and Future Work

The diffusion of Web Oriented Architecture and data intensive web application de-
velopment, relying on the selection and reuse of third party components, called for
new data providing service search and ranking approaches. A conceptual framework
that merges different Web data service features becomes crucial to build applications
starting from ready-to-use components. Beyond descriptive features like categories,
tags and technical features, the choice among different alternatives might be in-
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spired by the experiences of other developers in using them, such as developers’
ratings and similar applications where services have been included. In this chap-
ter, a conceptual framework is described to provide: (i) a multi-perspective model
for service description, that also includes a social-based perspective, focused on the
community of developers, their mutual relationships and their estimated credibility
in web application development; (ii) a collection of search and ranking techniques
that rely on the model; (iii) a prototype system that implements the unified concep-
tual framework on top of service repositories. Future work will focus on advanced
service search and ranking techniques to enable dynamic exploration and access on
data of interest, also considering application domains where Internet of Things (IoT)
and Internet of Services (IoS) technologies enable sharing and integration of huge
quantity of heterogeneous data.
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Chapter 15
Handling the Evolution of Information Systems:
An Overview of Challenges and Prospective
Solutions

Michel Léonard and Jolita Ralyté

Abstract Evolution is characteristic to all enterprise information systems (IS) be-
cause of continuing changes in its environment. It is also a necessary condition for
guaranteeing IS fitness to the organizational needs and requirements. Nonetheless,
each IS evolution presents several risks towards their sustainability and requires an
accountable steering. In this chapter we consider two major challenges related to the
IS evolution: the way to design and implement legacy IS evolution and the why to
govern it. We look for responses to those challenges in existing literature and we re-
view our previous and on-going work. In particular, we promote the use of service-
oriented paradigm to deal with the complexity, interoperability and evo-lution of
legacy IS, and we propose the concepts of information service and in-formation
services system (ISS) as well as different ways to design an ISS. Con-cerning the
second challenge, we propose a framework for IS evolution steering that aims to
guide the actors responsible for this complex task by providing the in-formation
necessary to realise IS evolution activities and to simulate their impact.

15.1 Introduction

Business and information technology innovation are two important evolution drivers
in today’s organizations. They lead them to take new forms, to reengineer their busi-
ness processes and update technologies, and they also imply the creation of new
types of inter-organizational and networked information systems (IS) and to offer
online services. These changes are necessary and permanent at all enterprise lev-
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els: strategic development, business management and operation, and information
systems.

In this paper we consider enterprise IS sustainability as one of the major issues
in enterprise evolution. It is clear that it is not possible to replace existing IS by new
ones for each enterprise business and/or organizational change – legacy IS have to
evolve together with enterprise changes. IS evolution can take different forms: the
integration of new components from the market or custom-made, the development
of services on top of the existing IS, the establishment of interoperability between
two or more IS, etc. An inappropriate way to do that would lead to the IS fragmen-
tation, and therefore to the redundancy between different IS parts. IS redundancy
entails a need for permanent validation of the consistency of data, processes and
rules.

In this context, service-oriented approaches emerge as prospective ones to deal
with IS fragmentation, interoperability and evolution situations [6, 15, 32], and as
a support for inter-organizational IS development [24, 25, 31]. However, the shift
from a conventional IS architecture to a service-oriented one is not an easy task
despite of the various service design approaches proposed in the literature. In section
2 of this chapter we discuss the notion of information service as a fundamental
concept for designing service-oriented IS that we call Information Services Systems
(ISS). Then, we review three different approaches to design an ISS from scratch or
by reuse of legacy IS.

IS evolution is a necessary condition for guaranteeing IS fitness to the enter-prise
business needs and requirements. However, each IS evolution presents several risks
towards its sustainability and further changes. Therefore, another im-portant issue
in IS evolution is the impact and the responsibility of its steering.

Every change in enterprise organization, business activity, or regulation in-
evitably entails a chain of evolutions of its IS and information services. Actors,
responsible for IS evolution steering, have to take important decisions those impact
on the enterprise business and legacy IS can be devastating. To be able to make these
decisions, they must have a thorough knowledge of the situation. In our work, we
claim that this information can be extracted from enterprise IS. In section 3 we dis-
cuss different issues related to the IS evolution steering and overview some related
works. Then, in section 4 we outline our work in this domain and, in particular, we
describe our proposal for a framework supporting IS evolution steering.

15.2 A Service-Oriented Perspective to IS

Today, service orientation is considered as a new design paradigm for increasingly
complex IS engineering which promises to improve their flexibility and changeabil-
ity. The literature review demonstrates the advent of proposals to redesign conven-
tional IS architectures into the service-oriented ones [6, 15, 24, 31]. Recently we
have introduced the notions of information service [9, 10] and information ser-
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vices system [33] and proposed several approaches applying the service paradigm
to support IS evolution [10, 33].

In order to fit the IS context, an information service has to support inter-
organizational and/or intra-organizational business activities through a collaborative
creation, transformation and transmission of information. An ISS, on its turn, aims
to ensure the consistency of enterprise information by supporting its creation, man-
agement and sharing through the use of information services. At the same time, it
improves the modularity, agility and interoperability of IS architecture. Below, we
summarize these two notions and overview three approaches to design ISS.

15.2.1 Information Service

The notion of information service [9, 10] is built upon the concept of IS compo-
nent [42], and is defined as "a component of an information system representing a
well defined business unit that offers capabilities to realize business activities and
owns resources (data, rules, roles) to realize these capabilities". In other words, it
is de-fined over classes, methods, integrity rules, processes, roles and events that
constitute a semantic unit where several actors aim to achieve a common goal. Con-
sequently, an information system can be seen as built of a collection of interoperable
information services.

The particularity of the information service definition (in comparison to the web-
service definition) consists in requirement for the service to be transparent. In the
IS context it is not sufficient to consider services as black boxes with only inter-face
part available for their selection and composition purposes. It is essential to make ex-
plicit the information concerning service structure, processes, rules and roles, and to
be able to identify what is shared with other services. Fig. 15.1 shows the simplified
metamodel of the information service where only the main concepts are represented
(see [9] for the detailed version). As shown in this figure, the information service
definition is composed of four interrelated information spaces: static, dynamic, rules
and roles.

The static space of the service defines its data structure in terms of classes, re-
lationships between classes and attributes. The notion of hyperclass (introduced in
[41] to specify IS components) is used to represent complex domain concepts by
putting together the corresponding set of classes. Classes are linked only via exis-
tential dependencies and specialization relationships. An existential dependency is
materialized via an attribute with mandatory and permanent constraints.

The dynamic space defines service capabilities in terms of actions and their ef-
fects on service classes. An action is triggered by an event that occurs in the service
information space and is described by a process to be executed by one or several ac-
tors having the responsibility on this action. An action produces one or more effects
on the static space trough primitive methods (e.g. create an object of a class, modify
an attribute). The notion of effect is used to characterize the result of the action and
allows to evaluate the impact of the action on the static space.
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The rule space deals with service regulation policies that are formalized as in-
tegrity rules validating service data, and pre-, post-conditions controlling service
actions (not shown in Fig. 15.1). An integrity rule is associated to a context and to
a set of risks that represent all the methods of different service actions that could
transgress the rule.

Finally, the role space describes the roles the actors have on service actions,
depending on the responsibilities they assume in the organization. Altogether, the
four spaces compose a consistent and complete view of an in-formation service and
establish a foundation for different information service and information services
systems engineering approaches.

Fig. 15.1 Simplified metamodel of the information service

15.2.2 Information Services System

We define an Information Services System (ISS) [33] as a collection of interoper-
able information services as presented above. This definition takes inspiration from
works by Spohrer et al. [38, 39] in the domain of Service Science. They define a
service system as “a value-coproduction configuration of people, technology, other
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internal and external service systems, and shared information (such as language,
processes, metrics, prices, policies, and laws)" with the aim to create a mutual value.

The notion of value coproduction is also key in the domain of information ser-
vices systems. An ISS aims to provide services that allow actors to co-execute busi-
ness activities by means of service actions and to coproduce shared information.
The scope of actors’ behavior inside an ISS depends on the responsibilities assigned
to them. It is explicitly described by means of roles that allow to en-act service
actions in compliance with the rules embedded in the corresponding services. The
main challenge of ISS consists in transforming an integrated and rather rigid IS ar-
chitecture into a more flexible, modular and sustainable one providing facilities to
easily modify existing services and/or integrate the new ones.

15.2.3 Designing Information Services Systems

Shifting from conventional IS to the service-oriented ISS is not an obvious task,
especially then various legacy IS are at stake. Such transition needs to be carefully
designed and governed. It has to take into consideration not only technical imple-
mentation but also conceptual design and business strategic issues.

The review of related literature reveals that the number of approaches for service-
oriented IS engineering is growing, however many of them consider only technical
integration or migration of legacy IS to the service-oriented technology [6, 17, 21,
44], and propose to reuse legacy code to provide web services [27, 37]. Neverthe-
less, at design level, a few conceptual frameworks have been proposed including
the framework for designing service-oriented inter-organizational IS [24] and the
one for service modeling in a network of service systems [25]. A model-driven
approach for service oriented IS development introduced in [19] mainly focuses
on mapping rules from BPMN models to SOAML diagrams. The goal modeling
technique i*, adapted to the service-oriented business modeling, is underpinning in
the reference catalogue approach to design an SOA system [28]; it guides the se-
lection of reference business models from the catalogue and their adaptation to the
particular case. Finally, at business strategic level, the adoption of service-oriented
paradigm also turns to be a real challenge. A few publications discuss how to assess
legacy IS for the evolution towards service-oriented architectures [35, 36] and ana-
lyze the impact of SOA on enterprise systems [13]. In order to determine whether
the introduction of SOA justifies the effort, [40] propose a value-driven approach
to design service-oriented IS based on business process modeling and cost/benefit
analysis. Other research works define critical success factors of service orientation
in IS engineering [5], discuss strategies for service-oriented IS design [4] and how
service-oriented design should be applied in an organization in order to adopt SOA
for IS engineering [15].

In our research group, we have explored three generic approaches guiding the
design of information services systems while taking into consideration the evolution
of enterprise legacy IS [33]. Each approach deals with a particular organizational
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context and ISS design situation, as well as legacy IS reuse. We summarize them
below.

15.2.3.1 Services upon Legacy IS

This approach, originally introduced in [23], guides the definition of new informa-
tion services upon various existing legacy IS by reusing their data, processes, rules,
and roles. It aims to bring some flexibility and modularity to the rather monolithic
and fragmented legacy enterprise IS without inflicting to them any major trans-
formation. The approach consists in identifying for each new service the existing
resources that are potentially scattered in different IS and to guarantee that the exe-
cution of the service will keep these legacy IS in a consistent state, i.e. will ensure
data consistency and will not violate their rules and responsibilities. The key step of
this approach (sketched in Fig. 15.2) consists in defining a common base on top of a
set of existing IS. The role of this common base consists in (1) specifying the over-
lapping information available in different IS, (2) offering each service the access to
the precise and consistent information distributed in those IS, and (3) guaranteeing
service compliance with a particular organizational context and with the enterprise
legal frame, which is a composition of laws and regulation policies that govern en-
terprise activities.

Fig. 15.2 An overview of the approach "Service upon Legacy IS"

15.2.3.2 Fully Service-Oriented ISS

This approach, developed in [10, 32], in the contrary, considers an information
system as a composition of information services, where each service provides a



15 Handling the Evolution of Information Systems 221

sup-port for a particular business or administration activity. Therefore, it requires
a preliminary ?decomposition? (at least at conceptual level) of the existing IS into
a collection of information services, and defining the overlap (common data, ac-
tivities, roles, rules) between them. Information overlap management represents the
biggest challenge when including new services into an existing ISS. In fact, the over-
lap between information services can exist in the four information spaces (static,
dynamic, rule and role), and the integration of each new service creates new over-
lap situations (see the idea in Fig. 15.3). Therefore, this approach is based on the
analysis and resolution of overlap inconsistencies between legacy and new services.

Fig. 15.3 An overview of the approach "Fully Service-Oriented ISS"

15.2.3.3 Information Kernel-Based ISS

This approach proposes an architecture based on a core IS and information services
as its extensions. The core IS captures the kernel information – the most stable
data, processes and rules – while information services offer capabilities for business
activities that are subject to change. In this type of architecture the main challenges
consist in (1) defining the information kernel, which is formalized as a collection of
kernel services, and (2) preserving this kernel when adding new services to the ISS.

The approach argues that the information kernel can be obtained from the en-
terprise legal frame that includes laws and other regulation policies governing en-
terprise activities. Such documents generally define concepts, rules and constraints
related to the institutional activities, and represent a rich source of knowledge for
the ontological information extraction and the information kernel conceptualization.
Therefore, this approach consists in constructing the ontological level model based
on the analysis of different legal sources, and then, mapping this model into the
conceptual model representing the kernel ISS (see the overview in Fig. 15.4). The
extension of the kernel ISS with new services can then follow the Fully Service-
Oriented ISS engineering approach. More details about this approach can be found
in [33], while some examples of the ontological model construction from the legal
frame are given in [22].
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Fig. 15.4 An overview of the approach "Information Kernel-Based ISS"

15.3 IS Evolution Steering

As said in the introduction, evolution is inherent to every IS. Even more, evolving
is its permanent condition because of its ever-changing environment where con-
tingencies may arise from various dimensions such as: enterprise structure (e.g.
reorganization of business units, merger or buyout of companies) business activ-
ity (e.g. establishment of new business processes), technology (e.g. introduction of
new hard or soft technology), or regulation (e.g. law abrogation, modification or
creation, adoption of new industrial standards). In order to ensure IS sustainability,
its evolution must be understood and supported, i.e. steered.

The main challenge of the IS evolution steering is to cope with the prolifera-
tion and complexity of enterprise IS as well as with the uncertainty of the impact
of their changes on the organization itself. The proliferation and overlap of IS are
generally due to the inconsistent management of their evolution. IS complexity, in
the contrary, is a characteristic by definition caused by the entanglement of multi-
ple dimensions such as regulation (laws and rules governing enterprise activities),
responsibility (organizational units and roles), information (its structure and pro-
visioning), activity (business processes and collaborations), and the underpinning
technology. While IS evolution is necessary, it also presents several risks related to
the enterprise business. For example, if not all significant information is available
during a particular IS change, the evolution can fail to fit business activities or to
comply with the enterprise regulatory framework.

In our research, we assume that in every organization several IS are potentially
at stake during IS evolution steering. Either wholly (or partly) dependent or in-
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dependent from each other, they support activities of the organization at different
organizational levels (i.e. strategic, tactic, operational). Some of them have been
developed and evolved in silos, and therefore testify to the consequences of the or-
ganizational restructuring, changes of the organization activities, or the involvement
of the organization into new collaborations. This situation causes important issues
regarding IS interoperability at the information, technical and organizational levels,
and is particularly critical when the organization aims to adopt a service-oriented
paradigm.

The responsibility of the IS steering officer is to ensure IS sustainability at each
step of its evolution which can be more or less complex. This challenging task needs
a methodological and tool support providing the necessary and precise in-formation
and the means to simulate IS change and to evaluate its impact before its actual
realization. In our work we consider that such information is available in the enter-
prise IS, and we define a framework for IS evolution steering that allows to obtain
this information from enterprise IS and to handle the IS evolution. Concerning the
state of the art in the domain, there is no consensus on the definition, goals, models
and methods of IS evolution steering. This domain is at the crossroads of several
IS research areas such as: Enterprise Architecture (EA) and Enterprise Modeling,
Business/IT alignment, IS Governance and Risk Management.

Today, the domain of Enterprise Architecture is rich in EA frameworks (e.g. TO-
GAF [2], GERAM [12], etc.) and dedicated modeling languages (e.g. DEMO [18],
ArchiMate [1], MEMO [20]). Most of those frameworks acknowledge the need for
multiple views (e.g. business, function, information, infrastructure) in or-der to man-
age enterprise complexity, to separate concerns and to address different life spans of
EA elements [8]. These frameworks expose best practices and generic principles,
and propose modeling notations, but fail to offer a formal steering method. Quite
abundant literature is available in the domain of Business/IT alignment proposing
various approaches to measure the fitness between enterprise business and its sup-
porting IT, their respective strategies, infrastructures and processes. A systematic
review of Business/IT alignment is presented in [43].

Finally, in the domains of IS Governance and Risk Management, risks are gener-
ally considered from the perspective of IS security (e.g. [36]) or from the perspective
of software development and software project management (e.g. [11]). A literature
review and comparison of risk management approaches is proposed in [7]. There is
also a large amount of literature dealing with software change impact analysis (see
a review in [26]) but rather from software maintenance point of view – the impact
of IS change on the organization and its business is not considered. For several au-
thors (e.g. [7, 11, 16]) risk is related to uncertainty. In our on-going work [30], we
attempt to provide a holistic approach for IS evolution steering that would allow not
only to deal with IS changes but also to measure the impact of the-se changes on
the enterprise ant its business. The main objective of this framework is to reduce the
uncertainty that IS evolution steering actors are facing at each step of IS change. We
present this work in the next section.
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15.4 A Framework for IS Evolution Steering

In IS and software engineering the evolution techniques are mostly based on mod-
els (e.g. [14, 3]). These works mainly address the problem of structural evolution
(e.g. changing a class hierarchy, adding a new class). Their intention is to support the
change propagation in order to allow the automation of data migration, to evaluate
the impact of metamodel changes on models, to support forward-, reverse-, and re-
engineering techniques or to record the model history. However, these models are
not designed for IS evolution steering purposes and are not considered as means
to support decision making in IS evolution, which is the purpose of our framework
for IS evolution steering [30]. The construction of this frame-work is based on the
following assumptions:

• the IS evolution steering requires understanding the underpinning IS domain,
and vice versa, enterprise IS contain an accurate information about enterprise
structure, activities, information and regulation,

• the impact of IS evolution is difficult to predict, so the simulation could help to
take evolution-related decisions, and

• the guidance for IS evolution steering is almost non-existent, and therefore needs
to be developed.

Fig. 15.5 An overview of the framework for IS evolution steering

Therefore, we propose a framework for IS evolution steering based on several
models as shown in Fig. 15.5. The aim of this framework is to provide the founda-
tion for the development of a Computer-Aided Information Steering Environment
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(CAISE). This decision supporting tool uses existing enterprise information sys-
tems as source of information and guides the IS evolution steering actors in the IS
change process by providing evolution simulation and impact identification facili-
ties. At the conceptual level, the main element of the framework is the metamodel
for IS evolution steering (IS-SM) which homogeneously integrates enterprise activ-
ity, regulation and information dimensions. It is complemented with the evolution
models and the evolution steering method that provides guidelines for extracting the
necessary information and simulating the evolution.

15.4.1 IS-SM

The IS Steering Metamdel (IS-SM) represents an information kernel, generic to any
organization, and supporting the evolution steering of several IS in the organization.
As show in Fig. 15.6, it consists of three models: activity, regulation and informa-
tion. The Activity Model reflects enterprise business structure: business units, posi-
tions, activities, rules, roles and responsibilities that different persons hold when are
assigned to a particular position. The Regulatory Model reflects how the enterprise
complies with different laws, policies and other regulations by modeling their struc-
ture and relationship with different elements form activity and information models.
Finally, the Information Model is composed of three sub-models: the Generic IS
Model, IS Model and Service Model each of them representing the corresponding
information level. The Generic IS Model represents an integrated view of the IS
level which can consist of several IS. It allows inter-relating the Information model
with the Activity and Regulatory models and defines the generic concepts such as
class, role, operation, and integrity rule. The IS Model defines the information el-
ements relating to the composition of the enterprise IS – which IS supports which
activity in the organization. Finally, the Service Model defines how information ser-
vices are implemented through the existing IS, knowing that a service can be based
on one or several IS.

Fig. 15.6 A general structure of IS-SM
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15.4.2 Evolution Metamodel

The Evolution Metamodel has two views, named structural and lifecycle, that are
designed to support respectively the decomposition of a complex IS evolution and
to guide the evolution process. In particular, the Structural View allows to capture
the complexity of an evolution – to define the schema of an evolution that can be
composed of several parts each of them being an evolution too. The Lifecycle View
represents different possible states of an evolution (e.g.: ready, triggered, succeeded,
failed) together with the conditions (transactions) allowing the evolution to pass
from one state to another. In case of a failure, it allows to identify its cause.

15.4.3 Ispace/Rspace

Each IS evolution has an impact on the IS actors, more exactly on their information
space (Ispace) and their regulatory space (Rspace), that can be extended or reduced.
The Ispace and Rspace are based on the notion of responsibility that is a key con-
cept for the impact analysis of an evolution. The responsibility is defined here as a
set of information entities that represent the accountabilities and the capabilities of
an actor (or group of actors) to perform a task. Therefore, the Ispace of an IS actor
represents her responsibility over information elements, i.e. objects, operations, and
integrity rules implemented in the IS that she can read/create/modify/delete. The
Rspace represents her responsibility over regulatory elements, i.e. laws and regula-
tion policies governing her activities in the organization supported by the IS. The
Ispace and Rspace are defined as parts of IS-SM (see [34] for details). They allow
to obtain sub-sets of information that inform the IS steering actor about the changes
caused by an evolution affecting the responsibility of IS users. Together they allow
to simulate the impact of IS evolutions on different IS actors responsibility and to
identify potential risks.

15.4.4 Evolution Steering Method

Any change in the enterprise IS implies a shift from a known to an expected, but
at the same time unknown, situation. Actors, responsible for IS evolution steering,
are accountable for the decision making under a certain level of uncertainty, be-
cause the information, necessary to assess the evolution situation, can be incomplete
or, in the contrary, overloaded. Consequently, IS steering actors need guidance for
obtaining all relevant information, identifying risks, taking decisions about their
handling and finally handling them.

Any IS evolution may fail due to its complexity. Guidance for IS evolution steer-
ing is essential for understanding and taking into account the various and interre-
lated components that constitute the complexity of the evolution situations. There-
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fore, the last, but not least, component of the framework is the Evolution Steering
Method that aims to provide guidelines on how to use the aforementioned models
in an efficient way and to support the mission of the actors in charge of IS evolution
steering.

15.5 Conclusions

In this chapter we consider IS evolution as an ordinary situation in every modern
organization. Furthermore, any change in the enterprise IS has impact not only on
their own sustainability but also on the enterprise business activity and governance.
In this context, we identify risks and challenges related to the enterprise IS evolution
and we overview our and related work on this topic.

First, we discuss the adoption of service-oriented paradigm in IS engineering and
demonstrate how IS-specific service-oriented architectures can be elaborated to deal
with legacy IS evolution towards service-oriented IS that we call ISS. The notion of
information service is defined as underpinning building block in the ISS construc-
tion. In particular, we briefly overview three ISS construction approaches, namely
Services upon Legacy IS, Fully Service-Oriented ISS and Information Kernel-Based
ISS. Each of them is dedicated to cope with a particular situation of ISS construction
and can be combined with the other two approaches.

In the second part of the paper, we discuss the challenges related to the IS evolu-
tion steering and we introduce a framework dedicated to help the actors responsible
for IS evolution steering to take critical decisions. The framework aims to ad-dress
IS sustainability issues and to reduce the uncertainty by proving clear and complete
information allowing to simulate IS changes and to assess their impact. The frame-
work is composed of several models each of them representing a particular IS evo-
lution perspective such as: the related information structure, the evolution lifecycle,
the impact on the organization and its IS, and the responsibility. Besides, it provides
guidance to use these models. In our future work we aim to ex-tend this framework
with the technology dimension and with the support to the potential security risk
analysis caused by an evolution.

Finally, it is important to note that all these works, like many others, relating to
important subjects in the development of information systems and now services, are
based on conceptual models. They were discovered, and established by the work of
a few pioneers who established such solid and durable bedrock. Antoni Olivé is one
of these pioneers as evidenced by his masterful article [29].
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Chapter 16
On Warehouses, Lakes, and Spaces: The
Changing Role of Conceptual Modeling for Data
Integration

Matthias Jarke and Christoph Quix

Abstract The role of conceptual models, their formalization and implementation as
knowledge bases, and the related metadata and metamodel management, has con-
tinuously evolved since their inception in the late 1970s. In this paper, we trace this
evolution from traditional database design, to data warehouse integration, to the re-
cent data lake architectures. Concerning future developments, we argue that much
of the research has perhaps focused too much on the design perspective of indi-
vidual companies or strongly managed centralistic company networks, culminating
in today’s huge oligopolistic web players, and propose a vision of interacting data
spaces which seems to offer more sovereignty of small and medium enterprises over
their own data.

16.1 Introduction

Conceptual modeling and meta modeling have been key ingredients for data man-
agement tasks such as database design, information systems engineering, data in-
tegration, and data analytics since the mid-1970’s. However, as data management
transcended more and more aspects of our lives and businesses, the roles and thus
also the kinds of models, supporting formalisms, and tools had to be continuously
adapted to these changing needs.
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The 1980’s saw the emergence of semantic data models, and their interpretation
as evolving knowledge bases from which databases and data-intensive transactional
applications could be derived in a quality-controlled and semi-automatic manner;
Antoni Olivé was one of the major contributors to this perspective with his research
on consistent knowledge-base, view updates, and consistent derivation of logical
data schemas from conceptual models [43, 57, 2].

The following decades can, in short, be characterized by the contrasting buz-
zwords of data warehouses and data lakes, perhaps juxtaposed with the relatively
new concept of data spaces for information sovereignty.

In the 1990’s, it was noticed that transactional data could not just be used for ad-
ministering day-to-day business but had in fact built up a collective treasure of his-
torical information which could be exploited for data analytics. To enable analytics
without concurrency control problems, data warehouses were set up separately from
transactional databases (now called data sources). This raised additional concerns
in the semantically correct integration of independently developed databases, e.g.,
concerning temporal and spatial validity [37]. Meta languages such as the Meta Ob-
ject Facility (MOF [53]), Telos [40, 27], or even description logics [28], Lenzerini
helped formalize the relationships among source schema and warehouse schema
for homogeneous and increasingly heterogeneous data sources (e.g., including the
XML/JSON family).

Shortly after the turn of the century, the Big Data movement - originally proposed
by Jim Gray for crowd-analytics of astronomy data - began to take off. Multimedia
data and mobile data management added to volume and variety of data, but also
enriched the context information needed for the characterization of data sources.
Additionally, the requirements for near real-time analytics grew rapidly, and various
kinds of NoSQL databases were introduced to deal with some of these new chal-
lenges, adding to the complexity of data systems integration. Since about 2010, data
lake architectures have been proposed for the provisioning of data for such richer
data analytics tasks, and some huge data lakes have been built up by the leading
search engine, eCommerce, and social network vendors.

In this chapter, we review some of the research we and others have done to ac-
company this evolution, almost exactly in parallel and often interacting with, the
impressive research career of Antoni Olivé over the past thirty years. Starting with
the logic-based meta data management system ConceptBase and its use in the Eu-
ropean DWQ project on foundations of data warehouse quality, we arrive via our
Generic Role-Based Metamodeling Suite GeRoMeSuite to our present work on the
Constance data lake system and its applications. However, these organizationally
rather centralistic viewpoints have recently raised some concerns not just about per-
sonal privacy of users, but also about risks for the security of confidential company
knowhow, especially for small and medium enterprises which feel threatened by the
huge data lakes both of private market leaders and state organizations. The paper
ends with a brief overview of the Fraunhofer-led Industrial Data Space initiative
in which a large worldwide association from industry and science is investigating
innovative solutions for this problem.
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Fig. 16.1 Motivating scenario for heterogeneous data integration

16.2 Conceptual Model Formalization and Model Management
for Data Warehouse Integration

Consider the scenario for heterogeneous data integration illustrated in Figure 16.1.
There are two data sources (relational and XML) with information about students,
their universities, and courses. The relational source is in addition annotated with an
ontology which has a mapping to desired target data structure in JSON. The XML
source has a direct mapping to the target model.

Within this scenario, several integration challenges have to be addressed:

Schema Matching: The definition of mappings between schemas is often a man-
ual task as the complete semantics of a schema can only be understood by a hu-
man. Schema matching methods [51, 54] can support this process by identifying
correspondences between schemas.

Schema Mapping: While schema matching produces correspondences that state
only a similarity between schema elements, a schema mapping is a formal ex-
pression that can be interpreted as a constraint over the sources or as a rule to
transform the source data into the target database [34, 10, 33]. Various map-
ping languages with different expressive powers and complexities have been pro-
posed, which are usually a variant of tuple-generating dependencies [7, 15].

Schema Integration: If the target schema is not given, how can we create a com-
mon schema that covers the source schemas and can be used to query both
sources in an integrated way [5, 49, 36, 35].

Data & Schema Quality: Data quality problems occur frequently in integration
scenarios as the data is used for another application than initially intended. Data
quality is not defined only defined by the data itself, but also by the schema de-
scribing the data and systems used for processing the data [27, 6, 2].

In the following, we give a short overview on how the techniques to address these
challenges have evolved over the last decades. We focus especially on the conceptual
modeling aspects in this context.

In parallel to the initial IRDS standardization, a logic-based approach to deal-
ing with an unbounded number of meta levels was investigated in the Telos project
jointly conducted between the University of Toronto and several European projects
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in the late 1980s [40]. An important feature of Telos is the strong and highly efficient
formalization in Datalog with stratified negation [29]. Based on this formalization,
our deductive metadatabase system ConceptBase [26] was the first metadata repos-
itory to also offer effective query optimization, integrity constraint evaluation, and
incremental view maintenance at the data level [56], as well as viewpoint resolu-
tion [42] and requirements traceability [52] at the meta level simultaneously, thus
providing an early example of fully automated model-based code generation.

With the confluence of structured data, text and multimedia capabilities, the
World Wide Web, and mobile communications, the range of data models has grown
well beyond what could be covered by these early approaches. In [23], an overview
of metadata interoperability in heterogeneous media repositories is given which
also addresses interoperability between “structural” modeling languages, such as
UML, XML Schema, and OWL. The authors classify approaches according to the
MOF hierarchy and argue that effective interoperability between systems can only
be achieved if data transformations at the instance level are also addressed. Further-
more, they distinguish between standardization and mapping approaches. The for-
mer propose metadata standards to enable interoperability, whereas the latter build
relationships between different metamodels. Mapping approaches are more com-
plex, but are advantageous in open environments such as the Web, as in these cases,
no central authority can enforce a standard [23].

The increasing complexity of information systems [11] requires techniques for
automating the tasks of creating models and mappings. The original vision of model
management aimed at providing algebraic operations for these tasks [9], because
complete automation was expected to be hard to achieve. The creation of models
and mappings was considered a design activity which requires a deep understand-
ing of the semantics of the modeled systems. Another important motivation for the
definition of a model management algebra was the observation that many applica-
tions that deal with models require a significant amount of code for loading and
navigating models in graph-like structures.

First model management systems such as Rondo [39, 38] and COMA [14] ap-
plied simple, abstract model representations in which a model is represented as a
directed, labeled graph. Other approaches focused on schemas, e.g., there is a huge
research area on schema matching [51, 55]. Although a graph representation is of-
ten sufficient for basic schema matching tasks, semantic details such as constraints
cannot be easily represented. Mappings are often just represented as a set of pair-
wise correspondences between nodes in the graphs. Even though in MISM (Model-
Independent Schema Management) [3], schemas are described in a generic way us-
ing a multi-level dictionary, the system uses a set-theoretic approach for some model
management operators (e.g., Merge), i.e. again only correspondences (’equivalence
views’), as the mapping formalism.

In the original vision of model management [9], mappings had a weak repre-
sentation and were seen as a special type of a model which might include expres-
sions to describe the semantics of a mapping in more detail (e.g., by using a SQL
query). In order to automate operations on models and mappings, mappings have to
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be represented in a separate formalism which is more expressive than just simple
correspondences.

There have been several attempts aiming at combining a rich modeling language
with powerful mapping languages. For example, in the European DWQ project
(Foundations of Data Warehouse Quality [28]), a semantically rich metamodel [27]
was combined with an information integration approach based on description logics
[12]. Similarly, the Italian MOMIS system used an object-oriented modeling lan-
guage to support the integrated querying of heterogeneous information sources [8].

Clio [24, 21, 16] introduced a more active mapping language based on tuple-
generating dependencies (tgds) [7, 1]. The well-defined, formal basis and the abil-
ity to easily translate the mappings into executable code (e.g., queries in SQL or
XQuery) proved a significant advantage and caused a re-thinking of the whole defi-
nition of model management, dubbed Model Management 2.0 [10]. Here, mappings
are involved in all model management operations, at the core of any integration ap-
proach. Furthermore, model management remained no longer only a design time
issue, because mappings have to be executed eventually to perform data transfor-
mation tasks. Thus, model management systems must be able to understand the
semantics of a mapping in order to enable mapping operations (e.g., composition,
inversion) and produce mappings as output (e.g., in match and merge operations).
While Clio explored this issue in the context of (nested) relational data models, we
have investigated the extension to the management of heterogeneous data models.

16.3 Generic Modeling Languages for Heterogeneous Sources

The heterogeneity of data management systems and modeling languages used in
the web, but also in enterprise information systems, can be addressed by a generic
modeling approach which is able to cope with the different modeling formalisms in
a single uniform framework. Moreover, this has to be done at simultaneously at the
model level and at the data level.

16.3.1 Role-Based Generic Metamodeling

Our generic metamodel GeRoMe [31] is a rich modeling language to represent de-
tailed features of various concrete languages such as OWL, XML Schema, UML,
or the Relational Data Model (RDM). In GeRoMe, a mapping states how the data of
one model is related to the data of another model, i.e. mappings relate data and not
only models. Because of this, mappings need to be very expressive to be able to rep-
resent rich data transformations. Executability of a mapping language means that it
must be possible to apply a mapping such that it enables automatic code generation
that executes the data transformations specified in the mapping [33].
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Fig. 16.2 GeRoMe representations of a relational and an XML schema

Figure 16.2 illustrates the generic GeRoMe models for our scenario from Figure
16.1. The upper part represents the relational schema with two relations Student
and University. These elements are described by the role Aggregate (Ag), which
is an element that can have (among other features) attributes. The attributes uname
and uni are connected by a foreign key constraint (FKConst). The lower part of
the figure shows the GeRoMe representation of the XML schema, where University
is a root element having the complex type UniType. Student is a nested element
with the complex type StudType. As complex types and attributes in XML have the
same semantics as relations and columns in the relational schema, the corresponding
elements play the same roles (e.g., Aggregate (Ag) and Attribute (At)).

As shown in the example, the generic metamodel unifies different representations
and therefore simplifies the implementation of model management operations. For
example, a schema matching or integration approach needs to be implemented only
once for the generic representation, and does not have to be repeated for all different
modeling languages. On the other hand, the examples also show the differences of
the original modeling languages. A nesting in XML is a different modeling con-
struct than a foreign key constraint in RDM, although both can be used to model the
same semantics (a relationship between two entity types). If the goal is to translate
models from one modeling language into another, then model transformation has
to be applied in which such modeling constructs are translated [4]. We developed a
rule-based model transformation for GeRoMe [30] with which we could show that
a more detailed fine-granular representation of models is especially beneficial for
model management operations that need an exact representation of the semantics
of modeling constructs. More abstract representations such as graphs are useful for
schema matching [51] in which a less accurate representation of the schema seman-
tics is sufficient, but are usually not appropriate for model transformation or schema
integration.
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∃F,G ∀u,s, i
University(u)∧Student(s, i)∧Studies(u,s)→

inst(F(i),Student)∧ inst(G(i,u),University)∧
F(s, i,G(i,u))∧G(u)

Fig. 16.3 Mapping from a relational schema to an XML schema

16.3.2 Generic Mappings

The ultimate goal of our GeRoMe-based mapping language is to realize data inte-
gration and transform data between different, possibly heterogeneous data sources
[33]. The mappings are expressed as second-order tuple-generating dependencies
[18].

Second-order dependencies are required for mapping heterogeneous models, be-
cause nested structures (or models with different structures) need to be mapped.
This is in contrast to mappings between relational models, where usually a tuple on
the target side is created for each tuple that satisfies the conditions on the source
side of the mapping. In nested data structures, multiple elements on the target side
might have to be created, e.g., an outer object and multiple nested objects. As mod-
els can be very diverse in structure, the full power of second-order tuple-generating
dependencies is required to map between these models.

Figure 16.3 shows a mapping between a ‘flat’ relational model and the nested
XML model from our scenario. The relational model from the running example has
been slightly modified to handle also students that study at multiple universities (i.e.,
the relation Studies represents the many-to-many relationship between students and
universities. In the XML schema, the structure has been reversed, i.e., students are
now at the top level, and their universities are represented as nested elements. The
conditional part of the mapping selects all students from the relational source. On
the target side, we create two objects: one for the main element Student and one
for the nested element University. Those elements are identified by the Skolem
terms F(i) and G(i,u). The inst-predicate indicate, that the objects represented by
the Skolem terms are instances of Student and University, respectively. We use
the symbols F and G as function symbols, but also as relation names. Note that
the notation presented here is an abbreviated form (inspired by notation of nested
mappings in Clio [19, 17]) of our original, more verbose notation presented in [33].

We also developed a mapping composition and optimization algorithm for this
kind of generic mappings. The optimization exploits key and foreign-key constraints
of the schema. Furthermore, the mappings could be also translated to executable
code, e.g., SQL queries to retrieve data from a relational data source, or update
operations on an XML document.

In our model management system GeRoMeSuite [32], we implemented several
model management operators, for example, for schema matching, schema integra-
tion, schema mapping, model transformation, and mapping composition. We could
show that the detailed representation of models is useful for semantically complex
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operations, but could also bring a benefit for simpler operations (e.g., schema match-
ing [50]). Despite all these advantages, however, a rich metamodel like GeRoMe
rather complicates the mapping procedure. Not all detailed constraints of a data
model have to be understood when data has to be transformed from one source to
another.

16.3.3 Conceptual Modeling and Integration for Data Lakes

This is especially true in ’data lake’ Big Data scenarios where the data sources
often do not expose a full-fledged schema definition. In data lakes, in contrast to
the classical ETL (Extract-Transform-Load) processes of data warehouse systems,
the transformation step is skipped and data is loaded in its original structure to avoid
upfront integration effort and to make all source data available for later data analysis
tasks [13]. Thus, the idea of data lakes as common data repositories with no need to
define an integrated schema or ETL processes beforehand are in line with the current
trends of Schema-on-Read in Big Data and NoSQL systems. Still, to avoid that a
data lake turns into a data swamp without any useful understandable data, metadata
management is a key element of a data lake architecture. A conceptual architecture
of a data lake [46] which we use as a blue print for our data lake system is illustrated
in Figure 16.4.

In this context, the term ‘Schema-on-Read’ is frequently used to describe the
situation that schemas are not created before data is stored in a data management
system, but a schema might be created when the data is read. As this schema cre-
ation is usually done automatically, the schemas contain only the core information
of the data, i.e., its structure and basic constraints such as keyss and data types. The
‘Schema-on-Read’ fashion of data processing is also supported by recent NoSQL
database management systems and, in fact, one of the main reasons for their pop-
ularity [20] as no schema design is required before using the database. The agile
style of software development also contributes to this trend; in the early phase of
a software project, it is more important to have a few running software modules
than to deal with conceptual modeling and proper database schema design. Thus,
conceptual models and database schemas are often not stated explicitly or lack a
formal representation, which leads to unverifiability of these important artefacts in
information systems design [44].

We are currently working on an incremental, interactive integration process in
which metadata, including conceptual models and schemas, play a key role [47].
A starting point for the integration process is the metadata extraction from the
sources. While some metadata is given explicitly and can be extracted automati-
cally with standard methods (e.g., schemas of relational databases can be extracted
with JDBC), other types of metadata have to be extracted with more advanced meth-
ods. For example, in the life science informatics project HUMIT1 with the National

1 http://humit.de

http://humit.de
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Fig. 16.4 Conceptual architecture of a data lake system

Center for Neuro-Degenerative Diseases, where researchers store most of their data
in semi-structured CSV and Excel files, we developed a method to extract metadata
descriptions in a semi-automatic way [48]. The extracted metadata include technical
metadata (i.e., the structure of the data) as well as descriptive metadata (i.e., infor-
mation about by whom for which project the data has been created). A user can also
incrementally add semantics to the metadata of the data lake, e.g., by annotating the
raw metadata with elements of a conceptual model or a standard such as schema.org
[58]. The workflow of the HUMIT system is illustrated in Fig. 16.5. The metadata
extraction component is part of our data lake system Constance [22].

Despite the delaying of transformation steps, modeling and mapping heteroge-
neous information remain necessary within a data lake system, as data is stored in its
original format, e.g., relational, semi-structured, graph-structured, etc. As the rich
metamodel of GeRoMe does not scale to Big Data problems, Constance employs
a simple, yet expressive metamodel at its core. It can be seen as a variant of the
Entity-Relationship Model, but expressive enough to express all data sets in a data
lake. It is also self-describing like JSON and XML. In this model, entities are data
objects that can have a type, properties, and relationships to other data objects. The
type is just denoted as a string without a particular semantics, but it can be enriched
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Fig. 16.5 Workflow of the HUMIT System

by a user by annotating the type with more semantical information (e.g., a reference
to an element in schema.org). Properties can be single or multi-valued, simple or
complex. Relationships are associations to other objects.

This model is independent of a particular storage system, but could be imple-
mented with different underlying database systems. In a document-oriented Mon-
goDB storage with JSON as basic data model, types and properties would be im-
plemented as simple key-value pairs, whereas relationships are implemented as
foreign-key references to other data objects. Adapting the mapping language from
GeRoMe to this simpler metadata model is straightforward, as the GeRoMe map-
pings used also only types, properties, and relationships as the main constructs for
any kind of data structure.

16.4 Conclusions: From Data Lakes to Data Spaces

In small and medium enterprises with long-standing market-leading knowhow, the
presence of huge data lakes with unclear data ownership and data protection causes
great political concern. In Germany and other European states which host a large
number of such “hidden champions”, a debate on data sovereignty has begun, de-
fined as the ability of an organization to decide itself how it wants to use and share its
own data. Independent of the fact that data ownership and thus also data sovereignty
in themselves extremely controversial terms from legal and social science view-
points, the Fraunhofer ICT group which I had the honor to chair at the time, decided
in 2014 to propose a so-called Industrial Data Space initiative which investigates
the related modeling and system requirements of such a concept, along with related
questions of regulations, business models, and the like. The idea was quickly taken
up by the German government, the European commission, as well as several lead-
ing players in the European user industries, and led to funding of an initial design
project and the formation of the International Data Space Association which cur-
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Fig. 16.6 Components of the Industrial Space Reference Architecture

rently already comprises over 80 organizations on four continents. A first version
of the Industrial Data Space Reference Architecture [45] was publicly presented at
the Hannover Fair 2017, where already 26 research organizations and companies
showed initial demonstrators of solutions based on aspects of the Reference Archi-
tecture.

Fig. 16.6 gives an overview of the most important player roles and components.
Participating companies (here: A and B) use a certified Internal IDS Connector offer
or import safely containerized views on their data, with well-defined usage controls.
In larger networks, specialized IDS Brokers can offer services for searching, negoti-
ating, and monitoring service and data contracts. Other service providers can bring
in data cleaning or analytics services through their App Stores, again connected to
the system by IDS Connectors. For confidentiality as well as for performance rea-
sons, service execution should have a choice between policy-based uploading and
downloading data, or distribution of the service algorithms themselves which may
require additional External IDS Connectors.

The technical elaboration of these and other aspects pf the above-mentioned IDS
reference architecture is still in an early stage. From a conceptual modeling perspec-
tive, we can see that many of the mapping and integration approaches for heteroge-
neous data presented in the previous sections can be reused. However, they must
be augmented by conceptual models of the players and their desires and permis-
sions, as well as of the physical architecture which explicitly addresses data sharing
(or not-sharing) relationships and various optimization strategies around the cloud
computing and edge computing literatures; if conceptual modeling is manually done
at all in such a setting, it must occur across organizational boundaries and in almost
real-time, such that near-realtime collaborative modeling [41] is expected to play
a major role in such a setting. Much previous research in conceptual modeling of
distributed systems with conflicting goals, e.g. around the i* framework [25], is ex-
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pected to contribute towards the ambitious goals of Industrial Data Spaces and its
variants, e.g., in medical and material sciences, and we look forward to many excit-
ing cooperations in the conceptual modeling community.
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Chapter 17
A Method for Emerging Technology Evaluation.
Application to Blockchain and Smart Data
Discovery

Jacky Akoka and Isabelle Comyn-Wattiau

Abstract Emerging technologies represent a major innovation that offers signifi-
cant advances to both private and public organizations. Examples of these technolo-
gies are the “Blockchain technology” which combines cryptographic mechanisms
and peer-to-peer (P2P) architecture and “Smart Data Discovery” combining artifi-
cial intelligence and analytics. The importance of these emerging technologies re-
quires the use of evalua-tion methods in order to understand their contribution and
the associat-ed risks. The objective of this article is to propose a method support-
ing the evaluation of emerging technologies. A guidance approach is pro-posed. It
is based on the recognition that emerging technologies are complex systems. Our
approach combines three conceptual frame-works: the underlying theory of com-
plex information systems, systems theory, and the ISO 25001 standard devoted to
software quality. We propose a multi-criteria hierarchy which serves as the basis
for the eval-uation. To illustrate this approach, we apply it to the particular cases of
“Blockchain” technology and “Smart Data Discovery”.

17.1 Introduction

According to [4], emerging technologies (ET) represent an innovation that has the
potential to transform an existing industry and / or create new ones. [14] summarize
different definitions into five main characteristics: (i) radical innovation, (ii) rapid
growth, (iii) coherence, (iv) significant impact, and (v) uncertainty and ambigui-ty.
[18] define four stages in the evolution of ET: techno-logical change, implantation
of technologies, application of innovation, and innovation through the integration of
technologies.
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There are many examples of ET notably: (i) nanotechnologies that have cre-
ative potential in many domains [9]; (ii) fire-fighting information systems including
digital maps, dedicated drones, land ro-bots, emergency information systems and
intelligent protective clothing [15]; (iii) technologies implemented in the cloud and
more particularly Cloud Mobile Learning [1]; (iv) energy storage technologies in-
cluding “smart grids” [20]. One of the main characteristics of these ET is complexity
[8]. Beyond being complex systems, they are more gener-ally complex information
systems (IS).

An important issue is the ability of organizations to assess the contribu-tion of
these ET and the associated risks. The main objective of this arti-cle is precisely to
propose an approach to the evaluation of emerging technologies taking into account
the complexity that characterizes them. We illustrate this approach by evaluating the
Blockchain and the Smart Data Discovery technologies, which are today among the
most important disruptive innovations. We propose a guidance approach to evaluate
emerging technologies. This approach is based on a multi-criteria hierar-chy capi-
talizing on knowledge. The rest of the article is organized as follows. The second
paragraph is devoted to a brief state of the art on complexity, complex systems, and
methods of evaluating emerging technologies as complex systems. Our approach is
presented in Section 3. The following section is devoted to the application of this
approach to the emerging technologies of block-chain and smart data discovery. We
conclude in the last section and pre-sent some future avenues of research.

17.2 State of the Art

There are several definitions of complexity that reflect the different sys-tems in-
volved and their contexts. [10] presents some thirty definitions of complexity as
well as the associated measures. [2] considers that complexity has two dimensions:
organizational and technological. [6] characterize complexity by three dimen-sions:
trust, fact and interaction. The theory of complex systems consid-ers these systems
to be characterized by their degree of self-organization, by their emergence prop-
erty, their innovative character, and their ability to learn and by their adaptability
[17]. Research in this field focuses on notions such as the emergence of collec-
tive properties, chaotic behavior, self-organization, redundancy, recursion, etc. [7].
Some authors consider that interde-pendence and size have a significant effect on
complexity. Others place greater emphasis on uncertainty [13].

We consider emerging technologies to be complex systems because they have all
the characteristics and attributes described above. More generally, we classify them
as complex information systems that must respond rapidly to changes in sociotech-
nical dimensions and to non-functional requirements. They must also take into ac-
count changes in user requirements, organizational needs (business processes and
man-agement rules), and increased interdependence between individuals, organiza-
tions and technologies. They must also incorporate changes in the environment of
these systems such as those of markets, regulators, competition, threats and opportu-
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nities. Finally, they must be able to cope with the changes generated by proprietary
solutions, open source software and the emergence of new applications and proto-
cols. More generally, they must solve the problems arising from rapid changes in in-
formation technology, which are an important dimension of complex in-formation
systems.

There are several approaches to complexity management, such as the theory of
adaptive complex systems [7], reductionist theory [5], and systems theory [16]. We
con-sider that systems theory is the most appropriate for facilitating the management
of complexity. Indeed, the complexity of the system is linked to its structure, its
behavior and its relation to the environment. These three elements are precisely the
main characteristics of systems theory [17].

[12] describe many measures of complexity and their limi-tations. The metrics
generally used are based on the size of the system considered, its entropy, the in-
formation, the hierarchy of costs and the organization. Other metrics are proposed,
including those based on Shannon’s contributions. Examples of evaluation of com-
plex systems are presented by [12].

There are many methods for evaluating technologies. [19] propose a taxonomy
of these methods. Another family of meth-ods falls under the impact assessment
(Delphi and SBAM) [3]. Technology-based risk assessment is an approach that at-
tempts to measure “negative synergies” and has resulted in the de-velopment of the
ITRACS methodology [21].

Unlike the approaches described above, our approach to evaluating emerging
technologies integrates three conceptual frameworks: com-plex information sys-
tems, systems theory, and the ISO 25000 (SQuaRE) standard for software quality.

17.3 Our Approach

Our objective is to define a guiding approach for the evaluation of an in-formation
system based on emerging technologies. In the first section, we present the multi-
criteria hierarchy that we have defined to organize the evaluation. In the second part,
we describe the proposed approach.

Understanding emerging technology as a complex information system requires
analysis of the different characteristics of this system. A system obeys a goal. It
has a structure, which can be static or dynamic or which can include a static part
and a dynamic part. The system interacts with its environment. it evolves over time.
Thus, an emerging technology can be evaluated as a system that has a structure, an
environment and an evo-lution. We propose to organize our hierarchy according to
these three characteristics.

The theory of complex information systems is based on the socio-technical per-
spective of information systems, which makes it possible to distinguish social fac-
tors from technical factors. The social adjective en-compasses both the organiza-
tional dimension and the human dimen-sion, as well as the economic and financial
dimension. Similarly, the technical factor covers all aspects of emerging technology,
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both hard-ware and software, for example. Thus our second level of organization of
the hierarchy consists in understanding the system, its environment and its evolu-
tion, on the one hand on the social level and on the other hand on the technological
level.

The ISO standardization organization has developed a standard called SQuaRE
(Software QUAlity Requirements and Evaluation) for software evaluation. This
standard is based on an eight-dimensional quality model that is mainly techni-
cal (six) and functional (two). Based on the McCall model [11], they represent
the three types of factors (opera-tion, scalability, maintainability) recommended by
this model. In this way, they are also in alignment with the dimensions previously
consid-ered for the description of the complex information system.

Thus, considering successively emerging technology as a system, then as a socio-
technical system, then as a software, we obtain a hierarchy in three main levels
which can then be refined (Figure 17.1). The eight dimen-sions of the SQuaRE stan-
dard (functional relevance, usability, reliability, security, portability, maintainability,
performance, compatibility) are then subdivided into about thirty sub-characteristics
that have been in-tegrated into the hierarchy.

By a mapping and merging process, for the sake of completeness, the hierarchy
was then aligned with those proposed in [8]. Without pretending to completeness,
we pre-sent the hierarchy (Figure 17.1).

17.3.1 The Guiding Method

Faced with emerging technology, the decision-maker must find the rele-vant infor-
mation to understand the issues, the components, the oppor-tunities and the associ-
ated risks. It must then organize this information in order to understand and, where
appropriate, be assisted by experts for evaluation. He/she can then synthesize this in-
formation. The pro-posed process thus comprises five steps described below (Figure
17.2).

17.3.1.1 Hierarchy Feeding

The first step is a parsing process. It consists of gathering documentation on emerg-
ing technology, whether it is professional press, white papers, technical or organiza-
tional research articles. All data and information col-lected from these sources and
deemed relevant are transferred to the nodes of the hierarchy. This process is carried
out until saturation i.e. as long as there is any untracked documentation and / or new
elements are still discovered. The purpose is to gather and structure decision-making
information.
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Fig. 17.1 The evaluation hierarchy.

Fig. 17.2 The evaluation process.

17.3.1.2 Hierarchy-based Evaluation

Depending on its level of expertise, the user can use the hierarchy to evaluate the
emerging technology considered. Using the information provided on each aspect the
technology, he/she can thus evaluate it. He/she can perform a more detailed analysis
enabling the enrichment of the hierarchy for all the aspects considered to be more
relevant.

17.3.1.3 Search for Additional Information

In the absence of information, some leaves or even branches of the hierarchy may
not be fed, making it difficult to evaluate the technology concerned. These leaves or
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branches are highlighted for a search for additional information. The expert char-
acterizes the information needed and searches it. This process, for the time being
manual, can be automated by using an automatic information search using general-
ist or specialized search engines. He/she e can then complete the missing elements,
performing if necessary experts’ inquiries.

17.3.1.4 Editing the Evaluation Report

After the pruning and refinement of the tree structure, a structured re-port can be
edited.

17.3.1.5 Knowledge Capitalization

The hierarchy itself can be enriched with the new branches obtained during its use,
thus enabling a capitalization of the new evaluation fac-tors proposed by the experts.

The hierarchical model and the guidance method were used to evaluate the
blockchain and the smart data discovery technologies, in order to show the fea-
sibility and the usefulness of the approach. For space rea-sons, we describe very
briefly each technology and present only a partial result of its application (step 2 of
the method). Some conclusions are drawn by comparing the two case studies.

17.4 Application to Blockchain and Smart Data Discovery

17.4.1 The case of Blockchain (BC)

We present below a summary of different sources describing the BC technology.
The concept and the technology of BC is the result of the combination of cryp-

tographic mechanisms and peer-to-peer (P2P) architecture. BC is seen as a disrup-
tive innovation that has the potential to redefine many sectors of the economy. BC
functions as a public database or open ledg-er where the details of each bitcoins
exchange are recorded. The princi-ple of the BC lies in the fact that each operation
is inscribed in thousands of large account books, each subject to the scrutiny of a
different ob-server. This system is reliable because it is based on cryptography. It is
also resilient thanks to the P2P architecture. The concept of BC is ex-tended to sec-
tors requiring the recording of transactions or contracts. The US Federal Securities
and Exchange Commission has approved the use of the BC as a share ownership
registry. There are also smart con-tracts applications based on the Internet of ob-
jects. The BC generates data using distributed algorithms. It stores these data using
encrypted chained blocks. The architecture of the BC model is composed of seven
layers (similar to ISO layers). Three major players can be impacted by the BC:
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trusted third parties, state institutions and all organizations seeking new forms of
financing to manage their capital shares. The main risk is that of security and es-
pecially the existence of vulnerabilities that could be exploited by hackers. Another
risk is related to the use of different technological approaches. It is the social, legal
and financial challenges that this technology will bring to light that could prove to
be the most difficult problems to solve.

Applying our guiding method and the multi-criteria hierarchy, we obtain the fol-
lowing results (Figure 17.3). Five types of judgments can be issued: 1) the node
does not contain information: this situation may reflect a lack of information on this
criterion or the irrelevance of the criterion for this technology, 2) the node contains
factual information (gray) with descrip-tive value), 3) the node reflects a positive
judgment, an opportunity provided by the technology (green), 4) the node repre-
sents an alert (or-ange), informing the decision-maker about an aspect requiring
special monitoring, 5) the node represents a risk ), which calls for a strength-ened
evaluation.

The blockchain technology impacts highly the security of the IS, positive-ly since
its mechanism really improves both integrity and non-repudiation levels. However,
in terms of confidentiality, there is no basic guarantee. The two main points of vigi-
lance are maturity and compliance with certifications. Many other leaves of the tree
could not be feeded, which means that additional information has to be found be-
fore con-cluding. For example, there is no information on the performance of the
blockchain. Moreover, the adaptability may be questioned.

17.4.2 The case of Smart Data Discovery

Smart Data Discovery (SDD) corresponds to the application of artificial in-telligence
to Business Intelligence. Unlike the conventional means used to produce conclu-
sions based on data, SDD provides users with the abil-ity to understand the patterns
hidden in the data. It can provide quick insights and advanced data visualization
tools offering levels of granulari-ty analysis in a single interface. It enables users
to perform self-service analysis including data preparation, native language queries
and auto-matic creation of visualizers. It is an encapsulation of predictive analyt-ics,
interactive data visualization, pattern matching, and machine learn-ing to assist au-
tomated decision support. Using semantic technologies (4), SDD methods improve
the effectiveness of BI analytics. Semantic graph databases, which store data as a
graph, allow end users to relate to their questions while concentrating on relevance.
The architecture of a typical SDD system comprises several modules: data prepara-
tion, in-sight generation, data discovery, recommendation engine, and insights de-
livery. SDD is characterized by an ease of use, a real degree of agility and flexibil-
ity, and by an optimal time-to-results. However, it suffers from a limited depth of
data exploration and a low complexity of analy-sis. SDD exploits machine learning
to automate the analytics workflow. Banks, retailers, and insurance companies are
among the main users of SDD. Many tools exist such as DataRPM, run directly on
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Fig. 17.3 Evaluating blockchain through the hierarchy.
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Hadoop/Spark as a data source. They offer a natural-language query interface and
interac-tive. They also offer visual-based data discovery. Other SDD tools, such as
Ayasdi and DataRPM, exploit graph analysis to identify meaningful re-lationships.
Finally, the Smart BI software developed by Yseop write in-telligent reports in-
stantly and leverage on the company’s best practices to explain what actions to take
and why.

Application of our guiding method leads to the following result (Figure 17.4).

Fig. 17.4 Evaluation Smart Data Discovery through the hierarchy.
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Information on this technology is limited. Is it a niche phenomenon or too emer-
gent technology? Moreover, it appears that no threat or nega-tive impact is men-
tioned. The assessment comes down to a set of main-ly functional opportunities for
easy access to unsophisticated users.

17.4.3 Hierarchies’ Comparison

By comparing the two resultant hierarchies, we find that all the dimen-sions are
not informed. Moreover, the BC hierarchy is more complete than the SDD one. We
argue that the more a hierarchy is complete, the more the underlying technology is
disruptive. On the contrary, if the hi-erarchy is incomplete, then the technology can
be perceived as a mar-keting phenomenon. In this case, the technology cannot be
considered as disruptive. In our case, BC appears to be more disruptive than SDD.
in any case, it is important to look for the missing information before de-ciding on
the disruptive nature of an emerging technology.

17.5 Conclusions and Future Work

In this chapter, we present an approach to evaluating emerging technol-ogies com-
bining three conceptual frameworks: the theory underlying complex information
systems, systems theory and the ISO 25000 stand-ard devoted to software quality.
The evaluation process is structured us-ing a multi-criteria hierarchy. We took into
account the social and tech-nical dimensions for each component of the system to be
assessed, in-cluding the system itself, its environment and its evolution. To illustrate
this approach, we have applied it to the cases of âĂIJBlockchainâĂİ and “Smart
Data Discovery”, which today constitute emerging technologies with many fields of
applications. The approach makes it possible to evaluate an emerging technology, to
identify the domains where the information is missing and requires complementary
expertise, to enrich, and to evolve the hierarchy with each application.

We plan, in terms of future research, to extend the evaluation by asso-ciating met-
rics to the criteria. It should be noted that the weights of the evaluation dimensions
and the criteria are not the same according to the sectors of activity or the fields
concerned. Thus, in some cases, spatial adaptability (scalability or scale-up) can be
significant. In other cases, regulatory compliance is paramount, while depending on
the areas con-cerned. Another line of research concerns an approach that would use
the same hierarchical model in reverse engineering, as a framework en-abling or-
ganizations to determine the most important factors and best suited to their needs
when developing emerging technologies. Finally, another avenue of research is to
integrate natural language analysis techniques to automate the analysis phase of the
documentation.
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Chapter 18
The Early Days of Entity-Relationship Modeling
Retrospective on Dataid Project and Beyond

Carlo Batini and Stefano Ceri

Abstract This book, dedicated to Ontoni Olivé, will be presented to him at the
36th International Conference on Conceptual Modeling; this tells us that conceptual
modeling established as a research field about 40 years ago, when seminal works
on conceptual modeling were published. Our research career started as well about
40 years ago, and modeling has been a constant interest for both of us - not lim-
ited to data, but also to process abstractions and to various application domains. In
2013, C.B. was recent recipient of the Peter Chen Award for outstanding contribu-
tions to conceptual modeling and S.C. recalls calling for three important things in
databases: modeling, modeling, modeling when receiving the Edward Codd Award.
This paper is a journey over the early years of conceptual modeling, seen from the
perspective of two early members of the research community. We will focus on con-
ceptual database design, situated in the more general context of information systems
design and of database design.

Key words: Entity-Relationship Modeling, Conceptual Database Design, Data
Modeling and Integration

18.1 Conceptual Modeling: An historical Perspective

Data management as a scientific discipline deveoped in the early seventies, with
the advent of Ted Codd’s relational model [13]. Together with simple and solid
modeling principles, based on set theory, the relational revolution brought about
declarative query languages and well-understood data semantics. With the rise of
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formal methods for querying and managing relations, scientists stated to ask if they
could devise other methods for designing good relations, i.e. relations with strong
structural properties, and hence less exposed to unexpected behaviors.

As natural complement of query languages, scientists focused on the so called
normalization of relations, progressively formalizing the definition of functional
dependencies, multi-value dependencies, and normal forms [14, 15]. The most ad-
vanced relational vendors, including IBM, started to advertise (and sell through pro-
fessional consultants) the notion of normalization as a technique for designing com-
plex relational schemas.

While such theory had certainly an impact on improving the quality of relational
databases, it had pitfalls; a complete top-down approach, starting from the universal
relation consisting of all the domains and then progressively normalizing it, was
hardly applicable. Similarly, a complete bottom-up approach, starting from all the
functional dependencies and then building relations by structural aggregation, was
not applicable. In both cases, although the underlying theory is nice, it was not
easy to build the startpoints to which such theory could be applied. The best use
of normalization is a local analyis of existing relations, to get rid of anomalous
behavior; such local analysis is still in use.

Fig. 18.1 Fundamental Works from Late Seventies

A different approach to data design, based on conceptual abstractions, started to
be developed in parallel. Early tools for information systems design, developed in
Scandinavian countries by Bubenko et al [9] and Solvberg et al. [1], had included
abstractions for data modeling. In 1976, the seminal work by Peter Chen defined the
Entity-Relational model [12] (see Fig. 18.1); at the same time, John and Diane Smith
formalized the fundamental data abstractions of aggregation and generalization [26],
and Paolini, Pelagatti and Bracchi proposed the binary data model [8]. The field of
conceptual database design was then established in 1978, with two workshops held
in New York [28] and New Orleans [16]. At that time, our first publications in the
area, both in 1979 (see Fig. 18.2), on Top-Down Design of Entity-Relationships
Concepts at ER79 [5] and on View Specification and Verification at VLDB79 [4].
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Fig. 18.2 Batini-Ceri Publications in 1979 (ER/VLDB)

18.2 DATAID

In Italy, the National Research Council promoted in 1980 a significant research
framework, called Progetto Finalizzato Informatica (PFI), perhaps the best and most
organized research program for computer science ever organized in the country,
striking an effective balance among academic and industrial participation. Within
the framework, data management was recognized as crucial for the development
of computer science and specifically for the public administration, with a specific
Programme (P2). Indeed, the strategic documents leading to the birth of the project
included visionary statements: while until yesterday most people believed that ma-
chines were most important and now they think that software and algorithms are
most important, data will be the most important in the future: they are the whealth
of organizations, behind their sizes and complexity they hide huge power (P. Bron-
zoni, 1981). Specifically, the DATAID project within Programme P2 was focused on
database design.

Thanks to good management and thanks as well to the concurrent blooming of
computer science, many young fellows participated to DATAID across the Italian
universities (Politecnico in Milano, Sapienza in Roma, Univerity of Milano, Torino
and Pisa), CNR research centers and industries; among them, we recall Antonio Al-
bano, Paolo Atzeni, Sandro D’Atri, Valeria De Antonellis, Giulio De Petra, Barbara
Demo, Antonio Di Leva, Maurizio Lenzerini, Giacomo Marini, Marina Moscarini,
Barbara Pernici, Domenico Saccá, Gaetano Santucci e Paolo Tiberio. The work in
DATAID resulted in a very active research community. Early DATAID results are
collected in two edited books [10, 3] (see Fig. 18.4).

18.2.1 The Method

During 1981, we defined the so-called DATAID Methodology, that has been shared
by all the DATAID participants. The method, illustrated in Fig. 18.5, consisted of six
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Fig. 18.3 The Dataid Project; Research and Industrial Units

(a) 1983 Book (b) 1985 Book

Fig. 18.4 The Dataid Books
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phases, each covered by a book chapter, each written cooperatively by the members
of the DATAID project:

1. Requirement Collection and Analysis, dealing with the preparation to design by
means of glossaries and case descriptions; collected glossary information re-
garded data, operations and events.

2. View Conceptual Design, focused on th design of single views.
3. View Integration, dealing with the integration of multiple views to generate a

global conceptual schema.
4. Logical Design, separatly targeting to relational and to Cosasyl databases.
5. Physical Database Design for Codasyl Databases.
6. Physical Database Design for Relational Databases.

Some of the aspects of the DATAID methodology have been quite successful, in-
cluding the clean separation between the conceptual, logical and physical design of
databases (where the former is system-independent, the second depends on the type
of data model, the third is taylored to a target database management system) and
between design and integration steps of conceptual modeling. While the Codasyl
databases are no longer in use, the method has been then applied to other targets,
such as object-oriented, object-relational and XML databases.

Fig. 18.5 Phases of the DATAID Methodology

Figure 18.6 is an example of ER schema used during conceptual modeling; we
shared the conceptual modeling notation, that included cardinality constraints, op-
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tional and mandatory participation for both attributes and relationships, internal and
external identifiers, repeating and composite attributes, and generaaliztion hierar-
chies.

During the project, we long debated between two approaches: the Methodol-
ogy used a rich conceptual model during the early phases of design but then was
forced to translating it into much simpler data structures supported by commercial
DBMSs. Other research groups (and specifically Antonio Albano from the Uni-
versity of Pisa) were pushing a more revolutionary approach, which aimed at the
development of next-generation DBMS directly supporting the conceptual model.
Antonio proposed the Galileo language [2], while at the same time other scientists
were similarly proposing high-level languages with rich data types - among them,
Joachim Schmidt with Pascal-R [27] and John Mylopoulos with Taxis [18]. Follow-
ups of this discussion can be traced in the long competition between relational and
object-orented databases, where the latter carry more semantics, and, at a broader
level, between databases and ontological systems.

18.3 Conceptual Design Book

In 1987, after the end of DATAID, we started our most ambitious project, a book on
Conceptual Database Design [6]. The book was contracted by Benjamin/Cummings
and co-authored with Sham Navathe, who had been working with C.B. on data in-
tegration and with S.C. on distributed databases; Fig. 18.7 shows the book’s cover
and the three authors, much younger than today, dring an intense day of writing.
Although in principle the book’s plan was very clear, in practice it took five years
to be accomplished - for both of us it was the longest writing project ever. The most
critical part was the logical design: none of us was really enthusiast about writing
it. In the end, and after some turbolences, the book was completed. The method
presented in the book preserves the methodological structure of DATAID and the
conceptual models adopted in the two cases are very similar. The book is of course
much broader and differs for a stronger emphasis on the quality of design results,
an argument which then became very relevant to C.B.’s work.

The publication of the Conceptual Database Design book, in 1992, marks also
the end of this brief journey into the early phases of conceptual modeling. After
completing the book, we continued working on modeling, although with different
approaches. C.B. decided to leave university to go to work in a new institution,
the Authority for Informatics in Public Administration (Aipa). The main goal of
Aipa was to boost in Italian central public administration the use of information
technologies to improve services provided to citizens and companies.

The problems C.B. faced in Aipa were immense; fortunately he survived, and as
a ïňĄrst activity he was the responsible of a survey focused on the most relevant
400 databases managed in the Ministries. He conceived the repository of conceptual
schemas [29], that adopts abstraction-integration primitives; the repository enabled
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Fig. 18.6 Conceptual Schema in DATAID

(a) Batini, Ceri and Navathe at work (b) and their outcome

Fig. 18.7 Conceptual Design Book
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the integrated representation of the 400 schemas as a pyramid of schemas, corre-
sponding to about 5.000 entities and as many relationships.

S.C. turned to different kinds of conceptual models; in particular together with
Piero Fraternali, he developed Web Modeling Language (WebML) [11] - recently
evolved into an OMG standard for building data-intensive Web applications - and
founded WebRatio, a company whose main mission is a model-driven approach
to software development; WebRatio is the name of the commercial tool based on
WebML. Recently, S.C. developed an interest in genomic data management and
developed GDM (Genomic Data Model) [17] and GCM (Genomic Conceptual
Model), two domain-specific models for data-driven genomic computing.

Fig. 18.8 Carlo and Antoni in a recent Ceremony

18.4 Antoni Olivé

This chapter is part of a book dedicated to Antoni Olivé, so we conclude the jour-
ney on the early days of conceptual modeling with a brief description of his early
contributions. Antoni’s earlier work in the field dates 1983 and is entitled Analysis
of Conceptual and Logical Models in Information Systems Design Methodologies
[20]. Bridging conceptual modeling to information system design is also the main
purpose of his book, entitled Conceptual modeling of information systems, which
was published by Springer-Verlag much later, in 2007 [25].

But the main contribution of Antoni to the early developing of conceptual mod-
eling is a focus on deduction. His work is generally inspired by an interest in com-
bining conceptual modeling with deductive databases and with integrity checking
or event management. Througout his long academic career, Antoni Olivé has been
able to lead a big group of PhD students and researchers, conveying them his love
for this specific aspect of conceptual modeling. After his VLDB paper on the de-
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sign and implementation of information systems from deductive conceptual models
[21], he had numerous papers on this general topic with his students: among them,
change computation with T. Urpí [22], event method for updating views with Ernest
Teniente [23], reasoning about deductive conceptual models with Dolores Costal
[24].

Antoni is a friend to both of us. S.C. reminds many trips to Barcelona for attend-
ing Schools and Conferences in beautiful places of Costa Brava and for graduating
Antoni’s students, as external jury member. C.B. reminds that Antoni was present
when he received the Peter Chen Award (Fig. 18.8). It was a pleasure to write this
chapter and to dedicate it to Antoni Olivé.
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