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Preface

This three volume set of books includes the proceedings of the 2017 38th
International Conference on Information Systems Architecture and Technology
(ISAT), or ISAT 2017 for short, which will be held on September 17–19, 2017 in
Szklarska Poręba, Poland. The conference was organized by the Department of
Computer Science and Department of Management Systems, Faculty of Computer
Science and Management, Wrocław University of Technology, Poland.

The International Conference on Information Systems Architecture has been
organized by the Wrocław University of Technology from the seventies of the last
century. The purpose of the ISAT is to discuss a state of the art of information
systems concepts and applications as well as architectures and technologies sup-
porting contemporary information systems. The aim is also to consider an impact of
knowledge, information, computing and communication technologies on managing
the organization scope of functionality as well as on enterprise information systems
design, implementation, and maintenance processes taking into account various
methodological, technological, and technical aspects. It is also devoted to infor-
mation systems concepts and applications supporting exchange of goods and ser-
vices by using different business models and exploiting opportunities offered by
Internet-based electronic business and commerce solutions.

ISAT is a forum for specific disciplinary research, as well as for multi-
disciplinary studies to present original contributions and to discuss different sub-
jects of today’s information systems planning, designing, development, and
implementation. The event is addressed to the scientific community, people
involved in variety of topics related to information, management, computer and
communication systems, and people involved in the development of business
information systems and business computer applications.

This year, we received 180 papers. The papers included in the three proceedings
volumes published by Springer have been subject to a thoroughgoing review
process by highly qualified peer reviewers. At least two members of Program
Committee or Board of Reviewers reviewed each paper. The final acceptance rate
was 56%. Program Chairs selected 101 best papers for oral presentation and
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publication in the 38th International Conference on Information Systems
Architecture and Technology 2017 proceedings.

The papers have been grouped into three volumes:
Part I—discoursing about topics including, but not limited to, Artificial

Intelligence Methods, Knowledge Discovery and Data Mining, Big Data,
Knowledge Discovery and Data Mining, Knowledge Based Management, Internet
of Things, Cloud Computing and High Performance Computing, Distributed
Computer Systems, Content Delivery Networks, Service Oriented Computing, and
E-Business Systems, Web Design, Mobile and Multimedia Systems.

Part II—addressing topics including, but not limited to, System Modelling for
Control, Recognition and Decision Support, Mathematical Modeling in Computer
System Design, Service Oriented Systems and Cloud Computing and Complex
process modelling.

Part III—dealing with topics including, but not limited to, Modeling of
Manufacturing Processes, Modeling an Investment Decision Process, Management
of Innovation, Management of Organization.

We would like to thank the Program Committee and external reviewers, essential
for reviewing the papers to ensure a high standard of the ISAT 2017 conference and
the proceedings. We thank the authors, presenters, and participants of ISAT 2017;
without them, the conference could not have taken place. Finally, we thank the
organizing team for the efforts in bringing the conference to a successful scientific
event.

We devote ISAT 2017 to our friend and former ISAT Chair, Professor Adam
Grzech.

September 2017 Leszek Borzemski
Jerzy Świątek

Zofia Wilimowska
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In Memory of Our Friend and Past ISAT Chair

Professor Adam Grzech

November 2016

Professor DSc. Adam Grzech was born in 1954 in Dębica (Poland). He was
graduated at the Wroclaw University of Technology 1977—M.Sc. Electronic
Engineering. He did his PhD at the Institute of Technical Cybernetics in 1979 and
D.Sc. in technical sciences in the field of computer science in 1989 and received the
title of full Professor in 2003 from Wroclaw University of Technology.

He was an Assistant Professor at the Institute of Technical Cybernetics (1979–
1982), an Assistant Professor at the Institute of Control and Systems Engineering
(1982–1989), Associate Professor at the Institute of Control and Systems Engineering
(1989–1993), a Professor at the Institute for Technical Informatics (1993–2006), and
a Full Professor at the Institute of Computer Science, Faculty of Computer Science
and Management at Wroclaw University of Technology (since 2006).

He was an author and co-author of over 350 published research works. His areas of
research were as follows: analysis, modeling, and design information and commu-
nication systems and networks. Since 2002, he was a Chief of Telecommunication
Department. He was a leader of Scientific School on Information and Communication
Systems and Networks. He was a promoter of the 10 completed Ph.D. theses.

During the years 1991–1993 and 1999–2002, he was a Director of the Institute
of Control and Systems Engineering. Since 2002, he was a delegate of the Rector
for Information Technology, and then during the years 2003–2005, he was a Vice
President for Development at the Wroclaw University of Technology and in 2002–
2008 a member of the Senate of the Wroclaw University of Technology. During the
years 2005–2012, he was a Vice Dean of Computer Science and Management
Faculty.
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He was active in the work at the national, international committees of confer-
ences and scientific journals. He was Co-chair of Information Systems Architecture
and Technology (ISAT) and Systems Science International Conferences. Since
1982, he served as Scientific Secretary, and since 2006 Editor-in-Chief of the
Science Systems journal published quarterly.

Professor Adam Grzech was a member of the Wroclaw Scientific Society, the
Polish Informatics Society, the Council of Information Technology, the Committee
on Informatics of the Polish Academy of Sciences, and Technical Committee TC6
(Communication Systems) IFIP.

Leszek Borzemski
Jerzy Świątek

Zofia Wilimowska

ISAT 2017 Szklarska Poręba, September 17–19, 2017
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Use of the Modified EPSILON Decomposition
for the LTI Models Reduction

Damian Raczyński(&) and Włodzimierz Stanisławski

University of Applied Sciences in Nysa, ul. Chodowieckiego 4,
48-300 Nysa, Poland

{damian.raczynski,

wlodzimierz.stanislawski}@pwsz.nysa.pl

Abstract. For the purposes of representing the characteristics of physical
systems, the LTI (Linear Time Invariant) models are often used. Even in the case
where the physical system is described by a set of nonlinear differential equa-
tions, the linearization process is able to determine a set of linear differential
equations e.g. at the working point. The main problem that arises when
designing the system model is the order of the resulting matrices. The model
order reduction of the LTI models is a common operation which led to obtain a
model of smaller size. The large system size issue often make impossible to
perform real-time simulation or designate the control system - for example,
determining the LQG control system is possible only for relatively small
models. In order to achieve high accuracy of the reduced model with the original
model, it is necessary to perform a reduction in the specified range of frequency.
The problem arises when the resulting model has to match both - low and high
frequencies. In addition, models that describe the slow and fast phenomenon are
difficult to numerical analyze. The authors propose the use of a methodology,
which bases on separating the model into two parts - the fast part and the slow
part. The modified Epsilon decomposition is proposed do achieve this goal. The
obtained results confirm that the presented methodology is correct.

Keywords: Epsilon decomposition � Model order reduction � Frequency
Weighted Model Reduction � Stiff models reduction

1 Introduction

The paper presents a method of reducing the LTI models expressed by the set of
Eq. (1).

X
:

_xðtÞ ¼ AxðtÞþBuðtÞ
yðtÞ ¼ CxðtÞþDuðtÞ

(
ð1Þ

where: A - state matrix, B - input-to-state matrix, C - state-to-output matrix, D – Feed
through matrix.

The LTI model of a system can be determined using, for example, the finite element
method. The finite element method is very popular today, but the discretization of the

© Springer International Publishing AG 2018
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continuum may lead to a complex system of ordinary differential equations. Analyzing
the properties of the obtained model or determining its control system may be
impossible. In such situations, the model order reduction should be carried out.

The Frequency Weighted Model Reduction (FWMR) method [1], used in the
examples in this article, was developed to reduce the order of models with minimizing
the approximation error expressed by the formula (2).

GWOðsÞ GOðsÞ �GrðsÞð ÞGWIðsÞk k1 ð2Þ

Where G’s denote transfer matrices of: Go(S) – the original model, Gr(s) – the
reduced model, GWO(s) – the input filter, GWI(s) – the output filter.

The presence of input and output filters causes the reduced model more accurately
approximate the frequencies for which the output filter and/or input filter have higher
singular values. This method was introduced in the works of D. Enns. Modification of
the Enns method, which allows to maintain the stability of the reduced model using
both filters, is proposed in [2].

The LTI models can describe both fast and slow processes running simultaneously
within the modeled physical system. A model in which both fast and slow modes occur
is called as a stiff model. The model stiffness coefficient can be determined from the
formula (3).

g Að Þ ¼ Max Re kið Þj jf g
Min Re kið Þj j 6¼ 0f g ð3Þ

It determines the ratio of the absolute value of the real part of the largest eigenvalue
of the matrix A to the smallest. Models with significant stiffness are difficult to analyze
by numerical methods. The solution to this problem may be division of the system into
two parts - one for fast processes and the other for slow processes. The method of
model decomposition in which the fast part and the slow part are already separated is
described in detail in the literature [3–5]. The authors would like to point out that the
literature known to them does not include a method of decomposing a model into a fast
and slow parts if both types of equations are mixed together.

By using the finite element method to determine the model of a physical object,
usually the equations describing both types of processes are mixed together. It is
necessary to renumber state variables in such a way that equations describing fast
dynamics fall into one part of the model, while the equations associated with the slow
processes in the second part. The purpose of this article is to develop a general
methodology that will allow to divide the model into two parts (slow and fast) without
knowing the physical meaning of the individual equations. The epsilon decomposition
will be used for this purpose. The designated parts will be subject to independent
reductions using the FWMR method.
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2 The Epsilon Decomposition

Epsilon decomposition uses the fact that complex LTI models have a weak connection
(or lack of connection) for most state variables. Usually, object dynamics are largely
dominated by strongly interrelated state variables. It is crucial to identify groups of
strongly interrelated elements. The Epsilon decomposition designates the subsystems
which are strongly interconnected internally and weakly connected between each other.
The e parameter determining which of the connections between subsystems is
insignificant. It is the number whose value is greater than 0 (the value is arbitrarily
determined). Based on the e value, the position of state variables is changed so that the
strongly interrelated elements fall into the diagonal blocks of the state matrix A (each
group of strongly connected state variables in a separate block). Blocks beyond the
main diagonal, after performing permutation of rows and columns, will contain small
values. The epsilon decomposition of the A matrix can be written as the sum of the
block-diagonal matrix A0 and matrix which contains the connections between the
separated blocks [6–9].

ð4Þ

The multi-level epsilon decomposition is based on performing an analogous divi-
sion with respect to the designated subsystems Fig. 1.

2.1 The Modified Epsilon Decomposition Algorithm

The first operation performed by the modified Epsilon decomposition algorithm is
normalization of all elements of matrix A by computing absolute value of each element
divided by the maximal value of the matrix. After this operation, the matrix A_norm
will be determined. In the next step, the algorithm zeroes all elements from the matrix
A_norm, which are smaller than the epsilon value. All elements of the matrix A_norm
larger than the e are set to 1. The obtained binary matrix A_bin defines the strong
relationship of state variables. Using the CONNECTED COMPONENTS algorithm,
the connections between the rows of the matrix A_bin are searched. The purpose of the
modified Epsilon decomposition is to find the strong connections between the differ-
ential equations describing the physical phenomena. The matrix A_bin is treated as a

Fig. 1. A sample structure of state matrix after the one level (left side) and two levels (right
side) epsilon decomposition
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graph, where the vertices of the graph are rows. Elements equal 1 define the edges of
the graph - if the n’th row contain 1 in the m’th column, this means that there is an edge
from n’th to m’th vertex of the graph. The algorithm, in the form of MATLAB code, is
presented below.

The function epsdec_mod is a modified Epsilon decomposition algorithm. The
function parameters are the state matrix of original model (A) and the e value (e). Based
on the value of the e parameter, using the epsilon function a connections graph is
created (the binary matrix of connections). The values returned by the function are the
permutation vector and the collection identifying the connected components of the
created graph. The permutation vector determines the order of state variables in such a
way that the strongly connected state equations are placed in the same blocks on the
main diagonal of the state matrix (A). Collection nodes is a set of vectors that contain
indices of the state variables belonging to the common connected component within the
created graph.

Comparing the presented algorithm to the generally available EPSDEC code [10],
the main difference occurs in the matrix elements normalization. The EPSDEC nor-
malizes every row by row absolute maximal value. For the considered model it pre-
vents the separation of the fast and slow parts. In the presented algorithm, all matrix
elements are normalized by the matrix absolute maximal value.
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3 Experiment Data

As an exemplary model we choose the model of one-phase zone of evaporating tubes
system in the BP-1150 steam boiler [11]. The model of the evaporating tubes system
describes the slow heat processes (thermal conductivity along the tubes and connecting
fins), mass transfer processes and enthalpy change of the water-steam mixture along the
screen tubes, as well as very fast dynamic processes - movement of pressure along the
tubes (sound processes). In order to obtain a lumped parameter model, the cumulative
evaporator tube is divided along its length into a number of finite elements with
dimensions small enough to assume that the individual element is a dynamic system
with the lumped parameters (described by the system of ordinary differential equa-
tions). Physical meanings of the model variables are as follows: Mk – mass flow kg/s,
hk – enthalpy of the water kJ/kg, Pk – pressure MPa, qk – heat flux kW/m, Zk – position
m, Ht,k - temperatures of the tube wall and connecting fin K (Fig. 2).

Fig. 2. A structure of single finite element of evaporator tube [11]
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Fig. 3. Eigenvalues of one-phase zone of evaporating tubes system in the BP-1150 steam boiler
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The linearized model is characterized by high stiffness (η(A) > 1000). With such a
large difference in the values of the eigenvalues (Fig. 3), the dynamic processes
associated with the displacement of pressure changes along the tube are practically
independent of the other thermodynamic processes. For this reason, two weakly
interconnected sub-systems can be distinguished in the evaporator tube model:

• a model describing rapid sound phenomena,
• a model describing slow heat and thermodynamic phenomena.

4 Model Decomposition

In the analyzed case it is desirable to group into one subsystem the state equations
associated with high eigenvalues (fast dynamic processes - displacement of pressure
and mass flow along the tubes), while in the second subsystem – state equations
associated with movement of enthalpy changes along the tubes and changes in tem-
perature of the tubes and the connecting fins (slow dynamic processes associated with
small eigenvalues).

The study was carried out on the LTI model of the one-phase zone consisting of 40
finite elements. Each finite element is related to 15 equations describing the physical
phenomena occurring in the tubes. For the single k’th finite element the state variables
form the vector presented in the formula (5) [11].

Xk ¼ MkPkhkH1;k. . .H12;k
� � ð5Þ

The analyzed model contain 40 * 15 = 600 differential equations, which after
linearization can be written in the state space: dXdt ¼ AX þBu; Y ¼ CX, where: X – state
vector [600, 1], A – state matrix [600, 600], B – input matrix [600, 4], C – output matrix
[3, 600], u – input vector [1, 4].

Using the original Epsilon decomposition algorithm to decompose the model, it
does not produce the desirable results. For example, performing a decomposition for
e = 0.2 resulted in the division of the model into two parts. One decomposed system
consists of elements with indexes equal: 541 556 571 573 586 588. The second system
contains the remaining state equations. Changing the e coefficient from 0 to 1 with a
step 0.01 did not produce the desired results.

The modified version of Epsilon decomposition produces correct results. The
algorithm was tested with epsilon values varies from 0.01 to 0.9 (with 0.01 steps). Each
time the process separates two subsystems. One decomposed system consists of ele-
ments with indices equal: 2 17 32 … 587. These rows are related to the state variables
Pk (displacement of pressure). The second decomposed system consists of remain
elements (mass flow along the tubes and slow dynamic processes associated with small
eigenvalues).

In the next step, the second system was redecomposed using the modified Epsilon
algorithm. For the value of the e coefficient from 0.04 to 0.05, the decomposition
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divides the model into two parts. First decomposed system consists of elements with
indices equal: 1 15 29 … 547. These rows are related to the state variables Mk (mass
flow along the tubes). The second decomposed system consist of equations related to
the slow dynamic processes.

5 Decomposed Models Verification

For simplicity of the presented method, we assumed that the original model is divided
into two parts (the fast and the slow part). The fast part of the model is related to the
Eqs. 1 and 2 of each finite element (80 equations), indices of these equations were
determined in the modified Epsilon decomposition process. The slow part of the model
consists of the remain equations (520 equations).

The LTI model of the one-phase zone has 4 inputs and 3 outputs (Fig. 4). Physical
meanings of the input and output variables are as follows: q* – relative value of the
heat flux, Pout – the outlet pressure of the one-phase zone MPa, hin – the inlet water
enthalpy kJ/kg, Min – the inlet water flow kg/s, Pin – the inlet pressure of the one-phase
zone MPa, hout – the outlet water enthalpy kJ/kg, Mout – the outlet water flow kg/s.

The sub-models connections in the evaporation tubes model are presented in the
Fig. 5.

If the presented methodology is correct then the frequency characteristics of the
decomposed subsystems should satisfy the following conditions:

• fast subsystems should not differ much from the characteristics of the original
model for high frequencies and fast input-output tracks,

MODEL

Pin

hout

Mout

q~

Pout

hin
Min

Fig. 4. Inputs and outputs of the model of one-phase zone.

Fig. 5. The structure of the evaporation tubes model
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• slow subsystem should approximate well the frequency characteristics of the
original model for slow input-output tracks for slow frequencies.

Figures 6, 7, 8 and 9 compare the frequency characteristics of the selected
input-output tracks of the decomposed models with respect to the original model.

Figures 6, 7, 8 and 9 demonstrate the correctness of the proposed methodology.
The proposed modification of the Epsilon algorithm correctly decomposes the model
into parts related to fast and slow processes.
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6 Decomposed Models Reduction

The original model, after permutation of state variables takes the form (6):

_x1 ¼ A11x1 þA12x2 þB1u

_x2 ¼ A22x2 þA21 x1 þB2u

y ¼ y1y2½ � ¼ C1C2½ �
x1

x2

" # ð6Þ

where: x1 – The first part of the state vector of size n1, x2 – The second part of the state
vector of size n2, A11 – state matrix of subsystem 1 of size n1 � n2, A22 – state matrix
of subsystem 2 of size n2 � n2, A12, A21 – matrices of interfaces between subsystems,
determining the impact of one subsystem on another of size respectively n1 � n2,
n2 � n1, C1, C2 – subsystems output matrices, of size respectively l � n1, l � n2, B1,
B2 – subsystems input matrices of sizes respectively n1 � k, n2 � k, n = n1 + n2.

Both decomposed subsystems are subject to independent reduction, without con-
sidering connecting them interfaces. As a result, reduced subsystems expressed by
formula (7) are obtained.

~_x1 ¼ ~A11~x1 þ ~B1u1; ~y1 ¼ ~C1~x1
~_x2 ¼ ~A22~x2 þ ~B2u2; ~y2 ¼ ~C2~x2

ð7Þ

where:

~x1 ¼ T1x1; x1 ¼ L1~x1; ~x2 ¼ T2x2; x2 ¼ L2~x2;
~A11 ¼ T1A11L1; ~B1 ¼ T1B1; ~C1 ¼ C1L1;
~A22 ¼ T2A22L2; ~B2 ¼ T2B2; ~C2 ¼ C2L2:

The matrices T1, L1 and T2, L2 are obtained in the reduction process of both
subsystems (transformation matrices generated by FWMR reduction algorithm). The
transformation matrices sizes are as follows: T1 [k1 � n1], L1 [n1 � k1], T2 [k2 � n2],
L2 [n2 � k2]. After considering the dependencies in the original model, substituting
x1 ¼ L1 ~x1 and x2 ¼ L2 ~x2 to the original model equations, the formula (8) is
obtained.

L1
~_x1 ¼ A11L1~x1 þA12L2~x2 þB1u

L2
~_x2 ¼ A22L2~x2 þA21L1~x1 þB2u

ð8Þ

After left multiplying (8) by T1 and T2, respectively, and after taking into account
that T L = 1, we obtain (9).

~_x1 ¼ ~A11~x1 þT1A12L2~x2 þT1B1u; ~y1 ¼ C1L1~x1;
~_x2 ¼ ~A22~x2 þT2A21L1~x1 þT2B2u; ~y2 ¼ C2L2~x2

ð9Þ
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The matrices structure of the reduced model is shown in Fig. 10.

7 Reduced Model Verification

As a result of decomposition of the original model into the fast part (large eigenvalues)
and the slow part (small eigenvalues), two obtained subsystems are separated from each
other significantly. For some input and output tracks, and a suitable frequency range,
they are almost independent (what can be noticed by analyzing the Figs. 6, 7, 8 and 9).
Both designated subsystems have been reduced with use of the eAMOR MATLAB
application [12, 13]. Table 1 shows the reduction parameters.

Figures 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21 and 22 show the frequency
characteristics of the reduced models (reduced and connected parts fast and slow).

The average square relative approximation error of the reduced models, given by
Eq. (10)

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

pmN

XN
i¼1

Xp
x¼1

Xm
y¼1

Gðx;yÞ jxið Þ � Grðx;yÞ jxið Þ�� ��
Gðx;yÞ jxið Þ�� ��

 !2
vuut ð10Þ

where: p, m - numbers of inputs and outputs of the model, N - number of approximation
points in frequency domain (N = 231) for the frequency scope 10�3 � 1000 rad=s

� �
is

presented in the Table 2.

Fig. 10. Structure of matrices A and C of reduced model

Table 1. The FWMR reduction parameters for the slow and fast part (k – rank of whole
reduced model, k fast – rank of the fast reduced part of model, k slow – rank of the slow reduced
slow of the model, high frequency range – frequency range for determining a reduction error for a
fast part, low frequency range – frequency range for determining a reduction error for a slow part)

k k fast k slow High frequency range Low frequency range

10 5 5 0.01–20 rad/s 0.01–1000 rad/s
20 10 10
190 110 80
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Independent reduction of the decomposed subsystems gives good results, which are
getting better with increasing of order. For the reduced model of the order of 190 (the
slow part reduced to the order of 110 and the fast part unreduced) the frequency
characteristics almost overlap the original model (for most tracks there is no visible
difference).

8 Conclusion

Many physical objects are represented by both slow and fast physical phenomena
simultaneously. The example shown in the article is the one-phase zone of the tubes of
the power boiler. Models that describe both phenomena are called stiff, and they are
difficult to analyze using a computers.

The paper presents a method allowing to divide the stiff model into a fast and slow
part. It should be noted that the method makes it possible to divide the model without
any knowledge of the physical phenomena taking place in the model.

The authors propose a modification of the Epsilon decomposition to achieve this
goal. The original Epsilon decomposition was not able to decompose the model into the
two – slow and fast parts.

The correctness of the presented methodology has been proved experimentally. The
authors chose an exemplary physical model, applied the Epsilon decomposition and
reduced the model. After combining the decomposed and reduced parts, the frequency
characteristics of the reduced model almost matched the frequency characteristics of the
original model. It should be noted here that the reduction was carried out on both
separated parts completely independently. Reducing models in which the subsystems
differ even more in their eigenvalues can produce even better results.

The presented methodology can have many practical applications. For example, the
reduction of the stiff model for determining the control system or the reduction of the
stiff model to perform the real-time simulations.
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Abstract. The paper is concerned with the task of reconstructing missing
values in an observed incomplete matrix, assuming its low-rank approximation.
The problem has important applications, especially in image processing and
social sciences. In our approach, we focus on the problem of recovering missing
pixels in images perturbed with impulse noise in a transmission channel as well
as estimating unknown ratings in a recommendation system. For solving these
problems, we used the modified version of the Hierarchical Least Squares
Algorithm (HALS), including the smoothed version, and compared them with
other algorithm, such as the SPC-QV. The numerical experiments are carried out
for various cases of incomplete data. For image processing, the incomplete
images are obtained by removing random pixels and regular grid lines from test
images. For recommendation systems, we used real rating matrices from the
MovieLens database that contains five-star movie recommendation ratings. The
best performance is obtained if nonnegativity and smoothing constraints are
imposed onto the estimated low-rank factors.

Keywords: Nonnegative Matrix Factorization � HALS algorithm � Image
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1 Introduction

The problem of image reconstruction occurs in many areas of science and is most often
understood as reconstruction of tomographic images with the use of backprojection [1].
This term can be used in a broader sense as reconstruction of missing or distorted parts
of an image, which is concerned in this paper. The topic discussed here deals with the
task of reconstructing missing pixels in an image. It involves estimating the value of the
missing pixels based on the available pixels and certain a priori knowledge about the
characteristics of the reconstructed image. This is usually a task that is part of a
complex process of noise reduction or image correction.

Currently, the issue of image completion is analyzed by many researchers, as
evidenced by recent publications, e.g. [2–5]. Various methodological approaches are
known depending on the size and distribution of disorder in an image. If the distur-
bance is caused by the excision of a certain coherent, relatively large area from a
distorted image, the statistical parametric methods [6, 7] that synthesize a texture
structure are more effective. The synthesis is based on the parametric models that match
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the statistics of the area disturbed to the rest of the object, by analyzing histograms of
color distribution in different resolutions or distribution of other parameters, such as the
wavelet coefficients. This approach, however, has significant limitations, because it
allows only to synthesize the textures with high stochastic similarity.

Another group of image completion methods are exemplar-based methods [8–15],
which fill the missing region with a copy of undisturbed image. Single pixels or so
called patches are copied for texture synthesis. This approach is most effective in
texture synthesis of large missing areas, but is computationally complex as it is usually
implemented with heuristic optimization algorithms. The task of image modeling with
patches can also be expressed by a directed graph, unfortunately whose the edges are
also associated with a high computational cost.

If image distortions are not coherent, and for example, are defined as randomly
missing pixels or multiple pixel groups, then the task of image completion can be
reduced to extraction of low-rank features from the analyzed image. Their product
approximates the distorted image according to the appropriate criterion. In literature,
various algorithms can be found to perform this task, which is usually based on matrix
completion algorithms [16–19] or tensor completion [20–22]. In the case of pixel
completion in monochrome images, matrix decomposition methods are most often
used. For color images, matrix methods can be used separately for each RGB color map
or represent a color image with a tensor and directly decompose it into low-rank factor
matrices. It should be noted that this approach to image restoration is quite flexible due
to a wide choice of: models, constraints imposed on the estimated factors, cost function
expressing the measure of similarity of the distorted image and the model, and opti-
mization algorithm.

This paper presents an application aspect of the selected methods for low-rank factor
image decomposition,whichwere used for the task of estimatingmissing pixels in images
with high-missing data rates. Various algorithms were studied and various attempts were
made to improve them. In particular, we focus on the usage of theHierarchical Alternating
Least Squares (HALS) algorithm [20] and its modifications [21]. This methodology is
used for decomposition of the “damaged” image into the product of non-negative
low-order factors. In this sense, it is closely related to the standard Nonnegative Matrix
Factorization (NMF) model [21, 22] which has found numerous applications in many
areas of science, and is still being developed. One of the main advantages of this model is
its great flexibility in choosing the character of the desired solution. The local smoothness
of the estimated image also implies the local smoothness of the estimated factors.
Enforcing such characteristics of the NMF model is most often accomplished by an
additional regularization of the cost function, which determines the specific nature of the
solution. In this paper, the imposition of smoothness on the estimated factors is inten-
tional, but the task was performed in a different way than in the work [5]. Smoothness was
forced in feature vectors by means of using averaging weighting functions, where low
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weighting factors were attributed to those vector features that were perceived to be ele-
ments far removed from the outliers.

This papers also shows the application potential of the discussed computational
tools for recommendation systems, where the computational problem is very similar to
the image completion problem. The aim of a recommendation system is to predict the
ratings that a user would give to some items based on its preference determined by the
ratings of the selected items. The items can be understand in a wide sense, for example,
movies, books, music, games, restaurants, etc. In this paper, we used the data from the
Movie Lens group [24]. The idea of the recommendation system can be algebraically
illustrated in Fig. 1. The user-movie matrix M ¼ mij

� � 2 R
I�J should be decomposed

into low-rank factors A ¼ air½ � 2 R
I�R and B ¼ bjr

� � 2 R
J�R. Then, every ratings

(observed or not) mij can be represented by the dot product of the user vector ai 2 R
1�R

(row vector from A) and the movie vector bj 2 R
1�R (row vector from B). For low-rank

decomposition, the model only roughly fits the data, which is preferred for recovering
the missing entries in the matrix M.

This paper is organized as follows: The next chapter shows the mathematical model
of the incomplete image reconstruction task. In the next section, the selected methods
for a matrix completion problem have been presented. The results of the numerical
experiments are presented in Sect. 4. The last section contains summary and
conclusions.

Fig. 1. Idea of representing the missing ratings in a recommendation system. Rating mij can be
approximated by the dot product of user vector ai 2 R

1�R and item vector bj 2 R
1�R.
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2 Problem Formulation

This problem can be formulated as follows [3, 4]:

min
X

rank(XÞ; s:t: ðXÞij ¼ ðMÞij; ði; jÞ 2 X ð1Þ

where X 2 R
I�J is the approximated matrix, M 2 R

I�J is the original incomplete
matrix, and X is the set (logical matrix) of indexes of the known elements in M. It is
assumed that the set is known or can be easily estimated by image segmentation.

The main goal of the missing matrix completion is to find such a minimum-rank
matrix X that has the same set of elements as the matrix M in the items indicated by the
set. This algebraic approach can be applied to the approximation of missing pixels in
grey scale (2D matrix) or color (3D matrix or tensor).

3 Selected Methods

All the described methods are based on the Hierarchical Alternating Least Squares
(HALS) algorithm, introduced by Cichocki et al. in [20]. The algorithms was
demonstrated by many researchers to be one of the most efficient algorithms for solving
NMF problems. In comparison to the standard Alternating Least Squares (ALS) algo-
rithm, the HALS demonstrate monotonic convergence, and a greater flexibility for
handling penalty and regularization terms.

3.1 HALS for Matrix Completion

The standard HALS sequentially minimizes the Euclidean cost function, where in each
iteration a block of variables is updated as in the standard block-coordinate algorithm.
Let the cost function be given by the squared Euclidean distance:

J a1; . . .; aR; b1; . . .; bRð Þ ¼ 1
2

Y� ABT
�� ��2

F ð2Þ

where A ¼ a1; . . .; aR½ � 2 R
I�R and B ¼ b1; . . .; bR½ � 2 R

J�R, R is the rank of factor-
ization, and �k kF denotes the Frobenius norm. Let s½ � þ¼ max 0; sf g be the projection
onto the set of nonnegative real numbers. Using this information and the straightfor-
ward mathematical operations [20–22], the following modified HALS algorithm can be
created for solving a matrix completion problem:
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Note that Algorithm 1 iteratively updates the unknown entries in the incomplete
image by approximating them with the corresponding dot product of the estimated
factor vectors using the HALS algorithm. The iterative process is terminated if the
absolute difference between the Frobenius norm of the known entries and the recon-
structed ones (determined by the set X) drops below a given threshold.

The computational complexity of one iterative step of algorithm is low, and it might
be approximated by O IJRð Þ:

3.2 Smooth NMF for Matrix Completion

In this section, we present the HALS-based algorithm with the factor smoothing for
solving a matrix completion problem, which we refer to as the SmNMF-MC. It is based
on the concept of the SPC-QV algorithm [5] which was efficiently used for tensor
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completion. However, it does not use the CP decomposition, but only the NMF model.
The optimization problem is:

minkr ;ar ;br
1
2

M�
XR

r¼1
krarbTr

���
���
2

F
þ

XR

r¼1

kr
2

q 1L1ark k22 þ q2 L2brk k22
� �

ð3Þ

where ar 2 R
I and br 2 R

J are respective non-negative feature vectors (the r-th column
vectors of the corresponding matrices A and B) that correspond to the vertical and
horizontal directions in the imageM, kr is a scaling factor (estimated from the data), and
q1; q2ð Þ� 0 are the penalty parameters. HALS [21] is used to solve the problem (3), as
in the SPC-QV algorithm. The cost function in (3) also contains similar functions
forcing smoothness of the estimated factors (penalties). Moreover, additional functions
were implemented in this algorithm. We used a moving weight averaging filter that was
performed by the smooth (u, 5, ‘rlowess’) function in Matlab. Therefore, by accepting
L1 = L2 = I, the penalty factors stabilizes the solution in case of ill-conditioning and the
smoothing is performed by the direct filtration.
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4 Numerical Tests

The experiments have been run on the computer with the following parameters:
Windows 10, Intel i7-4790K 4.00 GHz, 8 GB, Matlab R2016a.

The image completion tests were performed on the real world image from Positron
Emission Tomography (PET) of the resolution (285 � 277 pixels), which is presented
on Fig. 2. SPC-QV algorithm were taken from the authors’ pages [23]. The tests were
performed on incomplete images that were generated by removing from the original
image: (a) randomly selected 50, 70 and 90% of pixels, (b) a single line of pixels
forming a regular grid of 10 pixels wide. The same algorithms were used with the
MovieLens 20M Dataset [24] for analyzing a recommendation system. This set con-
tains 20 million ratings and 465000 tag applications applied to 27000 movies by
138000 users. The estimated results were validated with the randomly selected ratings
(101 users, 87 movies). These tests were carried out similarly to the image completion
problem.

The original and estimated images are shown on Fig. 3. The Signal-to-Interference
Ratio (SIR) measure was used to evaluate the quality of estimation [21]. The SIR
results are presented in Table 1, and the computational time in Table 2.

The results do not show clearly which of the methods is absolutely the best. The
tensor methods in most cases show faster convergence than the matrix ones. In order to
achieve the same quality of reconstruction, the SmNMF-MC requires about 5000
iterations while the SPC-QV only about 800. However, the SmNMF-MC provides
higher SIR values than the others if the data are not highly incomplete. For the test with
grid disorder, the HALS method does not provide satisfactory results; the grid still
exists on the recovered image and additionally the image is blurred. The SmNMF-MC
method removes the grid lines, but one can see their shadow on the reconstructed
image. In the case of the SPC-QV, the lines are removed, however, the background
noise is still visible.

Fig. 2. Tested image: PET-scan.
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The results for the recommendation system are listed in Tables 3 and 4. For this
test, the ranking of the tested algorithms is slightly different. All the algorithms are very
efficient, but the HALS given by Algorithm 1 seems to work the best. It is also the
fastest one, which is even more important in this case. The results in terms of the SIR
values show that we are able to recover the users’ preference with a high accuracy.
Hence, Algorithm 1 seems to be the best for recommendation systems.

Fig. 3. Results for image completion

Table 1. SIR [dB] results for image completion

SIR [dB]
Missing image HALS SmNMF-MC SPC-QV

50% 17.06 26.11 24.43
70% 15.44 22.71 21.71
90% 5.29 15.37 17.12
Grid 7.23 11.39 28.46

Table 2. Time [s] for image completion

Time [s]
Missing image HALS SmNMF-MC SPC-QV

50% 34.188 131.559 70.017
70% 64.996 224.511 72.483
90% 164.706 101.164 78.557
Grid 8.685 66.445 43.442
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5 Conclusion

Three HALS-based methods are compared in terms of their efficiency for solving
various matrix completion problems. The results strongly depends on the application.
For the image completion, the best results were obtained using the SPC-QV method
with tensor decomposition. For the recommendation system, the best is the simplest,
i.e. the modified HALS given by Algorithm 1. It gives the best performance and in the
shortest time. However, further optimization is necessary for algorithms to make them
more efficient for larger datasets [24]. The methods studied might be useful in a wide
range of research areas, including recognition and image compression [2], DNA
sequencing [25], hyperspectral images analysis [26], etc.
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funded by National Science Center (NCN) in Poland. The other part is supported by the statutory
Grant 0401/0098/16.
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Abstract. In control applications, we often encounter systems that respond to
the control signal change by vibration at their output. These vibrations are
undesirable and various techniques are used to remove them. One of the
approaches designed to suppress undesired vibrations is input shaping. This
paper is devoted to discrete input shapers and to the identification and simulation
of weakly damped discrete systems. Experimentally verified results are also
presented.

Keywords: Input shaping � Accelerometer � Input shaper

1 Introduction

To control weakly damped dynamic systems, input shaping method is often used. Input
shaping is a method that has been used mainly to control the movement of gantry
cranes.

This method was designed to ensure that the crane movement is controlled so that
the suspended load does not break. In general, it can be stated that with the need of
input shaping, we always encounter in the control applications of the positioning
systems with the flexible elements. With the development of mechatronic systems,
input shaping comes to the fore. In Fig. 1, the response of a weakly damped system is
shown. In practice, however, there are often limitations that need to be taken into
account in the theoretical design of the input shaper. These limitations include in
particular the limitation of the action quantity and the relatively low resolution of the
output power elements [1].

Over the time, we have encountered other interesting applications, including the
control of fast moving elevators or the control of the movement of conveyor belts in
production lines, especially in the food industry [2]. The role of the input shaper is to
modulate the frequency spectrum of the control signals so that in the region of the
resonant elevation there are no residual vibrations in the controlled system output. On
the basis of the above we can state that basically it is a proposal of a series correction
member whose task is to modify the frequency characteristics of the controlled system
(Fig. 2).

Input shaping has been successfully applied to the problem of maneuvering flexible
structures without excessive residual vibrations. Non-negative input shapers are often
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required because they can be used with any (unshaped) signals and do not cause the
system instability (if the unshaped signals do not cause system instability).

2 The Input Shaping Principle

The reference input signal used to control the positioning systems can greatly affect the
performance of the system [3, 4]. Numerical filtering and shaping of input signals are
known methods of forming control signals to reduce oscillations. From the design of
the robust input shaper [5, 6] the researchers found substantial arguments that input
shapers are more suitable for the applications containing flexible mechanical systems
with one or two dominant states than the notch and low-pass filters [5].

Digital filters, as well as shapers, generate pulse sequences, which by convolution
with the input signal produce a shaped reference signal. This process is illustrated in
Fig. 3. If a filter or an input shaper is designed correctly, the shaped signal will provide
the desired state change without significant residual vibrations.

Fig. 1. Weakly damped system response

Fig. 2. The involvement of the input shaper

Fig. 3. Input shaping process
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2.1 Theoretical Background

Input shaping is a process that modulates the control signal to prevent the resonant
output of the system. In other words, the shaper filters frequency that causes resonance
in the system in these signals. Parameters of the input shaper are designed so the
response of the system to the input signals corresponds to the desired resonant
characteristic.

Various applications have been developed for a wide range of input shapers.
A commonly used input shaper is the Zero Vibration (ZV) shaper, which can be
described by the relationship (1).

ZV ¼ Aj

tj

� �
¼

1
1þK
0

K
1þK
T

� �
; where T ¼ p

x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p ; K ¼ e
� 1pffiffiffiffiffiffi

1�12
p

; ð1Þ

x stands for resonance frequency and 1 represents system damping.
This input shaper has the shortest time required to execute the arithmetic operations

of the system only by positive pulses. This time is important because the convolution
with the input shaper extends the control time according to the transition time of the
input shaper. If the ZV shaper is designed with a perfect model, it eliminates all
vibrations. If there is an incorrect model, some oscillations occur [6].

If it is necessary to provide resistance to modeling errors, a Zero Vibration
Derivative (ZVD) input shaper may be used, which may be described by Eq. (2). This
shaper forces the derivation of the function with respect to model errors equal to zero.
The tax on adding this robustness is the increased time of realization of the arithmetic
operations of the input shaper, and thus the calculation delay of the system [7].

ZVD ¼ Aj

tj

� �
¼

1
1þ 2K þK2

0

2K
1þ 2K þK2

T

K2

1þ 2KþK2

2T

� �
; ð2Þ

where T and K have the same meaning as for the ZV shaping machine. Another type of
input shaper is the Extra-Insensitive (EI) shaper (3). The execution time of the arith-
metic operations of the input shaper is the same as for the ZVD shaper, but its
insensitivity to change of the system parameters is considerably higher. The sensitivity
of the EI shaper depends on the allowed vibration magnitude in the exact model. In
general, the allowed vibration magnitude is determined to a value that is equal to the
upper limit of acceptable residual vibrations. The reason for this is the fact that by
increasing the allowed vibration size, the insensitivity to modeling errors increases.

EI ¼ Aj

tj

� �
¼

1þV
4
0

1�V
2
T

1þV
4
2T

� �
; where T ¼ p

x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p ; ð3Þ

and V represents the rate of insensitivity to system oscillations.

Designing the Input Shaper in z-plane. In control of the weakly damped systems, the
process of input shaping can also be solved by designing suitable discrete correction
elements that modulate the frequency spectrum of input control signals to suppress
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residual system oscillations. This task can be solved by appropriately locating the zeros
of the transfer function of the correction elements from points of the z-plane corre-
sponding to the poles of the controlled system [2]. The poles of the continuous system
can be expressed

p
1;2 ¼ � 1

T
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p
T

: ð4Þ

Since for the complex variable applies z ¼ esTvz , the poles of the continuous system
from the s-plane are transformed into points of the z-plane (5).

pd1;2 ¼ e�
Tvz1
T � e�jTvz

ffiffiffiffiffiffi
1�12

p
T ; ð5Þ

where Tvz is the sampling period of the discrete system. It is then appropriate to place
the zeros of the input shaper to these points. By locating the zeros of z-transfer function
of the input shaper into points corresponding to the position of the poles of the con-
trolled system, the transfer function of input shaper has form

F zð Þ ¼ C � 1� z1 � z�1� � � ð1� z2 � z�1Þ; ð6Þ

where C represents the normalization constant. In order to preserve the causality of the
system it is advisable to add to the centre of the coordinate system as many poles as
zeros characterize the transfer of the input shaper [8]. The transfer function of the input
shaper can be presented as

FðzÞ ¼ C � ða0 þ a1 � z�1 þ a2 � z�2Þ; ð7Þ

where

a0 ¼ 1;
a1 ¼ �z1 þ z2ð Þ;
a2 ¼ z1 � z2;

C ¼ 1
a0 þ a1 þ a2

:

ð8Þ

If we choose the sampling period Tvz so that the sum z1 + z2 equals zero, this choice
corresponds to the positive ZV shaper with transfer function

F zð Þ ¼ C � a0 þ a2 � z�2
� �

: ð9Þ

For the sum z1 + z2 to be zero, the complex conjugate roots z1 and z2 must lie on the
imaginary axis. The solution with the shortest transition time thus expands into the
relationship (10).
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Tvz ¼ pT

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12

p ð10Þ

The so-called ZV input shaper may be described by the relationship (11).

ZV ¼ Aj

tj

� �
¼

1
1þ a2
0

a2
1þ a2
2Tvz

� �
ð11Þ

3 Design and Application of the Input Shaper

The requirement to shape the control signal resulted from the need for a non-resonant
control of the device that performs the measurement during the movement of the
mechanical arm (Fig. 4).

Fig. 4. Coin hopper tester device with marked critical part
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The movement of the arm is ensured by a linear drive that is driven by stepping
motors with the JK1545DC excitation circuit. The engine torque is 1.8 Nm and the
phase current is 2.5 A. Stepper motor resolution is 1.8°, which corresponds to 200
steps per revolution.

For a particular application of the motion control of the coin hopper tester arm,
stepping with the micro steps was chosen. The vibrations caused by the primary control
of the motors have been minimized.

However, the movement of the arm caused vibrations, the influence of which
affected significantly the accuracy of the measurements of the physical dimensions of
the coin hopper [9, 10]. For this reason, we decided to investigate the dynamic
properties of the system and then apply an input shaper that suppresses the residual
vibrations.

When identifying the dynamic properties of the system, we used a printed circuit
board (PCB) with an accelerometer. As a control element, the ATmega168 micro-
controller was used. Its task was to provide the LSM303DLHC accelerometer con-
figuration and send RF data through the RFM73 RF module to eliminate the
undesirable phenomena associated with the use of wire communication. The
accelerometer was set to measure acceleration in the axes x, y and z. The sampling
frequency was set to 400 Hz, which corresponds to the maximum possible recording
speed when the accelerometer is used.

On the receiver side, we used a PCB with ATmega8A microcontroller. The role of
this microcontroller was to receive the data recorded by the RFM73 RF module and
then send the results using the UART peripheral. In order to be able to continue
working with this data on the computer, we used a communication interface converter
to convert between USB and UART peripherals standards.

The measuring device was positioned such that the movement of the arm mani-
fested mainly in one axis of the accelerometer (Fig. 5). On the PC, the incoming data
has been aggregated into a file so it can be analyzed.

Fig. 5. Data collected from the accelerometer critical axis
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Using the identification method used, we determined the zeroes and poles of the
system, and thus the actual frequency and damping of the system.

The knowledge of our own period and the damping of the system allowed us to
design an input shaper with the required properties. Our attention has been drawn to the
ZV shapers, how much it can generally be considered appropriate in knowing the
system parameters. By applying the ZV input shaper, we have acquired a new, shaped,
input signal to control the movement of the motors. Figure 6 shows shapers and
modifications of the control step signal when applied.

Since we know that the system was excited by a step signal, for illustration pur-
poses, besides the basic set of ZV shapers, we have defined the corresponding control
signals (Fig. 7) and system reaction set (Fig. 8). Based on our model, to radically
suppress residual frequencies, the application of the designed ZV shaping machine is
sufficient. The result of the control process was surprising since the signal did not
eliminate the resonance recorded at the output of the system so markedly. This was due
to the fact that we did not take into account the limitations of action elements, stepper
motors. By defining the minimum time at which it is necessary to ensure the required
rise (in our case 100 ms), we also indirectly determine the maximum admissible order
of the input shaper, in which the rise time of the control signal is not longer than the
determined guaranteed response time of the system. From Fig. 7 we can conclude that
the maximum ZVD4 type of shaping is permissible under the given restrictions.

Another significant limitation resulting from the engines used is the minimum
sampling period of the actuator (in our case 10 ms). This limit specifies the maximum

Fig. 6. Shapes and corresponding modifications of the control step signal
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allowable number of control signal changes per second. It follows that at the given
sampling period of the actuator and the time at which it is necessary to ensure that the
desired change of the control signal is achieved, it clearly defines the highest per-
missible order of the input shaper.

The response of the moving part of the system to the control signal was also
recorded for clarity by an optical sensor located directly on the device. Change of the

Fig. 7. Basic set of control signal modifications

Fig. 8. Reaction of the system after the application of the corresponding input shaper
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momentary distance of the arm from the target position when applying different types
of shapers can be represented graphically. Experimental results are shown in Figs. 9a,
9b, 9c and 9d.

Fig. 9a. Basic set of control signal modifications

Fig. 9b. Response to the need to change the position of the arm-used ZVD3 shaper

Fig. 9c. Response to the need to change the position of the arm-used ZVD4 shaper
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4 Conclusion

Undesired vibrations can interfere with mechanical systems. In systems where vibra-
tions are driven by control signals, signal shaping approaches have been shown to be
appropriate and effective. Due to the design of a suitable correction element in the form
of input shaper, it is necessary to define the system parameters. Knowing the exact
location of the poles of the controlled system model serves as a basis for eliminating the
resonant output of the system.

In practice, however, there are often limitations that need to be taken into account in
the theoretical design of the input shaper. These limitations include in particular the
limitations of the action quantity and the relatively low resolution of the output power
elements.

The resistance to the errors of the resulting shaper can be increased by increasing
the number of zeros of the transfer function of the correction member. Especially for
tasks that are characterized in that the sampling period of the actuator is comparable to
the required transition time, the poles are suggested to be repeated in order to achieve
the desired behavior. In the case where the maximum transition time is limited, with a
minimum sampling time defined based on the dynamic properties of the actuator, the
method for calculating the pole multiplicity is proposed. This will ensure that the
required properties are met by both the actuator and the user. Applying the highest
possible order shaper that meets the design limitations is desirable because all the
conditions set for the input shaper are met. At the same time, the system will be
maximally resistant to model errors with regard to system time constraints.

Methods of input shaper designing have been simulated. The accuracy and suit-
ability of the solution was also verified on a real device, using data obtained from an
accelerometer and an optical distance sensor.
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Abstract. Design patterns can be introduced into an existing code by a code
restructuring. It is counted to one of goals of code refactoring. This paper
presents a process that automates this kind of refactoring. The approach is based
on a structural code analysis aimed at design pattern relevance. The process
consists of three main phases: code analysis, determination of a refactoring
range, and realization of code restructuring. The latter is a complex code2code
transformation, which comprises a series of code refactoring steps. A decision
about a range of a design pattern application is taken by a user or can be
automated. In both cases, it is supported by a software relevance metric.
A framework for the whole process has been implemented as an extension of
Eclipse. Code refactoring to exemplary design patterns can be performed in a
prototype tool for Java programs.

Keywords: Code refactoring � Design patterns � Eclipse

1 Introduction

Design patterns are often brought into an application during not only initial design or
coding phases, but also later during program evolution and maintenance [1]. Therefore,
they can be a target of a refactoring process, a technique to improve maintainability of
software by changing its structure without altering its external behavior [2].

Kerievsky presented many transformation scenarios that combine refactoring with
the practice of designing with patterns [3]. Different kinds of refactorings: to, towards
or from, describe transformations that provide an application of a given pattern, a code
modification in direction to a pattern usage, or eliminate a pattern, accordingly.

Contemporary development environments (Eclipse, IntelliJ IDEA, NetBeans,
Visual Studio) support realization of a limited set of basic refactorings [2] working on
code elements (e.g. rename, move, extract), class inheritance hierarchy (e.g. pull up,
push down), but scarcely approaching towards design patterns (introduce factory).
They assist also creation of a script of refactorings, but are still insufficient to perform
complex refactorings targeting design patterns.

Realization of complex refactorings, including towards/to many design patterns, is
more difficult than the basic ones. Some solutions are based on search-based refactoring
[4] and also deal with design patterns [5–7]. Another resent and the most wide-ranging
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approach has been presented by Kim et al. [8]. Implementations of refactorings to
selected patterns have also been proposed [9–11].

Recommendation of basic refactoring actions [2] is primarily based on recognition
of code smells, i.e. catalogued code shortcomings in an object-oriented design.
Refactoring is often stimulated by software quality observed by a developer, implied by
measurement of software metrics [12–14] and suggested by specialized code analyzers
[15–17]. However, even in case of a simple refactoring, it has been observed that many
developers faced selection problems [18].

Usage of design patterns can be associated with removal of some code smells [3],
but in general, it is often aimed at more complex restructuring of a program and
improving its flexibility, scalability, extensibility, testability, etc. Necessity and ade-
quacy of utilization of design patterns might be more arguable than application of
simple refactorings, e.g. an increase in code size could be observed. In some automated
search-based approaches [5–7], common software metrics are used to asses a software
quality, and serve as a base for a fitness function to decide about a refactoring to be
performed. In dependence of different quality measures, we could obtain a code with,
for example, lower coupling and higher cohesion. However, there seems to be no
evidence that a design pattern is introduced according to a semantically confirmed
architectural concept. In the similar context, Tokuda and Batory have noticed “Relating
two arbitrary classes via inheritance relations can be meaningless” [19]. In another
approach [8], a focus is on scripting high-level refactorings and not on recommending
when and which refactoring to apply.

It should be noted, that what is the most challenging is not a direct code manip-
ulation in order to introduce a desired design pattern, but taking a decision which part
of the code should be used and correspond to a target design pattern. Moreover,
refactoring to design patterns could be performed in large and nontrivial software
systems written by other developers, especially in legacy systems [20].

Therefore, in a refactoring process proposed in this paper, we take into account not
only a code transformation, but also analysis of structural dependencies and
pattern-related decisions. Those decisions are based on our original software metrics
that evaluate relevance of a given code extract to a pattern under concern. They are not
general quality metrics [12–14], as typically used in other approaches, although such
quality metrics could be additionally used in further extensions of the process. The
solution with selected refactorings has been implemented for Java programs working in
the Eclipse environment [21].

The rest of the paper is structured as follows. The next section reviews the related
work. A process overview is presented in Sect. 3. Section 4 describes an exemplary
process based on a selected refactoring. A framework implementing the approach and
experimental evaluation are briefly discussed in Sect. 5. Finally, Sect. 6 concludes the
paper.

2 Related Work

Much research has been performed on recommending refactoring operations from the
basic Fowler set [2], e.g. the mostly used transformations move or extract [15–17].
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Possibility of automated refactoring versus a manual one aimed at an object-oriented
program restructuring has been considered by Tokuda and Batory [19]. They suggested
benefits of automated transformations, while decisions of refactoring to apply were
made by a user. The most complete collection of scenarios dealing with refactoring
towards/to design patterns was gathered by Kerievsky [3]. Refactoring to design pat-
terns was also described as a series of minitransformations including their pre-,
post-conditions and transformation steps [22].

Current advances in the domain can be reviewed from two perspectives. State of the
art on design pattern processing has recently been studied by Mayvan et al. [23].
Trends, opportunities, and challenges of the software refactoring have been reviewed
by Abebe and Yoo [24]. Both reported on some research combining the areas.

Finding of a best sequence of refactorings to be applied in a software artifact can be
regarded as an optimization problem that can be solved using search techniques [4].
A fitness function of such approaches is usually based on software quality metrics
[12–14], and a transformation process focuses on the improvement of a selected quality
factor.

Amoui et al. [5] proposed a search-based evolutionary method, particularly Genetic
Algorithm, to find a best sequence of valid high level design pattern transformations to
improve software reusability. Object-oriented software metrics were used for assessing
software quality. They suggested that different metrics had been appropriate for dif-
ferent applications. However, they did not consider transforming of an existing code to
design patterns.

Jensen and Cheng [6] applied genetic programing to automate the use of software
engineering metrics to generate refactoring strategies that introduce design patterns.
The QMOOD metric suit [14] helped to determine the optimal set of refactorings.

Shimomura et al. applied another approach to recommendation of a design pattern [7].
Pairs of programs with and without a design pattern were prepared. A set of software
metrics were calculated for these programs, treating those with design patterns as “good”
solutions. An impact of a particular metric to a program quality was determined with a
genetic algorithm and expressed as a weight coefficient. Comparison of weighted metric
outcomes suggestedwhether a program should be refactored andwhich of design patterns
should be applied.However, it was observed that differences inmetrics between programs
were not very big.

Several solutions have been concentrated on different selected design patterns, and
therefore, they could be adjusted for code prerequisites to the more extend.

Refactoring to the Null Object design pattern was thoroughly examined by Gaitani
et al. [9]. The analysis focused on special cases of null-checking conditionals that could
be effectively refactored to Null Object. In a broad meaning, it is similar to our
approach, although it has specialized on a different design pattern and would be not
easily extensible to others. A logic programming based on use of Prolog-like predicates
was applied in refactoring to Abstract Factory [10].

The Strategy design pattern was a target of automated refactoring reported in [11].
An algorithm was proposed to identify conditional statements that emulate this design
pattern. In special cases of conditional statements, a technique for total replacement of
conditional logic with method calls of appropriate concrete Strategy instances was
suggested.
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3 Refactoring Process to Design Patterns

Our aim is to automate a process of introducing design patterns to a code of an existing
program. In order to efficiently use a design pattern a developer should understand a
general structure of the pattern, principles of communication between objects within
the pattern and between its context objects, possible benefits and disadvantages fol-
lowing its application. However, all decisions could also be made automatically to save
up developer time and/or support less experienced programmers.

A whole process of a design pattern insertion consists of three main phases:

1. code analysis and calculation of relevance metrics,
2. determination of a refactoring range,
3. realization of a code restructuring - i.e. an adequate code transformation.

A code is analyzed in order to decide which refactoring for particular classes can be
applied. Basic information about a class structure is derived from a syntax tree.
Information to be collected depends on an anticipated design pattern. Different relations
between code elements are identified that are important for a kind and range of the
presumed refactoring. During the analysis several conditions and coefficients are
determined according to selected quantitative parameters.

There are many issues considered in refactorings to design patterns, for example:

• static values assigned to class fields, which are often used to control an application,
• complex conditional instructions, which make a code incomprehensible,
• a class comprising a lot of functionality, which can result in complex methods and

hiding an actual purpose of the class,
• a selection of an appropriate class constructor, which is especially important when a

class has polymorphic fields.

Based on the collected data, all elements that point out at the refactoring application
are recognized. Those design patterns are selected that might be introduced at the place
of considered elements.

For each considered design pattern, a relevance metric is calculated. The metric
should reflect the ability of the code to be transformed to a selected pattern. It takes
positive values in the range from 0 to 100%. It is designed especially for a given design
pattern. Different factors influence decisions in code refactoring, and selection of
elements to be transformed. We can express an impact of selected factors in a quan-
titative way. For example, a final value depends on two factors, one in k1% and another
in k2%, where k1 + k2 = 100%. Coefficients are determined as standard values before
the refactoring process, or could be defined by a user, if demanded.

In general, while specifying the first phase of the process the following issues
should be given: (i) preconditions that should be satisfied by selected elements of a
class under consideration in order to complete the refactoring, (ii) an algorithm how to
calculate a relevance metric.

The second phase has the following goals: to take a decision which design pattern
(if any) will be built into the code, to determine which parts of the pattern will be
incorporated, and which parts of the code will be transformed. After a design pattern is
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selected the reasoning about its features can be automated or a user can guide further
decisions.

During the last phase, the application structure is modified in a way that has been
decided during the previous phase. Specification of each refactoring comprises
recognition of elements that are added, modified, and deleted during introduction of a
new design pattern. Detailed actions realized in the process of the refactoring should
also be defined.

A user can take their own decisions how to carry out the refactoring. It can be used
when the user is familiar with the code and would like to adjust the range of changes to
be performed in the code. In another situation the user would like to make a mock
refactoring. Proposed changes are visible in the code after the refactoring, and then the
user can take the final decision whether accept them or not.

Application of a design pattern can also lead, for example, to an unnecessary
increase in a program complexity due to a high number of classes with small methods,
as in the State design pattern. Therefore, it is important to support an “undo” facility
that in an easy way could restore a code after a “big” refactoring.

4 Replace State Altering Conditional with State (RSACS)

Various transformations of code to design pattern described in [3] have been consid-
ered as subjects of the above general process. We have designed the detailed processes
and proposed relevance metrics for the following refactorings: Replace Type Code with
Class (RTCC), Replace State-Altering Conditions with State (RSACS), Replace Con-
ditional Logic with Strategy (RCLS) and Replace Constructors with Creation Methods
(RCCM). As an example, we discuss the second one (RSACS), but its realization could
be proceeded by (RTCC). The target State design pattern is illustrated in Fig. 1.

4.1 Code Analysis of the Refactoring

Let us consider class X pointed at by a user or selected automatically. We specify how
an analysis is carried out of this class. Preconditions of the refactoring determine
whether the class can be used as a source class in the transformation.

Preconditions. The design pattern will be considered for a class X only when the
following conditions are met by its properties:

Fig. 1. Class diagram of the State design pattern
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1. There exists a field fX such as:
(a) fX can take at least k static values from a set S(fX), which may be finals or not,
(b) values S(fX) are of a standard primitive type (e.g. in Java int, char, string, etc.),
(c) the field can take only those values, or values of corresponding fields of other

instances of class X.
2. There exists a set MX(yX) of methods mX under the following constraints:

(a) method mX includes at least one P-type statement due to a field yX. A statement
is of P-type due to a field yX if it is a conditional instruction (e.g. if-else) and has
a conditional predicate which is determined by the field yX taking a value from
S(yX), where yX belongs to fields that satisfy the first precondition,

(b) setMX(yX) contains at least k methods mX including P-type statements due to the
same field yX, where k is a refactoring parameter.

In case of RSACS, we found the refactoring parameter k = 3 as a reasonable
bottom boundary. It means that there are at least three different cases corresponding to
at least three concrete substates in the State pattern (Fig. 1).

Next, sets of methods MX(yX) of class X are examined. Any such method includes
one or more P-type statements, which are checked whether are suitable for creating a
new method anticipated in the State design pattern. Two situations are distinguished in
accordance to the number of local variables modified in a P-type statement:

– One local variable is modified at most. This change can be easily realized by taking
the variable as a parameter and returning its new value at the method end.

– More than one local variable is modified. This statement is disregarded.

Metric Calculation. A relevance metric should help in assessing usefulness of
transformation of appropriate parts of class X into the State design pattern. The metric
can be calculated for any class X that has field fX satisfying the first precondition and a
set of methods MX(fX) fulfilling the second precondition. At this stage it is possible,
although rarely, to have in class X many fields fX with their sets of methods MX(fX).

The metric for RSACS is a sum of two weighed components that relate to the
impact of a quantitative factor (based on numbers of elements) and a profitability factor
(suitability of the pattern to a code). In case studies, we assumed the range values equal
to 25 and 75% for the factors, accordingly. We assess a class X with a metric above
50% to be reasonable to consider for refactoring. The metric is also used for com-
parison of different fields in a class, or comparison of different classes. The detailed
discussion of the metric is beyond the scope of the paper [25].

4.2 Determination of the Refactoring Range

A way of taking decisions about a refactoring was an important factor that simplify
automating of the second phase of the process. In RSACS refactoring this decision is
based on features of fields located in one class. A code located in other classes has some
influence but only one class is a basic class used in analysis and reasoning. This
refactoring depends also strongly on appearing of conditional instructions (if-else) in
methods and constructors of the basic class X.
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We will denote by Ci concrete subclasses that inherit from the base State class in
the State design pattern (Fig. 1). The following decisions have to be taken:

– If RTCC is combined with RSACS, it has to be selected: which field of X is a given
fX to drive the refactoring in case many fields satisfy the preconditions (in most
cases there is only one field); and shall we delete static fields in X that represent
S(fX) values and are not more used after the refactoring.

– Are concrete subclasses Ci created for all possible cases, or only for indispensable
ones?

– Which of class X will be modified?
– How the selected methods mX will be modified? A whole method can be moved to

the State class or appropriate small methods are extracted from mX and moved to
State. The extracted methods are based on the recognized P-type statements.

If the process is not driven by a user, above decisions and others are taken auto-
matically. For each method mX its P-type statements are examined. A general goal is to
find extracts of the method that could be used for creation of new methods in the State
pattern. A selected statement could have a simple logical predicate to be directly
transformed. Otherwise; closures could be duplicated in various conditional statements
and cover a limited part of the whole method.

Other decisions concern naming conventions for newly created artifacts, such as Ci

classes and their methods.

4.3 Code Transformation

Realization of RSACS is often preceded by RTCC, which can be automatically included
in the realization phase. Many code elements are modified or refined during the
transformation. The base State class is created. It includes a general method that is
either copied from the class X and has an object of X as an additional argument, or it is
built from a closure. In the latter case its arguments are determined based on local
variables used in a method mX. If local fields of X are used in the closure, an X object
also belongs to the arguments of the general method.

New Ci classes are created with their argumentless constructors that assign
appropriate S(fX) values. Moreover, methods of Ci are created. Particular methods of Ci

have the code specific to a given subtype. All references to elements from X are
converted into a reference to an X object passed as a parameter. If there is a method
based on a closure in which a local variable is modified and the variable is used in the
method, the method returns a value of the modified variable.

In the class X a general method from State is called in the context of a field fX.
A body of the old method from X will be substituted by the new method call if the
whole method has been moved to the State class. Otherwise, i.e. the method in State
has been created from closures, the appropriate closures in methods mX. are substituted
by a call of the new general method.

Finally, appropriate import closures are added in files with declarations of State and
Ci classes.

A Structure-Driven Process of Automated Refactoring 45



5 Framework

Ideas presented in the previous sections were implemented in a framework that extends
the Eclipse environment [21] and supports the Java language.

5.1 Design

In Eclipse above 20 refactoring operations are provided for a Java developer. They can
be used via the GUI or by calling appropriate methods from the API. The available
transformations correspond mainly to basic refactorings [2].

It was intended to make use of some simple refactorings supported in Eclipse.
However, a primary requirement of the tool was to keep the whole complex refactoring
reversible. A user should have a possibility to resign at any step of the refactoring
process, and undo the entire refactoring recently having been completed. In order to
have full control over each refactoring step, refactorings are implemented directly in the
tool and a whole selected transformation can be reversed.

While building the tool, several facilities provided by Eclipse were applied [21]. An
infrastructure for building the own refactoring and integrating with the Eclipse envi-
ronment is the Refactoring Framework. It assisted in viewing code modifications
before are integrated into the final code, adding an applied refactoring to the refactoring
history, creating a user interface, etc. Developed plug-in and simple refactoring actions
existing in Eclipse have identical kind of interface.

An application code can be viewed in a form of the Abstract Syntax Tree (AST).
Each program file is represented by its tree. The hierarchy and links between the nodes
reflect relations between corresponding code elements, e.g. inclusion a method in a
class, a class in a class. Working on a tree was employed during the code analysis phase
and the code manipulation.

The implemented framework consists of two parts: Complex Refactoring Frame-
work (CRF) and Automated Refactoring to Patterns (APRT). CRF is based on the
standard Refactoring Framework, but it additionally provides means for analysis and
decision steps. It also specifies a framework for GUI pages responsible for user
interaction. APRT realizes final Java code transformations.

The whole framework can be easily extended with other refactorings following the
described process and applying appropriate relevance metrics.

5.2 Case Studies

The prototype implements two kinds of refactorings: RTCC and RSACS. They were
used in case studies on small programs (*250 LOC). Program functionality was tested
with test suites before and after refactorings. All transformations could also have been
successfully withdrawn. All process phases were verified in experiments. A manual
refactoring was compared with an automatic one. We checked whether all metric
components were correctly calculated, a selected element had the highest metric value,
and all required elements were taken into account in transformations. Moreover, the
employed transformations matched to non-automatic decisions. The results of
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relevance metrics were compared to user expectations expressed quantitatively. The
values were similar in case of RTCC, and differ in 2% in case of RSACS.

The preliminary experiments appear to confirm usability of the approach, although
many threats to validity have to be considered. More complex, third party developed
applications, are expected to give less promising results. Moreover, the metric coeffi-
cients that were tuned after examination of a range of programs are still a question of
concern. However, it should be noted that, as in many metric-driven approaches, the
direct metric values are not of the most importance. The decisions are mainly based on
relative metric values of different elements that can be compared and the same coef-
ficients are used for those elements during calculations.

6 Conclusions

In this paper, we presented a process of refactoring of software code to design patterns
that can be automated or driven by a program developer. In opposite to other
approaches, it focuses on assessment of the code relevance to a selected design pattern.
Future plans refer to design and implementation of refactorings to other design patterns
[3] as well as experimental evaluation with bigger real-world applications. Further
research would be required on calibration of relevance metric and on other metric
variants [25]. Combining of the process with evaluation of software quality with other
metrics could also be beneficial.
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Abstract. The article provides a concise discussion of autoreference
database design pattern (recursive relationship) which allows elements
to directly reference other elements with the same type. The paper intro-
duces modeling of autoreferential relationships in Association-Oriented
Database Metamodel in regard to its semantic capabilities, i.e. freedom
of defining multiplicity on both sides of relationships, connecting associ-
ations with each other and composition providing lifetime dependency.

Keywords: Database designpatterns ·Databasemodeling ·Association-
Oriented Database Metamodel · AODB · Autoreferential relationships ·
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1 Introduction

Autoreferential relationship is a popular design pattern, often used in database
modeling [2,5]. Its characteristics is the recursivity of relationship, i.e. situation
in which modeled element holds the reference to itself [4]. Autoreference can be
considered in the intensional and extensional manner. Conceptually, in terms
of intensional database part, structures containing autoreferential relationships
may be designated as entities connected with other entities which are of the same
type as shown on the left side of Fig. 1. Whereas considering them extensionally,
they define entities having references to themselves (right side). The extensional
autoreference aspect is a special case of autoreferential structure and is related
to actual data described within intensional autoreference.

The most general and at the same time the most representative autorefer-
ence structures are graphs. The specific case of graphs can be trees, while their
generalization are hypergraphs. On the basis of listed data structures one can
create abundance of graph-based solutions, e.g. binary trees, k-partite graphs,
labeled graphs and other, more complex structures comprising compound of two
or more elementary design patterns based on aforementioned concepts or other
data representation methods. One should pay attention to the fact, that autoref-
erential structure is not the only way to model graphs, but each autoreferential
structure might be interpreted as a graph.
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Fig. 1. Conceptual autoreferential relationships in a graph – intensional (left) and
extentional (right) autoreference

In this respect, the key concept for current applications seems to be opti-
mization of elementary database operations of graph traversal. The complex-
ity of such operations depends mostly on selection of database metamodel and
structure representing a graph. The database metamodel selection unambigu-
ously determines the nature of relationships between modeled entities. These
links may be behavioral, e.g. in relational metamodel (RDB) or structural, e.g.
in OM ODMG 3.0 [3], document-oriented databases, RDF-based graph-oriented
databases or databases in Association-Oriented Metamodel (AODB).

The subject of the following study is the issue of modeling of self-referencing
relationships in databases. The motivation was to describe association-oriented
databases modeling methodology in terms of recursive relationships. It was
assumed that the separation of the data containers and relationships contain-
ers, which is fundamental property of the AODB metamodel, will significantly
improve semantic capacity of autoreference structures. The AODB metamodel
has been proposed by Krótkiewicz in [9] and its usefulness for modeling complex
knowledge representation systems has been elaborated in [10]. The aim of this
paper is to present the modeling capacity of AODB in regard to autoreferential
relationships.

The Sect. 2 presents implementation of recursive structures in terms of known
and popular database metamodels regarding their grammatical and semantic
limitations. The main contribution of this paper has been described in Sect. 3, i.e.
method of modeling and features of autoreferential structures in AODB. Next,
in Sect. 4 authors evaluate presented solutions by comparing modeling features
of the patterns in different metamodels. The last sections are the conclusions.

2 Autoreference in Popular Database Metamodels

The following section presents the survey of autoreferential (or recursive) rela-
tionship realized in various database metamodels. The study presents models,
which implement this pattern on conceptual case study of modeling some classes
of graphs. The most important is that depending on expressiveness of database
metamodel, i.e. possibilities of modeling, which it posses, recursive structures
will vary. The analyzed examples consider only intensional autoreference. That
means such autoreference, which is directly supported by structures possible to
be modeled within the specific metamodel. Obviously, one could try to model
autoreferential relationships on the higher level of abstraction using expanded
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models, however it would only leed to creation of some more complex design
patterns, which conceptually represent autoreference. However, physically they
would comprise of several different relationships and force introducing new, aux-
iliary model categories on the implementation level.

2.1 Relational Database Metamodel

The implementation of autoreference relationship in relational database meta-
model (RDB) has been presented on Fig. 2. In relational metamodel relationships
are stored in the database with the use of key mechanism (primary key and for-
eign key) together with referential integrity constraints.

ID NODE ID PARENT LABEL VALUE

1 NULL  N1”

”

”

”

”

1.0

2 1  N2” 0.15

3 1  N3” 0.2

4 2  N4” NULL
... ... ... ...

Fig. 2. Relational diagram (left) and relation of sample autoreferential model in rela-
tional database metamodel (right)

In case of autoreferential structures in RDB, one should be aware of a very
important fact: only one-to-many and one-to-one relationships can be physically
represented. It means, that in relational database metamodel many-to-many
relationships do not exist inherently, but they can be built using well-known
design patterns, e.g. intersection table. The following paper considers the issue
of occurrence or absence of certain mechanisms, in contrast to the possibility to
be constructed.

It is reflected in database structures, which can be stored in model shown
in Fig. 2. Under the assumption of cycle detection in the layer of system logic
(or specific database management system) this structure is suited to store trees,
which model parent-child structures, i.e. hierarchies. Sample data for this struc-
ture have been shown on the right part of the Fig. 2.

2.2 XML Data Model

The XML language can sometimes be used as data model in database systems
[1,8,12]. XML documents have tree structure, which is based on tags. Such a
structure forces hierarchical shape of model. The XML documents can posses its
own meta-structure, which can be described within XML schema or DTD (doc-
ument type definition). Therefore, the structure can be treated as a metamodel
in relation to the built XML documents. XML gives possibility of very natural
modeling of tree-based autoreferential structures. The Listing 1.1 shows XML
schema for graph.
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Listing 1.1. XML Schema for exem-
plary autoreference hierarchy
<?xml version="1.0"encoding="UTF-8"?>
<xs:schema
xmlns:xs="http://www.w3.org/2001/XMLSchema"
elementFormDefault="unqualified">
<xs:sequence minOccurs="0" maxOccurs="unbounded">
<xs:element name="node"type="nodeType/>

</xs:sequence>
<xs:complexType name="nodeType">
<xs:element name="label"
type="xs:string"/>

<xs:element name="value"
type="xs:decimal"/>

<xs:sequence minOccurs="0"
maxOccurs="unbounded">
<xs:element name="node"
type="nodeType"/>

</xs:sequence>
</xs:complexType>

</xs:schema>

Listing 1.2. Exemplary XML docu-
ment based on schema on Listing 1.1

<?xml version="1.0"encoding="UTF-8"?>
<node>
<label>N1</label>
<value>1.0</value>
<node>
<label>N2</label>
<value>0.15</value>
<node>
<label>N4</label>

</node>
</node>
<node>
<label>N3</label>
<value>0.2</value>

</node>
</node>

Listing 1.3. An exemplary XML
Schema for many-to-many multiplicity
autoreferential relationship
<?xml version="1.0"encoding="UTF-8"?>
<xs:schema
xmlns:xs="http://www.w3.org/2001/XMLSchema"
elementFormDefault="qualified"
attributeFormDefault="unqualified">
<xs:element name="graph">
<xs:complexType>
<xs:sequence minOccurs="0"
maxOccurs="unbounded">
<xs:element name="node"type="nodeType/>

</xs:sequence>
</xs:complexType>

</xs:element>
<xs:complexType name="nodeType">
<xs:element name="nodeID"type="xs:ID"/>
<xs:element name="relationships"
type="xs:IDREFS"/>

</xs:complexType>
</xs:schema>

Listing 1.4. Exemplary XML docu-
ment based on schema on Listing 1.3
<?xml version="1.0"encoding="UTF-8"?>
<graph>
<node>
<nodeID>1</nodeID>
<relationships>2 3</relationships>

<node/>
<node>
<nodeID>2</nodeID>
<relationships>3</relationships>

<node/>
<node>
<nodeID>3</nodeID>
<relationships>3</relationships>

<node/>
<node>
<nodeID>4</nodeID>
<relationships>1 2 3</relationships>

<node/>
</graph>

The autoreferential relationship has been modeled very naturally, as set of
nested nodes, which have the same tag type (node). The exemplary XML doc-
ument which is described within presented schema has been shown on Listing
1.2. Hierarchical structure of this language seems to be well-suited to model
tree-based structures.

XML also enables defining many-to-many autoreferential relationships. This
can be achieved using the xs:ID and xs:IDREFS data types, which are definition
of references to unique identifiers. The XML code Listings 1.3 and 1.4 show
exemplary model of graph.
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2.3 Object-Oriented Approach

Currently, the only official standard in regard to object-oriented databases is
Object Model ODMG 3.0 [3]. Although there is no approved and popular imple-
mentation of this metamodel, which would fulfill all of its requirements in terms
of this standard, it still is the reference document for this type of database
metamodels.

Using the Object Model gives possibility to model relationships with the fol-
lowing multiplicities: one-to-one, one-to-many, many-to-many. In the terms of
autoreferential relationships it is a huge step forward. Beyond the simple hierar-
chical relationships, it is possible to build typical relationships, which represent
directed graphs with no cardinality constrains, which are enforced by tree-like
structures. The implementation of relationship is in the responsibility of the
database designer: it can be modeled by reference to one object and collection
of references to objects (Listing 1.5) or two collections of references to objects
(Listing 1.6).

Listing 1.5. ODL for one-to-many
autoreference
class Node {
attribute double value;
attribute string label;
relationship Node parent
inverse Node::children;
relationship set<Node> children
inverse Node::parent;

}

Listing 1.6. ODL for many-to-many
autoreference
class Node {
attribute double value;
attribute string label;
relationship set<Node> from
inverse Node::to;
relationship set<Node> to
inverse Node::from;

}

The extensional part of database modeled within the structure of node have
been shown in the Fig. 3. On the left side of the figure is the object diagram for
the structure from the Listing 1.5 and the diagram on the right side stands for
the many-to-many relationship (Listing 1.6) respectively.

Fig. 3. UML R© object diagrams representing sample object-oriented data

3 Proposed Solution of Autoreferential Relationships
Modeling in AODB

The following section shows the main paper’s contribution, namely describes
semantic capability of autoreferential relationship in AODB. The metamodel
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has been briefly described in the first part of this section. AODB allows to build
connections with two relationships (associations) using single role. In the case,
when both the destination of role and its source is the same association, one can
call it autoreferential relationship. Due to this feature of the metamodel (combin-
ing associations with each other) the notion of autoreference differs from other
database metamodels, where recursivity was observed on the level of modeled
entity category (relation, object, XML node, etc.), not the relationship level.

The important thing is that according to the key postulate of the meta-
model, which is separation between data and relationships, modeled entities (in
example used in this paper: nodes) are divided into two parts, representing their
specific aspects: data storage and connecting with other entities. The two parts
of node are associated by the bicompositional role with one-to-one multiplicity.
This design pattern is crucial in terms of modeling functionally complex enti-
ties (storing data with attributes and being in relationships with other model
categories).

In the presented models, autoreferential role Edge represents relationships
between the nodes. There are presented the cases of graph structure config-
uration taking into consideration such AODB role features as: multiplicities,
uniqueness, compositionality and navigability. The study also contains AODB
extensional diagrams which represent data described within modeled structures.
In sake of simplification, the extensional diagrams show only the relationship
part of database, i.e. association objects and corresponding role objects.

3.1 Brief Description of AODB

AODB Metamodel Primitives. The mentioned below belong to the main
primitives of AODB: intensional primitives: database (Db), association (Assoc),
collection (Coll), role (Role), attribute (Attr), and extensional primitives: asso-
ciation object (AssocObj ), object (Obj ), role object (RoleObj ).

Database contains two lists: the list of collections and associations respec-
tively. Intensionally, association contains roles, which it owns, and extensionally
association is the set of association objects. Additionally, it may also contain ref-
erence to the collection, which describes it, allowing to supplement relationship
with data. Intensionally the collection is the set of attributes, and extension-
ally it is the set of objects. Moreover, both the collection and the association
have name, information about abstractness, navigability and inheritance. Role
contains name, information about virtuality, inheritability, navigability, direc-
tionality, multiplicity and compositionality (the mechanism of lifetime depen-
dency), uniqueness, describing collection and the type of element, which it can
link on the side of role destination. On the side of role source, it is anchored to
association, which is its owner. The attribute contains name, information about
virtuality, inheritability, cardinality, type of elements and default value. Object
is built of values, moreover it contains automatically assigned, unique and time-
invariant identifier. Association object contains a set of role objects and reference
to object, which it describes as well as an unique identifier. Role object contains
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set of references to the extensional elements of database (objects or association
objects) and reference to describing object.

Association-Oriented Modeling Language. This section addresses the most
important aspects of grammar and semantics of selected part of Association-
Modeling Language (AML). It is a graphical language used to design database
schemata in AODB [7,9,11]. The graphical representation has been provided
in Fig. 4. The following description maps graphical symbols to the presented
AODB primitives: (1) Association corresponds to a semantic category (Assoc).
(2) Collection corresponds to a semantic category (Coll). (3) Role corresponds
to a semantic category (Role). The graphical form in AML depends on navi-
gability, directionality and composability. (4) Role Ownership, (5) Navigability,
(6)Composition, (7) Multiplicity, (8) Uniqueness are parts of the graphical form
of a role (Role). (9) Attribute is a part of the graphical form o a collection (Coll).
Attribute (Attr) has a name, scope of visibility, quantity, type and default value.
(10) Attribute Type is a part of the graphical form of an attribute (Attr).

Fig. 4. Sample database schema diagram in AODB

3.2 Multiplicities of Recursive Relationships

The association-oriented modeling allows the designer to accomplish very com-
plex definition of relationships, i.e. in terms of full latitude of their arity and
multiplicity. The role multiplicity in AODB can be defined both on the side
of the relationship and the related element. This has also its application when
autoreferential relationships are designed.

The application of the multiplicity many on both sides of the role shown
in Fig. 5 makes it possible to construct graphs without degree restrictions. The
sample database relationship graph built on this structure has been shown on
the right side of the figure.

The application of the multiplicity one on the side of role owner and many
on the side of role destination helps to force a structural dependency for the
number of elements, which corresponds to the terms of multiplicity. It gives
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Fig. 5. AML intensional (left) and extensional (right) diagrams of model with autoref-
erential role with many-to-many multiplicity

Fig. 6. AML intensional (up) and extensional (down) diagrams of model with autoref-
erential role with one-to-many multiplicity

the possibility to design tree-like hierarchies. However, one has to notice, that
this solution cannot disable cycles in the structure model level, thus controlling
whether the model will actually store a tree has to be performed by the system
logic. The Fig. 6 shows a AML diagram of the sample one-to-many structure and
two hypergraphs described within it. The left one does not have any cycles and
in regard to given structural multiplicity constraints represents a tree structure.
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The hypergraph on the right side presents situation, where association object
2:Node forms a cycle with “root” node, therefore breaking the tree constraint.

The freedom in the multiplicity modeling within recursivity can be achieved
within object-oriented databases and since Association-Oriented Metamodel
constitutes a development of object-oriented approach, this is possible in AODB,
too. However, one shall notice the difference, that implementation of recursive
relationship in OM ODMG 3.0 and UML R© requires one relationship consisting
of two roles connecting one class, and in AODB the recursivity can be achieved
with only one role within one relationship. The RDB database metamodel does
not support direct many-to-many relationships on structural level.

3.3 Autoreferences with Composition

AODB provides with possibility to model autoreferential structures which are
lifetime dependent, by the use of the feature of role, namely composition. The
lifetime dependency relationship relies on the fact, that when lifetime-binding
element is deleted from database, all element bound by it are also deleted. The
left part of the Fig. 7 shows a model of graph in AODB metamodel, in which
composition has been applied on the side of the role owner.

It means, that when the Node association object becomes deleted, all con-
nected to it Node association objects will be deleted as shown on the right side
of Fig. 7 (marked gray). Likewise, if the composition is applied on the side of
role destination as shown in Fig. 8, the lifetime dependency mechanism acts
analogously, but in opposite direction. In AODB metamodel one can also model
bicomposition, i.e. when the composition is applied on both sides of the role.
Application of this type of role in autoreferential structure representing a graph
would force deletion of the whole connected subgraph, in which deleted element
appears.

Fig. 7. AML intensional and extensional diagrams of model with autoreferential role
with composition in its owner
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Fig. 8. AML intensional and extensional diagrams of model with autoreferential role
with composition in its destination

Composition is AODB primitive unlike any other well-known database meta-
models. One shall consider that the concept of strong aggregation (also known
as composition) exists in UML R©, however the standard of object-oriented data-
bases does not apply any lifetime dependency customization of the relationship.

3.4 Autoreferences with Uninavigability and Uniqueness

The relationships in AODB might be also filled with information regarding
uniqueness and navigability as shown in the Fig. 9. Setting the uniqueness value
of the Edge role to 1 ensures, that the model of autoreferential structure cannot
store multigraphs, that is such graphs, in which exists more than one relation-
ship between two exactly the same nodes. It is worth to notice, that with AODB
it is easily to model k-constrained multigraphs by setting the uniqueness value
of this role to k. In the effect the graph will have maximum k direct connections
with each pair of connected association objects representing nodes.

Uniqueness is AODB primitive. Beyond this metamodel, only RDB supports
of modeling uniqueness within relationships. One can notice, that relationships
in RDB are modeled using attributes, primary and foreign key mechanisms and
referential integrity constraints. Since attributes may be unique, thus relation-
ships can as well.

The other feature of roles in AODB is their navigability, i.e. physical ability
to perform direct traversal from one node to the other. The uninavigability is the
property of relationship and occurs, when given element contains direct reference
to other element (or to itself), while the direct reference in opposite direction is
absent. By the term direct reference, authors understand the information which
unambiguously points to the specific element. Modeling uninavigable structures
makes possible to save disk space, if the fraction of reality provides with infor-
mation, that the database search within this relationship will be unidirectional.
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Fig. 9. AML intensional diagrams of models with autoreferential role with uniqueness
(left) and uninavigability (right)

It is substantial, when Big Data applications are concerned, as each reference
which is physically stored provides the storage overhead. Obviously, a conse-
quence of the aforementioned is the fact, that searching the database against
the direction of uninavigable relationship will be vastly less efficient, as the find-
ing of related elements will require searching the whole collection or association.
In the case of modeling autoreferential structures, which are directed graphs, if
one can unambiguously designate this direction, application of uninavigability
will be beneficial for the modeled structure.

4 Comparison of Modeling Features

During analysis of the database metamodels in terms of recursive relationships
it was assumed that the main criterion of their evaluation will be their semantic
capacity. By the term of semantic capacity, authors understand the richness of
semantic features that can be used to enrich the model with additional infor-
mation regarding relationship, i.e. multiplicity, uniqueness, ability to constrain
multiplicity on the relationship side, lifetime dependency, navigability.

Comparison of selected modeling features has been presented in Table 1.
Except for RDB, the multiplicity of recursive relationships seems not being prob-
lematic, but due to high importance of RDB in database world it still needs to
be taken into account. Lack of direct many-to-many multiplicity is large draw-
back of this metamodel, which has been discussed before and shown in Fig. 2.
The navigability is the very important concept in terms of trade-off between
performance and data storage. Each binavigable relationship requires to store
twice more information than uninavigable, thus defining navigability should be
intentional. Only AODB is aware of this issue, what has been presented in Fig. 9.
Binavigability in OM has been implemented as obligatory definition of traversal
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Table 1. Comparison of analyzed modeling features in discussed metamodels

Multiplicity Lifetime

dependency

Navigability Uniqueness Constraining multiplicity

on the relationship side

RDB One-to-one,

one-to-many

No Always

uninavigable

Yes No

XML Any No Dependent on

implementation

Yes No

OM Any No Always

binavigable

No No

AODB Any Yes, on both sides

of the relationship

Uninavigable or

binavigable

Yes Yes

paths, that enable applications to use the logical connections between the objects
participating in relationships. The RDB metamodel has the possibility to define
uniqueness both in the relational algebra and in the specific implemented tools,
such as SQL language. XML metamodel features several mechanisms to handle
uniqueness, e.g. xsd:IDREFS datatype or xs:unique element. OM ODMG 3.0
does not support this feature. The metamodels RDB, XML, OM does not define
any mechanisms in respect to lifetime dependency. In practice, they are imple-
mented within the database management systems. In contrast to conventional
database metamodels, AODB is also supplied with the possibility to constrain
multiplicity on both sides of relationships, i.e. binding element and bound ele-
ment side. In case of XML and RDB it is hard to consider data bounds as a
“relationship” category, thus such constraints do not exist. In OM ODMG 3.0
the relationship is a separate category, but considered constraints are not pro-
vided.

5 Summary

In the paper the autoreferential relationship database design pattern has been
considered. It has been presented in a number of metamodels with special con-
sideration of novel database system named AODB. The pattern has been mod-
eled with strong focus on structural constraints entailed by selection of specific
database metamodel. It means, that all presented models contain physical (not
conceptual) reference to the element with the same structure. The possibility of
database structure modeling, and consequently data storage capability without
loss of semantics, differ depending on the selected metamodel. It can be noticed
in the example of such simple design pattern, as is autoreferential relationship.
The greater is the expressiveness of metamodel, the bigger is the information
capacity for physical implementation of considered design pattern.

Due to separation of data and relationships in AODB, mapping this con-
struction to AODB does not create the direct recursive relationships, but regular
association with two roles, which are fulfilled by the same collection. With the
possibility of combining relationships with each other, the special case is to com-
bine the association with itself using single role. Then, the same association is
both owner and destination of this role. Therefore, autoreferences in AODB are
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not typical, they are cascade relationships of the same type. It is very significant
difference which has to be taken into account at the foundation of association
modeling, where the entities are primarily considered in terms of its relationships
and afterwards what data they can store.

This paper elaborates upon very simple and elementary design pattern,
namely autoreferential relationship. One can say, that this structure is rudimen-
tary, but the above considerations show, that even such simple structure can be
subject of many customizations over the design process. Furthermore, existing
database metamodels cannot efficiently handle the following: physical navigabil-
ity along with multiplicity, uniqueness and lifetime dependency. The great power
of expression is very important in modeling complex knowledge-based systems
such as [6] or implementing storage for systems operating on very large col-
lections of data. Authors see great potential in AODB Metamodel in terms of
freedom in modeling autoreferential structures, as well as the more complex ones.
Moreover, it seems obvious that attempt to map association-oriented schemata
to other metamodels risks of the semantics loss, which is inconvenient with any
approach to semantic modeling [13].

Future work regarding autoreferential structures in AODB will cover the
analysis of query patterns to this structures in Association-Oriented Query Lan-
guage (AQL) in terms of their complexity, performance and expressiveness in
case of recursive queries.
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9. Krótkiewicz, M.: Association-oriented database model n-ary associations. Int. J.
Softw. Eng. Knowl. Eng. (2017)
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Abstract. The article presents the dynamical objects identification technology
based on statistical models of amplitude-phase images (APIm) – multidimen-
sional data arrays (semantic models) and statistical correlation analysis methods
using the generalized discrete Hilbert transforms (DHT) – 2D Hilbert (Foucault)
isotropic (HTI), anisotropic (HTA) and total transforms – AP-analysis (APA) to
calculate the APIm. The identified objects are modeled with 3D airplanes
templates rotated in space around the center of Cartesian coordinate system.
The DHT domain system of coordinates displaying the plane projections (2D
flat images) remains to be space-invariant. That causes the anisotropic properties
of APIm and makes possible the tested objects effective matching to rotated
templates and identification of shapes at DHT domains. As additional method
for objects matching accuracy increasing the difference (residual) relative shifted
phase (DRSP-) images templates are proposed. The hierarchical system for
identification is based on correlation analysis and decision making on semantic
models – sets of AP-histograms (adjacency arrays), DRSP-images, APIm with
specified angles shifts.

Keywords: Generalized Hilbert transforms � Amplitude-phase images �
Dynamic object identification

1 Introduction

The complex scenes analysis [1, 2] usually includes the methods to the moving objects
images modeling and recognition. Objects move on scenes’ background consists of other
objects and textures and have the complex trajectories. Due this the shapes of dynamical
objects displayed with imagery systems as flat 2-D time-spatial images are changed
drastically. Application the theory of generalized analytical signals [3] to such methodic
elaboration is recently very prospective andmore often used approach to imaging systems
analysis and modeling. This approach is based on discrete Hilbert transform and
hyper-complex signals and generalized Fourier spectra theory [3, 4] formultidimensional
images representation [4–6]. The fundaments of information technologies (IT) elaborated
within this approach are methods of amplitude-phase analysis (APA) multidimensional
data arrays – AP-images of DHT spectra, Foucault (DH(Fc)T) and others hybrid
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transforms [6–8]. Hybridization of 2-D images APA methods based on generalized
(hyper-complex – quaternion - QHT, octonions - OHT) Hilbert transform increases the
discrimination abilities of shape-distorted objects’ images identification [6, 7]. However
introduction to IT additional more complicated transformations increases the apparatuses
and computing time demands (“identification costs”). In case of very large size library of
templates to be compare with tested objects the identification IT effectiveness is
decreasing. This demands the effective minimization of identification costs. The main
goal of article presented is the describing of methods and structures of IT based on
statistical models of multidimensional APA-data images may be used for dynamical
objects localization and identification. The article is further developing of previous
authors’ results in practical IT tasks modeling [8–11]. The DHT-transforms, AP-images,
2-D histograms of amplitude and phase are synthesized and specified at controlled
movement (flat shift translation and rotation) conditions as matrix models of flying
objects. Correlative analysis of these matrixes (statistic models space) leads to clustering
the groups of AP-objects with close shape and structure properties accumulation identi-
fying objects as instances - members of particular class. After detecting “potentially
suspected objects” on 2-D histogram templates level and gathering its close to tested
object the changing of identification level (to AP-image) is occurring. The dimension of
characteristic features space (number of templates to compare) after level changing to
catalogue of AP-images (structural models space) is reduced significantly. The hierar-
chical structure of IIT and growth of object - template matching accuracy due the using of
AP- (DRSP-) images as templates permits to obtain the reducing costs of identification.

2 Structure and Functions of AP-Images
Identification IT (IIT)

Conceptual chart of APA-methodic based IIT to dynamical objects identification is
presented at Fig. 1. IIT structure consists of such modules: synthesis of 3-D objects –
spatial models as “source” templates to be identified and design, using its as input
initial points, local data base (LDB) as a set of semantics {Class – Object – Image};
synthesis of 2-D images – spatial-time objects in process of moving, and design of
LDB based on semantics {Object – Image – DataArray_AP}; synthesis of statistical
models as matrix-histograms (adjacency arrays) of AP-image sets {hist2(A, P1); hist2
(A, P2); hist2(P1, P2)}; design of template library of models synthesized. Second part
of IIT is the module to APA – analysis and identification of tested objects images.
Analysis is provided on base of AP-image description correlative models (secondary
semantics derivative on image, data array and statistical models levels).

Structure of taxonomy of semantics of templates objects is presented on Fig. 2. As
root of semantic tree (layer O_R) there are models of objects – sets of graphics files of
rendered image of 3-D objects at initial (physical) space (O_PS) generated and controlled
by graphical animation programming environment rotated at 3-dimensions space. Next
layers – levels of description are organized on basis of sets of files 2-D gray (O_GR),
binary (black - white) (O_BW), amplitude-phase (O_AP) images. The leafs of taxonomy
tree are sets of 2-D matrix-histograms {hist2(A, P1); hist2(A, P2); hist2(P1, P2)}.
Semantics are presented as 3-D arrays of graphical files corresponding to levels of
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Fig. 1. Conceptual chart of IT to dynamical objects identification based on AP-images
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Fig. 2. Structure of semantic models taxonomy of objects identified at AP-analysis
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objects’ description. During the identification - decision making (classification) process
(DMP) over the sets of tested objects is moving at back-propagation direction “his-
tograms {AP-hist} – AP-images {O_AP} – 2-D images {O_BW} – 2-D images
{O_GR}” via estimation and choice themaximum correlated objects at each level (step of
DMP) as potentially members of the same class. As example of the identification

Fig. 3. Conceptual chart of information technology to dynamical objects identification based on
method of AP-analysis and modeling of residual AP-images
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Fig. 4. Examples of tested objects images: initial – (a), (d); AP- – (b), (e); DRPS- – (c), (f)
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methods described above Fig. 3 presents the conceptual chart of IIT based on
AP-analysis i modeling at the space of residual phase (DRPS) images. Diagram contains
modules of synthesis and rotations 3-D-images (on orthogonal planes (x0y) –u, (x0z) – h,
(y0z) – w), acquisition of 2-D images – projections, computing of AP-images sets,
residual phase images DU(x,y | u, w, h) = U(x, y | u, w, h) – U(x, y | u + Du, w + Dw,
h + Dh), statistical descriptive and correlative analysis.

3 Examples of Models of Dynamical Objects AP-Images

Modeling of AP-images as illustration of designed IIT functionality has been provided
on basis of designed LDB of 3-D airplane models (format GR with specified objects
parameters of illumination, ranges of angles rotation u, w, h and steps of relative angle
shift at DRPS-images Du, Dw, Dh). Figure 4a, d presents the examples of initial flat
rotated airplanes (O_PS, u = 0o; 16o; 32o; 48o).

Figure 4b, e presents phase images of these objects, Fig. 4c, f – residual phase
DRPS-images corresponding to relative shifts of AP-images Du = 5o. Figure 5 presents

Fig. 5. Examples of CoC histograms: AP-images: 2325 – (a), 2368 – (c), 2386 – (d);
DRPS-images: 2325, Du = 8o – (b).
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the histograms of coefficients of auto- and cross-correlation phase images (AP-) – (a)
and residual phase angle relative shifted images (DRPS-) – (b).

Figure 6 presents matrices of DRPS-images auto- and cross-correlation:
cross-correlations of different objects images – (a), (b), auto-correlations of the same
object images – (c), (d). Analysis of experimental data – (e), (f) shows the advantages

Fig. 6. Cross- and auto-correlation matrices of rotated DRPS-images: cross-correlation
(u = (0..90)o, Du = 1o) – (a); cross-correlation (u = (0..90)o, Du = 8o) – (b); auto-correlation
(u = (0..90)o, Du = 1o) – (c); auto-correlation (u = (0..90)o, Du = 8o) – (d); peak factor of
correlation matrices (e), coefficient of variance of correlation (f) – as functions of normalized
angle shift unorm = u/8o value

70 V. Vlasenko et al.



of DRPS-phase image correlation – growth of correlation pick-factor leads to
increasing of discrimination abilities of identification methods and effectiveness of IT.

4 Summary

Semantic analysis and modeling of dynamical objects with various shape and localiza-
tion based on generalized Hilbert–Foucault transforms (DHO) and calculating of con-
vergence and adjacencymeasures improve the discrimination abilities of identification IT
and systems its realizing. Evaluations of correlation models of APIm pointed the sig-
nificant arising of matrix peak-factor corresponding to class and localization. This fact
proves the perspectives of both side reducing – time and cost of shape identification and
decreasing of tested objects localization (matching) errors. These facts point optimal
solution – hierarchical rotated-invariant fast identification andminimization of number of
angle-correlation channels at parallel (or hierarchical) classificators.
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Abstract. The article presents the abnormal textures identification technology
based on structural and statistical models of amplitude-phase images (APIm) –
multidimensional data arrays (semantic models) and statistical correlation
analysis methods using the generalized discrete Hilbert transforms (DHT) – 2D
Hilbert (Foucault) isotropic (HTI), anisotropic (HTA) and total transforms –

AP-analysis (APA) to calculate the APIm. The identified fragments of textures
are obtained as examples of experimental observation of real mammograms
contains areas of pathological tissues. The DHT based information technology
as conceptual chart description is discussed and illustrated with DHO domain
images. As additional method for anomaly of tissue detecting the multiply
cascade DHT is proposed and elaborated at base transforms domains. The
enhancement of abnormal texture areas at mammograms processed could
increase the abilities of identification methodic and diagnostic systems.

Keywords: Generalized Hilbert transforms � Amplitude-phase images �
Abnormal textures identification

1 Introduction

The systems and technologies of digital image processing and recognition of images
and textures in complex scenes [1–3] recently are more often based on digital Hilbert
optics (DHO) methods used to analyze the amplitude and phase distributions of mul-
tidimensional data fields, identify complex shape objects, detect and localize the
abnormalities of the fields backgrounds and to create the scenes structural descriptions
on this basis. The development of generalized multi-dimensional (hyper-complex)
analytical signals - QHT and OHT (Hilbert’s quaternion and octonions processing)
theory [4, 5] opens the prospect of developing and large-scale applying of DHO
information technologies (IT) methods in automated imaging and treatment including
identification of images in dynamic scene analysis, image diagnosis, microscopy,
remote detection and others [7–12]. As one of the important areas of application should
be an analysis of biological tissue in describing X-rays images, especially – mam-
mographic (MMG). The basic activities in these issues are spatial-temporal analysis,
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detection and identification of local anomalies in tissue textures, evaluation of
dynamics of their development and degree of pathology risk. The use of tomographic
synthesis for this purpose enhances the quality and effectiveness of diagnosis but is
associated with an increasing in the level of radiation and costs of diagnosis [7–10].
Thus, current actually is the issue to deepening the analysis of traditional X-rays images
by using additional digital filtering procedures – detection, modeling and identification
of anomalous image fragments, which contains texture fields with eventual additions of
different shapes objects (fragments of other textures). As texture models descriptions of
elements of textures (TE), stochastic fields, fractals, amplitude-frequency spectrums
(transformation), amplitude-phase models are used [1–3].

The purpose of the article is presentation of the possibility of using DHO methods
in issues of diagnostic signs of mammography images visualization and the description
of the structure and fundamental function of information technology which implements
these issues. Amplitude-phase analysis (APA) of images are based on the evaluation of
structural decomposition (space-time) of generalized amplitude fields and optical
density phases of adaptive normalized images processed with Hilbert (Foucault)
multidimensional transformations and their extensions [13–15]. The identification of
fragments of anomalous textures is carried out in a multilayered decision space
structure at 2-D levels of Hilbert’s (Foucault’s) transformed images, AP-images, 2-D
histograms of initial images and transformations.

2 Structure and Functions of AP-Images Identification
Technology

IT conceptual chart is presented on Fig. 1. Methodic consists of module 1 – set of
fragmentation and segmentation procedures under diagnostic strategy control. The
initial frames – MMG are fragmented with various sizes and orders of scanning. Also
adaptive normalization is used to preserve the high level contrast and film (illumina-
tion) sensitivity invariance of optical density over whole frame area. In such kind
normalized images (integral – whole non-fragmented frame or map of fragments) are
transformed with DHT (DFcT) fast algorithms and presented as files of DHT trans-
forms (isotropic DHI, anisotropic HTA) and amplitude-phase (AP-) images A(m, n) and
U(m, n) (2-D AP-images) (modulo 2). Transforms are analyzed visually by experts
(physician – radiologist etc.). In parallel the local data base (LDB) is designed. LDB
contains the images of normal tissues and abnormal pathological tissues. The source
(initial) images are segmented (modulo 3) under correlation analysis and decision
making processes control. As result of this analysis the map of decision is designed
which overlaps the initial image, boundaries of abnormal segments and images frag-
ments with pathologies.

Texture image semantic models taxonomy is presented on Fig. 2 as conceptual
chart. As initial (source) the structures contain whole and fragments MMG image are
used. The sizes of image could be adapter accordingly to semantics of images. Also the
formats of image files could be changed in accordance to data export-import imaging
hardware applications standards demands. Medium semantics are formed as result of
data processing – computing of HTI, HTA, DFcT, QHT, OHT, AP-analysis etc.

Abnormal Textures Identification Based on Digital Hilbert Optics Methods 73



Semantics are combined at LDB containing the frames – structures of graphical and
textual descriptive files. The secondary (finish) semantics combine the results of
analysis and correlative modeling with estimations of correlation coefficients of
transform domain image fragments. Also these semantics contain maps of decisions
and locations (labeling of fragments, objects, artifacts, abnormalities etc.), sets of
statistical parameters etc.

Fig. 1. Conceptual chart of methodic AP-analysis, modeling and identification of textures
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Fig. 2. Texture image semantic models taxonomy – conceptual chart

Fig. 3. Examples of MMG images with pathologies used for experiments with DHO IIT:
(a) – 2977, (b) – 2943, (c) – 3002
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3 Examples of DHO Identification Technology Applications
at MMG Images Processing

Examples of source images (initial semantics) are presented at Fig. 3(a)–(c) as MMG
images with pathologies. Figure 4 contains the results of processing based on DHO
technology – transform HTI – (a), HTA – (b), FcTA – (c), FcTI – (d). Presented

Fig. 4. Examples DHT (DFcT-) transforms MMG-image (3002: (a) – hta_rgb; (b) – hti_rgb;
(c) – fukoa_rgb; (d) – fukoi_rgb)
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transforms’ images are used as data arrays to amplitude-phase image synthesize With
technics of QHT. Application of iteration procedures – cascade 2-D Hilbert (Foucault)
transforms leads to growth of local contrasts and gains characteristic features of
abnormalities. This method increase the discrimination abilities of identification tech-
nology. Conceptual chart of cascade transform technology is presented on Fig. 5.
Examples of textures images processed with cascade DHT method is presented on
Fig. 6 (double 2-D transforms hti_hti, hta_hta, fukoa_fukoa, fukoi_fukoi).

4 Summary

The use of the amplitude-phase analysis method of mammography images based on
2-D isotropic and anisotropic Hilbert’s (Foucault’s) processing allows to increase the
capabilities of discriminatory diagnostic procedures. This is related to the elevation of
local contrasts of images as a result of processing (DHO filtration methods), rein-
forcement of characteristics features of amplitude and phase images - edges, vertices in
shapes and line crossings, extreme points of sharp optical density changes, etc., dis-
tortions of phase structures - spatial-time changes, structures of texture field elements.
These factors appear as markers of anomaly and supports the work of diagnostics. As a
part of the experimental research, it have been identified the possibility of using the
Hilbert’s (Foucault’s) double cascade processing method to treatment of image. That
helps to enhance the AP-images and improve localization of pathologies.

Fig. 5. Conceptual chart of double cascade 2-D DHT (DFcT)
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Abstract. Decision making in fault diagnosis is a critical factor in industrial
production maintenance. Artificial intelligence (AI) techniques are widely used
to accurately identify faults in induction motors. Multi-agent systems (MAS) as
a distributed AI method are efficient in representing intelligent manufacturing
systems to achieve decision robustness. In this paper, an intelligent MAS is
developed for the decision making in fault diagnosis of three-phase squirrel cage
induction motor rotor bars. Agents in the proposed MAS represent induction
motor in different health conditions, i.e. healthy motor and motor with 1, 2 and 3
broken bars and also a supervisor agent. Each agent is embedded with an
artificial neural network and trained with measurement data taken from a motor
in the corresponding health condition. Measurement data are obtained with the
classical motor current signature analysis (MSCA) method. Each agent makes
local decision making and communicates its output to the supervisor agent that
makes the final fault diagnosis based on a threshold value.

Keywords: Multi-agent system � Induction motor � Fault diagnosis � Broken
bars

1 Introduction

Induction motors are of paramount importance in the industry sector as they consume
over 50% of the whole electric energy demand in most countries. Therefore mainte-
nance has become a critical industrial process and capacity. Machine failure results in
the production system being shut down, disruption or interruption in operations and
both services and profit losses. Induction motor faults have been mainly categorized as
electrical faults, mechanical faults and outer drive system faults [1, 2], whereas rotor
counterparts account for approximately 10% of the total induction motor failures [3].

Early fault detection is critical for optimal operation, therefore both cost and per-
formance issues have established the condition based preventive maintenance.
Accordingly, fault decision making follows fault detection, whereas maintenance
scheduling is done based on the decision output. Early fault detection methods in
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squirrel cage induction motor (SCIM) were first based on vibration or thermal moni-
toring e.g. [4] but their response were strongly conditioned by dynamic characteristics
and the mounting structure. Also, there were difficulties associated with the use and
positioning of the sensors. Later, the researchers focused on electrical quantities
monitoring, standing out the technique known as motor current signature analysis
(MCSA) (e.g. [5]) which is currently considered as a standard in preventive mainte-
nance and is the reference method for the diagnosis of medium-to-large machines in
industrial applications basically due to the advantages of just a clamp meter used as
sensor [6]. At the same time, many other techniques were developed and proposed in
the literature as alternative ways to diagnose the motor condition, such as wavelet
transformation and signal analysis, reconstruction of phase-space, Hilbert transform,
start-up transient analysis, finite element method analysis and other. Model-based fault
diagnosis includes methods lying mainly in the artificial intelligence (AI) area. Neural
networks [7], fuzzy logic [8], genetic algorithms as well as their combinations are only
some recent examples. The MCSA is based on the spectral analysis of measured motor
supply currents. Power spectra profiles are processed to derive motor faults, as har-
monics are induced resulting from faulty motor stator currents. Although MCSA as a
stand-alone technique is considered nowadays a reliable fault detection technique,
background noise in recorded data may introduce difficulties in the spectra interpre-
tation. Hence, a high level of expertise is required then to perform a reliable analysis.
Additionally, the accuracy of a spectrum is limited due to “energy” leakage effect along
with the fixed resolution used [9], and a nonlinear behavior of the machine with or
without faults can make this task more difficult [10]. Thus, the objective of an effective
condition monitoring system is to determine a procedure for extracting different fea-
tures from the current signal in order to discriminate among various machine condi-
tions, classifying faulty modes from normal modes. However, each problem solving
procedure has its own limitations, e.g. AI based techniques such as neural network
(NN) or neural-fuzzy techniques require either large data volumes or increased com-
putation times to obtain an optimal solution. Thus, there is no global “one size fits all”
solution for different fault types or different measurement methods.

Driven by global competition and manufacturing sustainability, fault tolerance is a
major requirement in distributed intelligent manufacturing systems (IMS), which
exhibit among others autonomous decision making, emergent behavior, adaptation,
cost effectiveness and high quality. In the distributed artificial intelligence (AI) field, an
agent is an autonomous software system, a problem solver, with local decision making,
capable of interacting with other agents using communication and cooperation in order
to solve a complex problem when it is beyond its own capability [11]. Multi-agent
systems (MAS) were initially deployed to address the features of IMS with a focus on
providing decision robustness with respect to disruptions and complex dynamic
environments (e.g. [12, 13]). A MAS is defined as a set of agents that interact to
achieve their individual goals, when they have not enough knowledge and/or skills to
achieve individually their objectives [13].

In this paper, a MAS is presented to make the fault diagnosis on SCIM rotor bar
health. The MAS uses neural networks to assess the rotor bar health status. Neural
networks are widely used in intelligent systems for motor fault diagnosis. They do not
involve derivation of complex mathematical models. They are good classifiers,
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especially when the training data set concerns experimental measurement data.
Experimental measurement data have been obtained from a healthy motor and from the
same motor with 1, 2 and 3 broken rotor bars. The MAS consists of a supervisor agent
and eight motor agents. The motor agents represent a healthy motor and motors with 1,
2 and 3 broken rotor bars trained with either the FANN or the k-NN classifier method.
The supervisor agent receives test data and sends it to the motor agents trained with the
FANN method. Each agent makes a fault diagnosis and informs the supervisor agent
with the result. The supervisor makes the final fault diagnosis based on a predefined
threshold, whereas in case of conflict it will request repetition of fault diagnosis from
motor agents trained with the k-NN classifier method. The MAS is implemented with
JADE (Java Agent Development Framework) [14].

2 Rotor Bar Faults

It is known that, high rating machines are manufactured with copper rotor bars whereas
lower rating ones are manufactured by die casting process. Thus, failures may result in
rotors due to several reasons. The most important are (a) dangerous stresses on the bars
because of large centrifugal forces caused by heavy end ring, (b) resulting thermal
stresses imposed during start-up while the rotor bar cannot move longitudinally in the
occupied slot and (c) possible non uniform metallurgical stresses into the cage
assembly during the brazing process in manufacturing. In any case, when one or more
rotor bars are damaged an unbalance rotor situation occurs. Even in case of a small
crack, a bar break may take place due the overheating of the surrounding area of the
crack. Consequently, the surrounding bars will carry higher currents and therefore they
are subjected to even larger thermal and mechanical stresses and they may also start to
break. In this rotor asymmetry condition, a resultant backward rotating field at slip
frequency appears with respect to the forward rotating rotor. This backward-rotating
field induces a voltage in the stator at the corresponding frequency and its related
current modifies the stator-current spectrum. Thus, the side-band frequencies which can
be considered as expected for fault indications are,

fsh ¼ f1ð1� 2sÞ ð1Þ

where f1 is the stator currents fundamental frequency and s is the slip (difference from
synchronous speed divided by the latter) at which the motor operates under a certain
load.

However, another common relationship is usually used [5] for side-band fre-
quencies over the double fundamental frequency (2f1) which is,

fsh ¼ f1½kð1� s
p

Þ � s� ð2Þ

where p is the number of poles and k = 1, 2, ..m. It has been shown in [6] that for a
k/p ratio values of 3, 5, 7 the current harmonic amplitudes are quite important. In any
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case, the method employed should be able to predict with the highest possible accuracy
the relevant harmonics characteristics corresponding to a specific fault.

3 MAS

Modularity and abstraction, present in MAS, are necessary tools to solve complex,
real-life problems. Interaction is achieved with communication. Coordination,
co-operation and negotiation are important agent communication characteristics.
Coordination between agents in order to achieve system goals is necessary when agents
have different capabilities or when different agents work on the same goal in order to
complete their tasks more efficiently. Negotiation among cooperative agents is an
effective coordination technique for complex problem solving [14].

A MAS is hosted on a dedicated software platform and organized according to
predefined principles such as agent architecture, communication language, message
protocols. The most popular agent architectures are the reactive and belief desire
intention (BDI or deliberative) architectures. BDI agents exhibit human-like behavior.
Reactive agents act with a stimulus-response mechanism. Reactive agents acquire
intelligence as a result of their emergent behavior [14]. They do not have a model of the
environment, the global system behavior is a result of their interactions, thus, sim-
plicity, robustness and fault tolerance are their key properties. A main disadvantage of
the reactive agent architecture is that the prediction of global system behavior is not an
easy task, i.e. it is a trial-and-error exercise based on experimentation since individual
agents acquire local information only.

Manufacturing is a main application area of reactive agents. Literature reviews on
MAS in manufacturing have been given [11, 13]. The most important properties of an
agent for manufacturing systems are autonomy, intelligence, adaptation, and
co-operation [13], whereas intelligence can be increased through learning. Agents can
represent physical objects such as machines, parts or human operators, as well as
functions such as control, execution, maintenance and planning.

Among agent concepts deployed in industrial applications, knowledge sharing and
distributed learning are applied to industrial distributed diagnostics, whereas complex
problems and dynamic real-world environments have been efficiently modeled with
multi-agent simulation. Distributed problem using MAS solving seems appropriate for
complex problems, as such problems ideally need more computational power. Deci-
sions in MAS depend on individual agent local decision making as well as on nego-
tiation and coordination mechanisms between agents. Fault diagnosis methods in
induction motors have a limited classification capability depending on the data sources
or fault type.

When data sets are too large to be addressed by a centralized solution, e.g. when
multiple faults are present in SCIMs, distributed diagnostics with MAS can be effec-
tive. In [15] an intelligent MAS was developed to identify different types of faults in the
stator, rotor and bearings of a three-phase induction motor. Each agent was responsible
for different type of fault and trained with different classifier method. Real-time
industrial agent-based distributed diagnostic solutions for manufacturing have been
presented (e.g. [16, 17]).
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4 JADE

JADE is a widely used middleware for the development of FIPA compliant (Foun-
dation for Intelligent Physical Agents) agent frameworks. It provides the infrastructure
on top of which agent logic can be developed [14]. The main purpose of FIPA is to
provide interoperability between different agent platforms, thus JADE is compatible
with different agent platforms. JADE has been applied in manufacturing (e.g. [15, 18,
19]). JADE includes the Java classes required to develop agents and the containers, i.e.
the Java processes that support the run-time and the services which support agent
existence and execution. The JADE agent platform is the set of all active containers.
The main container provides the GADT (global agent descriptor table), which is the
registry of all agents present in the platform. It hosts two special agents, i.e. the Agent
Managements Service (AMS) and Directory Facilitator (DF). The AMS agent provides
access to the platform’s white pages and manages agents’ life cycle. Agents register
with AMS to get a valid agent identifier (AID). The DF agent provides a yellow page
service. Agents register their services to DF and search for other agents’ services in DF.
Agent communication is compliant with FIPA and based on asynchronous message
passing. The message structure format is compliant with the widely used FIPA-ACL
(asynchronous communication language) with predefined interaction protocols (IPs).

5 Description of the Proposed MAS Framework

The proposed MAS consists of a supervisor agent and eight motor agents, namely four
motor agents representing a healthy motor and motors with 1, 2 and 3 broken rotor
bars, trained with either a FANN or a k-NN classifier method. The MAS global goal is
to make a decision on the health status of a SCIM rotor bar. After the initialization of
the MAS on the JADE reactive agent platform, each motor agent is initially trained by
its corresponding classifier method with measurement data. Then, when the supervisor
agent receives test data it forwards it to the four motor agents trained by the FANN.
Agents interact using the FIPA request IP. The supervisor agent initiates a conversation
with each motor agent by sending the test data and requesting a decision on the type of
fault. Each agent replies with an agree communicative act. When an agent fulfills the
request it communicates an inform-result communicative act, to inform the supervisor
agent that the request has been fulfilled and notify the results. The supervisor makes the
final fault diagnosis based on a predefined threshold value. In case of conflict, e.g.
when two or more agents assess positively, the supervisor agent sends the input data to
the four motor agents trained with the k-NN method. If the conflict is still not resolved
the supervisor agent issues the results along with a message indicating conflict. The
case study architecture is shown in Fig. 1 while Table 1 shows the agents of the
presented MAS. Moreover, Fig. 2 depicts analytically the agent interaction diagram.

Experimental measurement data have been obtained from a healthy motor and from
the same motor with 1, 2 and 3 broken rotor bars. Figure 3(a) shows a generic view of
the squirrel type rotor used here (in healthy condition, mounted on its rotating shaft)
which has 17 copper bars. Vertical drilling of approximately 1 cm was performed
consecutively in order to “simulate” an actual rotor bar fault, starting with the healthy
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Fig. 1. The case study architecture.

Table 1. MAS agents and their respective goals

Agent Goal

Supervisor agent (SA) To make the final fault diagnosis
decision of the global system

Healthy motor agent trained with
FANN (HMA-FANN)

To decide
whether the
motor

is healthy using a FANN

Motor agent with 1 broken rotor bar
trained with FANN (MA1BB-FANN)

has 1 broken rotor bar using a
FANN

Motor agent with 2 broken rotor bars
trained with FANN (MA2BB-FANN)

has 2 broken rotor bars using a
FANN

Motor agent with 3 broken rotor bars
trained with FANN (MA3BB-FANN)

has 3 broken rotor bars using a
FANN

Healthy motor agent trained with k-NN
(HMA-kNN)

is healthy using a k-NN

Motor agent with 1 broken rotor bar
trained with k-NN (MA1BB-kNN)

has 1 broken rotor bar using a
k-NN

Motor agent with 2 broken rotor bars
trained with k-NN (MA2BB-kNN)

has 2 broken rotor bars using a
k-NN

Motor agent with 3 broken rotor bars
trained with k-NN (MA3BB-kNN)

has 3 broken rotor bars using a
k-NN
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rotor and increasing the holes/faults onto 3 adjacent bars. Figure 3(b) depicts a close
view of the severely faulty rotor. Finally, in Fig. 3(c) the overall bench experimental
setup is shown. Current waveforms were acquired and recorded using a digital oscil-
loscope through a current transducer for 4 different operating (loading) conditions and
for each one of the 4 health states, thus 16 sets of measurements were obtained in total.
The characteristics of the operating conditions examined are,

• Case 1: nm = 1420 rpm (s = 0.0533), Vph = 220 V
• Case 2: nm = 1380 rpm (s = 0.0800), Vph = 220 V
• Case 3: nm = 1290 rpm (s = 0.1400), Vph = 138 V
• Case 4: nm = 1235 rpm (s = 0.1766), Vph = 138 V

where nm is the rotor speed and Vph the SCIM phase voltage. These recordings were
post-processed using FFT to obtain (among others) the corresponding power spectra.

As input nodes, 4 quantities have been selected, namely, (a) the slip of the motor
(which inherits information about the loading condition), (b) the k/p ratio (which
inherits information about the motor poles number), (c) the “expected” side-band
frequency using Eq. (2) for k/p varying up to 9 with a 0.25 step (this covers a nearly
450 Hz harmonics spectrum) and (d) the corresponding current harmonic amplitude
derived from measurements through FFT. In this way, for each health state and also for
each of the operating condition cases, 16 input/output data sub-sets vectors were
prepared, giving a final training/test data vector of 1056 rows by 4 columns.

Each agent is created by defining a class that extends the jade agent class. The
agents are created by defining classes that extend the jade agent class. The motor agents

Fig. 2. Agent interaction diagram in the presented MAS.
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incorporate a neural network, as a neural network class. The tasks that an agent has to
fulfill are realized by adding behaviors to each agent class. The k-NN classifier training
method uses four nearest neighbors and the Euclidean distance measure. The FANN
training method is based on the gradient descent technique. The criterion for fault
diagnosis decision making is the mean square error (MSE). The MSE is calculated
from the sum of the squared errors for all input patterns used in the training set of the
net. The activation function is the hyperbolic tangent. The weights are calculated and
adjusted in each epoch until the MSE is minimized, where the training stops. The
number of input processing elements is equal to four. The number of output layer
processing elements is equal to one, as each motor agent corresponds to a specific fault
type. One hidden layer is chosen and the number of hidden layer processing elements is
equal to fifteen, based on trial and error. Training set parameters in the hidden and
output layer are determined based on average minimum MSE. Step size is equal to 0.1
and momentum is equal to 0.7. The number of epochs is equal to 10000, the training
data set is 70% and the test data set is 30% of the input data.

The results will be compared with fault diagnosis results extracted using the
adaptive neuro-fuzzy inference system (ANFIS) method from the same motor [20], in

Fig. 3. (a) Actual SCIM rotor (on its shaft) used in experiments in healthy condition, (b) same
rotor with 3 bars drilled consecutively to simulate broken bars, (c) Overall experimental setup:
(1) three phase 4-pole induction motor under test, (2) dc-generator, (3) dc-generator excitation
power supply, (4) resistive load, (5) three-phase power supply (variac), (6) power analyzer with
PC connection, (7) digital oscilloscope, (8) tachometer, (9) current transducer.
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order to assess the effectiveness of the MAS as a fault diagnosis technique, as well as
with respect to the conventional AI based ANFIS method.

6 Conclusions

Early fault detection in induction motors is critical for their operation, whereas con-
ventional AI techniques for fault diagnosis have limitations with respect to an optimal
solution. In this paper, an intelligent MAS is presented for the decision making in fault
diagnosis of three-phase SCIM rotor bars. Agents in the proposed MAS represent
induction motor in different health conditions, trained with either a FANN or a k-NN
classifier method. Measurement data are obtained with the classical motor current
signature analysis. Each agent makes its own decision making and sends its output to
the supervisor agent that makes the final fault diagnosis based on a predefined threshold
value. The MAS will be implemented with the JADE reactive agent platform. The
effectiveness of the proposed MAS for SCIM fault diagnosis with respect to a con-
ventional AI method will be tested by comparing fault diagnosis results extracted with
this method with results extracted using the ANFIS method from the same motors. An
additional advantage of using a MAS is that it can provide online fault diagnosis, since
it is configured for real-time control.
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Abstract. Voltage control of distribution systems need load forecast. For
improvement of efficiency and sustainability of the automated control of Smart
Power Grids (SPG) the control system of the process should contain a subsystem
of forecasting time series - load forecasting, as a parameter directly associated
with voltage. The highest requirements applicate for the accuracy of short-term
(day-week-month) and operational (within the current day) forecasts, as they
determine the management of the current mode of operation of the SPG. The
paper describes forecasting methods and concludes that using of artificial neural
networks for this problem is preferable. It shows that for the complex real
networks particle swarm method is faster and more accurate than traditional
back propagation method. Finally the used model of short-term load forecasting
(STLF) is described and tuning of all presented models is done. The paper
concentrates of training methods of neural networks and uses “back propaga-
tion” algorithm and “particle swarm” algorithm for this purpose.

Keywords: Voltage control � Load forecasting � Artificial neural network

1 Introduction

Nowadays, power quality is a very important parameter, both from a technical and an
economic point of view. One of the monitored parameters is the level of voltage among
consumers. With the development of network, users with different curves of load
connected to the same main substation, but they have different requirements to the
voltage regulation. Today in Russian distribution grids there are a variety of problems
connected with power quality. The most common problem is an unacceptable level of
voltage among consumers. Invalid voltage deviation leads to increased deterioration
and failures of equipment, breakdowns in technological processes, incorrect operation
of the control and automation systems. The common reasons of deviations are high
network load, inconsistency of load curves, incorrect or insufficient regulation of
voltage.

Now voltage control in distribution networks is carried out mainly using the tap
changing transformers at power supply centers of 110–220/6–20 kV. Regulation is
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performed in most cases in the stabilization voltage mode rarely counter regulation is
applied.

Control actions for the both methods occur after the actual changing of mode
settings that do not provide an optimal effect. In modern works is proposed to operate
branches of tap changers of transformers using intelligent algorithms. In the Fig. 1 is
shown example of working of such algorithm [1]. For the SPG’s test system [5], in the
Fig. 1 are presented consumers with different load graphs and with different require-
ments to the power quality. The points of connection with the consumer’s service are
numbered from 3 to 36. Bus number 2 marks the distribution substation. As it can be
clearly seen, all the consumers’ requirements for power quality is full-filled, but there is
a problem with huge amount of tap-changings, which is lined by blue stepped line (up
to 10 in one day). The resource of these devices is limited and it leads to the need to
solve the optimization problem of distribution of control operations in time to ensure
the best mode of all consumers. To solve this problem and provide an active-adaptive
regulation is necessary to build STLF (from several minutes to a day) based on archive
measurement and ambient parameters (temperature, light, day of the week).

Thus, for the successful work of the active-adaptive algorithms, based on results of
the known methods of load forecasting, it is necessary to choose the most effective
method of forecasting and apply it to the available data [2].

The aim of this paper is to build the neural network load-forecasting model as the
part of the active-adaptive algorithm of regulating of voltage for specific Moscow
network based on real load data. In recent years, the new training approaches for neural
networks achieved and it is needed to compare its performance and to choose the best
solution for particular network.

2 Electric Load Forecasting Methods

In general, forecasting techniques are divided into intuitive and formal methods. The
group of formalized methods is divided into statistical methods and artificial intelli-
gence techniques, so-called heuristics. All the methods listed can be applied for the

Fig. 1. The results of the work of active-adaptive control algorithm [5]
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load forecasting, but the selection of specific technique should be done based on
particular problem and understanding for which purpose the chosen technique is used,
which advantages or disadvantages it have and could it provide adequate results in this
case or not [3, 8]. In this paper for forecasting the neural networks approach is
implemented, because the data set is not big enough for using statistical methods, the
fuzzy logic and SVM techniques gives big error in forecasting and requires an expert
for setting the rules and building the model. Further some advantages and disadvan-
tages for methods listed is given. In addition, recommendations and possible cases in
which following techniques could be implemented is done.

2.1 Statistical Methods

Usually statistical methods may accurately predict the daily schedule load on ordinary
days, but they lack the ability to analyze the load on holidays or other days, due to the
absence of flexibility of their structure [9]. Statistical methods include multiple linear
and non-linear regression, stochastic time series, the general exponential smoothing,
the methods of state space, and others.

The apparent advantage of statistical methods is their “transparency”, i.e. when
solving problems of forecasting there is a known equation, based on which the problem
is solved one way or another.

The main disadvantage of statistical methods are their computational complexity,
long duration of computing and the need for large amounts of archived data. Statistical
methods are difficult to apply to a model in which there are non-linear dependence,
rapid load changes or missing data.

2.2 Heuristic Methods

Heuristic methods include artificial neural networks, fuzzy logic systems, Support
Vector Machine (SVM) methods. An important advantage of these methods is their
adaptability, i.e. the ability dynamically adapt to changing conditions. This property is
one of the key for applications of the method as part of an intelligent control system for
distribution networks.

However, fuzzy logic techniques itself are used very rarely, because the knowledge
of operators and load monitoring system for long period of time have to be used in
order to achieve good performance; fuzzy logic can be used for improving the per-
formance of the artificial neural networks as well as self-organizing maps and genetic
algorithms.

Heuristics are well suited for the prediction for the following reasons: first, they are
capable numerically approximate any continuous function with a given accuracy.
Secondly, to predict there is no need to build an accurate model of the system [4].

In addition, this methods are able to provide the required prediction accuracy in
low-quality initial data, the presence in the archive gaps and abnormal deviations.

The disadvantages include the complexity of their initial design and the fact that
most of them is “black boxes”.
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2.3 Artificial Intelligent (AI) Technique

A detailed comparison of classical and heuristic methods is given in [5]. Particular
attention is paid to neural networks, since they are well suited for forecasting loads.
They are able to generate a forecast for the load schedule of any complexity based on
previous experience. In addition, there is no need to build a mathematical model of the
network under consideration. For predictions with reasonable accuracy, it is sufficient
to have retrospective data of the measured load values [7, 10].

To solve the load prediction problem, the following types of neural networks are
mainly used: multi-layer perceptron, radial-basis functions and linear networks. For
each practical task, the quality of prediction in these models is estimated by the MAPE
(Mean Absolute Percentage Error). In most cases, the best results are obtained by a
multilayer perceptron.

The quality of neural network prediction is influenced by various factors, such as
adjusting the model parameters and training algorithms.

The training of a multilayer perceptron is most often carried out by the method of
Back Propagation of the Error (BPE). Its advantages include ease of implementation
and speed, disadvantages - the ability to find a locally optimal solution instead of
global, the sensitivity to the order of training examples.

In addition, evolutionary algorithms, such as the Genetic Algorithm (GA) and the
Particle Swarm Optimization method (PSO), have recently been used to train the
network. Particle swarm algorithm quickly converge to the best solution, the method is
easy to implement and is very effective. However, with incorrect selection of opti-
mization parameters, the training time of the network increases [6].

3 The Used Model of Neural Network

Today a multilayer perceptron is one of the most widely used neural network models
because of its ability to reflect complex nonlinear relationships between input and
output parameters. The network consists of several layers of neurons and weight
coefficients, reflecting the connections between them. The transmission of information
is carried out based on direct dissemination. The model of the neural network imple-
mented in this paper is shown in Fig. 2.

Fig. 2. Structure of used model
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Let us denote the number of layers and neurons in the layer. Input layer: NI

neurons; NH neurons in each hidden layer; NO output neurons; x – vector of input
network signal, y – vector of output signals.

Operation of multilayer perceptron is described by the formulas 1, 2, and 3:

NETjl ¼
X

i
wijlxijl ð1Þ

OUTjl ¼ FðNETjl � hjlÞ ð2Þ

xijðlþ 1Þ ¼ OUTil; ð3Þ

where i – number of the input, j – number of neuron in the layer, l – layer number.
Then xijl – i input signal of j neuron in the layer l; wijl – weight coefficient i input of

neuron number j in layer l; NETjl – the signal of j neuron in the layer l; OUTjl – output
signal of the neuron; hjl – threshold neuron j in layer l.

Each layer calculates the non-linear transformation of a linear combination of the
previous layer signals. Hence it is clear that the linear activation function can be applied
only for those network models, which do not require the series connection of the layers
of neurons to each other. For multilayer network activation function must be
non-linear, because the equivalent of a single-layer network can be built, and layering
is unnecessary. If to apply a linear function of activation, each layer will result in an
output linear combination of the inputs. The next layer will give a linear combination of
the previous output and is equivalent to a linear combination with other factors, and can
be implemented as a single layer of neurons.

To predict the electrical load one hour ahead, a model with the following param-
eters was used:

• the number of layers – 3 (input, hidden and output), because this configuration is the
most common in solving forecasting problems;

• the number of neurons in the input layer – 120 (120 values of the actual power chart
in the previous 2 h, each point represents one minute measurement);

• the number of neurons in the hidden layer will be defined in Sect. 4;
• the number of output neurons – 60 (forecasting done for 1 h ahead, each point

represents one minute measurement);
• the function of activation of the hidden layer is tangential and given in formula (4),

since it has the property of amplifying weak signals better than strong ones, and
prevents saturation from strong signals, hence this function solves the dilemma of
noise saturation of the Grossberg;

f nð Þ ¼ 2
1þ e�2n � 1 ð4Þ

• training algorithm (a) back propagation of the error (b) swarm of particles.

The main idea of back propagation of error is simple. The network is trained on a
certain number of training pairs. The output vector is presented, the network output is
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calculated and compared with respective target vector, difference (error) is fed via a
feedback, and weights are changing in accordance with the algorithm seeking the
minimum of the error. The vectors of the training set are presented sequentially, errors
are calculated and weights for each vector adjust as long as a teaching error across the
array reaches an acceptably low level.

According to the method of least squares, minimized error function of neural
network is:

E wð Þ ¼ 1
2

X
j;p
ðyðNÞj;p � dj;pÞ2; ð5Þ

where yðNÞj;p – the actual output state of the neuron j of output layer N when applying its
inputs p-image; dj,p – the desired output state of the neuron.

In this paper considers not only training by back propagation, but also particle
swarm algorithm.

Searching of an optimal solution is not from the only one of the predetermined
points, but from multiple randomly found points. Each particle “remembers” the
coordinates of the best solution and found it, and find the best of all the particles found
solutions. The algorithm searches for optimal solution iteratively moving the particles
in the solution space. Each particle is attracted to the best solution found adjacent
particles, and to the best solution found herself.

The main settings of the back propagation error algorithm are learning rate, the
number of iterations, momentum.

The main parameters of particle swarm algorithm is the number of particles in the
swarm, the number of iterations, the self-acceleration coefficients and the value of
velocity changes.

These parameters for both of algorithms was settled in the Sect. 4.
In this study, the mean absolute error in percentage (MAPE) is used to evaluate the

training and test samples:

MAPE ¼ 1
N

XN

i¼1

Pforecast � Preal
�� ��

Pforecast � 100%: ð6Þ

4 Results

In this study, the results of load measurement in the distribution networks of the
Moscow region in 2008–2010 with the averaging interval of 1 min were used. To
model the mode, the MATLAB2017a environment was used.

As far as the aim of this paper to create the neural network, which will adequate
forecast the load curve for particular system, the network was trained on archived load
data, which were provided by PAO «MOESK». After that, it was tested on a sample
from data that was not used in the training samples.

Based on the lowest MAPE the number of hidden neurons for training method back
propagation of the error is set to 38 using simple increasing of the hidden neurons
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number. In each case network was trained and the resulting value of error was evaluated.
MAPE in this case is equal 4.06%. The results of the experiment is shown on the Fig. 3.

Based on the lowest MAPE the number of hidden neurons for training method
particle swarm is set to 27. Test was made in the samemode as for BPE algorithm.MAPE
in this case is equal 1.298%. The results of the experiment is shown on the Fig. 4.

Figures 5 and 6 show the same time interval on January 13, 2010 from 01:00:00 to
02:00:00. The green line denotes the actual values of the load during this period; the
blue line indicates the values predicted by the neural network.

Fig. 3. Results of determination of number of hidden neurons for training method BPE

Fig. 4. Results of determination of number of hidden neurons for training method PSO
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In Fig. 5 a graph of the predicted values of electrical load based on the created
software algorithm, trained by BPE is presented. Algorithm in this case does not catch
the overall trend gives 4.06% of MAPE.

In Fig. 6 a graph of the predicted values of electrical load based on the created
software algorithm, trained by PSO is presented. Algorithm in this case catches the
trend and small deviations of the load and gives 1.298% of MAPE.

Fig. 5. The results of forecasting for the ANN trained by BPE

Fig. 6. The results of forecasting for the ANN trained by PSO
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After the selection of the optimal number of hidden layer neurons it is necessary to
select other parameters associated with the method of training the neural network.
Backpropagation can be adjusted by changing the speed of learning, that is, setting up a
step gradient descent. The date and number of epochs also may be changed. Momentum
is used to accelerate the training process and in this paper is equal to 0,5. The other
parameters were settled using the trial and error method. The specific points for each
parameter were used. For the learning rate the range changed in [0,01; 0,5] interval. The
smallest values leads to the «grid paralysis», the biggest values lead to the non-ability of
the network to find the global minima. The number of epochs insignificantly influence
on the training time and was changed in the range [50; 500]. The selection can be done
using special algorithms such as self-organizing maps, genetic algorithms, but it is not
the purpose of this paper and could be done for improving of the performance in next
studies. The best results of setting the parameters is shown in Table 1.

Selection of the optimal parameters for changing the velocity of the particles is the
subject of separate studies. In this paper are accepted parameters c1 = 1,49445,
c2 = 1,3, found by the other authors and providing the best results for this method of
training for the other problems such as pattern recognition. To this training algorithm,
the population size is important, it directly affects the speed of finding the optimal
solution, because the small size of the population make the search for the optimum
longer. The population size were changed in the range of [5; 150]. The iterations
number influence slightly on the training time and was settled in the range [50; 500].
The selection was done using trial and error method. The following Table 1 gives a
summary of the best variant of setting parameters.

5 Conclusions

• Figures in the table show that, using a “particle swarm” training algorithm neural
network is able to reduce the average prediction error by 0.18–2% and to reach a
desired value.

Table 1. The results of STLF.

Name of
training method

MAPE % Note

ANN (BPE) 1.79–6.68 Tested on the data, which were not used for configuring
(number of hidden neurons 38, learning rate 0.1, number of
epochs 300)

ANN (PSO) 1.61–4.68 Tested on the data, which were not used for configuring
(number of hidden neurons 27, population size 20, number of
iterations 75)

ANN (BPE) 1.69 The best variant during configuring (number of hidden neurons
38, learning rate 0.1, number of epochs 300)

ANN (PSO) 1.44 The best variant during configuring (number of hidden neurons
27, population size 20, number of iterations 75)
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• Forecast result in this case not only shows the general trend, but also reflects the
changes in the local load curve. In addition, this method of training has a great
speed, which is important for operating in real time.

• Back propagation algorithm for training the neural networks is simple to implement
and configure, but for complex load profiles is inapplicable because it does not
allow to achieve the required accuracy of prediction (1.79–6.68%).

• The algorithm “swarm of particles” for training the neural networks is slightly more
difficult to implement and configure, but gives an acceptable error value (1.61–
4.68%).

• Comparative analysis of training algorithms showed that for complex, non-linear
load curves for neural network training is necessary to use evolutionary algorithms,
as they give the best results of the absolute values of errors and training time.

• The prospects for further development include finding methods to reduce training
time, and reducing the MAPE error, using of intelligent techniques for defining
optimal parameters of the network (self-organizing, setting using genetic
algorithms).
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Abstract. In software engineering, there are many methods and good practices
which aim at ensuring quality of developed software. One of these practices is
using design patterns. The aim of the article is to show the example of quality
assessment method of the implementation of the strategy design pattern and
benefits which are given by this method. The analysis of the results of method
can help the leader of developer team in case of getting decision of the repairing
defects in implementation of design patterns, that’s lead to lower costs con-
nected with the development and fixing the defects in software.

Keywords: Design patterns � Software quality � Software development �
Strategy pattern � Experiment with students

1 Introduction

The commercial software production is very often related with the costs which are paid
by the vendor. Particularly when he is producing software for business, which has to be
constantly developed to ensure competitiveness towards other products on the market.
And when the vendor has to adapt his product to the changing user rules or laws.
Research and development in the software engineering give many solutions which help
to reduce the costs of production [7], i.e. solutions helping at the beginning of the
production process to lower the estimation costs of effort changes in the software [10].
During the whole production process it is popular to use agile factory methods in small
teams [6], which also helps to lower the costs connected with managing the software
development. There are also solutions used in the source code of created product, ready
components, architecture patterns (e.g. MVC or MVP) and design patterns. Mentioned
kinds of patterns need own contribution and proper preparation from people who are
implementing them.

Work done by people, in this case the source code created by programmers, can
include defects. In case of design patterns the defects noticeable by the program user
can be omitted, whereas defects in design patterns will be noticeable first of all for the
vendor. The vendor cannot be sure if despite the defects lower cost of development of
the software will be assured. In other words, the vendor is searching for an answer to
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his question: Whether the implementation quality of the given design pattern will
assure him benefits that are expected from this pattern?

The aim of the article is to present the experiment with using method of quality
assessment of implementation of design patterns, based on the example of the Strategy
design pattern.

In the second chapter of the article it was briefly explained what is the imple-
mentation of design patterns and chosen methods related with searching of the
occurrence and verification of the implementation of the patterns were discussed In the
third chapter there were described used formal models and the process of using of the
method to verifying the implementation of design patterns. The fourth chapter presents
the strategy pattern, assumptions of the experiment, results and their interpretation. The
fifth chapter is the summary of the work.

2 Design Patterns and Quality

2.1 Quality of Implementation of Design Patterns

The software vendor, through the implementation of the design patterns, aims at
achieving chosen benefits and for majority of the design patterns such are [4]:

• reusable trusted solutions,
• way of avoiding chosen defects,
• lower cost of development and fixing the defects,
• bigger legibility of the code,
• substitute for documentation.

The benefits emerging from the implementation of the design patterns contribute to
lower the costs of production e.g. new software developer, who knows the design
patterns, faster absorb the newly introduced source code (which also contains patterns),
than code without patterns. Faster absorbing the code means that new software
developer will start to work with maximum efficiency earlier and the minimum effi-
ciency time will be shorter.

The occurrence of the implementation of the design pattern in the source code does
not mean that this code ensure mentioned benefits. To be sure, there is a need to check
if the quality assessment of the implementation is evaluated by using proper metrics in
accordance with the criterion. The criterion of evaluation is a perspective of the
expected benefits. In other words quality assessment of the implementation of a par-
ticular design pattern means a number of actions which must be taken to show the
analysed software code’s conformity with rules and principles of implementation
adopted for a particular pattern. To make the evaluation trustworthy it should consider
many factors connected with the implementation of the patterns. Basic element in the
source code which is evaluated is the structure creating the pattern, e.g. class with the
private constructor in the Singleton pattern, field affording to share the Singleton
instance etc. Alongside the code which creates the pattern there is a code which is
passive in the pattern [3], usually it is processing of the data. The context of the
implementation of the pattern is essential but in many times omitted. Elements of the
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code, where the existence of the pattern is called is the context of the implementation.
The metrics in the completed model of evaluation should describe every mentioned
elements.

Design patterns are gladly used by software developers both in big and small
productive teams. Small teams which work by agile methods often do not dispose of
complete documentation of the project of manufactured product [6], therefore patterns
are implemented on the basis of knowledge and experience of the members of the team.
However, in many cases, decision about solving the project defect through the
implementation of design pattern is made quickly during morning meetings. Mentioned
difficulties are determining the problem, so the vendor does not know if what he
expects from the implementation of the design patterns will be possible. Therefore from
the vendor’s perspective, a need for quality assessment of the implementation of design
patterns appears, which will help to solve mentioned problem.

2.2 Detection for the Occurrence and Verification of Design Patterns

Classic models of quality assessment and metrics are known since many years in the
software engineering area. Unfortunately, used for evaluation of the implementation of
the design patterns are not sufficient or provide wrong results [5]. Other popular
solutions that help in creating software, e.g. Model Driven Architecture, cannot be used
by agile teams because of lack of complete project documentation.

Studies directly connected with design patterns very often concern searching of
occurrence of patterns in source code only. Information that particular part of the
source code contain some amount of patterns is not providing the correctness of
implementation, to be precise - correctness of the documentation [8, 9]. Such solution
will fail again in case of agile vendor teams. There are undertaken studies, which aim at
showing correctness of structural implementation of patterns [1], which also brings too
little information and does not include the evaluation.

3 The Method of Quality Assessment of Implementation
of Design Patterns

3.1 Model Structure

The method based on model, which model has been described i.a. in: [12, 13], where
the data models has been explained. In the model it is assumed that the source code is
imitated (managed code type .NET or Java, to be precise) into formal model of the
program. Templates of the design patterns (i.e. information about implementation
variants) were divided into general characteristics (or features [11]) and provided with
particular metrics, analogically to ISO9126. The norm is described by a tree structure
which includes characteristics and in those, recursively, there are subcharacteristics.
Characteristics-leaves have metrics - functions assigned to them, which define certain
values on the basis of measurable software attributes. The definition of characteristics is
informal - it expresses certain intent, while the metrics are formalised.
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On the basis of the model it is possible to indicate the quality assessment of
implementation of design patterns in the source code and pointing, which elements of
the implementation should be corrected to achieve the highest quality in particular
evaluation criterion.

3.2 Model of Computer Software

The most information on programming is included in the source code, which simul-
taneous shortcoming is a physical representation - these are properly catalogued text
files which are more difficult to analyse than a structured formal representation.
A formal model of the program provides the automated processing of data concerning
the occurring implementation and, additionally, it enables one to remove useless code
and unwanted information (e.g. comments written in a natural language, unit tests
code).

Basic attributes of object oriented programming were imitated as set: modifiers
MOD = {static, partial, sealed, final, …}, access modifiers AMOD = {public, private,
internal, protected}, kind of type KOT = {class, interface, value, generic, array}, kind
of instruction KOI = {declaration, initialize, called, call}. The code of analysed
computer program was mapped into set of types T:

T ¼ tiji ¼ 1; . . .; t;f g; ð1Þ

where t – number of types, ti denotes concrete type. Each type ti:

ti ¼ FIEi; PROi; METi; modi; amodi; name; kotið Þ; ð2Þ

where FIE, PRO, MET are the sets correspondly to fields, properties and methods
included in t, modi 2 MOD, amodi 2 AMOD, name 2 alphanumerical, koti 2 KOT. On
account of further example, sets FIE and PRO do not require explanation. The set of
methods METi:

METi ¼ meti;jj j ¼ 1; . . .; met
� �

; ð3Þ

where met – the number of method in ti, meti,j denotes j-th method in ti. Each
method mi,j:

mi:j ¼ MPi;j; rti;j; ctori;j; MBi;j; modi;j; amodi;j; name
� �

; ð4Þ

where MPi,j – the set of method parameters, rti,j – returned type, rti,j 2 T, ctori,j denotes
constructor (true if method is a constructor, false for otherwise), MBi,j – the set of
instructions in method body, modi,j 2MOD, amodi,j 2 AMOD, name 2 alphanumerical.
Method body is a set of instructions MBi,j:

MBi;j ¼ insi;j;kj k ¼ 1; . . .; ins
� �

; ð5Þ

where ins – the number of instructions in k-th method in type ti, insi,j,k – concrete
instruction. Instruction insi,j,k:
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insi;j;k ¼ koii;j;k; iti;j;k
� �

; ð6Þ

where koii,j,k 2 KOI, iti,j,k instance of type, iti,j,k 2 T.

3.3 Use of the Method

Using the model defined in Sect. 3.1, the author’s own method of quality assessment of
implementation of design patterns is suggested. The main stages of the method of quality
assessment of implementation of design patterns are shown in the Fig. 1. The first stage is
used only once with the introduction of the method to teams Stage I, II and III should be
made obligatorily, while stages IIa and IV (which is not marked in the picture) are
optional and depend on the needs of the team.

Stage I – build of the pattern and metric models. This stage assume creating pattern
and metric models according to previously presented structure methods. Responsibility
for creating is on the leader of the team because in most cases he has the biggest
experience and knowledge of design patterns.

Stage II – build of the program model. The second stage of suggested method
appears cyclically, at least once during iteration of agile methodologies, every time
before the III stage (automation required). Stage IIa, or actualisation of program model
appears instead of stage II, when there is a need to renew the assessment.

Stage III – assessment. Occurrence of stage III in the software development cycle
depends on the preference of the project team. Required time is one dedicated for
inspections and code improvement. The stage of the assessment can be used more
frequently rather than once during iteration, however it should occur after making the

Fig. 1. Diagram of the method used to assessment the quality of implementation of design
patterns.
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potentially ready part of the source code. Person required and responsible for making
the assessment is leader of the team, because he has the biggest experience. On the
basis of his experience, the leader makes decisions weather the quality assessment of
design patterns (made by team the leader is responsible for) is sufficient in the accepted
quality assessment or it needs improvement. In case of required improvement of
implementation of design patterns it is necessary to get suggestions from the metrics
model, which will show the programmers parts that need changes and required type of
changes. It is very important, that the assessment and improvement were made in the
time of iteration, in which design patterns were implemented, i.e. when programmers
remember previously made code.

Stage IV – development and modification of models from stage I. The last stage of
the method occurs irregularly, i.e. when there is a need. Stage IV rely on making
actions from the stage I fragmentarily, i.e. development or modification of pattern and
metric models. The factors that impose the occurrence of this stage are i.a. development
of the abilities of project team, which are increasing along with getting new
experiences.

4 Process of Quality Assessment

4.1 Assumptions of the Experiment

Conducted experiment relied on simulating a part of iteration of development process,
in which Strategy pattern software is developed. The main aim of this experiment was
showing that time of software development by adding new operation to the pattern
Strategy will be shorter in case of implementation of pattern according to directions
resulting from the method of quality assessment of patterns, in regard to the time
needed for development, when implementation of pattern contain defects. In the
experiment it was not able to map the environment typical as in the project company,
so it was necessary to make many simplifications.

Simulation consists of two processes, which are shown in the Fig. 2. In the first
process, students took part only in iteration B. Iteration A consisted of making software
along with few defects in implementation of strategy pattern. To begin working on
code not until iteration B there was simulated passing time, i.e. code in the iteration B
was a so-called legacy code. During the iteration B, students had to add a new oper-
ation to the strategy and fix defects that were noticed before. Same task was submitted
in iteration B, however in case of the second simulation process students also took part
in A3. Iteration A1 in both processes is the same, differences occur in time of code
inspections, were additionally assessment of implementation of design patterns was
made, then improvement of implementation according with worked out method –

which was also made by students. After that, they begin to work on iteration B,
however in this case implementation of the strategy pattern did not consist of defects as
in iteration B.
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4.2 Strategy Design Pattern

Benefits of Implementation
Strategy design pattern is one of the popular patterns [2]. The aim of this pattern is [4]:
defining algorithm family, encapsulation each one of them and enabling their
replacement. This pattern is useful in problems when there is a need to achieve one
operation in many different ways. Popular example in literature is encapsulation of
different sorting algorithms and their replacement. For the vendor the strategy pattern
means following benefits:

• Lower development cost (or bigger accuracy of estimation of the cost) by adding
another operations realized with the help of the strategy pattern,

• Repeatability of operations, i.e. operations realized with the help of the strategy
pattern will generate the same result regardless of the modulus program in which
they will be run in,

• Lower cost of fixing the defects, i.e. the defect should be fixed in one operation, no
matter of the cases of use of this operation.

Characteristics
The template of the Strategy design pattern was imitated in proposed model as a group
of characteristics “c”: c1 – interface declaration, c2 – declaration of operation, c3 –

interface realization, c4 – implementation of operation, c5 – context of the imple-
mentation of operation, c6 – initialization and choice of strategy. Mentioned charac-
teristics were detailed by 15 metrics mi,j, where i stands for characteristics, and j means
another metric. More important metrics in established quality assessment are enclosed
in Table 1. In established quality assessment the highest result is required. Every lapse
from such result indicates additional costs for the vendor.

Fig. 2. Simulation scheme
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4.3 Quality Assessment of Strategy Pattern

Program used in the research is an application project created by students, which is
navigating the stepper motors. The Strategy pattern has been used to adapt the appli-
cation to different actuators, i.e. every student has been using different microcontroller
board and developed application should run identically, independently to the equip-
ment. Operation shared by microcontroller boards is: byte RunCommand(byte
cmd, byte args), which should be declared in the interface DeviceStrategy.
RunCommand operation accepts two byte type parameters and gives back operation
result also byte type. For the experiment there were implemented defects: d1 – strategy
declaration is a class instead of interface, d2 – one of the classes inherits from strategy
declaration (primary class) without implementation of operation, so with calling of this
strategy the empty primary method is made, d3 – one of the calling of specific strategy
consists of class declaration and direct initialisation (so-called inline).

In the first simulation process every participant received program code with defects
and two tasks to solve, which was the simulation of iteration B1 from the 2 picture. For
further description code in this form was called C1. As part of first task the participants
had to add the code responsible for support of new microcontroller patterned upon
legacy code. Besides, the added code should be integrated with the rest of the program
(context of implementation). Within the second task students had to fix two defects: d2
and d3.

In the second simulation process participants received the same source code as in
the beginning of the first process, i.e. C1. Code C1 as a result of quality assessment of
implementation of pattern got 182/310 points. Decomposing the summary result on the
particular component grades, there were noticed metric results, which were in the area
of acceptable results in the accepted assessment criteria. Based on obtained information
every participant made initial improvement of the code, which is iteration A3 from the
picture 2. Improved code, hereinafter called C2, got summary assessment result of
310/310, which is enough to begin with further part of experiment.

Table 1. Selected metrics of strategy design pattern.

Metric Values (points)

m1,1 – access modifier 4 – public, 3 – internal or empty, 2 – protected, 1 – private
m1,2 – kind of type 5 – interface, 2 – abstract class, 1 – class
m3,1 – kind of type 3 – class, 1 – interface
m1,2 – dependencies 5 – if each class realizes interface, 1 – if some class not

realizes interface, 0 if any
m4,1 – realization of an
operation

5 – if class realizes (or override) operation, 3 – if class has
similar operation, 0 – no operation

m6,1 – strategy declaration
and initialization

5 – declaration as interface and next initialization of concrete
strategy, 4 – declaration and initialization inline, 1 – no
declaration

m6,2 – covering of initialized
strategy

3 – if all strategies are initialized in one code unit, 1 – if only
some
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Comparison of work made by every participant is presented in the Table 2. It
follows that when enhancing the development process with proposed method temporal
profit is obtained, despite additional time dedicated in iteration A3. Effort of making the
assessment is negligible because it can be largely automated.

Relatively the highest profit, up to 43% got the first participant. It is because the
fact that the participant knew the Strategy pattern before. Better quality in this case
contributed to easier understanding the rule of action and knowing the structure of
legacy code.

Easy to notice is also that the other two participants have lower skills than the first
one, which resulted in bigger effort needed to make the same tasks. Work made by
them should be evaluated by suggested method, under control of a person with more
skills, which in case of delegating tasks to people with lower skills, gives an oppor-
tunity of avoiding different, unexpected results, which later get to people with more
skills in order to further development.

Presented results, in the development cost perspective, are showing temporal profit
of average 25% with using the method. This result confirm that suggested method
provides solution of problem depicted previously and makes profits related with
implementation of design patterns possible. It should be pointed out that in presented
results the costs of construction of models and introducing it is not taken into con-
sideration, because it is non-recurring cost. However it is a very laborious process,
which set limitations of the method and requires to be automated in the future. In
addition, complexity of the model is a disadvantage which can lead to rearranging the
contradictions of data included in the model.

5 Summary

In the article chosen problems related to costs of software development were briefly
discussed and there were also presented solutions supporting to lower the costs. On the
example of strategy pattern there were presented benefits introduced by this pattern.

Presented results, in the development cost perspective, are showing temporal profit
of average 25% with using the method. This result confirm that suggested method
provides solution of problem depicted previously and makes profits related with
implementation of design patterns possible.

Table 2. Experiment results

Participant Timing of the
tasks C1

Timing of the
tasks C2

Profit after using
the method

1 3,5 2 43%
2 5,5 4 28%
3 7 6 14%
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Further research provide development of the model for information about the
quality to give more details and to be comprehensible for the vendor. There is also
expected assessment of a few patterns in different iterations of software reference.
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Abstract. The operation of critical computer systems (CCS) in industry, energy,
transport and communications, etc. requires constant monitoring of cyber threats,
as well as vulnerabilities in the technical components and the software. The
information object cyber security (CS) operational management system and the
formation of the protection methods rational sets model which is based on a
morphological approach is developed. This model allows us to generate different
variants of protection sets that are compliant with a critical computer system
(CCS) of transport branch taking into account morphological matrices for each
security perimeter prepared with the intelligent decision support system (DSS or
intelligent decision support system – IDSS). It will find an optimal variant of the
cyber security perimeter sets using an CCS that maximizes the correlation of a
consolidated figure of “information security” (IS) to consolidated figure “costs”.
A program set for IDSS in circuits of organizational-technical and operational
management of the CCS security system is developed. It is proven that using the
developed IDSS allows us to reduce the cost of developing an information
security system and to shorten the time for informing some responsible individual
about information security incidents.

Keywords: Information security � Information management � Transport �
Decision support system � Mathematical model

1 Introduction

Active expansion of information-communication environment of critical computer
systems (industry, communication and transport, etc.) (CCS), especially in the segment
of mobile, distributed and wireless technologies, accompanied by the emergence of
new threats to cyber security (CS), as evidenced by the growing number of incidents
related to information security and protection of information and discovered vulnera-
bilities in CCS (or information objects (IO)) and automated control systems. The
threats are real [1]. The rapid increase of incidents in the field of informational security
(IS) has shown that existing information security systems (ISS), which are built on the
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basis of known cyber-threats and emerging attacks, are not always effective in cases of
new cyber-attacks (C-A) which are created against the widespread enterprise infor-
mation system, automated control systems in electronics, industry, transport, the
banking system etc. [2].

The structure of the technological complex of critical computer systems (CSS) of
transport may include various technical systems and tools [1]. Information security of
CCS of transport has never been released as a separate type of national security.
Moreover, the IS and CS of CCS cannot exist outside of national security. As part of a
whole, it carries heredity conceptual approaches to ensure security at the micro and
macro levels, continuity of relationships, common principles and methods. Moreover,
CS of CCS of transport usually has its own characteristics and specific, reflecting the
industry direction and defining its place, role and importance in the structure of national
security.

2 Problem Statement

For the successful usage of modern information-communicative systems (ICS) it is
necessary not only to know how to manage all the functional resources but to create an
effective information security management system (ISMS). As management objects –
ISMS are difficult organizational-technical structures, which function in conditions of
uncertainty. Effective management of such systems has to be based on innovative ITs
aided by decision support which considers both IS and CS.

One of the variants of this solution is the usage of a decision support system
(DSS) in CS on the basis of intelligent information technologies. Research into
improving existing and the development of new methods, mathematical models and
software for operational management of information protection (IPR) in IO, particu-
larly in conditions of uncertainty, inconsistency and lack of knowledge about ICS
status becomes highly relevant.

Goal of the research – developing a cyber-threat counterwork model using DSS,
choosing rational variants of reactions on the occurrences in CS, and taking into
account current operational IO data.

It is necessary to solve the following tasks to reach the goal of the research:

1. To develop a model of operational management of CS IO which allows us to
increase IS management efficiency in conditions of information environment status
uncertainty, and efficiency of the ISS rational structure planning process.

2. To develop the intelligent decision support system (IDSS) program of IO
cyber-security management and to investigate the efficiency of the offered model.

3 Review of the Literature

The structure of the technological complex CCS of transport sector may include var-
ious technical systems and tools [1–4]. The increasing number of IS and CS threats has
given rise to the surge of research in the field of development of uncovering and
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preventing C-A systems [5–8], and also DSS [9, 10] and expert systems (ES) [11–13]
in this field. But the majority of existing articles, devoted to the problem of DSS and
ES, address only the basic features of C-A. Publication analysis [14, 15], allows us to
uncover the increasing popularity of ISS risk assessment automated methods [16] and
program sets of IS and CS risk management [17]. Unfortunately, this set of instruments
of this approach has not been developed enough to be broadly applied. It was men-
tioned in the works [18, 19] that ISMS, in which intelligent technologies of
cyber-threats identification and reacting to occurrences of IS breaches are realized, are
products of private companies, and that a customer in general doesn’t have any
information about methods and models of leading effects forming in systems [20]. In
the works [21, 22] all the disadvantages of many DSS and ES systems in the field of IS
are shown. It is shown in the works [21, 23, 24] that it is appropriate to equip existing
DSS and ES in field of IS (excluding tasks of cyber-security management) with
functional models that allow us to increase efficiency of enumeration and investigation
of illegitimate interferences to the work of ICS crimes.

On the opinion of some authors [16–18, 21–24], existing standards in the field of IS
management don’t form effective methods of CS management.

In such a way, according to the disputes in publications [12, 14, 21], dedicated to
the potential of using integrated DSS and ES [9–11, 13, 20] in ISMS, which realize a
precautionary strategy of IO CS [19, 24], the task of developing methods, models and
applied software for using them in practice in intelligent support of ISS rational
structure planning and the task of assessment and prediction of IS and CS risks and also
of IPR management in conditions of uncertainty of potential cyberterrorists influences
became relevant.

A model of a problematic situation in the field of CS consists of the three inter-
acting systems: firstly, ISS which potentially can lead to problems with IS; secondly,
controlling system with IS and CS (cyber-security), which is being developed for
solving IPR problems; thirdly, the environment in which ISS operates. In this case the
environment is understood to be a huge number of potential vulnerabilities and threats
for IS and CS.

There is one main problem creating the CS – development of the threat model [11, 19,
25], which is connected to the specification of a management object interaction – ISS IO
with the environment. IDSS, which develops a threat model building method, is based on
a qualified scheme of goal-oriented destructive influences on IS and CS [26–28].

4 Materials and Methods

For managing of ISS of transport is characterized by the following kinds [2, 4]:
onboard equipment installed on moving objects ICS; means mounted on fixed
infrastructure; remote-controlled executive and indicative devices; servers for pro-
cessing and storage; situational, operational and dispatch center’s; means of commu-
nication; information and telecommunication equipment, providing a secure
information interaction with external information systems.

A generalized architecture of ISMS and CS is offered according to the results of the
control strategy in conditions of uncertainty analysis.
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Level of safety (SL) is used in the capacity of an operated variable [25, 29]. The SL
value depends on the maximum level of information urgency which is being updated
according to recent changes in ICS.

Mechanisms of IPR control are created in the circuit with organizational-technical
control governing changing business applications, data array processing plans,
infrastructure, and all the corresponding requests to the information safety level. The
circuit contains: IDSS in regards to choosing a security strategy and a system of safety
level assessment. Managing influence in the circuit is realized by the staff of the IS
department. Command information is formed in the process of a goal-oriented choice
of an information security method complex rational structure (ISMC).

Operational command information is formed in the CS and IS IO operational
management circuit. This information is distributed to the management object by a
security manager or automatically with the help of managing influences realization
methods.

The safety level of i - IO crosspoint is determined by the following formula:

SLi ¼ 1� IMIi ¼ 1� CICR � Ati � Asi � TLi � SMið Þ; ð1Þ

where IMIi – IS incident importance in i - IO crosspoint; CICR – coefficient that allows
to represent a result in a range [0; 1]; Ati – IS breach level in i - IO crosspoint; Asi –
data asset criticality in i - IO crosspoint; TLi – trust level of a device, which reports
about IS breaches in i - IO crosspoint; SMi – security measures level in i - IO
crosspoint.

Quantity assessment of IO safety can be found the following way:

SLOI ¼
Yn
i¼1

ð1� IMIiÞ; ð2Þ

where i ¼ 1; n – quantity of crosspoints in ICS (or IO) structure.
Quantity of insider and external attacks against IO are given in the form of tuples:

RCA ¼ EUM;EST ;CE; SSne; SSh;PP;O NNð Þh i; ð3Þ

IAAl mð Þ ¼ EUM; ISTk�1
l ;CE; SSne; SSh;PP;O

k NNk
m

� �� �
; ð4Þ

where RCA – remote attack against IO; IAAlðmÞ – internal attack against IA with k-level
of criticality, which are being processed in NNm crosspoint, when an attacker has a user
account with an access permission to a data, of which level of criticality is not higher
than (k − 1), and he is trying to increase his level of privileges; EUM – set of entities,
comprising: a subset of nodes ICS of transport −um (potential vulnerabilities) [1, 2];
EST – external source of threat; ISTk�1

l – insider source of threat; CE – communication
equipment in an information channel; SSne; SSh – security services against the method of
an attack spreading (networked and host; PP – protocols and packets; O – access object;
NNk

m – IO crosspoint, on which information with the highest level of criticality (k) is
processed; l, m – numbers of crosspoints.
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It is proven in works [8, 14, 16, 24] that the only effective way to identify an attack
is in the analysis of a combination of unusual events. That is why in IDSS, an attack
spreading WCA possible ways, quantity is compared to a quantity of indicators IND.
The probability of the fact that suspicious action is a C-A is assessed with the indicators
quantity which reacted against the attack spreading method. Crossing sa pið Þ determines
an indicators set. We get the following expression:

fa�PSW \ IND ¼ pswi; indj
� �

: pswi 2 PSW \ indj 2 IND
� � ð5Þ

where IND ¼ indj; indj
� �

– a network or ICS of transport perimeter indicator; PSW –

possible spreading ways of C-A against IO crosspoints; fa pswið Þ – crossing that
determines an indicators set which reacts against the attack on the recent method.

In conditions when the status of the information environment is unknown, the
threat counteraction model is enabled in IDSS which has an opportunity to choose a
controlling influence that better corresponds to the management object status. A pro-
cess of choosing an optimal safety events reaction variant are given in a form of a tuple:

RVi;REj;DAðREjÞ;PCA;PðzlÞ;OF;RVrat PCAð Þ� � ð6Þ

where RVi – a reaction variant; REj – a result; DAj – a damage assessment; z –

environment status uncertainty characteristic; PðzlÞ � l environment status probability;
OF – object function of choice; RVrat PCAð Þ – rational variant of reaction; PCA – attack
probability.

Safety events [8, 10, 13] reaction variants probability analysis ROif g has shown
that the number of control influences for each situation is limited i 2 1; 3½ �. An
alternative advantages evaluation with a damage assessment model is used in
IDSS − REj

� �
; j 2 1; 4½ � taking into account that the IS events reaction variants choice

is made in conditions of a potential C-A: no harm, losses for a certain user, losses for a
group of users, loss for all ICS from attack realization.

Define a function with which we choose an optimal reaction variant [2, 29, 32]:

OF RVi; zð Þ ¼
Xs
l¼1

DAj REj RVi; zlð Þ� �\ YI
i¼1

pij REj RVið Þ;PCA
� � !

; ð7Þ

where i ¼ 1; I – reaction variant; l ¼ 1; S – functional subsystem of ITS.
The probability pij of getting every j - result choosing every i - reaction variant is

determined the following way:

pij ¼ pij REj RVið Þ;PCA
� �

; 8i :
X
j

pij ¼ 1: ð8Þ

Control influence rational variant RVrat PCAð Þ is determined this way:

RVrat PCAð Þ ¼ RV arg min
i

OF RVi; zð Þð Þ
� 	

: ð9Þ
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Threat counteraction methods are developed by an ISS analyst taking into account the
possible cases of their spreading. They are developed on the basis of IDSS decision
making method choice that is adapted to the reaction optimal variant choice: distant
invasion through free-to-join networks, local network invasion, through a radio channel
using a wireless hot spot or other [8, 12, 13, 16, 17, 19].

During the organizational-technical management process, the stage of planning of
storage for information security tools, and the process of gradual removal of uncer-
tainty about the structure and the storage of information security tools in the infor-
mation security system is being considered. The process of planning PL rational sets of
means of information protection (MIP) is described with the formula

PL ¼ SFS ! CSal; ð10Þ

where SFS – the starting data for the synthesis of variants of information security tools
sets: SFS ¼ SFS1; . . .; SFSLf g; SFSl ¼ DPTl1; . . .;DPTlKlf g – the range, which
consists of IST functional subsystem l.

With the help of the system for intelligent support, the process of choosing optimal
variant of means of information protection setup for perimeters of information security
is considered as the formation of a sub-range for the best variants of setup CS0�CS.
The range of the setup variants is described as CS ¼ CS1; . . .;CSALf g. For the choice of
the optimal variant of information security tools the objective function OF is used:
CSal ¼ OFðCSÞ:

The population of data, which make it possible to compare variants of setups,
includes two sub-ranges: MALSl � MAl; where MALSl – indicator of “information
security”; MAl – data for the choice of rational variants [32].

Usage a morphological approach, the model of decision making regarding the
choice of the optimal variant of information security tools, is presented in the form of
the sequence:

RUL : PUR; SFS;RULs;CS; MAl;OF;CSrðCS0Þh i ð11Þ

where PUR – the purpose of decision making; RULs – a set of rule generation options,
which can be presented in an analytical form as the vector product of range
CS ¼ SFS1 � . . .� SFSL.

The choice of the rational variants of information security tools setups is realized on
the basis of experts’ knowledge in the field of information security. The process of
formation of a rational structure of information security tools is divided into five stages.

1. The variants of MIP setup are put under development. The range of possible
variants of the solution is set with the help of the morphological matrix. For the
considered perimeters of information security, the morphological matrices of
information security tools are developed.
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2. The intermediary matrices are filled in, which indicate compatibility with the
firmware. For each couple of information security tools for different functional
subsystems their compatibility is defined. The result is filled in the table. If MIP are
consistent, then the function of compatibility is sðDPTlm;DPTprÞ ¼ 1; in other case
sðDPTlm;DPTprÞ ¼ 0:

3. The range of decisions concerning the choice of variants of setup MIP is generated.
The range of tool setups is reduced to the sub-range which is known to be com-
patible with each other. The range CS ¼ CS1; . . .CSr; . . .;CSRf g, which consists of
all possible variants of formulation of setup MIP for the considered perimeter, is the
Descartes’s production of setups of alternatives (morphological matrix ranges).

The element of the range is presented as follows:

CSr ¼ DPT1i; . . .;DPTLnð Þ : DPTlm 2 SFSl; 8l ¼ 1; L
� � ð12Þ

Let’s suppose that it was made a series of N measurements of the controlled variables
of the state of CS, in the result it was received the matrix (SQ) of

SQ ¼

x11 x12 . . . x1i . . . x1n
x21 x22 . . . x2i . . . x2n
. . . . . . . . . . . . . . . . . .
xl1 xl2 . . . xli . . . xl n
. . . . . . . . . . . . . . . . . .
xN1 xN2 . . . xN i . . . xN n

0
BBBBBB@

1
CCCCCCA

ð13Þ

Here, the vector Xl ¼ xl1; xl2; . . .; xlnð Þ corresponds to the results of conducted l-the
experiment to study the extent of cyber defence ICS (based on the works [8, 31, 32]).
Every meaning xli the input variable xi we will give a short m number

z1li ; z
2l
i ; . . .; z

jl
i ; . . .; z

ml
i


 �
, i ¼ 1; n, where zjli – the number, that establishes the extent to

which the value xli changing xi in l-th the experiment, for example, when performing
penetration tests [19, 32], taken for realization j-th options for cyber defence of ICS,
zjli 2 [0, 1]. At the same time the vector Xl we will give a short m number
d1l; d2l; . . .; djl; . . .; dml
� �

, l ¼ 1;N, where dlj – the degree of feasibility using the j-th
options for cyber defence in a situation where a set of controlled variables forms a
vector Xl, dlj 2 [0, 1].

For j-th variant for cyber defence of ICS we introduce the matrix (SQj)

SQj ¼

zj11 . . . zj1i . . . zj1n zj11 z
j1
2 zj11 z

j1
3 . . . zj1n�1z

j1
n

zj21 . . . zj2i . . . zj2n zj21 z
j2
2 zj21 z

j2
3 . . . zj2n�1z

j2
n

. . . . . . . . . . . . . . . . . . . . . . . . . . .
zjl1 . . . zjli . . . zjln zjl1z

jl
2 zjl1z

jl
3 . . . zjln�1z

jl
n

. . . . . . . . . . . . . . . . . . . . . . . . . . .
zjN1 . . . zjNi . . . zjNn zjN1 zjN2 zjN1 zjN3 . . . zjNn�1z

jN
n

0
BBBBBB@

1
CCCCCCA
; ð14Þ

where DT
j ¼ ðd1j d2j . . .dlj . . .dNj Þ, AT

j ¼ ðaj1a j
2. . .a

j
na

j
12. . .a

j
i1i2. . .a

j
n�1nÞ, j ¼ 1;m:
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Next, we introduce the model

ylj ¼
Xn
i¼1

a j
i z

jl
i þ

Xn
i1¼1

X
i2 6¼i1

a j
i1i2z

jl
i1z

jl
i2 ; ð15Þ

that specifies the degree of feasibility of using j-th variant of means of cyber protection
in l-th situation, for example, in the implementation of the attack of class DDoS or
DoS, j ¼ 1;m [6, 12, 19, 31, 32]

To solve the assessments problem of the appropriateness Dj degree of options for
cyber defence for any set of monitored parameters in determining the vectors of
parameter estimates of equations [8, 19], the methodology used for compiling and
solving the system of fuzzy logical equations [8, 19, 27]. The most natural approach to
solving the problem of calculating the components of vectors zj ¼ z j1; z

j
2; . . .; z

j
n

� �
for

each set of values of the controlled variables Xl ¼ ðxl1; xl2; . . .; xlnÞ is the following. For
each variable generates a set of membership functions wj xið Þ, j ¼ 1;m, i ¼ 1; n, where
wj xið Þ – is the membership function of the controlled variable xi of fuzzy set of values
Mij conducive to the realization of j-th version of the defence CS.

The introduction of the aggregate of such membership functions allows to interpret
the measured value of each controlled variable xi as a fuzzy number, whose degree of
belonging to each of fuzzy sets Mi1;Mi2; . . .;Mim is determined by the corresponding
values wj xið Þ of membership functions.

Then the calculated numbers ŷ1; ŷ2; . . .; ŷj; . . .; ŷm determine the fuzzy values of the
degree of appropriateness of the use of appropriate cyber defence in ICS for a set of
measured values of controlled variables of the state information security of IO.

Applying the rules to perform operations on fuzzy numbers, when the membership
function of the controlled parameter fuzzy set of values conducive to the realization of the
j-th variant is described by the function (L-R)-type [31, 32], obtain the membership
functions of fuzzy numbers ŷj, j ¼ 1;m, determining the degree of desirability of
selecting a specific solution for logical procedures of detection of C-A (LPDCA) [19, 32].
Where available, modelling will be based on the results of works [8, 19, 26, 32]. The
corresponding number for the j-th variant of cyber defence in a particular situation of
decision making in the vector of controlled variables X� ¼ x�1; x

�
2; . . .; x

�
n

� �
is equal to the

equation [32].

wj X
�ð Þ ¼

L

Pn
i¼1

â j
i x

j
i þ
Pn
i1¼1

P
i2 6¼i1

â j
i1 i2

x ji1
x ji2

�
Pn
i¼1

â j
i x

�
i þ
Pn
i1¼1

P
i2 6¼i1

â j
i1 i2

x�i1 x
�
i2

� 	
Pn
i¼1

â j
i aij þ

Pn
i1¼1

P
i2 6¼i1

â j
i1 i2

x ji1
ai2 j þ x ji2

ai1 j


 �
0
BB@

1
CCA; j ¼ 1;m

R

Pn
i¼1

â j
i x

�
i þ
Pn
i1¼1

P
i2 6¼i1

â j
i1 i2

x�i1 x
�
i2

� 	
�
Pn
i¼1

â j
i x

j
i þ
Pn
i1¼1

P
i2 6¼i1

â j
i1 i2

x ji1
x ji2

� 	
Pn
i¼1

â j
i bij þ

Pn
i1¼1

P
i2 6¼i1

â j
i1 i2

x ji1
bi2 j þ x ji2
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Types of decisions in the relevant policy CS of IO are selected as follows (based on the
works [12, 13, 17, 31, 32]): protection for CCS is not needed (d1); protection of CCS is
not required to update the system software CCS (d2); need update anti-virus protection
(d3); need to update the technical means of information protection (TMIP) for CCS (d4);
requires installation of firewall (FW) (d5); need to establish C-A detection system (d6);
need update modules CCS (d7); necessary organizational measures to distribute access
to CCS (d8); requires installation of means of protection against information leakage
through other sources (d9). The factors influencing the choice of solutions on the cyber
defence ICS represented as linguistic variables (Table 1) for which the selected set and
universal terms. Then the need to use a specific strategy for the protection of IO may be
described by the following dependencies:

D ¼ fDðx19; y4; y5Þ; y1 ¼ f1ðx3; x4; x5; x6; x7; y3Þ;
y2 ¼ f2ðx9; x10; x11; x12Þ; y3 ¼ f3ðx8; x13; x14Þ;
y4 ¼ f4ðx15; x16; x17; x18Þ; y5 ¼ f5ðx1; x2; y1; y2Þ;

where D is the state of cyber defence of IO, y1; y2; y3; y4; y5 – intermediate, General
variables: y1 – the state of cyber defence of IO {below the critical (bc), critical (cr), above
the critical (ac), high (h)}; y2 – the influence of external factors {adverse (a)

Table 1. Factors influencing the choice of strategy of cyber defence of CCS (or ICS)

Partial setting of the state Universe

x1 – the level of secrecy of information resources [0, 1]
x2 – mode access to hardware CCS [0, 1]
x3 – level of protection against the unauthorized (UNA) coping [0, 1]
x4 – cases UNA data destruction on the CCS [0, 1]
x5 – cases of incorrect work of the software CCS [0, 1]
x6 – access control [0, 1]
x7 – condition novelty of system software [0, 100], %
x8 – availability of cryptographic tools in CCS [0, 100], %
x9 – number of incidents by information security for the CCS [0, 1]
x10 – qualified staff in CCS [0, 1]
x11 – intervention in the work of the CCS from the outside [0, 100], %
x12 – availability of funds reservation of important information in the CCS [0, 100], %
x13 – information loss due to the failure of ICS [0, 1]
x14 – availability of systems to combat cyber attacks [0, 1]
x15 – type of antivirus software [0, 1]
x16 – availability of audit procedures for CCS [0, 1]
x17 – the availability of means of identification and authentication of users of CCS [0, 1]
x18 – active TMIP in CCS [0, 1]
x19 – passive TMIP in CCS [0, 1]
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blank;moderate (m), enabling (e)}; y3 – the level of security of IO {below the critical (ba),
critical (c), above the critical (ac), high (h)}; y4 – personnel qualifications {low (l), below
average (ba) average (a) above average (aa), high (h)}; y5 – the need to improve cyber
defence ICS {doesn’t need it, update system software (uss), virus protection (vp),
installation of ICS (isw)} [26, 31, 32].

The software package “Decision Support System of Management protection of
information – DMSSCIS” [8, 19, 26, 32], designed for reasoned choice of a rational set
of information security in the process of designing information security systems of
information objects. DMSSCIS was also used in the modernization of existing infor-
mation security systems in data centers of transport companies in Salt (2015–2016,
Jordan), Kyiv (2016–2017, Ukraine).

5 Results

On the software DMSSCIS [29], that particular selection method implemented an
efficient option for responding to security events. The results are shown in Table 2.

Figure 1 shows examples of results of simulating the rational sets of information
protection means (IPM) received using DMSSCIS. As can be seen from the graphs in
Fig. 1(a), an increase in appropriations of information protection means (IPM) [29, 32]
around the perimeter of information and communication systems of transport enter-
prises (ICSTE), for example, a large railway junction or motor transport enterprise,
leads to a reduction in all probabilistic indicators of the possibility to successfully
implement the attack.

In Fig. 1(a) the graphs for the perimeters I, II, IV are shown. For example, with the total
costs for an ICSTE node at the IPM perimeter IV (PNE (IV) – the perimeter of the network
equipment [1, 2, 31, 32]), is about 5000 to 5300 conventional monetary units (cvu) the
probability of the offender achieving all of his goals isPa = 0.00082. The curve in Fig. 1(a)
has a pronounced exponential character with a negative coefficient.

As can be seen from the graphs, the increase in costs for IPM of perimeters above a
certain level (for example, for the perimeter PNE (IV) > 12900 cvu) is not appropriate.
This is due to the fact that after the subsequent increase in the amount of appropriations
for the IPM perimeter, the probability of the offender reaching all his goals is practi-
cally not reduced.

Figure 1(b) shows the indicator of the total cost of ICS related to the actions of the
attacking party, as well as the allocations for the MIP, on the likelihood of successful
implementation of IPR activities. The graph has a pronounced minimum. Thus, starting
from the extremum point, the cost level CP exceeds the loss of losses from C-A to
ICSTE.

During the research the possibility was taken into account of an attack that
implements remote intrusion through the perimeter, the availability of internal and
external users, and abusers that have high privileges and violate the safety of infor-
mation. After the formation of efficient information security in enterprises which took
part in the study, with the help of intelligent decision support “DMSSCIS” the pre-
dicted value was 1,78–1,91% risk that there was an average value of 5,9–6,2 times less
risk to information security systems compared to before.
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The proposed approach to constructing a comprehensive information security
management system for IO allowed us to reduce expenditures for IPM by 32–35%
compared to alternative methods [6, 10, 14, 30, 31].

A certain shortcoming of the “DMSSCIS” is the requirement to engage at the initial
stage of examination a few independent experts for the construction of membership
functions and compiling production rules. At the present stage of research, for this
purpose we employed tools from the Fuzzy Toolbox (Matlab), which computes such
indicators of MIP as “protection of information” for each involved perimeter of
protection.

Table 2. The results of testing the software system DMSSCIS

Class of
cyber-attacks (C-A)

Options for responding to the current settings information of
environment of information object
There are some linguistic variables added to IDSS: A – «number of
unusual events in network against the spreading of attack», B –

«number of unusual events in the host», C – «number of unusual
events in IO perimeter», Pa – «probability of the fact that found
unusual activity is an attack»

U2R A = 2, B = 3,
Pa = 0,5,…,0,6

A = 1, B = 1, Pa = 0,25,…,0,3

The end of session
attack source node

Sending a warning message to the user

R2L A = 1, B = 3,
Pa = 0,4,…,0,65

A = 1, B = 1, Pa = 0,2,…,0,4

The end of session
attack source node

Sending a warning message to the user

DOS/DDOS A = 2, B = 3, C = 2,
Pa = 0,5,…,0,7

A = 1, B = 1, C = 2, Pa = 0.4,…,0.65

The end of session
attack source node

Sending a warning message to the user

The external attack
via Wi Fi

A = 3, B = 2, C = 3,
Pa = 0,6…0,7

A = 1, B = 1, C = 2,
Pa = 0,4…0,6

A = 1, B = 1,
C = 1, Pa = 0,3…
0,5

Blocking access
point

DOS-attack on
stations

The lack of
response

A remote attack via
lines on the
perimeter

A = 3, B = 4, C = 2,
Pa = 0,6…0,8

A = 1, B = 1, C = 1,
Pa = 0,2…0,4

A = 1, B = 2,
C = 1,
Pa = 0,07…0,25

Blocking access to
the server in the
network

Reconfiguration of
security services to
block IP

Sending a
warning message
to the user

The cost of optimal variants of the IS sets using an object function – wj xið Þ
Example. The perimeter of the network equipment 5000–5300 cvu. (For a large information
node of a transport enterprise)
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Further development of the work may lay in the improvement of the interaction of
traditional cybersecurity mechanisms used in transport and the proposed decision
support system – DMSSCIS.

a) The dependence of probability (P) of the realization of all the goals of C-A against 
the ICSTE from the cost (C) of the hardware-software set (HSS) IPM on the perime-

ter of a separate node 

b) The dependence of the total costs (C) on the HSS IPM for the ICSTE node on the system 
probability (P) 

Fig. 1. The results using DMSSCIS of the rational sets of IPM for IO
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In general, based on the conducted numerical experiments in the MatLab envi-
ronment, and the results obtained for the actual operating conditions of “DMSSCIS”,
we can ascertain the effectiveness of the proposed model.

6 Conclusion

1. We improved a model for the operational management of ICS CS and the formation
of a balanced complex of means of protection. The model is based on the mor-
phological approach. In contrast to the existing solutions, the model with regard to
the morphological matrices for each of the perimeters of protection of ICS prepared
by DMSSCIS allows us to generate variants of sets of means of protection, which
take into account the compatibility of software and hardware tools.

2. A developed software suite was made for intelligent decision support circuits
organizational, technical and operational management of information system pro-
tection facilities. It confirmed the adequacy of the proposed models and algorithms.
By using the developed system of intelligent decision support, networks of enter-
prises using DMSSCIS reduced the projected cost of the planned system of pro-
tection to 35%.
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Abstract. The project was intended to develop a way of improving outcomes
of brainstorming sessions and acquiring participants involvement during those
appointments. We analyzed existing team work schemes and most commonly
faced issues. Having examined hallmarks of available solutions we proposed
a prototype of a desktop program paired with a mobile application that
automatizes a flow of a session by significantly reducing amount of required
on-the-fly noting during the ideation process thanks to an electronic record
system that collects both ideas and a user activity. This helps keeping team
members not distracted from the actual brainstorming process. Proposed tool
enhances both performance and experience as well as enables deeper ex-post
analysis of a whole brainstorming session flow. Several groups of students have
participated in a user study on the influence of the tool. Favorable reports and
feedback have been received stating that the prototype has a positive impact
both on users work and the sessions outcome.

Keywords: Teamwork � Assessment � Brainstorming session � Design
observatory � Electronic brainstorming � Nominal brainstorming

1 Introduction

The possibilities of enhancing interpersonal relations during brainstorming sessions
have been widely researched from both psychological and practical perspective. Design
Thinking Observatories carefully monitor the behavior of team members, registering
their actions and events to analyze, whether the discussion is heading in the right
direction [2, 3]. The observatories are handled by trained people and utilized a set of
cameras, microphones and some sort of a registering application. For the brainstorming
sessions one of the challenges ahead, apart from the direct relations among the team
members, is to create an insight for the team members to synthesize the ideas, and
organize the data in use during the discussion. The data should be legible to create a
shared understanding among all team members, because people might have diverse
individual perspectives that guide their interpretations [1]. In our work, we wanted to
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make a combination of both approaches. Although, we did not monitor the exact
behaviors of the members via cameras and microphones, but rather their activity
through the number of ideas given during the brainstorming session. Our goal was to
develop a way of assessing and organizing the discussion data in a clean way.

The following article is divided into several sections. First section takes a look at
related work in the topic of electronic brainstorming solutions. Then the proposed system
design is introduced. Before the final section where results of performed tests are for-
mulated, a short section concerns also the technology used during development process.

2 Related Work

There has been much research conducted in the field of electronic brainstorming. The
experiments considered several types of brainstorming sessions with varying number of
people in the teams and other factors influencing the sessions. In these studies the
people were usually introduced to a kind of EBS (Electronic Brainstorming System),
which helped them register the ideas into a common database. The EBS were usually
applications installed on the computers. As stated in [4], when exposed to the EBS, the
subjects of the research concentrated mainly on the computer instead of face-to-face
communication. “Approximately 96.6% of the planned time was spent working on the
computer. In contrast time spent in group interaction accounted for only 3.4% of the
session time”. Thus, the use of electronic brainstorming systems in the discussion
resulted in peculiar case of nominal brainstorming. Nominal brainstorming is a type of
a session in which each and every person has the time for their own evaluation of the
problem and individual gathering of the ideas. The downhill of this method is usually
the lack of dynamic idea exchange between the people and therefore lack of mutual
inspiration. On the other hand, participants could stay focused on the task at hand and
are less prone to distraction. Both types of brainstorming, whether nominal or
face-to-face have their pros and cons. In the other research from R. Brent Gallupe [7]
and Hamit Coskun [8] more variables were added to the idea of electronic brain-
storming. Firstly, the experiments were conducted several times with varying group
sizes to check the influence of the application usage on the effectiveness of the session.
Moreover in the second research the subjects were told in one of the experiments to
memorize all of the ideas that were given.

The results showed that with small groups the technology did not enhance the
productivity of the members. However the situation looks differently for larger teams.
“In the electronic groups, performance increased substantially with group size. In
contrast, performance in the non-electronic brainstorming groups did not increase as
group size increased” [8]. “The findings of all three experiments have consistently
demonstrated that unique and original ideas increased as the group size increased” [7].
Moreover in the latter article, the researchers told the subjects to memorize all the ideas
during the session. It resulted in an interesting outcome that for short-timed sessions it
turned out to be an obstacle. However for longer discussions the productivity increased,
as the subjects have a better outlook on the possible solutions.

Some work also highlights the importance of visual materials during the discussion
and ways of improving people’s attention during the discussions. “Two factors in
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particular seem to contribute to losses from inefficient attention processes: 1. attention
diversion because of excessive exposure to other people’s ideas, and 2. lack of attention
on other people’s ideas” [5]. It is also proven that team members can concentrate more
effectively if they can easily view the ideas of other people, inspire themselves and
deliver new ideas based on the already existing ones. “The productivity gain was
mainly associated with higher elaboration on others’ ideas rather than with an increase
in the number of unique ideas” [5]. Other study took the above-mentioned point into
consideration, while developing a sticky notes interface for teams [9]. The study dis-
covered that there are three main factors contributing to the reduction of effectiveness
of brainstorming sessions:

1. Fear of negative evaluation of the idea, resulting in people withholding their ideas to
themselves.

2. The members not being fast enough to write all the ideas during a discussion, which
in some cases made these ideas no longer relevant or original.

3. Shallow elaboration on the ideas and lack of sources, which as a result leads to
difficulty in understanding and accepting the ideas by other members [9].

One of the solutions introduced by the study involved the idea of private sticky note
sections. The sections were utilized by the team members in order to store their tem-
porary ideas. They were not exposed to public knowledge, which enabled the users to
develop the ideas with no pressure. Thus, in our project we have high regard for
anonymity of users and ease of use of the resulting tool.

To conclude, what we aim for is finding a way of fusing nominal and face-to-face
brainstorming, so that people can discuss the matters and at the same time register their
own ideas. Nowadays it is not a common practice to have every team member work
with their laptop during a brainstorming session and not everyone can carry it around
all the time. We decided that our solution has to be more mobile to fit in current needs.
The EBS developed in this project cannot interfere in the course of discussion, so that
we have as much face-to-face interaction as possible. Our goal was also to display the
ideas in a legible way, provide an easy mean of idea evaluation and allow to extend the
already existing ideas at any point.

3 System Design and Principles of Operation

Main assumption was to provide an easy to use and independent solution which would
not require involvement of anyone not particularly interested in designing process and
which would not distract from the process itself. Eventually it should also be possible
to generate a plain and approachable report for the supervisor for evaluation purposes.
Video and sound recordings as well as real-time analysis from the outside were all
abandoned as a result of conclusion from previous research by Stanford University
team [2, 3]. Moreover, the recording sessions have been criticized to have a negative
impact on participants’ performance – they reported that they feel embarrassed about
expressing their ideas due to constant pressure and invigilation of the system. We came
up with a solution, which meets the requirements listed above but still respects con-
clusions from cited research. In order to deliver self-assessment utility we decided to
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provide team members with a mobile application, which is simple enough not to disturb
the natural flow of conversation. The entire user activity during a session should be
synchronized and gathered to create visualization for possible further analysis. To take
advantage of the existing solutions we decided to take the presentation of ideas using
sticky notes to another level. Thus, the application prototype consists of two main
components:

• Desktop application – run on a Personal Computer serves as host for client mobile
applications used by participants of the meeting. Meeting leader notes incoming
ideas which are then processed and used for visualization and report generation as
well as post-session analysis. It also serves as an interface to monitor individual
users’ activities.

• Mobile application – client application used by each meeting participant for sub-
mission of new ideas, expanding the existing ones and expressing attitude towards
each of them.

The basic idea behind the tool is the following: the meeting starts with users
logging with their mobile devices into the system set up by the desktop application.
The desktop application is being operated by an administrator of the meeting, usually a
scrum master or a secretary. Once they are logged in, the list of users is displayed and
the meeting can commence. The mobile application offers a simple interface, enabling
the user to express a new idea simply by pressing a button.

Firstly, the user presses the “New idea” button, which sends a notification to the
host application to open an interface for idea registration. Secondly, the administrator
types in the author’s idea. While new ideas flow in, the list of submissions is
dynamically refreshed and displayed to all participants. Once the submission stage is
finished, the interface alters a bit. The initial evaluation phase starts in which users can
assess the ideas. The amount of ideas, votes and user activity over time especially are
being registered in the system constantly (see Fig. 1).

Collected data is used for generation of a virtual whiteboard filled with sticky notes.
It is a visual and fully interactive presentation of a brainstorming session outcome – the
notes can be freely dragged, grouped, prioritized and customized. They contain not

3. Idea submission

2. Acceptation

1. Idea sending

1. Vote for

1. Vote against

2. Vote “to consider”

1. Collecting

Fig. 1. Diagrams for basic mechanism of submitting an idea during a brainstorming session
(left), and for mechanism of voting on ideas after the session (right).
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only ideas descriptions but also their popularity and a reference to a base idea if present
(see Fig. 2).

Gathered information would also be used for generation of another report for the
team supervisor – unlike the previous one, this would include the performance of each
participant and introduce the timeline presenting the whole course of the discussion.

The list below summarizes main features of the system:

• Mobile application is intended to be easy to use and non-distracting.
• Desktop application serves as a meeting journal/notepad and collects data for fur-

ther processing.
• Collected and voted ideas are presented in a form of an interactive board.
• This data might also be used to generate a report incorporating time factor which

could be used to performance measuring.
• Portability of the system is assured due to usage of the latest technologies available

on the market. Desktop application can be run on all popular operating systems like
Windows, Linux and OS X. Mobile application is prepared for Android, Windows
Phone and iOS.

4 Technology

In accordance to the proposed requirements our solution had to be developed using
technologies allowing it to be easily available across all popular devices and systems.
Several possible approaches included native platform development using three pro-
gramming languages simultaneously (Java, C#, Objective-C), low-level programming
in C/C++ or writing a web application partially in HTML and JavaScript. Most of
these technologies could come in handy in particular situations like game design
(native code) or displaying static web content (HTTP requests). The latter scenario has
become very popular these days and is widely supported by lots of new frameworks
like Rails, Node.js, AngularJS, Apache Cordova etc. Our approach focused however on
creating real-time dynamic application allowing the highest possible efficiency to be
maintained during development process. Software portability and an offered set of
features making us capable of designing fully functional system led us to choose Java 8

Fig. 2. Interactive presentation of ideas and user activity report generation
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combined with the NetBeans Platform as the build tools for the desktop part of our
application and Xamarin.Forms with C# for the mobile part.

As it can be seen on the Fig. 3, the desktop part consists of 4 major modules. Java
application is the heart of the entire system. Its role is to provide an interface for the
session supervisor for setting up brainstorming meetings, introducing and updating
users data into database, generating web reports for the team and giving detailed
information about users activity in customizable and intuitive form. For data acquisition
we stood in front of a wide variety of relational database systems to choose from. In
terms of portability our aim was to provide users with an application that would not
require any extra components to be installed. That is why Apache Derby engine has been
embedded into our system. The database stores all necessary information including
users’ activity and outcomes of all performed sessions. To bind all these components
together with the mobile application a local server has been set up also on the desk-
top. Data transmission is handled through two types of sockets. UDP socket broadcasts
information about host PC (IP address) in a local network. That data is then received by
mobile clients and used to establish end-to-end dedicated connections between devices
through TCP socket. When a session is over, the supervisor is able to generate a report
with interactive sticky notes that can be displayed on large surfaces like a screen or
Surface Hub. That part has been designed using leading front-end web technology
AngularJS. The most important part of the project was to deliver a mobile application
with highly intuitive and simple interface. That is why it is presented on just two main
views – one for authentication process and the other for brainstorming activities. When
pairing with host is successful a connected user is allowed to submit new ideas as well
as, according to brainstorming rules, extend each of them (the so called “Yes, and…”
behavior). List of all proposed ideas is displayed instantaneously at the top of the screen.
When the voting phase is reached new buttons appear and user can share his opinion
about every proposal (see Fig. 4). Given the fact that mobile smart devices are getting
more and more popular nowadays and almost every functionality of additional elec-
tronic equipment is now replaced with a mobile application we believe that using
participants’ own personal devices is much more comfortable than introducing lots of
new, single-use hardware interfaces, especially in the studied topic.

Fig. 3. Block scheme of the application
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5 Testing and Results Discussion

In contrast to many related studies [1, 9] our solution does not change the way how
brainstorming sessions flow e.g. by dropping user-to-user verbal interactions com-
pletely. Instead it enhances them by increasing participants activity and bringing tools
for later investigation and finding events that might have not been caught during
meetings. In early stage of the project we presented the mobile application prototype to
fellow students asking for their feedback towards the interface. It resulted in several
improvements including separation of session into stages; expanding voting possibil-
ities; ‘look&feel’ improvements as well as in providing the features that would not
likely become available in traditional brainstorming sessions such as providing par-
ticipants with multimedia materials related to a session’s topic instantly.

Once we developed a fully functional prototype in order to measure the effec-
tiveness of proposed solution we carried out several iterations of field studies in form of
a comparative analysis – we wanted to measure how our tools stand confronted with a
conventional approach. In order to do that we inquired several groups of students
(members of Team Project; a Problem Based Learning method-based projects run at the
International Faculty of Engineering, Lodz University of Technology, Poland) to
participate in two subsequent brainstorming sessions. At the beginning of each session,
the participants were given the discussion topic. The difference of the half of experi-
mental group lied in method of noting the ideas – the first was a traditional “sticky
notes and pens” session. The second group of participants were provided with
smartphones having the proposed application installed. At the same time, one of the
research group members took the role of a meeting secretary working in the desktop
mode. This is illustrated on Fig. 5.

At the end of first phase we asked the groups about how they had felt about their
performance as well as how technology might had been be used to boost it. After
second part we repeated the question about performance and requested feedback on

Fig. 4. Screens with the main views of the desktop application (left) and the mobile application
(right)
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how useful our tool was compared to the traditional sticky notes. For this purpose we
used a range of values starting from 0 to 10. The results are listed in Table 1.

Most of the groups stated that their performance was somewhat better when using
the mobile application. Only one group stated otherwise; yet at the same time they
pointed out that they found the main topic of the discussion difficult to discuss. For this
reason we put more focus on the answers how the tool helped them to communicate
and to express their ideas.

All the participants were generally satisfied with the proposed application and they
reported improved experience in their performance. Apart from statistical data we
asked few open questions about general feeling about proposed solution. Common
opinion stated that the presence of the secretary is invaluable for assuring better order
of the session course and for providing participants with more time to focus on
developing ideas rather than writing them down. The mobile application was praised
for eliminating the problem of occurrence of repetitive ideas in fast-paced sessions as
well as ‘biased voting’ – making it anonymous prevents voting on personal preference
rather than by the value of idea itself.

The participants also stated that the straightforward interface and its different look
in consecutive phases makes it easy to understand the rules of brainstorming concept
for people unfamiliar with it. It keeps the ideas tidy and clean and the system allows
exporting and sharing the results of the session. The virtual sticky notes board (see
Fig. 6) was also well received. The participants valued its aesthetics – in case of
numerous real-life notes, the whole board becomes unreadable and very often hard to

Fig. 5. 1st phase of testing – pen and paper session (left) and the 2nd phase of testing – session
with the tool (right).

Table 1. User satisfaction.

Questions Rating (average, scale 0–10)
Group 1 Group 2 Group 3 Group 4

1st session – pen and paper
How would you rate your performance? 5.00 7.00 6.33 6.33
2nd session – E-brainstorming tool
How would you rate your performance? 8.00 5.33 7.00 7.33
How helpful was the tool? 8.33 7.33 7.33 7.33
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manipulate while the virtual counterpart makes it simpler and well-organized. We
observed that using the application stimulates activity of previously passive team
members. People, whose productivity was clearly much lower in the regular brain-
storming session, became more creative and expressive in the second phase. This might
be caused by collecting data about each user’s input.

We also received some hints about further improvement of the system including
adapting it for the design teams located in distant places, more detailed ideas view in
the mobile application, introduction of folders in the interactive board and some other
minor interface changes.

6 Conclusions and Future Work

This paper presents a successful approach enhancing participants’ performance during
brainstorming sessions with the aid of a computer-aided ideas recording system.
Instead of noting down the ideas onto the post-it notes, users can focus on the ideas
generation with no distraction associated with writing; since the system managed by a
third person takes care of session’s results maintenance. Recorded ideas can then be
used to build ideas further on, or to vote and judge on the ideas as well as to display
them eventually as virtual post-it-based ideation results. Proposed tool being a tandem
of desktop and mobile applications has been successfully implemented and tested by
several groups of students. Comparative analysis proved that it had positive influence
on their performance what has been proved both in number of generated ideas and their
subjective opinion. What is more, the mobile application has been well received and
the participants valued its potential. This led us to decision of further development of
this tool. The most interesting fields of further development is the multitouch large
surface implementation such as presented here [10], as well as to consider crowd-
sourcing as a possible way of interaction within the ideation meetings such as for
scientific, tomography purposes [11, 12] provided careful interface design is assured as
pointed out in [13].
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Fig. 6. Brainstorming session review with the use of interactive sticky notes.
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Abstract. The paper describes our further research done with the proposed
analytical and simulation traffic models of the Next Generation Network (NGN),
which is standardized for delivering multimedia services with strict quality and
includes elements of the IP Multimedia Subsystem (IMS). The aim of our
models of a single IMS/NGN domain is to evaluate two standardized call
processing performance parameters, which appropriate values are very impor-
tant for satisfaction of users and overall success of the IMS/NGN concept. These
parameters are mean Call Set-up Delay E(CSD) and mean Call Disengagement
Delay E(CDD). Our latest investigations concern improving the conformity of
the analytical results and experimental results obtained using the simulation
model, which implements the operation of real network elements according to
current standards and research. In this paper the results of calculations using
PH/PH/1 queuing systems are presented, in which arrival and service distribu-
tions are phase-type distributions computed using maximum likelihood and
distance minimization fitting algorithms based on experimental histograms.
Presented latest results are compared to these obtained using other, previously
investigated queuing systems. Additionally, computational complexity of all
examined queuing systems is analyzed. As a result, some general remarks
concerning all tested queuing systems and their applicability to NGN are
provided.

Keywords: IMS � NGN � Call processing performance � Phase-type
distributions � PH/PH/1 � Traffic model

1 Introduction

Our research concerns the Next Generation Network (NGN) [1], which is a stan-
dardized network architecture based on the IP Multimedia Subsystem (IMS) [2] (hence
the names “IMS-based NGN” and “IMS/NGN” are commonly used), proposed for
fulfilling the needs of current and future information society concerning delivering
multimedia services. For a commercial success this new concept of telecommunication
network should be properly designed, to guarantee the values of quality parameters,
which are satisfactory for users (e.g. standardized call processing performance
parameters [3, 4], which include mean Call Set-up Delay E(CSD) mean Call
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Disengagement Delay E(CDD)). To achieve this aim, proposition and application of
appropriate traffic models is necessary to investigate the relations between network
parameters and guaranteed quality parameters.

Performed review indicated that research on these aspects is in early phase and the
majority of available traffic models do not include the operation of all standardized
IMS/NGN elements (such as RACF, Resource and Admission Control Functions,
responsible for resource control) or service scenarios and do not allow assessment of
call processing performance parameters. The fact that IMS/NGN is now in the
implementation stage and the problem of ensuring quality becomes more and more
important led us to start investigations in this area.

In the paper we continue our research concerning the formerly proposed simulation
[5] and analytical [6] traffic model of a single domain of IMS/NGN, which allow
evaluation of E(CSD) and E(CDD). Our latest investigations focus on finding the best
queuing system for the analytical model to achieve the best conformity with the
experimental results provided by the simulation model. In the simulation model not
theoretical queuing systems but the operation of real network elements and standard-
ized call scenarios are accurately implemented (the simulated elements process SIP and
Diameter messages according to standards). Consequently, the simulation model
reflects the phenomena taking place in real IMS/NGN network and can be considered
as a reference for evaluation of quality of the analytical results. In the previous stages of
our research we examined the following queuing systems in our analytical model (as
IMS/NGN elements are servers with lots of memory available for message queues and
in all examined cases high queue lengths are very improbable – due to constraints on
E(CSD) and E(CDD) – the analysis of the system can be readily done using queuing
models with infinite waiting room capacity):

– M/G/1 based on two moments of service distribution – used in our first approach [6]
although were aware of the fact that intervals between messages at the inputs of
IMS/NGN elements are generally not exponential; the results were under many
conditions acceptable but poor conformity of calculations and simulations could be
observed under high load and also when IMS/NGN elements were connected using
links with relatively low bandwidth,

– G/G/1 based on two or three moments of arrival distribution and two moments of
service distribution [7] – used in the next step of our research; they did not sig-
nificantly improve the results,

– PH/PH/1 with arrival and service distributions represented by phase-type distribu-
tions [8–11] obtained using moment matching algorithms [12]; good conformity
between analytical and simulation results were observable but we still did not find
one universal queuing system for all considered data sets.

The completion of the above mentioned research, introduced in this paper, are
investigations with PH/PH/1 queuing systems obtained using maximum likelihood and
distance minimization fitting algorithms, which base on whole experimental histograms
(not only on their moments) and due to this fact can lead to better results than for the
previously examined queuing systems. In this paper the results for PH/PH/1 queuing
systems obtained using maximum likelihood and distance minimization fitting algo-
rithms are compared to the best results achieved in the previous stages. Moreover, we
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present the analysis of computational complexity for the queuing systems used in all
stages of our research (M/G/1, G/G/1, PH/PH/1 with all investigated fitting algorithms),
which has not been evaluated before. The rest of the text is organized as follows. Basic
details about the proposed IMS/NGN traffic models are presented in Sect. 2. Ele-
mentary information about phase-type distributions, algorithms for fitting this type of
distributions to arrival and service distributions in IMS/NGN and analyzing PH/PH/1
queuing systems is provided in Sect. 3. The results of the performed investigations are
presented and discussed in Sect. 4. Summary and future work are described in Sect. 5.

2 Traffic Model of IMS/NGN

Our research concerns the ITU-T NGN architecture, which is the most advanced of all
available NGN solutions [13]. Based on current standards and scientific work we have
proposed an analytical [6] and simulation [5] model of a single ITU-T NGN domain,
which contain the elements depicted in Fig. 1, performing the following roles [6, 7, 12]:

– User Equipments (UEs): user terminals generating call set-up and disengagement
requests, registered in the domain,

– P-CSCF (Proxy – Call Session Control Function): the server responsible for
receiving all messages from UEs and forwarding them to the S-CSCF server,

– S-CSCF (Serving – Call Session Control Function): the main server handling all
calls,

– RACF (Resource and Admission Control Functions): the unit of the transport
stratum, which allocates resources for a new call and releases resources during call
disengagement.

The above mentioned network elements participate in a standardized voice call
scenario [14–18] depicted in Fig. 2. For resource operations (allocation, release)
Diameter protocol [19] messages are exchanged between P-CSCF and RACF. Other

Fig. 1. Model of a single domain of IMS/NGN [6, 14, 15].
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Fig. 2. Call set-up (messages 1–24) and call disengagement (messages 26–35) scenario in a
single domain of IMS/NGN [6].
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elements communicate using SIP protocol [20]. More details regarding the call scenario
are out of the scope of this paper and can be found in [6].

Based on the t1–t10 times illustrated in Fig. 2 and the definitions given by the ITU-T
[3, 4], Call Set-up Delay (CSD) and Call Disengagement Delay (CDD) for a single call
can be calculated as follows:

CSD ¼ t2�t1ð Þþ t4�t3ð Þ þ t6�t5ð Þ ð1Þ

CDD ¼ t8�t7ð Þ þ t10�t9ð Þ ð2Þ

Formulas (1) and (2) are used to obtain the output variables evaluated by our traffic
models, which are mean CSD, E(CSD), and mean CDD, E(CDD) [3, 4]. The analytical
and simulation models represent different approaches to assess E(CSD) and E(CDD)
(more details will be provided later). However, both of them use a similar set of the
input variables, from which the most vital are [5, 6]:

– kINV: the intensity of aggregated call set-up requests (SIP INVITE messages from
many terminals) generated by UE1 with exponential intervals,

– TINV1 and TINV2: the times of processing SIP INVITE messages by P-CSCF and
S-CSCF correspondingly,

– ak (k = 1, 2, …, 8): the factors determining times of processing other SIP and
Diameter messages by CSCF servers according to Table 1,

– TX: the time of processing messages by RACF,
– lengths and bandwidths of optical links, lengths of transmitted messages: values

necessary to calculate communication times between network elements.

The simulation model [5, 6], developed in the OMNeT++ framework [21],
implements the operation of the network elements and call scenario depicted in Figs. 1
and 2. CSCF servers in the model include Central Processing Units (CPUs), which are
responsible for handling messages incoming from other elements according to the
assumed call scenario (Fig. 2). When CPUs are busy incoming messages are stored in
CPU queues. Other network elements in the model respond with a particular delay

Table 1. Message processing times of CSCF servers.

Message P-CSCF processing times S-CSCF processing times

SIP INVITE TINV1 TINV2
SIP 100 Trying TTR1 = a1 ∙ TINV1 TTR2 = a1 ∙ TINV2
SIP 180 Ringing TRING1 = a2 ∙ TINV1 TRING2 = a2 ∙ TINV2
SIP 200 OK (answer to INVITE) TOK1 = a3 ∙ TINV1 TOK2 = a3 ∙ TINV2
SIP ACK TACK1 = a4 ∙ TINV1 TACK2 = a4 ∙ TINV2
SIP BYE TBYE1 = a5 ∙ TINV1 TBYE2 = a5 ∙ TINV2
SIP 200 OK (answer to BYE) TOKBYE1 = a6 ∙ TINV1 TOKBYE2 = a6 ∙ TINV2
Diameter AAA TAAA1 = a7 ∙ TINV1 TAAA2 = a7 ∙ TINV2
Diameter STA TSTA1 = a8 ∙ TINV1 TSTA2 = a8 ∙ TINV2
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(RACF responsible for resource allocation and release as well as UEs representing
many user terminals). Each element of the model includes communication queues (one
for each outgoing link), which buffer messages before sending them through links
when links are busy. During simulation the t1–t10 times (Fig. 2) are stored for all
performed call scenarios and used to obtain CSD (1) and CDD (2). At the end of
simulation E(CSD) and E(CDD) are calculated along with corresponding confidence
intervals for a defined confidence level [5, 6].

In the analytical model mean values of theoretical delays introduced by the ele-
ments depicted in Fig. 1 are calculated and appropriately summed to obtain mean CSD
and mean CDD [6, 7, 12]. These component delays include:

– mean message waiting times in communication queues; for calculation of these
times mathematical models of queuing systems are used,

– message transmission times (message lengths divided by links bandwidths),
– propagation times (equal to 5 ls/km – optical links are assumed),
– mean message waiting times in CSCF servers CPU queues; for calculation of these

times mathematical models of queuing systems are used,
– message processing times by CSCF servers CPUs (Table 1) and RACF (TX input

variable).

Due to the fact that the simulation model implements real IMS/NGN elements and
call scenario, it reflects the phenomena occurring in the real network (message trans-
mission, queuing, handling, etc.) and can be used to assess the quality of the analytical
model based on theoretical calculations. More details about both models cannot be
provided in this paper due to lack of space and can be found in [5–7, 12].

3 Phase-Type Distributions

Phase-type distributions [8–11] are probability distributions that result from a system of
one or more inter-related Poisson processes occurring in sequence or phases. Special
cases of continuous phase-type distributions are [8–11]: exponential distribution,
Erlang distribution, Coxian distribution, Hyperexponential distribution (also called a
mixture of exponential) and Hypoexponential distribution.

Our interest in phase-type distributions is related to their very important feature. As
the set of phase-type distributions is dense in the field of all positive-valued distribu-
tions [8–11], they can represent or approximate (with any accuracy) any positive
valued distribution. There are several algorithms for fitting different subsets of
phase-type distributions to experimental data based on a specified number of first
moments [8–11] or whole experimental histograms [11, 22–24].

Using such algorithms phase-type distributions can be fitted to all arrival and
service distributions in the network [25]. After that, some characteristics of queues, like
mean message waiting times (required in our research), can be calculated through
analysis of PH/PH/1 queuing systems. Such analysis can be done by solving
quasi-birth-and-death (QBD) Markov chains using matrix-analytic methods [26, 27].
Alternatively, formulas for analyzing queues with MAP (Markovian Arrival Process)
or BMAP (Batch Markovian Arrival Process) distributions [28, 29] can be used as
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these types of distributions are supersets of phase-type distributions. Several solvers are
available and we have tested two [30, 31] designed for the MATLAB environment
used in our research. Both of the tested solvers provided very similar results, however
the second one [31] was chosen for further use due to faster and direct calculation of
mean waiting time [12].

As already mentioned, in this paper we perform investigations with PH/PH/1
queuing systems, in which phase-type distributions are fitted using maximum likeli-
hood and distance minimization algorithms based on whole experimental histograms.
The set of investigated algorithms included (the first three belong to the family of
maximum likelihood algorithms, while the last two are distance minimization
algorithms):

– EMpht [11] – fitting general phase-type distributions using Expectation-
Maximisation (EM) algorithm; in our research distributions of order 4 were fitted
with the number of iterations equal to 6000; due to large computation times the
number of samples of each experimental histogram was limited to 100000,

– GFIT1 [22] – fitting Hyper-Erlang phase-type distributions using Expectation-
Maximisation (EM) algorithm; the order of fitted distributions was set to 4; the
number of samples of each experimental histogram was limited to 1000000,

– GFIT2 [22] – the same algorithm as in GFIT1, however, here distributions of order
10 were fitted and the number of samples of each experimental histogram was
limited to 700000,

– PhFit1 [24] – fitting acyclic phase-type distributions using distance minimization
algorithm; distributions of order 4 were fitted with total number of iterations equal
to 3000 (3 rounds with 1000 iterations); the investigated distance metric was rel-
ative entropy; the number of samples of each experimental histogram was limited to
200000,

– PhFit3 [24] – the same algorithm as in PhFit1, however, here distributions of order
10 were fitted and the number of samples of each experimental histogram was
limited to 100000.

The number of iterations was chosen experimentally for each of the algorithms
according to its convergence speed.

To apply the above mentioned fitting algorithms in the analytical model, a full
description of arrival and service distributions for all IMS/NGN elements was neces-
sary. This was not a problem for service distributions as they result from times of
processing individual messages by network elements (defined by the input variables;
for links they are determined by message lengths and link bandwidths) and the set of
messages handled by each element (given by the assumed call scenario).

When it comes to arrival distributions, only theoretical intensity of messages
handled by all networks elements is known from the call scenario and kINV. Therefore,
in this case phase-type distributions were fitted to experimental histograms recorded
using the simulation model [25]. The results of the performed investigations are
described in the next section.
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4 Results

In order to compare the latest E(CSD) and E(CDD) results with these obtained in our
previous papers [6, 7, 12], the same input data sets (presented in Table 2) were used.
We also assumed identical message lengths (Table 3) as well as the ak factors:
a1 = 0.2, a2 = 0.2, a3 = 0.6, a4 = 0.3, a5 = 0.6, a6 = 0.3, a7 = 0.6, a8 = 0.6 (Table 1).

The values of the input variables were taken according to current research (e.g.
message lengths, which were measured experimentally in paper [32]) and our expe-
rience regarding telecommunication networks (e.g. the length of 300 km assumed for
all links represents a typical distance between larger cities in Poland). Due to the fact
that in our traffic models quite a large number of the input variables is used (Sect. 2), in
the research presented in this paper we focused on call set-up request intensity, which is
a typical and very commonly investigated parameter for telecommunication networks.
Additionally, we examined different parameters of links (length and bandwidth), which
have a significant impact on the final results.

As already mentioned in Sect. 3, in the research described in this paper phase-type
distributions were fitted to message arrival and service distributions for all network
elements, using maximum likelihood and distance minimization algorithms. In the next
step mean message waiting times were calculated through analysis of PH/PH/1 queuing
systems. The resultant mean waiting times were applied to compute the considered total
system responses – E(CSD) and E(CDD).

Apart from fitting phase-type distributions to both arrival and service distributions
of all elements (PH/PH/1 queuing systems), we also assumed that either arrival or
service distributions are exponential (special cases of phase-type distributions), which
resulted in M/PH/1 and PH/M/1 queuing systems correspondingly.

Table 2. Input data sets.

Data set kINV [1/s] TINV1 [ms] TINV2 [ms] TX [ms] Links

1a 5–250 0.5 0.5 3 No links
1b 5–250 0.5 0.5 3 300 km, 10 Mbit/s
1c 5–250 0.5 0.5 3 300 km, 100 Mbit/s

Table 3. Message lengths [32].

Message Length in bytes

SIP INVITE 930
SIP 100 Trying 450
SIP 180 Ringing 450
SIP 200 OK (answer to INVITE) 990
SIP ACK 630
SIP BYE 510
SIP 200 OK (answer to BYE) 500
Diameter messages 750
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The above mentioned computations required full description of arrival and service
distributions for all network elements. As arrival distributions are not fully described by
the input variables (Sect. 3), they were obtained experimentally, using our simulation
model. The simulations were performed with the following parameters [7, 12]:

– warm-up period: 1500 s,
– 5 measurement periods,
– 0.95 confidence level,
– simulation is finished when confidence intervals for E(CSD) and E(CDD) do not

exceed 5% of mean Call Set-up Delay and mean Call Disengagement Delay or
when total simulation time exceeds 10000 s; with such stop conditions at least
10000 message inter-arrival times were obtained during each simulation.

The results obtained for data sets 1a–1c (Table 2) are presented in Figs. 3, 4 and 5
as E(CSD) and E(CDD) versus call set-up request intensity curves. In each subfigure
(Figs. 3, 4 and 5 contain six subfigures) we present results of simulations, calculations

Fig. 3. Results for data set 1a (no links); left: PH/PH/1 queuing systems, center: PH/M/1
queuing systems, right: M/PH/1 queuing systems; results at the top refer to E(CSD) and at the
bottom – to E(CDD).
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using M/G/1 queuing systems (our initial approach [6]) and analytical approaches
based on phase type distributions (PH/PH/1, PH/M/1, M/PH/1) obtained using maxi-
mum likelihood and distance minimization algorithms (Sect. 3). The names of the
fitting algorithms are included in legends (after colons).

Generally, it can be noticed that conformity of calculations and simulations of call
processing performance parameters is dependent on many factors, including queuing
systems used in the analytical model (Figs. 3, 4 and 5). Very important is also call
set-up request intensity as well as available link bandwidth (links involve communi-
cation queues, which load is related to message intensity and link bandwidth; in data
set 1a network elements are connected directly without links, thus, there are no
communication queues).

Fig. 4. Results for data set 1b (link length 300 km and bandwidth 10 Mbit/s); left: PH/PH/1
queuing systems, center: PH/M/1 queuing systems, right: M/PH/1 queuing systems; results at the
top refer to E(CSD) and at the bottom – to E(CDD).
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We can observe that the relations between analytical and simulation results are
similar for E(CSD) and E(CDD), when the same queuing systems are investigated.
However, E(CSD) values are always larger than E(CDD), since the process of call
set-up is much more complicated, comparing to call disengagement, and involves more
messages. For each analyzed data set (Table 2) PhFit1 and PhFit3 algorithms give
analytical results very far from simulations and other calculations. This rule applies
especially for PH/PH/1 and M/PH/1 queuing systems with PhFit1 and PhFit3 algo-
rithms. As a result, these algorithms are not useful in practice.

Based on Figs. 3, 4 and 5, it can be also noticed that in the majority of analyzes
cases PH/M/1 queuing systems overestimate E(CSD) and E(CDD), while M/PH/1
queuing systems give results very similar to M/G/1 (this does not apply to PhFit1 and
PhFit3 algorithms).

Fig. 5. Results for data set 1c (link length 300 km and bandwidth 100 Mbit/s); left: PH/PH/1
queuing systems, center: PH/M/1 queuing systems, right: M/PH/1 queuing systems; results at the
top refer to E(CSD) and at the bottom – to E(CDD).
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In order to thoroughly examine the subject of the paper, we have also done some
more extended research with the root-mean-square error (RMSE) [7, 12] defined as
follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E
kINV2K

Ysimulation � Yanalytical
� �2

r

; ð3Þ

where Y is either E(CSD) or E(CDD) and E() is the averaging operator over a particular
set of call set-up request intensities kINV 2 K. To investigate different network con-
ditions, for all data sets the following sets of kINV were assumed [7, 12]:

– “green” – IMS/NGN elements are low loaded and E(CSD), E(CDD) change very
little with call set-up request intensity (kINV = 20, 60, 100 [1/s]),

– “yellow” – IMS/NGN elements are quite highly loaded and E(CSD), E(CDD) start
noticeably increasing with call set-up request intensity (kINV = 130, 160, 190 [1/s]),

– “red” – IMS/NGN elements are overloaded and E(CSD), E(CDD) start going to
infinity (kINV = 205, 220, 225 [1/s]),

– “gr-yel” – the set including all call set-up request intensities from the “green” set
and almost all call set-up request intensities from the “yellow” set (kINV = 20, 60,
100, 130, 160 [1/s]),

– “all” – the set containing all call set-up request intensities from the “green”, “yel-
low” and “red” sets (kINV = 20, 60, 100, 130, 160, 190, 205, 220, 225 [1/s]).

The results of RMSE computations are presented in Tables 4, 5 and 6. The RMSE
values were calculated for the analytical results presented in Figs. 3, 4 and 5 as well as
for other queuing systems investigated in our previous papers – G/G/1 based on
moments [7] (“G/G/1” in Tables 4, 5 and 6), PH/PH/1 with phase-type distributions
obtained using moment matching algorithms [12] (“PH/PH/1 moments” in Tables 4, 5
and 6). Two best results for each of these previous queuing systems are included along
with the names of G/G/1 formulas and PH/PH/1 fitting algorithms based on moments.
The names are provided in the brackets below the results. In each column of Tables 4,
5 and 6 we marked two best (bold and underlined font) and two worst RMSE results
(bold and italic font with gray background).

The obtained RMSE values demonstrate that for various IMS/NGN parameters the
best analytical E(CSD) and E(CDD) results can be achieved using different queuing
systems (PH/PH/1 with phase-type distributions based on whole experimental his-
tograms or only on their moments; G/G/1; M/G/1). Moreover, particular fitting algo-
rithms for PH/PH/1 and G/G/1 formulas offer different efficiency. It is also important
that often several of the above mentioned approaches offer very good performance
(RMSE about 0.5 ms or even smaller), however, our aim is to find the best one.

In the majority of cases PH/PH/1 queuing systems (and their special cases –

PH/M/1, M/PH/1) with proper fitting algorithms based on whole experimental his-
tograms (EMpht, GFIT1, GFIT2) are the best or almost the best in terms of RMSE.
However, the differences to the other queuing systems are often minimal. To decide
which queuing system is the most suitable for IMS/NGN, we also investigated com-
putational complexity (the time required to obtain analytical results for particular
queuing systems). It is especially important in engineering applications, in which both
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accuracy and complexity count. In the next part we present some details about cal-
culation times in the analytical model for one data set (Intel Core i7-2670QM CPU
8 � 2.20 GHz, 8 GB RAM, Windows 7 Professional SP1 64-bit):

– for M/G/1 [6] computations are the fastest of all (several seconds) and require only
the input variables (there is no need to use experimental histograms),

– for G/G/1 [7] computations last about one minute (experimental histograms are
needed to obtain second and third moments of arrival distributions, which are used
in calculations),

– for PH/PH/1 (and their special cases – PH/M/1, M/PH/1) with moment matching
algorithms [12] computations take from one to several minutes (experimental his-
tograms are needed to obtain second, third, fourth and fifth moments of arrival
distributions, which are used in calculations),

Table 4. RMSE for data set 1a (no links).

RMSE for E(CSD), [ms] RMSE for E(CDD), [ms]
green yellow red gr-yel all green yellow red gr-yel all

M/G/1 0,110 1,317 8,399 0,506 4,909 0,056 0,727 5,089 0,290 2,968
PH/PH/1: EMpht 0,134 1,656 7,031 0,592 4,171 0,082 0,941 4,225 0,346 2,499
PH/PH/1: GFIT1 0,192 1,099 8,041 0,329 4,687 0,130 0,593 4,871 0,191 2,834
PH/PH/1: GFIT2 0,214 1,081 9,179 0,343 5,337 0,145 0,581 5,580 0,201 3,240
PH/PH/1: PhFit1 0,644 3,203 16,209 1,375 9,547 0,396 1,916 9,983 0,839 5,873
PH/PH/1: PhFit3 0,661 3,263 16,622 1,386 9,788 0,406 1,953 10,240 0,846 6,023
PH/M/1: EMpht 0,401 0,224 2,482 0,351 1,457 0,264 0,172 1,588 0,241 0,935
PH/M/1: GFIT1 0,622 0,942 1,507 0,770 1,087 0,403 0,672 0,821 0,509 0,655
PH/M/1: GFIT2 0,653 0,926 2,203 0,771 1,430 0,422 0,661 1,232 0,508 0,843
PH/M/1: PhFit1 0,542 1,982 201,18 0,835 116,15 0,353 1,336 125,84 0,550 72,658
PH/M/1: PhFit3 0,508 1,362 71,779 0,748 41,450 0,332 0,945 44,967 0,495 25,968
M/PH/1: EMpht 0,102 1,301 8,020 0,481 4,691 0,051 0,717 4,852 0,275 2,832
M/PH/1: GFIT1 0,126 1,411 8,395 0,533 4,915 0,067 0,787 5,087 0,307 2,972
M/PH/1: GFIT2 0,118 1,388 8,330 0,520 4,876 0,061 0,772 5,045 0,299 2,947
M/PH/1: PhFit1 0,693 3,221 16,832 1,403 9,903 0,426 1,926 10,370 0,856 6,094
M/PH/1: PhFit3 0,688 3,218 16,827 1,399 9,899 0,423 1,924 10,366 0,854 6,092
G/G/1 1st [7]
(name of formula 
in brackets)

0,113 0,802 6,656 0,265 5,119 0,080 0,439 3,986 0,172 3,106
(Diff22) (My2) (King) (My1) (My2) (Diff22) (My2) (King) (My1) (My2)

G/G/1 2nd [7]
(name of formula 
in brackets)

0,266 0,925 7,029 0,306 5,310 0,181 0,489 4,227 0,188 3,225
(My1) (My1) (Page) (KLB) (King2) (My1) (My1) (Page) (KLB) (King2)

PH/PH/1 
moments 1st
[12] (name of 
algorithm in 
brackets)
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– PH/PH/1 (and their special cases – PH/M/1, M/PH/1) with maximum likelihood and
distance minimization fitting algorithms are the worst case; fitting phase-type dis-
tributions to whole experimental histograms lasts from 30 min to several hours with
parameters of the algorithms described in the previous section; therefore, fitting was
performed offline and its results were saved to disk for further use.

Taking into account all the aspects presented in the previous part of this section
(accuracy and complexity), we propose to use the following queuing systems in the
analytical model of a single domain of IMS/NGN. For data sets 1a (no links; Table 4)
and 1c (links with relatively high bandwidth; Table 6) we suggest using simple M/G/1

Table 5. RMSE for data set 1b (link length 300 km and bandwidth 10 Mbit/s).

RMSE for E(CSD), [ms] RMSE for E(CDD), [ms]
green yellow red gr-yel all green yellow red gr-yel all

M/G/1 0,705 2,637 1,805 1,477 1,889 0,133 0,954 1,059 0,489 0,826
PH/PH/1: EMpht 0,460 0,852 5,450 0,724 3,196 0,031 0,356 4,095 0,068 2,373
PH/PH/1: GFIT1 0,666 0,990 4,834 0,834 2,875 0,111 0,187 3,702 0,099 2,141
PH/PH/1: GFIT2 0,290 0,410 6,839 0,374 3,959 0,138 0,658 5,011 0,242 2,919
PH/PH/1: PhFit1 1,201 2,274 13,657 1,341 8,024 1,104 2,216 9,396 1,355 5,610
PH/PH/1: PhFit3 1,311 2,744 14,599 1,547 8,610 1,177 2,511 9,999 1,488 5,991
PH/M/1: EMpht 1,533 4,848 7,132 2,863 5,057 0,655 2,368 3,929 1,359 2,675
PH/M/1: GFIT1 1,759 5,178 7,782 2,934 5,492 0,805 2,580 4,315 1,398 2,940
PH/M/1: GFIT2 1,565 4,974 6,860 2,862 4,975 0,675 2,450 3,745 1,357 2,613
PH/M/1: PhFit1 1,622 6,031 19,388 3,175 11,76 0,714 3,129 11,619 1,563 6,959
PH/M/1: PhFit3 1,591 5,618 16,077 3,131 9,875 0,694 2,869 9,521 1,538 5,755
M/PH/1: EMpht 0,864 3,001 2,807 1,727 2,424 0,226 1,170 1,364 0,631 1,046
M/PH/1: GFIT1 0,839 2,894 2,566 1,674 2,285 0,210 1,102 1,292 0,598 0,988
M/PH/1: GFIT2 0,705 2,414 1,976 1,415 1,846 0,128 0,796 1,217 0,438 0,843
M/PH/1: PhFit1 0,979 0,870 10,786 0,812 6,273 0,949 1,343 7,589 0,974 4,483
M/PH/1: PhFit3 1,013 1,163 11,352 0,896 6,614 0,979 1,535 7,957 1,054 4,713
G/G/1 1st [7]
(name of formula 
in brackets)

0,550 1,042 4,729 0,660 3,229 0,123 0,300 2,625 0,206 2,223
(Diff22) (Diff22) (Daley) (Diff22) (My2) (KLB) (My1) (Daley) (My1) (My2)

G/G/1 2nd [7]
(name of formula 
in brackets)

0,698 1,075 4,867 1,028 3,307 0,166 0,331 2,742 0,280 2,381

(K
L

B
)

(D
iff21)

(M
y2)

(M
y1)

(K
ing2)

(K
ing2)

(D
iff21)

(Page)

(K
L

B
)

(K
ing2)

PH/PH/1 
moments 1st
[12] (name of 
algorithm in 
brackets)

0,405 0,515 2,025 0,502 1,874 0,038 0,428 1,181 0,069 0,834

(PH
/P

H
/1: 

A
PH

2 (3))

(PH
/P

H
/1: 

A
PH

2 (3))

(M
/PH

/1: 
PH

2 (3))

(PH
/P

H
/1: 

A
PH

2 (3))

(M
/PH

/1: 
PH

2 (3))

(PH
/P

H
/1: 

PH
2 (5))

(PH
/P

H
/1: 

M
E

 (3–4))

(M
/PH

/1: 
PH

2 (3))

(PH
/P

H
/1: 

PH
2 (5))

(M
/PH

/1: 
PH

2 (3))

PH/PH/1 0,500 0,613 2,025 0,602 1,874 0,060 0,474 1,181 0,071 0,834
moments 2nd 
[12] (name of 
algorithm in 
brackets)

(PH
/P

H
/1: M

E
 (5))

(PH
/P

H
/1: M

E
 (5))

(M
/PH

/1: PH
2 (5))

(PH
/P

H
/1: M

E
 (5))

(M
/PH

/1: PH
2 (5))

(PH
/P

H
/1: A

PH
1 

(3))

(PH
/P

H
/1: A

PH
1 

(3), PH
2 (3))

(M
/PH

/1: PH
2 (5))

(PH
/P

H
/1: A

PH
1 

(3), PH
2 (3))

(M
/PH

/1: PH
2 (5))

Analysis of IMS/NGN Call Processing Performance… 151



queuing systems, which give acceptable results (comparable to the best results), when
“green” and “yellow” sets of kINV are considered. For “red” and “all” sets of call set-up
request intensity PH/M/1 queuing systems are the best.

When links with relatively low bandwidth are used (data set 1b; Table 5) the
situation is different. PH/PH/1 queuing systems give the best results for “green” and
“yellow” sets of kINV. For “red” and “all” the smallest and very comparable RMSE
values are offered by M/G/1 and M/PH/1 queuing systems. Due to much simpler
calculations, we propose to use M/G/1.

For the above mentioned PH/PH/1 and PH/M/1 queuing systems RMSE results
obtained using maximum likelihood and distance minimization algorithms operating on
whole experimental histograms are in most cases not significantly better than for

Table 6. RMSE for data set 1c (link length 300 km and bandwidth 100 Mbit/s).

RMSE for E(CSD), [ms] RMSE for E(CDD), [ms]
green yellow red gr-yel all green yellow red gr-yel all

M/G/1 0,069 0,518 6,014 0,064 3,485 0,003 0,410 3,701 0,058 2,150
PH/PH/1: EMpht 0,020 0,758 6,114 0,120 3,557 0,031 0,564 3,758 0,112 2,194
PH/PH/1: GFIT1 0,053 0,529 6,329 0,093 3,667 0,016 0,421 3,900 0,085 2,265
PH/PH/1: GFIT2 0,040 0,783 7,166 0,163 4,162 0,021 0,579 4,421 0,129 2,574
PH/PH/1: PhFit1 7,045 7,232 5,149 7,265 6,543 4,248 4,343 3,188 4,380 3,961
PH/PH/1: PhFit3 7,004 6,826 5,783 7,115 6,560 4,223 4,086 3,584 4,286 3,974
PH/M/1: EMpht 0,347 1,083 2,071 0,689 1,364 0,176 0,584 1,311 0,380 0,835
PH/M/1: GFIT1 0,407 1,415 1,101 0,783 1,061 0,215 0,788 0,738 0,439 0,636
PH/M/1: GFIT2 0,384 1,171 0,605 0,712 0,793 0,200 0,636 0,395 0,392 0,447
PH/M/1: PhFit1 0,386 2,381 131,94 0,835 76,188 0,201 1,394 82,503 0,473 47,640
PH/M/1: PhFit3 0,391 1,594 33,468 0,836 19,346 0,204 0,900 20,958 0,473 12,112
M/PH/1: EMpht 0,069 0,390 5,903 0,076 3,416 0,002 0,324 3,630 0,035 2,104
M/PH/1: GFIT1 0,045 0,486 6,266 0,073 3,629 0,014 0,390 3,858 0,067 2,239
M/PH/1: GFIT2 0,052 0,469 6,206 0,072 3,593 0,009 0,378 3,819 0,060 2,216
M/PH/1: PhFit1 7,123 7,905 5,039 7,539 6,798 4,289 4,741 3,132 4,539 4,110
M/PH/1: PhFit3 7,079 7,609 5,221 7,411 6,715 4,259 4,551 3,248 4,456 4,058
G/G/1 1st [7]
(name of formula 
in brackets)

0,111 0,584 5,089 0,121 4,132 0,035 0,419 3,120 0,098 2,548
(KLB) (My2) (Page) (KLB) (My2) (KLB) (My2) (Page) (KLB) (My2)

G/G/1 2nd [7]
(name of formula 
in brackets)

0,150 0,774 5,173 0,156 4,341 0,055 0,573 3,174 0,110 2,686
(My1) (King2) (Daley) (King2) (King2) (My1) (King2) (Daley) (King2) (King2)
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algorithms based only on moments [12]. As only slightly better results do not com-
pensate for the high computational complexity (many hours of calculations for maxi-
mum likelihood and distance minimization algorithms), for engineering purposes more
applicable are moment matching algorithms.

The necessity to choose different queuing systems in the analytical traffic model for
different data sets and call set-up request intensities results from the complexity of
IMS/NGN elements and call scenario. In the network there are many instances of call
scenarios performed simultaneously, each of them concern sending and processing a
set of signaling messages (Fig. 2). During a single instance most of the network ele-
ments is used several times. Our previous research [25] indicated that in many cases
even a small change in load of one IMS/NGN element results in modification of types
of message inter-arrival time distributions in the whole system. Consequently, it is very
difficult to select a single queuing system, which would be efficient for all sets of
investigated input variables.

5 Conclusions and Future Work

In the paper we continue our work on analytical and simulation traffic model of a single
domain of IMS/NGN. Our aim is to find the best queuing system for the analytical
model, to achieve possibly the best conformity with experimental results. These are
provided by our simulation model, which does not implement theoretical queuing
systems, but reflects the operation of real IMS/NGN network elements and standard-
ized call scenarios.

In this paper investigations using PH/PH/1 queuing systems (and their special cases
– PH/M/1, M/PH/1) are performed, in which arrival and service distributions are
represented by phase-type distributions obtained using maximum likelihood and dis-
tance minimization algorithms. The obtained results are compared to these calculated
using previously investigated queuing systems (M/G/1; G/G/1 based on two or three
moments of arrival distribution and two moments of service distribution; PH/PH/1 with
phase-type distributions obtained using moment matching algorithms). The compared
parameters are total system responses – mean Call Set-up Delay E(CSD) as well as
mean Call Disengagement Delay E(CDD), standardized by the ITU-T.

The performed research demonstrates that performance of the tested queuing sys-
tems in IMS/NGN depends on several network parameters, including load of network
elements and links (for links load results from message intensity and available band-
width). Often for the assumed set of parameters more than one of the investigated
queuing systems offer accuracy, which can be considered as good or even very good.
However, due to specific nature of IMS/NGN elements and call scenario, it is very
difficult to point one universal queuing system, appropriate for all sets of network
parameters.

Apart from accuracy, in engineering applications very important is also computa-
tional complexity (the time necessary to obtain analytical results for particular queuing
system), which has not been analyzed in our previous papers. Considering both
accuracy and complexity, and assuming that network is not overloaded (“green” and
“yellow” sets of call set-up request intensity; Sect. 4), we suggest using M/G/1 and
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PH/PH/1 queuing systems in the analytical model of a single domain of IMS/NGN.
The first type of queuing systems should be applied when IMS/NGN elements are
connected directly or when links with relatively high bandwidth are used (data sets 1a,
1c; Table 2). The second one performs the best for links with relatively low bandwidth
(data set 1b; Table 2). Due to smaller time necessary to fit phase-type distributions, for
PH/PH/1 queuing systems we propose to use moment matching algorithms, which offer
final results only slightly worse than maximum likelihood and distance minimization
algorithms operating on whole experimental histograms.

In the next step we are going to perform similar research to that described in this
paper, but in a multidomain IMS/NGN environment (appropriate analytical and sim-
ulation traffic models are under development [33–35]).
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Abstract. The forehand is one of the key shot in tennis. Its reparability is a very
important aspect of gaining points. The first purpose of this paper is to create the
algorithms for calculating the motion parameters for the preparation phase of the
forehand, such as: the position of the head of the tennis racket relative to the
player’s body, the elbow angle (i.e. whether the arm is bent or straight) and the
placement of the player’s feet towards the front of the pelvis. The second aim of
the study is to calculate the repeatability of the selected motion parameters (both
for the body and the racket) of the preparation phase of the tennis forehand using
coefficient of variation. The shots were performed in the motion capture labo-
ratory using the Plug-in Gait biomechanical model. The described parameters
are computed from three dimensional data, stored in C3D file.
The obtained results indicate that the placement of the head of the tennis

racket towards the player’s body is repeatable only for first two defined posi-
tions (above the forehead and between it and the shoulder). The participant puts
his feet repeatable, after average 46% time he puts his left leg forward. The
arrangement of the arm during the preparation phase of the forehand is also
repeatable.

Keywords: Tennis forehand � Repeatability � Motion capture � 3D algorithms

1 Introduction

Tennis forehand is one of the basic strokes used in every game. In this shot two phases
may be specified: the preparation and the moment of impact [1]. Each step is an
important aspect of a properly performed stroke. The aspect of the repeatability of
tennis shots plays an important role in archiving better results, both for professional and
amateur players. Each time the players should be able to perform strikes with the same
or similar parameters, including both the body and the racket.

The first purpose of this paper is to create the algorithms for calculating the motion
parameters for the preparation phase of the forehand. They are: the position of the head
of the tennis racket relative to the player’s body and the placement of the player’s feet
towards the front of the pelvis. The elbow angle (i.e. whether the arm is bent or
straight) is read from the biomechanical data. The second aim of the study is to
calculate the repeatability of the selected motion parameters (both for the body and the
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racket) of the preparation phase of the tennis forehand using numerical evaluation. In
this research the preparation phase begins when the racket’s position reaches the
maximum along XY plane and ends before the moment of impact.

The shots were performed in the motion capture laboratory using the Plug-in Gait
biomechanical model and a racket model [2]. The described parameters are computed
from three dimensional data, stored in C3D file. The above-described parameters were
computed for ten consecutive forehand strikes of a professional tennis coach.

2 Research Overview

Much research concerns analysis of the serve as the main stroke making an advance
during the game. The motion repeatability of the tennis serve of three experienced and
three novice players was studied in [3]. The participants were asked to serve a ball into
another side of the tennis court 10 times using an inertial motion capturing system
consisting of 17 sensors. The sampling rate was 40 fps. Three-dimensional position
fluctuations of the lumbar vertebra were measured as the centre of the body.
Three-dimensional angular velocities of 23 segments and 22 joints were captured. The
tennis player’s serve analysis (during the backswing preparation as well as the forward
swing motions) using accelerometers is presented in [4]. The kinematic chain pattern
and correct angular and translational movements of the knee, waist and wrist of the
player are discussed.

The created model for the tennis serve is presented in [5]. The authors created a tool
for evaluating the individual technique of a tennis player based on the kinetic energy
transmission pattern using a complete mechanical body model. The model, created for
the purpose of the research, consisted of 28 markers with five solid-rigid ones. The tool
treated the individual technique of a player as a mathematical function. The significant
discriminant function evaluated the tennis player’s serve as “good” or “bad”. The
kinetic energy is composed of a linear velocity of a body segment and a rotational
component which considers the angular velocity of the segment.

The sport technique in male tennis was studied in [6], for three shots. The analysis
was done in four key points: when the time of maximum acceleration of upper tennis
racket occurred, when the maximum speed of upper tennis racket was recorded, when
the time of contact between the tennis racket and the ball occurred, and for the highest
and lowest values of kinematic parameters of all segments of the dominant upper
extremity (right). The kinematic parameters chosen for the study were: velocity,
acceleration of the dominant upper extremity, centre of gravity and upper racket,
height, lateral and forward-backward distance of the centre of gravity, angles in both
knees, elbows and body bending.

Three aspects of the racket are analysed: its velocity, swing and orientation. Both
motion capture systems (optical and markerless) and video cameras are used for the
research. The motion and pose in 3 dimensions were computed from a video recording
[7]. This method also allows for computing racket performance. The swing of the
racket was investigated in [8]. The speed of a tennis racket (as well as that of a golf club
and a baseball bat) was analysed using 3-dimensional images obtained from two
cameras. Reflective tape was placed on the elbow, around the wrist and around the
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racket’s handle in two places. The maximum effort (both in standing and sitting
positions) was calculated for each swing. The swing speed was approximately constant
during the test.

Tracking a tennis racket using a markerless system (based on multiple cameras) and
a visual hull is presented in [9]. Views of a tennis racket were recorded and segmented
into binary images. The racket’s shape was obtained. The visual hull of the racket was
created using the intersection of the volume of space formed by back-projecting the
silhouettes from all input views. In [10] the velocity of the tennis racket was calculated
based on a monochrome recording made using a high-speed camera.

The research containing a tennis racket tracking and its analysis using Vicon system
is presented in [2]. Seven retro-reflective markers were attached to it, so the racket’s
movement could be calculated. The racket’s velocity in the consecutive frames, the
orientation of the racket in both sagittal and axial planes of the racket were indicated.
The racket motion was studied in [11].

This paper describes the algorithms of four parameters of the preparation phase of
the forehand strike. The position of the head of the tennis racket relative to the player’s
body was presented in [6], where the position is specified as below or above the head.
In this paper the position of the tennis racket is indicated as: above the forehead,
between the forehead and the shoulder, between the shoulder and the pelvis and below
the pelvis. The elbow angle was also studied in [6]. In this paper the angle is computed
by the Plug-in Gait model. The setting of the feet was studied in [6]. In this paper a new
algorithm is presented which indicates the feet’s positions.

3 Method

3.1 Participant

One right-handed 30 year-old tennis coach was the participant in this study. He was
1.74 m tall and weighed 71 kg. He signed the ethical approval form for this research.

3.2 Motion Capture System

A passive optical motion capture system was used to track the participant and the racket
while performing tennis strokes at the Laboratory of Motion Analysis and Interface
Ergonomics at the Lublin University of Technology in Poland where interdisciplinary
tests are performed [12]. The motion capture system consisted of: eight NIR T40S
cameras operating in near infrared, two reference video Bonita cameras, a Giganet hub
collecting data, a desktop computer and a set of accessories (e.g. markers, a calibration
wand, double-sided tape). The system recorded the positions of the markers placed on
the subject’s body (each marker must be seen by at least two cameras). The equipment
was supplied with Vicon’s Nexus 2.0 software, used for system calibration, data
recording and data processing. The movements were registered with 100 Hz.
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3.3 Experimental Procedure

The participant was prepared for the experiment according to the Plug-inGaitModel [13].
Thirty-nine retroreflective markers were attached to the participant using hypoallergenic
double-sided tape as specified in the model. This model allows for calculating angles,
torques and forces in a subject’s joints. Then, the person was measured for the purpose of
creating and scaling a new subject in the Nexus software (height, weight, leg length, arm
offset, knee, ankle, elbow and the thickness of both hands). The subject’s calibration was
performed as the next step in preparation due to the verification that themarkers are visible
and correctly attached.

After the warm-up, the participant was told to perform ten forehand strikes without
the ball while running and avoiding a bollard placed on the floor. Because the par-
ticipant was running, the strokes were more natural than hitting the ball from a standing
pose. The racket was tracked during the research. Seven retro-reflective markers were
attached to the racket according to the scheme presented in Fig. 1. They allow one to
reconstruct the shape of the racket.

3.4 Post-processing

Each 3D recording was post-processed using the Vicon Nexus software that consisted
of four main steps: marker labelling, gap filling using interpolation methods, data
cleaning (e.g. deleting all unlabelled markers) and applying the Plug-in-Gait model
(only for the human body). A new subject was created for the racket. It consisted of
seven markers [2]. The post-processed recordings were exported as C3D files. Each
C3D file contains ten consecutive forehand strikes. For the purpose of this research the
preparation phases were designated. These files were used for further analysis. The files
were processed by the author’s own piece of software created in C++ using the
Biomechanical toolkit (b-tk) and Eigen libraries.

3.5 Coefficient of Variation

The coefficient of variation – CV (see formula 1) [14] was used for computing the
repeatability of tennis forehand preparation phase for selected parameters.

Fig. 1. Tennis racket with seven markers attached [2].
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CV ¼ r
l
� 100 ð1Þ

where r denotes the standard deviation and l – mean.
The parameter was considered as repeatable when CV was lower than ten.

4 Algorithms

Two algorithms calculating the selected motion parameters were implemented for the
purpose of this research. They base on three dimensional positions of the markers
attached to the body and the racket stored in the C3D file. The first indicates the
racket’s positions relative to the player’s body in the consecutive frames of the
recording (Fig. 2). The second describes the positions of the feet and the distance from
the frontal part of the pelvis in the consecutive frames (Fig. 3). The right elbow angles
(RElbowAngle) were read from the biomechanical data given by implementing the
Plug-in Gait model.

4.1 Head of the Tennis Racket Towards the Player’s Body

The pseudocode, presented in Fig. 2, is a method that inputs the height from the ground
of the specified markers in a form of the vectors so that the data for all frames can be
stored. The height is expressed as the Y coordinates of the markers. The markers that
were taken into consideration are: RH1, RFHD, RSHO and RASI. Each iteration of the
for loop indicates the position of the head of the tennis racket towards parts of the body

Fig. 2. Algorithm indicating the position of the head of the tennis racket towards the player’s
body.
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in the current frame as an integer value, defined in Table 1. The algorithm returns an
array (racketPosition) storing the positions of all frames of the recording.

4.2 Feet Positions

The pseudocode, presented in Fig. 3, is a method that computes the distance between
the line indicated by two markers placed on the frontal pelvis (RASI and LASI) and
two markers attached to the toes (RTOE and LTOE) projected on the XY plane. For the
consecutive frames, using for loop, the line is defined based on A, B and C coefficients.
Then, the distances from the right and the left toe are calculated using Formula 2. The
integer value is calculating which represents which leg is placed further from the pelvis.
If the value is set to one, the left leg is further from the pelvis. If the value is set to two,
the right leg is further from it. Otherwise, two legs equidistant from the pelvis. The
algorithm returns these values in the dist vector.

A � xþB � yþCj j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A � AþB � Bp ð2Þ

where A, B, C stand for the line coefficients and x, y are the marker coefficients.

Fig. 3. The algorithm computing the distance between the frontal pelvis and both toes and
indicating which leg is placed further.
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5 Results

5.1 Head of the Tennis Racket Towards the Player’s Body

The participant performed ten strikes (trials). The percentage share of each racket’s
position towards the body (defined in Table 1) was computed using algorithm pre-
sented in Fig. 2. Two extremes (Nos. 2 and 9) were excluded from the further research
due to the average time phase criterion failure (furthest values relative to the average
number of grates). The obtained results are gathered in Table 2.

The mean value, standard deviation (SD) and the coefficient of variation (CV) were
computed for the time of the strikes (frame numbers) as well as for the racket’s three
positions (for percentages values). The results are gathered in Table 3.

Table 1. The racket positions towards body parts

Value Definition

0 Head of tennis racquet (RH1) is higher than the forehead (RFHD)
1 Head of tennis racquet (RH1) is between the forehead and the shoulder (RSHO)
2 Head of tennis racquet (RH1) is between the shoulder and the pelvis (RASI)
3 Head of tennis racquet is below the pelvis (RASI)

Table 2. The percentage of the racket positions towards the body in the preparation phase

Trial Frame numbers Position 0 [%] Position 1 [%] Position 2 [%] Position 3 [%]

1 76 64 8 11 17
2 89 65 13 16
3 67 54 9 18 19
4 69 52 6 25 17
5 80 59 5 14 23
6 75 55 5 17 23
7 73 58 5 16 21
8 76 58 5 16 21
9 96 72 5 9 14
10 70 57 6 19 19

Table 3. The statistical values for time and the percentage of the racket positions towards the
body in the preparation phase

Frame numbers Position 0 [%] Position 1 [%] Position 2 [%] Position 3 [%]

Mean 75.00 58 6 16 19
SD 4.05 4 1 4 2
CV 5.41 6.08 21.97 23.07 10.33
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5.2 Feet Positions

The feet positions are calculating using algorithm presented in Fig. 3. At the beginning
stage of the preparation phase the participant placed his right foot ahead of the left one. It
was calculated after what time (percentage) he reversed the feet order. The results are
presented in Table 4. The statistical values are: mean – 46.05, SD – 3.67 and CV – 7.97.

5.3 Elbow Angle

The average elbow angles in the following positions indicated by the head of the tennis
racket towards the player’s body for preparation phase are gathered in Table 5. The
statistical values are presented in Table 6.

Table 4. The percentage time of the left foot being ahead of the right one

Trial Time of placing the left foot
ahead of the right one [%]

1 45
3 43
4 43
5 45
6 45
7 55
8 46
10 46

Table 5. The average elbow’s angle in the following positions of forehand preparation phase

Trial Average elbow
angle in
position 0 [°]

Average elbow
angle in
position 1 [°]

Average elbow
angle in
position 2 [°]

Average elbow
angle in
position 3 [°]

1 91.35 63.59 58.35 56.34
3 88.41 60.58 56.02 56.30
4 81.95 55.07 45.75 46.01
5 85.89 55.96 50.13 47.62
6 84.83 56.84 50.20 50.80
7 92.17 64.41 55.94 52.77
8 85.66 54.44 48.23 47.49
10 85.23 57.77 51.87 51.60
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6 Conclusions

The paper presents the idea of calculating the repeatability of selected parameters of the
preparation phase of the tennis forehand without the ball. The head of the tennis racket
towards the player’s body, the feet positions and the elbow angles were analysed. The
first aim of this paper was both to present the algorithms computing the selected
parameters of the preparation phase of the tennis forehand and to verify them on the
basis of C3D data of one participant (Tables 2, 4, and 5). The second purpose was to
calculate the repeatability of the obtained parameters using the coefficient of variation.

The results were grouped according to the first parameter analysed – the head of the
tennis racket towards the player’s body. The statistical values, presented in Table 3,
clearly show that only position 0 (above forehead) and 1 (between the forehead and
shoulder) are repeatable. Other positions of the racket towards the body change dif-
ferently in the following trials.

The results presented in Table 4 indicate that the participant begins the preparation
phase with his right foot (put) forward. After average 46% of the phase time he puts his
left leg forward. This parameter is repeatable. This is the correct arrangement of the
lower limb in this part of the forehand.

The arrangement of the arm during the preparation phase of the forehand also plays
an important role. It should be neither totally bent nor totally straight. The results
gathered in Table 6 allow to draw the conclusions that in position 0 the arm is more
straight (the elbow angle is higher) than in other positions. It seems that this shot is
thoroughly trained.

This study may play a very interesting aspects for both beginners and professional
players. The precise values, obtained by the algorithms presented here, may give
directions for the future training in order to improve the player’s performance and
repeatability of the tennis forehand.

Acknowledgment. The research programme entitled “Biomechanical parameters of athletes in
the individual exercises” based on the analysis of 3D motion data and EMG, realised in the
Laboratory of Motion Analysis and Interface Ergonomics was approved by the Commission for
Research Ethics, No. 2/2016 dated 8.04.2016. The authors would like to thank the Student Sports
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Table 6. The statistical values for the average elbow angle in the following positions of the
forehand preparation phase

Average elbow
angle in
position 0 [°]

Average elbow
angle in
position 1 [°]

Average elbow
angle in
position 2 [°]

Average elbow
angle in
position 3 [°]

Mean 86.94 58.58 52.06 51.12
SD 3.46 3.84 4.34 3.94
CV 3.98 6.55 8.34 7.71
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Abstract. The effectiveness of formalizing substantial parts of mathematics
largely depends on the availability of relevant background knowledge. The
bigger the knowledge library, however, the harder it is to specify what is or
should be relevant. Even with today’s size of the libraries available for various
proof assistants, importing the whole library is not an option for practical per-
formance reasons. On the other hand, too detailed import mechanisms are prone
to dependency problems and pose certain difficulty for the user. In this paper we
present the key ideas of a project aimed at generating standardized formalization
environments which could be used to facilitate developing new formalizations
based on the current content of the Mizar Mathematical Library. Showing the
results of this research based on the library designed with great focus on
reusability can also be insightful for designers of other formalization systems
and libraries.

Keywords: Computerized proof assistants � Mizar Mathematical Library �
Standardized formal environments

1 Introduction

Accumulating and reusing all previously formalized data in a form of a standard library
is a necessity for today’s proof assistant systems involved in large formalization pro-
jects. The way in which a given system allows one to import available data from its
library varies across proof assistants with different foundations and implementations.
But a common feature seems to be a file-based library items organization. For example,
HOL Light has the import handled by its metalanguage OCaml’s #use and the needs
directive [1], there is the Require [Import|Export] in Coq [2], or the imports
directive in Isabelle/Isar [3] and so on. In the current Mizar [4, 5] system1 there are
several importing directives with different roles and semantics. Especially for users of
other systems, the original Mizar importing method based on a set of rather
fine-grained import directives might seem cumbersome and unnecessarily complicated.
This is the main motivation for the extension of the standard Mizar utilities and a
corresponding language addition presented in this paper. However, the proposed
solution is not meant to completely replace the current importing methods, but rather
help the users to easily start writing Mizar formalizations without too much problems
with setting-up a working environment containing required items from the standard
library.

1 http://mizar.org.
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Let us observe that the original Mizar importing mechanism comes from the times
of rather scarce computer resources (RAM, storage, computational power), when it was
designed as a practical solution to cope with these limitations. However, despite its
intricacy, it still works reasonably well nowadays when the complexity of the for-
malized developments grows. Maintaining the collection of interdependent articles
forming the Mizar Mathematical Library (MML)2 based on these fine-grained depen-
dencies is one of the factors that most of the current complex formalization develop-
ments are still processed in seconds or minutes rather than hours, which is sometimes
the case with other proof environments. Note also, that even more fine-grained access
to every particular definition and proof can sometimes be desirable, as shown by the
mizar-items project [6] aimed at reconstructing the prerequisites of theorems in the
spirit of reverse mathematics.

It should be underlined that the problems with altering the dependencies of articles
from the MML, which we describe in the next sections, are not only Mizar-specific.
Similar issues will inevitably appear in any library with a similarly rich dependence
structure. Currently, the level of reusability in other large formalization libraries is
significantly smaller than in the Mizar library. For example, the analysis of the
Isabelle-based Archive of Formal Proofs [7] revealed that 106 out of its 215 articles
were isolated nodes of the imports graph, i.e. they were not related to other articles in
the library. Moreover, among the articles that had some non-trivial dependence, the
maximal number of reused articles in one article was equal to 4, and the maximal
number of articles directly depending on some other article reached 9. As far as Mizar
is concerned, the graph of 1289 articles of the current MML version3 has only one
isolated node (for technical reasons preserved in the library, (article SCHEMS_1, cf.
[8]), there is an article which imports data from 121 other articles (JORDAN, cf. [9])
and the elementary properties of subsets from SUBSET (cf. [10]) are imported in as
many as 1250 articles.

2 Mizar Library Importing Specifics

Let us briefly recall here that an environment of a typical Mizar article contains a series
of directives importing various sorts of notions from articles previously available in the
MML (or a local data base). Basic information about each directive can be found in the
Mizar user’s manual [11].

The directives are vocabularies, notations, constructors, regis-
trations, requirements, definitions, equalities, expansions,
theorems and schemes. Apart from requirements and vocabularies, each
directive contains a list of (usually a couple of dozens) article names whose data should
be imported to give a certain meaning to the newly developed formalization. For a
detailed explanation of the functional and implementational aspects of the more

2 The processing and analysis of the Mizar library has been performed using the infrastructure of the
University of Bialystok High Performance Computing Center.

3 MML ver. 5.41.1289 distributed with the compatible Mizar system ver. 8.1.06, http://mizar.uwb.edu.
pl/system/#download.
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advanced directives registrations, reductions, equalities and ex-
pansions, the reader may consult [12–14], and [15], respectively.

The requirements directive accepts as its arguments specific names which do
not directly correspond to any formalization article, but instead provide means to
switch on special processing for selected highly-used notions, e.g. BOOLE for
automating Boolean operations on sets [16], or ARITHM for automating the arithmetic
of real and complex numbers [17].

Originally, the vocabularies directive was a means for introducing symbols in
special files not associated with any particular Mizar article, so that the same symbols
can later be shared by multiple articles and freely overloaded by various notations.
However, today’s practice of the Library Committee maintaining the MML is to name
these files in accordance with the name of the first article introducing a given symbol.
One might obviously come to the idea that this whole set of symbols should be
represented as one common resource. However, when we made such an experiment,
then it was shown immediately that some of the symbols which the authors are per-
fectly allowed to use in specific contexts, can cause syntactic problems in others.
A simple example is the use of a symbol like [x] for denoting a product of objects in a
category [18]:

and this obviously would cause a syntactic error with passing scheme arguments like
e.g. in the very formulation of the separation scheme [19]:

The vocabularies directive is quite different from other directives that syntacti-
cally look very similar. The point is that this directive allows to share the same symbols
by many (sometimes) very different definitions, and so importing all their respective
data when we just need to use a certain symbol would be completely unreasonable. On
the other hand, we do not want the lexical analysis lose its flexibility by requiring that
all symbols introduced in some article become at that point reserved for all further
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library uses. With 8863 symbols in current use (1933 attributes, 4825 functors, 37 left
brackets, 37 right brackets, 936 modes, 752 predicates, 175 selectors, and 168 struc-
tures)4 syntactic clashes would be practically unavoidable.

The rest of the directives, at least from a syntactic point of view, behave in a similar
way, so it is reasonable to combine them into one common import directive, which
should work as a macro merging ‘behind the scene’ several different directives. This
functionality has been implemented to reflect the situation that some resources with the
common name might not necessarily exist in the library. One should be able to import
all the possible items from an article even if some of the imported notions were not
exported to the library (e.g. most articles contain theorems, but many do not provide
schemes, or new notations, registrations, etc.).

Table 1 below shows some statistics of how the directives are used in the current
MML articles.

It should also be noted that for some of the Mizar environment directives the order
in which their arguments appear in the article may be relevant, because of the concrete
implementation limitations, e.g. registrations of adjectives and reductions or
equalities. For notations and definitions the ordering is meaningful by
design.

Preserving the ordering is useful to avoid errors caused by the overloading of
popular symbols heavily used in the library. However, there might be cases of overly
complicated environments that the current state of the library may not allow to apply
this normalization to.

Table 1. Average number of directives per article.

Directive Avg. number of article names

Constructors 12.53760
Definitions 3.41117
Equalities 3.84251
Expansions 2.77502
Notations 26.87900
Registrations 15.49810
Requirements 4.05275
Schemes 2.56943
Theorems 24.95810
Vocabularies 29.31650

4 According to the statistics provided by MML Query, http://fm.uwb.edu.pl/mmlquery/fillin.php?
filledfilename=statistics.mqt&argument=number+1&version=5.40.1289.
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In each MML version, such a reference list is available in the mml.lar file, which
lists all the processable MML articles, starting from the axiomatic TARSKI. So, users
are generally encouraged to construct their environments in accordance with the
ordering given by this list, if it can be done without difficulty.

3 Generating Standardized Environments

The proposed improvement of the user interface for accessing the library is based on
introducing a new imports directive to the Mizar language and implementing it in
the relevant software (the ACCOMMODATOR, cf. [11]). Although the new directive is
primarily devised to be useful when creating new formalizations from scratch, we
should also be able to re-introduce it to the available MML articles to anticipate
potential problems that may result from its use and propose ready solutions. Such
standardized environments for MML articles can be prepared in two simple steps with
the help of a set of PERL scripts which are distributed with Mizar [20] to facilitate the
analysis of MML articles’ environments and their transformations.

Firstly, we can replace all the underlying directives’ names with the new import
keyword and then use an adjusted version of the sortenv.pl script, to turn them
into one import directive without any repetitions among its arguments. The sorting
obviously helps to keep the article’s new combined environment in sync with the
natural ordering of how the MML has been built from the axiomatic notions provided
by mml.lar. Comparing to the numbers presented in Table 1, we note that the new
imports directives in MML articles have on average 38.5392 files as their arguments.

4 Examples

It turns out that if we automatically introduce the new imports directive to the
current MML, 560 out of 1289 articles (43%) require some changes (in the environ-
ment ordering or adjusting the text proper part). We may, for example, look at selected
files from the YELLOW series of articles that contain the introductory material for-
malized during the project of encoding in Mizar a handbook of continuous lattices
(CCL) [21]. These articles are more or less in the middle of the mml.lar list, so they
are quite advanced. On the other hand, they were developed to fill gaps from several
theories (topology, lattices and ordered sets), so they can simulate quite well a typical
formalization.

The first article from this series which does not proof check without errors after
automatically generating its environment with the new import directive is YEL-
LOW_3 [22]. The original environment declaration in the current MML looks like this:
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and the standardized version looks as follows (please mind that the directives vo-
cabularies and requirements stayed intact):

Several errors reported in this article with the new environment are caused by the
reorganized set of imported definitions. As a solution it is enough to move the
RELAT_1 article name before TARSKI, so that inclusion between two relations can be
proved according to the original definition for simple sets rather than using a more
specialized condition in the case of relations that comes from the redefinition in
RELAT_1. Similarly, we need to swap the order of ORDERS_2 and YELLOW_0,
because the author of this formalization again preferred to ‘unfold’ the original defi-
nition of an antisymmetric relation. In these cases the relative distance between these
two files in the list was rather small, so nothing was broken by this tiny disorder.
However, trying to use the same approach to solve another definition-related error
would require moving RELSET_1 before TARSKI in the imports directive and this
change would have worse consequences. Namely, the ANALYZER module reports an
unknown functor, because the order of notations was changed at the same time, and
now the .: function application symbol would not generate proper type information
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(a redefinition of the form redefine func R.: A -> Subset of Y; gets overloaded
and then unavailable):

So a better solution for this kind of situation is to fix the proof which causes the
proof checker to complain and make use of a better suited redefinition. In this case, it is
indeed a better and shorter proof:

instead of the original (here commented out with the error mark *52 indicating a
wrong definition order):

The article YELLOW_9 [23] with a new automatically generated environment
contains a few analogous errors, but can also be used to illustrate a more interesting
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kind of error which can happen when we merge importing directives and set a common
ordering for all of them. In this case we have a space which is both topological, but also
relational. The meaning of the attribute ‘discrete’ is different from the original and so
we get:

as well as the following syntactically correct statement, but about a different notion of
‘discrete’, so the final proof step is not accepted by the CHECKER:

The solution, of course, is to put TD_LAT after ORDERS_3 in the imports in
order to reflect the author’s original order of notations and so instead of importing the
notion for relational structures:
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force the system to use the version defined in topological terms for arbitrary topological
structures:

Fortunately, the reordering of TD_LAT and ORDERS_3 does not introduce other
troublesome imports.

5 Concluding Remarks

The experimental versions of the Mizar ACCOMMODATOR (accom and makeenv)
binaries precompiled for the main distribution platforms (Linux, Windows and
MacOSX/Darwin), the adjusted sortenv.pl environment sorting script and relevant
example Mizar articles can be found at the Mizar website: http://mizar.uwb.edu.pl/
*softadm/imports/. Apart from the implementation related to adding a new importing
directive, in order to accommodate successfully all the articles from the current MML
some limits fixed in the current systems had to be increased, e.g. the Max-
AttrPattNbr restricting the number of permittable attribute patterns. The new word
imports should also be added to the list of reserved words of the language contained
in the library file mizar.dct.

The new mechanism is inevitably going to produce some performance issues from
time to time when various automation mechanisms would be overused indirectly by the
users. It is, however, expected that the new mechanism can significantly help the users,
especially the less experienced ones. And when their work is submitted to the MML,
the best optimized environment could be restored by the Library Committee and
preserved in the library.

It is also worthwhile to consider developing even more high-level environment
importing directives. They can resemble current requirements by using a fixed
name for a combination of carefully selected imports that enable jump start develop-
ments in specific theories, like the aforementioned continuous lattices theory, for
instance.

The presented experiment sheds some light on how the granularity of import
mechanisms could be further developed in Mizar to better serve the users. It also shows
the users that it is beneficial to organize the file structure of their newly formalized
theories in a more fine-grained way to avoid import conflicts during the reuse of their
data. On the other hand, our research carried out over the Mizar library allows to
anticipate similar potential problems with reorganizing the rich dependence structure of
other formal mathematical libraries.
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Abstract. We describe a formalization of the nominative algorithmic algebra in
the Mizar proof assistant. This algebra is a generalization of Glushkov algo-
rithmic algebras which is well suited for representing semantics and specifying
properties of programs on complex data structures which interact with external
environment in convenient and unified way. We describe formal definitions and
formally proven and checked statements about the carrier sets and operations
(program compositions) of this algebra. The obtained results are useful for
implementing methods of automated verification of software, for example, for
the Internet of Things (IoT) and ensuring safety of IoT systems.

Keywords: Formal methods � Proof assistant � Semantics � Algorithmic
algebras � Formal verification

1 Introduction

Nowadays computer-controlled systems are becoming widely deployed and the idea of
the Internet of Things [1], of connecting a variety of physical devices and virtual
entities into a global network is turning into reality. Since embedded software plays an
important role in such products, controls their behavior, and, in the case of incorrect
implementation, can be the primary source of safety issues, it is highly desirable to
incorporate at least some software verification processes into IoT device design practice
to reduce the amount of such issues and their implications.

Generally, verification means checking that a system behaves in accordance with its
specification. Formal verification uses mathematical methods for this purpose, usually
relying on mathematical logic and/or type theory, and is considered to be the approach
of choice for obtaining the strongest safety guarantees. However, in order to apply
formal verification, a system designer needs to formulate a formal, mathematically
rigorous specification of the intended behavior of the system and obtain an adequate
mathematical model of its implementation. Then formal verification may be attempted
using the relevant automated or semi-automated software tools [2] – automated
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theorem provers, model checkers, proof assistants, etc., or manually. If formal verifi-
cation succeeds, it provides a strong evidence that the implemented system has the
safety properties implied by its specification.

Verification methods have been studied for a long time, and many of them were
based on the Floyd–Hoare approach. In particular, the means of expressing formal
specifications commonly included pre- and post-conditions. Such types of specifica-
tions also appeared in the domains of artificial intelligence and robotics, e.g. in action
description languages such as STRIPS, PDDL, etc.

In recent years there has been a significant progress in tools that support application
of formal methods to software development, some of which include

– verified compilers (CompCert [3] for C, CakeML [4] for ML, etc.) that generate
assembly or machine code that is proven to be equivalent to the source code under
the assumptions of the formalized source language semantics and realistic models of
microprocessor instruction set architectures (ISAs) such as ARM, Intel x86, etc.;

– microkernels and hypervisors (e.g. seL4 [5], CertiKOS [6], etc.) that are formally
verified with respect to high-level formalized specifications of system interface and
behavior under the assumptions of realistic formal models of ISAs.

Usage of such tools in embedded software development for IoT allows one to
eliminate some potential sources of safety issues (errors during type checking of the
source code or translation of the source code to executable machine code, errors in
implementation of scheduling, and, to some extent, resource management and access
control). However, the following issues remain:

– correctness of application-level IoT software is not implied by the correctness of
implementation of a compiler and a limited operating system kernel; application-level
software still requires a certain form of verification;

– robustness of both formally verified system and application-level software com-
ponents in the case of deviation of hardware and/or external software from their
assumed behavior or hardware failures is usually not analyzed and formal proofs of
software correctness (e.g. seL4 microkernel correctness proof using Isabelle/HOL
proof assistant [7]) usually do not give usable information on such situations.

As a step towards development of a methodology and tools that allow solving such
issues, in the previous works [8, 9] we proposed a logical framework for specifying
properties of imperative programs, formalizing imperative programs, and reasoning
about their behavior, based on ideas from the composition-nominative approach to
program formalization [10], Glushkov algorithmic algebras [11], and the Floyd–Hoare
logic [12, 13]. In particular, in these works we constructed a generalization of the
Floyd–Hoare logic for partial pre- and post-conditions [8] and a special inference
system for it [8, 9]. The approach can be supported by the following observations:

– many software verification projects, including the mentioned above, use extensions
of the classical Floyd–Hoare logic to reason about program behavior, so it can be
expected that a suitable extension of the Floyd–Hoare logic implemented in
semi-automatic or automatic verification tools may provide a satisfactory basis for
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formal verification of IoT software and also give information about robustness of
the verified code in the case of failure of assumptions under which it was verified;

– application-level IoT software usually deals with sufficiently high-level communi-
cation with external IoT devices or web services on the Internet (and this agrees the
idea of the Internet of Things in general), and many security and safety consider-
ations for IoT devices are related to the questions of correctness of implementation
of the corresponding communication protocols and, especially, correctness of the
procedures that interpret and process the data that is sent and received;

– data formats commonly used in such communication, especially with web services,
including JSON, XML and other related formats, have tree-like, hierarchical nature,
so it is important to be able to specify in the convenient form the behavior and
perform formal verification of code that processes hierarchically organized data;

– the cases of deviation of hardware and/or external software components from their
assumed behavior, hardware failures, etc. can be represented as undefinedness of
parts (predicates, operations, data components, etc.) of the formal specification of
the preconditions of execution of software code when its behavior is analyzed in the
context of such deviations/failures/phenomena.

– one can analyze how robust a verified software code is in cases of different types of
deviations of its execution environment from the behavior assumed in its formal
specification by analyzing what happens when different parts of preconditions of
execution of its instructions become undefined; undefinedness of certain parts of
preconditions of code execution may or may not (depending on how a deviation
event affects code execution) lead to nondeterminism of code operation.

As a solution, we proposed an extension of the Floyd–Hoare logic which we
described in [8] which allows one to

– reason about programs which operate on complex, tree-like data structures in
convenient and high-level way;

– include partial predicates [14] in program pre- and postconditions.

This logic allows one to verify assertions (Hoare triples) of the form

Pre�conditionf gProgram Post�conditionf g

which mean that if the Pre-condition holds (a condition on the state of the memory)
immediately before the Program is run, and the Program terminates, then Post-con-
dition holds immediately after Program’s execution. Here Pre-condition and Post-
condition can be specified by partial predicates on memory states (i.e. they are not
necessarily defined on all possible data), which is one of the major differences between
this logic and the classical Floyd–Hoare logic. The presence of partial pre- and
post-conditions makes the inference system for the classical Floyd–Hoare logic
unsound, so our logic requires a different (modified) sound inference system. We
described this inference system in [8]. A Program in assertions is described in a
language with the usual structural programming constructs of the sequential execution,
branching, cycle, however, it can operate on complex hierarchically organized data
structures as nominative data [10, 15] which allow convenient representation of various
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commonly used data structures, like multidimensional arrays, tables, trees, etc. These
representations were described in [15]. Nominative data have the form of name-value
assignments in which values can be nominative data (name-value assignments)
themselves:

Such nominative data can be interpreted as labeled oriented trees in which arcs are
labeled with names (here name1, name2, nested1, nested2, name3), and leaf nodes
contain values (here value1, value2, value3, value4). For example:

½x ! 1; y ! ½x ! 2�; z ! 2�:

As a simple illustration consider the following program written in pseudocode, which
reads (synchronously) a fragment of data from a location in an external storage—
a Flash memory, denoted as ExternalMem.Flash.page1, into random access memory
(RAM) location denoted as RAM.region1, performs some computation on RAM.re-
gion1 (computation), and writes the result into ExternalMem.Flash.page1:

Assume that the current execution state of the program is modeled as a nominative data
of the form:

where RAM, region1, region2, …, ExternalMem, Flash, page1, page2, … are names
and content1, content2, …, flash_content1, flash_content2, … denote concrete values
assigned to the corresponding names in the nominative data. Moreover, content1,
content2, … mean the content currently stored in RAM, and flash_content1, flash_-
content2 mean the content currently stored in the Flash memory. We use the dot
notation like RAM.region1 to denote the name region1 inside the value corresponding
to the name RAM in a nominative data (formally, the name sequences like RAM.
region1 are called complex names in [15], and the operation of finding the value
corresponding to them in a nominative data is called associative denaming [15]).

During execution of the program the content of RAM and the Flash memory may
change. We can model this change as transition from one nominative data to another.
E.g., suppose that the initial state (before the execution of the program) is
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Then after execution of the first instruction:

the memory state can be described by the following nominative data:

This fact implies, e.g. the following assertion:

Similar assertions can be stated for other statements and can be combined using
rules of the inference system to form an assertion about the whole program. The pre-
and post-conditions can be considered as predicates on nominative data which repre-
sent memory state, or, more generally, the state of the execution environment of the
program. Our extended Floyd–Hoare logic supports the situations when the values of
these predicates are defined on some nominative data and are undefined on another
nominative data. For example, suppose that we model a hardware fault in the Flash
memory. This situation can be modeled as the case when the nominative data repre-
senting the memory state of system loses the name-value pair in which the name is
Flash, so this nominative data becomes:

Analogously, we can model a situation when the hardware fault is related only to
some, but not all page(s) of the Flash memory, e.g.

i.e. here nominative data loses the name-value pair corresponding to the name page1.
It is natural and convenient for further reasoning to assume that in this case the

value of the predicate in the precondition {ExternalMem.Flash.page1 = 1} becomes
undefined. So the precondition is a partial predicate on nominative data – it is defined,
when there is a name-value pair in this nominative data, corresponding to the name
page1 (located in the value corresponding to the name Flash which is in the value
corresponding to the name ExternalMem), and is undefined, otherwise. When this
predicate is defined, its value is true, if the value corresponding to the name page1 is 1,
and is false otherwise. Definedness of the precondition predicate and its truth value, if
any, has influence on the conclusion that can be done concerning the postcondition
after execution of a program statement. In our case, the first program instruction refers

180 A. Korniłowicz et al.



to a malfunctioning device (ExternalMem.Flash.page1). What actually happens in this
case depends on the nature of the fault, the behavior of the hardware and software
environment of the program, the semantics of the language in which it is written, etc.
However, conservatively, we can assume that the value of the predicate in the post-
condition {RAM.region1 = 1} and, in fact, the program behavior, is undefined in this
case. On the other hand, if the statement did not refer to a malfunctioning device (e.g. if
it dealt only with RAM.region1), then, assuming the fault in the Flash device had no
effect on the program’s execution environment, we would assume that the precondition
and postcondition predicates and the program’s behavior would be well-defined. Thus
we assume that proving assertions in the extended Floyd–Hoare logic allows one to
perform a form of software verification, while analysis of situations when the post-
conditions and the program behavior are defined or undefined can give useful infor-
mation about robustness of the verified software in the case of deviations of the
program execution environment from its normal and assumed behavior.

In order to be able to apply the extended Floyd–Hoare to formal verification of
software, generally, it is necessary to implement it in a software system like an
interactive proof assistant and/or an automated theorem prover. We consider that a
preferable approach is to firstly formalize its rules, semantics, and formalize the proof
of its soundness in one of the existing interactive proof assistants, and then develop
methods for automation of its application to software verification problems. To for-
malize our extended Floyd–Hoare logic we chose the Mizar system [16, 18] which is
a proof assistant based on first-order logic and axiomatic Tarski-Grothendieck set
theory. The reasons for this decision include:

– Mizar has a rich library (Mizar Mathematical Library, MML) of already formalized
mathematical definitions and theorems. We assume that it has a good potential for
application in the domain of formal verification of IoT systems and software since
the behavior of the physical environment of IoT systems can be described by
continuous-time dynamical system models using ordinary differential equations,
differential inclusions, stochastic differential equations, etc., and reasoning about
such models depends on facts from various branches of mathematics formalized in
MML.

– Mizar and MML have a good support for defining of and direct reasoning about
partial predicates and functions without reducing them to total function using option
types (like in Isabelle/HOL [7]) or other similar techniques.

Formalization of the mentioned logic in Mizar can be done in three steps:

– Formalization of the notion of nominative data and of basic operations on them. We
have done this in [17].

– Formalization of the notion of a program and of constructs (we call them compo-
sitions) which allow one to write programs (e.g. sequential execution, branching,
loop, etc.) and which can be reasoned about using our extended Floyd–Hoare logic.
The set of such programs (and predicates) and constructs (compositions) forms an
algebraic structure which we introduced in [15] and called the nominative Glushkov
algorithmic algebra, or simply, the nominative algorithmic algebra. This structure
can be considered as a generalization of Glushkov algorithmic algebras [11] which
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allows specification of programs which operate on hierarchically organized (nom-
inative) data. It has two carrier sets – a set of programs which are, semantically,
partial functions which map nominative data to nominative data (which are called
binominative functions), and a set of partial predicates on nominative data. Its
operations represent constructs which allow one to build complex programs and
predicates from simpler ones.

– Formalization of the rules of the inference system [8] of the extended Floyd–Hoare
logic and the proof of its soundness in Mizar.

The topic of this paper is the second item of this list, i.e. formalization of the carrier
sets and operations of the nominative Glushkov algorithmic algebra in Mizar. We plan
to consider the third item in the future works.

2 Mizar Formalization of Nominative Glushkov Algebras

Mathematical definitions of nominative data and the nominative Glushkov algorithmic
algebra can be found in [15]. We formalized them in the form of a Mizar paper entitled
NOMIN.MIZ. Formalization of nominative data and operations on them in this Mizar
paper are described in [17], so we omit them here. Below we describe the formal
definitions of the carrier sets and the most important operations of the Glushkov
algorithmic algebra. Because of space limitations we omit some of the less important
and/or straightforward definitions and the text of the formal proofs of the existence and
uniqueness correctness conditions in the definitions. However, we note that they were
written using various grammatical constructions supported by the Mizar language
which increase the computational power of the Mizar checker (e.g. registrations and
term expansions [19]) and were checked for correctness using the Mizar system.

Firstly, we fix the sets of names (V) and values (A) over which we consider the set
of nominative data ND(V,A), the formal definition of which is described in [17].

The carrier sets of the nominative Glushkov algorithmic algebra are

– the set of partial predicates on ND(V,A) which is denoted as Pr(V,A);
– the set of programs – a partial functions from ND(V,A) to ND(V,A), also called

binominative functions, which is denoted as FPrg(V,A).

We defined them in Mizar as follows:

where PFuncs(X,Y) denotes the set of all partial functions from X to Y [20].
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Besides, we introduced Mizar modes (types) SCPartialNominativePredi-
cate and SCBinominativeFunction, corresponding to the elements ofPr(V,A)
and FPrg(V,A):

where PartFunc of X,Y is a partial function from X to Y [20].
Then we formalized the operations (also called compositions) of the nominative

Glushkov algorithmic algebra. The list of them is given in [15]. The most important
among them are the sequential composition, the (variable) assignment, branching (“if”
operator), and the “while” loop compositions on programs. We formalized them as
SCcomposition, SCassignment, SCIF, and SCwhile functors in Mizar:

where [:X,Y:] denotes the Cartesian product of sets X and Y [21].

where each object of the type TypeSCNominativeData of V,A is an element of
ND(V,A) and local_overlapping is one of the operations defined on nomina-
tive data [17].
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where iter(f,n) denotes n-times iteration of the function f [22].
We formalized all other compositions of the nominative Glushkov algorithmic

algebra using a similar approach.

3 Conclusion

We have formalized the nominative Glushkov algorithmic algebra in the Mizar proof
assistant. This formalization is a necessary step towards formalization and application
of the extended Floyd–Hoare logic proposed in [8] which supports partial pre- and
postconditions and allows reasoning about programs operating on complex data
structures, which can be useful for verification of IoT software. We plan to formalize
this logic using the results obtained in this paper in further works.
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Abstract. This paper presents the situation awareness development method and
a tool elaborated for individual soldiers and low level commanders support.
Presented results are outcomes taken from the process of mCOP plaftom design
and development. The system itself is an innovative proof-of-concept and a
testbed software, which utilizes sensors, wireless technologies and augmented
reality for supporting ground troops during various combat operations in Net-
work Enabled Capabilities environments [14]. Choosing commercially available
mobile platforms is intentional as the system should offer security features while
maintaining high availability and accessibility for every soldier. The system is
supported by data integration services SOA environment hosting NFFI, TSO
and JC3IEDM [14, 15] military and crisis management services. Presented
solution offers adjustable and configurable layered architecture for integration
services and command support web portal. mCOP solution offers automatic
monitoring of individuals (location, movement, biomedical signals), C4ISR [15]
system’s data integration and operational picture development. Utilization of
mobile technologies ensures portability, accessibility and simplifies wireless
communication strategies (multiple channels) providing medium for distributing
tactical situation awareness. Choosing Android platform delivers also major
advantages connected with transparency of OS code, availability of professional,
ruggedized devices. Therefore mCOP platform can be easily distributed and
deployed on available commercial smartphones and tablets.

Keywords: Situation awareness � Operational picture � Mobile system �
Augmented reality � Decision support

1 Introduction and Research Applicability

The paper summarizes problems and solutions encountered during implementation of
DSS software including mobile and desktop devices. Gathered experience covers
issues connected with data integration, data and information fusion, service oriented
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architecture and state-of-the-art visualization techniques development. Implementation
of these modules delivers combination of sensor data fusion methods and AR visu-
alization to instantly support and help soldiers during operation. The platform utilize
commercially available platforms, which increases the deployment strategies.

Presented paper is a proof-of-concept architecture and implementation of prototype
tools which can be used for sharing operational and tactical information, fusing data on
command level and developing situation awareness of tactical level commanders and
soldiers. Utilization of mobile technologies enhances the capabilities of warfare by
delivering means of achieving information superiority, important especially in asym-
metric threats where the inertia of the operation is very slow.

2 Battlespace Data Integration Mechanisms and Used
Standards

The presented system utilizes heterogeneous data sources with implementation of data
fusion methods to improve situation awareness and COP (Common Operational Pic-
ture). tCOP hosts services which produces integrated data from following data sources:
NFFI (NATO Friendly Force Information), TSO (Tactical Situation Object) and
JC3IEDM (Joint Consultation Command & Control Information Exchange Data
Model). Besides those mentioned before, tCOP user can easily create custom situation
including both APP6A and TSO nomenclature to visualize the scenario. tCOP allows
also to share it with other trainees to perform exercises improving ability to act in
emergency situations. NFFI [1] [is an interoperability standard to exchange friendly
force tracks between national Command and Control Information Systems (C2IS)
within the ISAF coalition. This standard is composed by two crucial elements: a
message definition and interface for information exchange on friendly forces. TSO [1]
standard defines requirements for information structure to represent situation for crisis
management and is inspired by the experience of the military interoperability. It is used
to transfer record of the current view of particular observer to the other one. It is mainly
used for information exchange between emergency response institutions to increase
situation awareness by utilized transferred data to console view or dispatcher. The TSO
is crucial to coordinate and integrate quick reaction forces (QRF) by providing a
minimum level of interoperability during emergency operations. The simplest way to
increase the interoperability level between institutions is to use the same data model
and data source. Such approach results in providing a timely and comprehensive
COP. TSO defines a message structure consisting of four parts: Context, Event,
Resources and Missions. Moreover, it describes both static and dynamic elements of
crisis operations. Data integration layer of TSO standard in tCOP implementation is
shown on Fig. 1. This feature improves situation awareness by dividing gathered data
into pieces so that user can be given with optimal, not overwhelming amount of
information. An example of TSO event can be: ACC/ACCTRF/HGHWAY/MOTTUN
where ACC means accident, ACCTRF means an accident of the type traffic accident,
HGHWAY means a traffic accident which occurred on a highway and finally MOT-
TUN means that an accident occurred inside a tunnel [2]. The example message written
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in XML language is shown on Fig. 2 [2]: tCOP services implements several standards
of data exchange.

tCOP is used to acquire and integrate the data, and generate COP product from
multiple data sources to increase situation awareness both for military domain and
crisis management. Each external data source is mapped to tCOP scenario structure by
integration algorithms to ensure interoperability between services. Each scenario

Fig. 1. Data integration of TSO and NFFI services in tCOP web client

Fig. 2. (Left) Battlefield COP products, NFFI and JC3IEDM fused situation (left) estimates of
critical infrastructure threat level (center), CIMIC operation fusing TSO and NFFI data
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created by tCOP Scenario Creator can by translated to both NFFI and TSO standards
and transferred to other clients. tCOP extends TSO and NFFI specification providing
REST services which use JSON (JavaScript Object Notation). JSON data format is
much simpler than XML language providing shorter representation of the transferred
objects what is crucial to save limited mobile devices network transfer. tCOP extends
TSO and NFFI specification providing REST services which use JSON (JavaScript
Object Notation). JSON data format is much simpler than XML language providing
shorter representation of the transferred objects what is crucial to save limited mobile
devices network transfer.

3 tCOP Information Fusion from Heterogeneous Data
Sources

The iCOP integration mechanisms utilize several integration approaches and mecha-
nisms performing on three levels of fusion – data association, state estimation and
decision fusion. Each of these layers should be implemented to achieve optimal, fully
automatic effect of gathering and processing appropriate information. mCOP applies
data association and state estimation algorithms leaving decisions for decision maker –
soldiers wearing DSS outfit. The aim of data association is to determine a set of
observations which comes from the same target in time [8]. It is necessary to keep in
mind that observation generated from each sensor is received in fusion node in discrete
time, whilst the sensor is not obliged to deliver data in significant time period.
Moreover, some of observed information can be noisy [10]. In DSS solution data
association algorithms are used to group sensed data in packages corresponding to
observed object which serves as a base for state estimation methods. To provide a clear
insight in the problem one should assume two objects coming from the same direction
with colliding courses. The core of data association problem is to determine which of
gathered data came from certain object. mCOP implements three data association
techniques – nearest-neighbor algorithm, K-means algorithm and probabilistic data
association including credibility factor. Obtained results are passed through majority
voting mechanism. Such approach compensate pros and cons of used methods reducing
disadvantages coming from separate usage. State estimation mechanisms are used to
discover the values of state vector basing on given observations. From mathematical
side it means that it is needed to find a set of appropriate parameters with given
redundant observations.

To enrich DSS solution mCOP implements particle filter – one of the most flexible
state estimation technique which improves situational awareness. It is divided in two
phases: prediction phase and update phase. While being in prediction phase each of the
particles are modified accordingly with existing model compensating sums of random
noise. In update phase particle wages are calculated basing on recent sensor’s obser-
vation, while the particles with lower wages are removed [9].

mCOP uses state estimation algorithms mainly in order to determine the state of the
target especially while moving. Estimated state of the target improves COP and
delivers additional information supporting decision maker. One of the most
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representative example is assessing the level of fatigue of hostile object basing inter alia
on movement speed, terrain parameters and observation time.

As the data fusion method is highly connected with various data input sources,
mCOP utilizes several standardized information services. One of mostly used in COP
environments are NFFI (NATO Friendly Forces Information) and TSO (Tactical Sit-
uation Object). In mCOP both these sources can be configured in order to receive
information provided from local or remote instances (Fig. 3).

4 COP Environment Architecture

tCOP system provides COP utilizing data fusion algorithms and integration connectors.
This tool enable allied (NATO) soldiers equipped with handheld devices to use fusion
algorithms to present situation picture which leads to increase their perception of the
battle space environment within a volume of time and space which is known as a SA
(Situation Awareness). Soldiers equipped with mCOP application and having wireless
tactical networks access can be given visualization of the battle space. Such visual-
ization expresses current situation including both military and civilian objects, infor-
mation concerning both in AOR (Area of Responsibility) and in AOI (Area of Interest).
Additionally, mobile client is delivered with a demo visualization of the command
center utilizing web browser as a thin client COP provider. This application is
responsible for rendering COP data and providing GIS (Geographic Information
System) support for reflecting current or planned operational situation expressed in
tactical symbology: TSO and APP6A. tCOP services have been developed in J2EE

Fig. 3. Data fusion algorithm implementation in DSS solution fusing operational picture
products in mCOP software
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environment to provide scalable, reliable and secure application. Business logic has
been implemented according to SOA approach utilizing EJB 3.1 (Enterprise Java
Beans) (Fig. 4).

Multilayer divided architecture allocate different responsibilities to separate layers
improving flexibility and maintenance factors. Each component provides interfaces for
both remote JNDI and web services invocations. Web services are used by mobile
client to communicate with server to increase situation awareness of particular soldier.
Moreover mobile client can use a server as a proxy for a communication with other
similar, JC3IEDM compatible command support systems – e.g. JAŚMIN. These web
services are implemented in two currently common approaches: REST (Representa-
tional State Transfer) and SOAP (Simple Object Access Protocol) protocols. Both
services are implemented as a Business Delegate object’s over HTTP (Hypertext
Transfer Protocol) requests. These components are responsible for process request in
particular format and transfer responsibility for logic execution to EJB component.
REST services utilizes JAX-RS library to provide communication base both for JSON
(JavaScript Object Notation) and XML (Extensible Markup Language) communication
format. SOAP services are encapsulated using JAX-WS (Java API for XML Web
Services). Additionally, tCOP implements a web based application according to RIA
(Rich Internet Application) which uses asynchronous methods invocation by AJAX
(Asynchronous JavaScript and XML) encapsulated into GWT-RPC protocol and

Fig. 4. Developed application deployment model [3]
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GWT-RPC servlets responsible for processing this messages and transmitting them to
EJB components. The persistence layer have been implemented according to DAO
(Data Access Object) approach utilizing JPA 2.1 (Java Persistence API) which defines
a specification for persisting, accessing and managing the data between Java objects
and the relational database as an ORM (Object-Relational Mapping). EclipseLink has
been chosen as a JPA implementation provider.

Access to each exposed web service is secured by authentication and authorization
services which filter HTTP responses depending on existing HTTP headers or request
parameters describing server session. The security layer is implemented according to
SSO (Single Sign On) recommendations to simplify distributed and multiplatform
authentication. This approach simplifies trainee access to C4ISR system and shorten
time needed for both registration and authentication. According to web services stan-
dards REST and SOAP are transferred over HTTP requests with plain text.

5 Supporting Soldier’s Situation Awareness

Dismounted soldier systems often limits to display current tactical situation in GIS
environment. mCOP implements functions that could assist soldier on the battlefield,
i.e. March trail recording, orienting in the field, monitoring life-functions or reporting
to higher levels of command. Nowadays mobile devices are not only able to perform
demanding calculations but also provide an array of sensors. Most commonly used are
accelerometer, magnetometer and gyroscope. Fused data from these sensors allow to
implement a compass and further fusion with GPS receiver and camera allows to
display tactical data in form of Augmented Reality view.

The mCOP system widely described in [3] was designed to utilize data from many
sources to empower soldier’s situation awareness. The core of utility functions of
mCOP were encapsulated within two views that are shown on Fig. 5.

Fig. 5. Utility views: (left) movement monitoring during operation, (center) tactical commu-
nication messenger with report template support, (right) compass utility view
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These screens present fused data from sensors to display current information about
speed, distance, position and azimuth. Furthermore after turning tracking on the data
about position is gathered, collected into packs and sent to the backend when the con-
nection is available. In order to simplify communication with command center via XMPP
protocol a message template language was introduced. These templates deliver rapid
report composition using current situation and location. mCOP specifies an array of
attributes filled automatically on report creation: name, function, geoposition and time.

6 Construction of Augmented Reality View

Building an augmented reality view required utilization of the sensor, battlespace and
GPS data combined with camera display. Construction of augmented reality view
utilizes location of battlespace elements, location and inertial sensors. Developed
picture is further Displaying an augmented reality view requires definition of two
crucial parameters (Fig. 6):

Vertical field of vision and horizontal field of vision. These parameters are the
height and width of 2D projection of rectangle defined on sphere around the soldiers
head which camera displays on the screen

size ¼ max 0:1; 1:0� d
dmax

� �
� sizemax ð1:1Þ

where size – displayed unit size, sizemax – maximal unit size, d – distance to displayed
unit, dmax – maximal distance to displayed unit.

Fig. 6. AR based situation awareness view merging sensor data, battlespace information and
threat level estimates (1 – deflection, 2 – location, 3 – elevation, 4 – azimuth)
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These parameters are crucial to displaying augmented reality properly in terms of
locating the tactical objects in correct location on the screen. To make the augmented
reality view easier to interpret the size of unit image was determined by its distance
from the soldier. The size is calculated according to Eq. (1.1) The height on which the
unit is displayed is not determined by its z-coordinate of location but by its rank. The
units of lowest rank are displayed on the horizon line where the units of higher rank in
defined intervals over the horizon line.

7 Construction of Situation Awareness View Using AR

To immerse even further soldier senses in mCOP system, an augmented reality view
has been developed. The VR view was based on our Augmented Reality view and as
prototype was designed as 2D plane displayed in 3D space. Such approach allows to
rapidly prototype the view and asses its capabilities (Fig. 7).

From the technical point of view both the camera and the legacy android aug-
mented reality view where rendered as OpenGL ES2.0 surface textures and displayed
on rectangle. These textures where mixed in shader to achieve the performance needed
in real time view. It has to be noticed that while creating a VR view performance is
really important factor as any fps drops or inconsistency can result in dizziness or
feeling sick. The OpenGL view was rendered using Google VR SDK which allows to
render regular OpenGL scene to Virtual Reality one. This SDK manages splitting the

Fig. 7. Augmented reality view generated by mCOP tool and fusing available information of
operational elements and tactical geopoints with appropriate threat level estimates - no correction
and adjustment for VR projection glasses
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view for both eyes and applying eventual lenses distort correction for the Google
Cardboard. The future improvement perspective for this view is to move the whole
augmented reality overlay from legacy android view into OpenGL scene that would
allow to achieve correct depth visualization for the units making it true 3D view
(Fig. 8).

8 Conclusions and Future Development

Presented family of COP tools provides the information infrastructure for military and
civilian crisis operation support. These tools implement state-of-the-art mechanisms
and techniques to increase the efficiency of combat operations on any stage of mission
execution including tactical and operational level consuming and producing stan-
dardized data sources NFFI, JC3IEDM and TSO dispatch services. The environment
have been validated in several deployment configurations utilizing ad-hoc tactical
networks, server environments and variety of android devices (also ruggedized). The
iCOP platform is able to process and refine operational scenario elements fusing the
data from many heterogeneous data sources. Application of AR to support situation
awareness of TSU member delivers new means of information rendering accuracy and
increases decision making efficiency during combat. mCOP VR technology in con-
junction with appropriate head gear provides means of situation awareness projection
supplemented by threat level estimates for every battlespace element. The iCOP tools
are currently being adopted for ruggedized closed platforms as DSS demonstrator
technologies for Polish Armed Forces and crisis management institutions.

Fig. 8. Augmented reality view generated by mCOP tool lens distortion correction projected in
3D environment supporting VR glasses
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Abstract. RNA secondary structure prediction is a computationally-intensive
task that lies at the core of search applications in bioinformatics. In this paper,
we consider Zuker’s RNA folding algorithm, which is challenging to optimize
because it is resource intensive and has a large number of non-uniform
dependences. We describe the application of a previously published approach,
proposed by us, to automatic tiling Zuker’s RNA Folding loop nest using the
exact polyhedral representation of dependences exposed for this nest. First,
rectangular tiles are formed within the iteration space of Zuker’s loop nest. Then
tiles are corrected to honor all dependences, exposed for the original loop nest,
by means of applying the exact transitive closure of a dependence graph. We
implemented our approach as a part of the source-to-source TRACO compiler.
The experimental results present the significant speed-up factor of tiled code on
a single core of a modern processor. Related work and future algorithm
improvements are discussed.

Keywords: RNA secondary structure prediction � High performance
computing � Zuker � Polyhedral model � Loop tiling � Transitive closure

1 Introduction

The acceleration of dynamic programming recurrences in computational biology is still
a challenging task for developers and researchers. On modern architectures, memory
latency and bandwidth have become a major limiting factor in achieving good per-
formance. Fortunately, many of time-consuming bioinformatics programs, such as
energy minimization algorithms for RNA folding, involve mathematical computation
over affine control loops whose iteration space can be represented by polyhedral
models [15]. Those models are a powerful theoretical framework that can represent and
analyze regular loop programs with static dependences. Loop transformations such as
tiling allow us to expose far more locality than ad hoc methods.

In this paper, we focus on the automatic code locality improvement of RNA folding
realized with Zuker’s algorithm [21]. Zuker’s dynamic programming algorithm pre-
dicts the structure using more detailed and accurate energy models [8] and entails a
large number of non-uniform loop dependences.
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We apply loop tiling, or loop blocking, to Zuker’s loop nest. Tiling for improving
locality groups loop nest statement instances in the loop nest iteration space into
smaller blocks (tiles) allowing reuse when the block fits in local memory.

To our best knowledge, well-known tiling techniques are based on linear or affine
transformations [4, 6, 7, 20]. In paper [2], we presented a novel algorithm to tile affine
arbitrary nested loops which is based on the transitive closure of program dependence
graphs. First, rectangular tiles are formed, and then they are corrected to establish tiling
validity by means of the transitive closure of loop nest dependence graphs. The
approach is able to tile non-fully permutable loops with non-uniform data dependences
which are exposed for energy minimization algorithms.

In this paper, we adopt this technique to tile the code of a simplified version of
Zuker’s algorithm where the energy contribution of multiple loops is set to zero and
dangling single bases have no effect. Such an algorithm is implemented in the
UNAFold package [13].

The rest of the paper is organized as follows. Section 2 explores related work.
Section 3 presents Zuker’s algorithm. Tiling is explained in Sect. 4. Section 5 dis-
cusses results of experiments and demonstrates that the tiled (optimized) code of
Zuker’s algorithm is dramatically faster than original one for modern processors.
Section 6 concludes the paper.

2 Related Work

Recently, significant effort has been spent in accelerating Zuker’s algorithm in a number
of ways on multi-core processors, graphics accelerators, and FPGAs [8, 12–15]. It
frequently focuses on parallel, rather than single-core, performance, or includes hard-
ware implementations.

GTfold [14] is a well-known optimized multi-core implementation of RNA sec-
ondary structure prediction algorithms. It optimizes memory layout of the arrays to
improve spatial locality. However, GTfold does not perform tiling to improve temporal
locality.

The state-of-the-art source-to-source Pluto compiler [4] is able to tile RNA folding
loop nests. It forms and applies affine transformations to generate tiled code. However
Pluto fails to generate tiles of the maximal dimensions because the tile dimensionality
is limited to the number of linearly independent solutions to the space/time partition
constraints. For example, Pluto produces only 2-d tiles for the Nussinov dependence
patterns [15] and fails to tile general linear recurrence equations [2].

Mullapudi and Bondhugula presented dynamic tiling for Zuker’s’s optimal RNA
secondary structure prediction [15]. 3-d iterative tiling for dynamic scheduling is
calculated by means of reduction chains. Operations along each chain can be reordered
to eliminate cycles in an inter-tile dependence graph. But this technique is not able to
generate static tiled code.

Wonnacott et al. introduced 3-d tiling of “mostly-tileable” loop nests of RNA
secondary-structure prediction codes in paper [19]. However the authors presented only
a script for generating tiled Nussinov’s loop nest. An open question is whether that
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technique is able to tile other RNA folding codes and what is the performance of such
codes [9].

In our previous work, we have accelerated Nussinov’s RNA folding loop nest [16]
by means of the exact transitive closure of loop dependence graphs. We were able to
analyze the recurrence using the polyhedral framework to improve cache usage in
arbitrary nested loops with non-uniform dependences [2] but Zuker’s loop nests were
never considered by us.

3 Zuker’s Algorithm

Zuker’s algorithm is executed in two steps. First, it calculates the minimal free energy
of the input RNA sequence on recurrence relations as shown in the formulas below.
Then, it performs a trace-back to recover the secondary structure with the base pairs.
The first step consumes almost all of the total execution time. Thus, optimization of
computing energy matrices is crucial to improve code performance.

Zuker defines two energy matrices, W(i, j) and V(i, j), defined over the domain
D ¼ 1� i�N; i � j � Nf g, where N is the length of a sequence. W(i, j) is the total
free energy of subsequence i and j, V(i, j) is defined as the total free energy of sub-
sequence i ∙ j if i and j pairs, otherwise V i; jð Þ ¼ 1.

There exist several possibilities to compute matrix V(i, j) [9]. Base pair i ∙ j can be
part of a hairpin loop (eH), or can form part of a stack (eS) on base pair i + 1 ∙ j − 1, or
can be part of a bulge/interior loop with the eL energy function, or can be part of a
multiple loop (W). This leads to the following equations

Vði; jÞ ¼

eHði; jÞ
Vðiþ 1; j� 1Þþ eSði; jÞ

min
i� i0 � j0 � j
i0�iþ j0�j� 2

fVði0; j0Þ þ eLði; j; i0; j0Þg

min
i\k\j�1

fWðiþ 1; kÞþWðkþ 1; j� 1Þg

8
>>>><

>>>>:

ð1Þ

The recursion formula for W(i, j) is as follows

Wði; jÞ ¼
Wðiþ 1; jÞ
Wði; j� 1Þ
Vði; jÞ

min
i\k\j

fWði; kÞþWðkþ 1; jÞg

8
>>><

>>>:

ð2Þ

The memory complexity of the defined matrices is O(n2). The time complexity of a
direct implementation of this algorithm is O(n4) because we need O(n4) operations to
compute the bulge or interior loop energy. However, large internal loops are uncom-
mon in nature, so implementations of Zuker sacrifice accuracy for speed by limiting the
size of internal loops (third element of Equation) to at most 30, reducing the overall
time complexity to O(n3), albeit with a large constant factor [8]. Dynamic programming
for Zuker’s RNA folding is guaranteed to give the mathematically optimal structure.
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Any lack of prediction accuracy is more the scoring system’s problem than the algo-
rithm’s problem [5].

The computation domain and dependences for Zuker’s recurrence cell (i, j) are
shown in Fig. 1 [8]. Long-range (non-local) dependences (fourth elements of Eqs. (1)
and (2)) of the cell (i, j) are depicted in gray boxes. Therefore, the Zuker data
dependences result in a non-uniform structure. Dependences for third element of Eq. 1
are in the triangle, whose area is limited to several dozens or hundreds of cells in
nature. The other equations present short-range (local) dependences.

4 Tiling Zuker’s Loop Nests

4.1 Background

Dependence analysis produces execution-order constraints between statements/
instructions and is required to guarantee the validity of loop nest transformations. Two
statement instances I and J are dependent if both access the same memory location and if
at least one access is a write.

If the difference of iteration vector J and I is constant for dependent statement
instances T(J) and S(I), we call the dependence uniform, otherwise the dependence is
non-uniform.

We use an exact representation of loop-carried dependences and consequently an
exact dependence analysis which detects a dependence if and only if it actually exists.
The dependence analysis proposed by Pugh and Wonnacott [17] was chosen by us,
where dependences are represented with relations.

Fig. 1. Loop dependences for the cell (i, j) of Zuker’s recurrence.
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A dependence relation is a tuple relation of the form [input list]! [output list]:
formula, where input list and output list are the lists of variables and/or expressions
used to describe input and output tuples and formula describes the constraints imposed
upon input list and output list and it is a Presburger formula built of constraints
represented with algebraic expressions and using logical and existential operators [17].

Standard operations on relations and sets are used, such as intersection (\ ), union
([ ), difference (−), domain (dom R), range (ran R), relation application
(S0 ¼ RðSÞ : e0 2 S0 iff exists e s:t: e ! e0 2 R; e 2 S). The detailed description of
these operations is presented in [10, 18].

The positive transitive closure of a given relation R, R+, is defined as follows [10]:

Rþ ¼ fe ! e0 : e ! e0 2 R ^ 9e00 s:t:e ! e00 2 R ^ e00 ! e0 2 Rþ g ð3Þ

It describes which vertices e′ in a dependence graph (represented by relation R) are
connected directly or transitively with vertex e.

Transitive closure, R*, is defined as R� ¼ Rþ [ I; where I is the identity relation. It
describes the same connections in a dependence graph (represented by R) that R+ does
plus connections of each vertex with itself.

In sequential loop nests, the iteration i, represented with vector i1; i2; . . .; ik; . . .; inð ÞT ,
executes before iteration j, represented with vector j1; j2; . . .; jk; . . .; jnð ÞT if i is lexico-
graphically less than j, denoted as i� j, i.e., i1 < j1^ 9 k � 1: ik = jk^ it = jt, for t < k.

Figures 2 (a) and (b) present dependence relations and positive transitive closure,
respectively. Complete transitive dependences are shown only for the one iteration in
the third row to avoid cluttering the diagram.

4.2 Tiling Zuker’s Loop Nest

In this subsection, we explain how to apply the tiling technique [2], previously pub-
lished by us, to generate tiled Zuker’s RNA folding loop nest using the transitive
closure of the dependence graph.

We carried out a dependence analysis by means of the Petit tool [11] to get 31
dependence relations for Zuker’s loop nest. It is worth noting that 21 relations represent
non-uniform dependences.

To obtain the exact1 transitive closure of the union of all extracted relations, rep-
resented the whole dependence graph, we applied the iterative method presented in
paper [1]. That approach uses basis dependence distance vectors in the modified
Floyd-Warshall algorithm.

To generate valid target tiled code, first we form set, TILE, including statement
instances belonging to a rectangular tile (with respect to the tile identifier). Next, we
form sets, TILE_LT and TILE_GT, that are the unions of all the tiles whose identifiers
are lexicographically less and greater than that of set TILE, respectively.

1 without non-existing dependence relations.
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Below, we present the mathematical descriptions of those sets.
TILE(II, B) includes statement instances belonging to a tile (with respect to II), as

follows

TILE II;Bð Þ ¼ I½ � jB � IIþLB� I�min B � IIþ 1ð ÞþLB� 1; UBð Þ ^ II� 0f g;

where vectors LB and UB include the lower and upper loop index bounds of the original
loop nest, respectively; diagonal matrix B defines the size of a rectangular original tile;
elements of vector I represent the original loop nest iterations contained in the tile whose
identifier is II; 1 (or 0) is the vector whose all elements have value 1 (or 0)2, TILE_LT is
the union of all the tiles whose identifiers are lexicographically less than that of
TILE(II, B):
TILE LT ¼ ½I� j 9 II0 s:t: II0 � II ^ II� 0 ^ B � IIþLB�UB ^ II0 � 0 ^ B � II0 þf
LB�UB ^ I 2 TILEðII0;BÞg;

TILE_GT is the union of all the tiles whose identifiers are lexicographically greater
than that of TILE(II, B):
TILE LT ¼ ½I� j 9 II0 s:t: II0 	 II ^ II� 0 ^ B � IIþLB�UB ^ II0 � 0 ^ B � II0 þf
LB�UB ^ I 2 TILEðII0;BÞg;

Fig. 2. An example iteration space and its tilings (a) dependence relations, (b) positive transitive
closure and transitive dependences for one cell, (c) original rectangular tiles, TILE; tiles,
TILE_LT and TILE_GT, whose identifiers are lexicographically less and greater than the
identifier of TILE; (d) tiles TILE_ITR and TVLD_LT; (e) valid target tiles, TILE_VLD.

2 The notation x � (� ) y where x, y are two vectors in Zn corresponds to the component-wise
inequality, that is, x � (� ) y , xi � (� ) yi, i = 1, 2, …, n.
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These sets are illustrated in Fig. 2(c).
Next, using the exact form of R+, we calculate set

TILE ITR ¼ TILE�Rþ TILE GTð Þ;

which does not include any invalid dependence target, i.e., it does not include any
dependence target whose source is within set TILE_GT.

The following set

TVLD LT ¼ Rþ TILE ITRð Þ \ TILE LTð Þ�Rþ TILE GTð Þ

includes all the iterations that (i) belong to the tiles whose identifiers are lexico-
graphically less than that of set TILE_ITR, (ii) are the targets of the dependences whose
sources are contained in set TILE_ITR, and (iii) are not any target of a dependence
whose source belong to set TILE_GT.

Sets TILE_ITR and TVLD_LT are illustrated in Fig. 2(d).
Target tiles are defined by the following set

TILE VLD ¼ TILE ITR [ TVLD LT ;

and are illustrated in Fig. 2(e).
TILE_VLD_EXT is built by means of inserting (i) into the first positions of the tuple

of set TILE_VLD elements of vector II: ii1, ii2, …, iid; (ii) into the constraints of set
TILE_VLD the constraints defining tile identifiers II� 0 ^ B � IIþLB�UB:

Target code is generated by means of applying any code generator allowing for
scanning elements of set TILE_VLD_EXT in the lexicographic order, for example, isl
AST [18]. The details of the applied technique and its proof are presented in our paper [2].

5 Experimental Study

The technique to generate tiled code, presented in this paper, was implemented by us in
the publicly available TRACO compiler. Using this compiler, we generated tiled
Zuker’s loop nest for different values of N, V, and W (see Table 1). To carry out
experiments, we have used a machine with a processor Intel Xeon E5-2699 v3
(3.6 Ghz, 576 KB L1 Cache for code and data separately, 4.5 MB L2 Cache and
45 MB L3 Cache) and 128 GB RAM. All programs were compiled by means of the
Intel C++ Compiler (icc 15.0.2) with the −O3 flag of optimization. By carried out
experiments, we found that the best size of original rectangular tiles is
16 
 16 
 16 
 16.

We used randomly generated RNA strands from the alphabet {G (guanine),
A (adenine), U (uracil), C (cytosine)}. This decision was made on the basis that the
algorithm performance does not change based on the strings themselves, but by their
size. Hence, there is no difference, performance wise, on actual sequences versus
randomly generated sequences.
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The results in Table 1 shows single-thread execution times and demonstrates that
tiled codes are significantly faster than original sequential ones for various lengths of a
sequence N. The second column presents the memory size of energy matrices V and
W (in Megabytes).

The last column of the table presents execution time of tiled code generated by
means of the state-of-the-art Pluto+ compiler [3]. The tool is not able to tile the third
loop nest automatically because of cycles existence in the dependence graph. Ana-

Table 1. Execution times of tiled Zuker’s loop nest (in seconds)

N V, W size (MB) Original TRACO Pluto+

500 7.5 8.26 4.31 4.46
600 11 16.64 8.33 9.08
700 15 30.62 14.81 16.39
800 19.5 50.97 25.04 27.77
900 25 80.64 39.01 43.24
1000 30.5 122.57 59.22 65.41
1100 37 176.37 85.36 95.66
1200 43 250.35 119.16 134.02
1300 51.5 341.70 163.33 182.45
1400 60 458.67 216.24 241.89
1500 69 608.07 282.74 318.32
1600 78 786.11 364.01 408.94
1700 88 1000.61 464.57 518.77
1800 99 1229.58 570.44 648.48
1900 110 1523.81 720.04 803.02
2000 122 1878.31 874.83 981.11
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Fig. 3. Speed-up of the tiled and single-thread Zuker’s RNA folding implementations.
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lyzing the data in columns 4 and 5, we may conclude that tiled code generated with the
technique presented in this paper is from 3\% to 12\% faster than that generated with
Pluto+. Speed-ups, ratios of original and tiled code time executions, are depicted in
Fig. 3. The proposed approach leads to better reuse of Zuker’s arrays for the all
considered lengths of a sequence N.

The source codes and tiled ones generated by means of the TRACO and Pluto+
compilers are available at the following repository https://sourceforge.net/projects/traco.

6 Conclusion

In this paper, we presented the usage of the transitive closure of loop nest dependence
graphs to generate tiled code for Zuker’s RNA folding algorithm. The presented
technique was implemented in the publicly available TRACO compiler. Tiled Zuker’s
loop nests, automatically generated with TRACO, demonstrate improved code locality
that results in outperforming original Zuker’s loop nest in average by a factor of 2.15
on a single core of modern processors.

In the longer-term, we plan to apply the presented approach to other challenging
dynamic programming codes and in particular to more recent algorithms for RNA
folding. We also plan to parallelize generated serial tiled code and examine its per-
formance on multi-core systems.

Acknowledgments. Thanks to the Miclab Team (miclab.pl) from the Technical University
of Czestochowa (Poland) that provided access to high performance machines for the experi-
mental study presented in this paper.
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Abstract. A finite-buffer queueing model with Poisson arrivals and generally
distributed processing times is analyzed. Every time when the service station
becomes idle a single vacation period is being initialized, during which the
processing is suspended. A system of integral equations for the probability
distribution of the length of the first loss series is built, using the idea of
embedded Markov chain and the total probability law. The solution of the is
obtained in a compact form by using the linear algebraic approach. The corre-
sponding result for next series of losses is hence derived. Numerical utility of
analytical formulae is presented in a computational example.

Keywords: Embedded Markov chain � Finite-buffer queue � Integral equation �
Loss process � Single vacation policy

1 Introduction

Applications of finite-buffer queueing models in modelling and performance evaluation
of telecommunication and computer networks, in manufacturing lines, transport and
logistic issues are evident. In the analysis of the appropriate queueing model some
important stochastic characteristics, like virtual waiting time, queue-size distribution,
time to buffer overflow and the probability distribution of lengths of consecutively lost
jobs, describing the operation of the system, are very helpful. The knowledge of the
behavior of these characteristics seems to be important also in the non-stationary state of
the system, not only for the equilibrium. Transient analysis of the system behavior is
essential if we are interested e.g. in the investigation of system’s evolution just after its
opening or reorganizing the control process. The phenomenon of packet losses is a typical
one in packet-type networks with finite buffer capacities. Because during the buffer
overflow period all the arriving jobs are rejected without processing, the knowledge of the
probabilistic behavior of successive buffer overflow periods’ durations is essentially
important. Besides, the statistical structure of the loss process is very important, since it
makes a difference whether the arriving jobs are lost in long series or not.

Analytical results fort probability distributions of buffer overflow durations in the
finite- and infinite-buffer M/G/1-type models without limitation in access to the channel
can be found e.g. in [1–4]. In [12] the system with general independent input flow and
single server vacations is considered and treated via genetic algorithms. The
compact-form representations for the distributions of the time to buffer overflow are
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derived in [5, 10], where the GI/M/1/N-type model and the M/G/1/N-type queue with
setup/closedown mechanisms are considered, respectively. In [6–9] the transient
analysis of queueing systems with single vacation policy or some other control
mechanisms implemented in the service process can be found.

In the article we consider the M/G/1/N-type finite-buffer queueing model operating
under single vacation policy. Using the analytical approach based on the idea of embedded
Markov chain, integral equations and linear algebra, we obtain the explicit formula for the
probability mass function of the length of the first lost series of jobs, conditioned by the
initial buffer state. Hence we obtain similar result for next such series lengths.

The article is organized as follows. In the next section we give the precise math-
ematical description of the considered queueing model. In Sect. 3 we deal with the
probability distribution of the first lost series’ length. The main analytical result is given
in Sect. 4. Section 5 is devoted to the case of next successive series of losses. Section 6
present examples of numerical results and the last Sect. 7 contains short conclusions.

2 Model Description

In the paper we deal with the M/G/1/N-type queuing system in which jobs occur
according to a Poisson process with intensity k and are being processed individually
with a cumulative distribution function Fð�Þ, according to the FIFO service discipline.
The capacity of the system equals N jobs, i.e. we have N � 1 places in the buffer queue
and one place “in processing”. The system may start the operation with a number n of
packets accumulated in the buffer, where 0� n�N: Every time when the server
becomes idle, the single server vacation with a general-type cumulative distribution
function Vð�Þ is being initialized. During the vacation period the processing of jobs is
blocked. At the completion epoch of the vacation period, if there is at least one job
accumulated in the buffer, the service station restarts processing immediately. In the
case of empty buffer, the machine remains active and waits for the first job occurrence.

3 Equations for Length of First Lost Series

We start with introducing the necessary nomenclature. Let us define

LnðkÞ def P length of first lost series ¼ kjnf g; ð1Þ

where k� 1 and 0� n�N:
Investigate, firstly, the case of the buffer being empty at the starting epoch. Let us

observe that the following equation is then true:

L0ðkÞ ¼ Z1

y¼0

dVðyÞ
XN�1

j¼1

ðkyÞ j
j!

e�kyLjðkÞ
"

þ Zy

x¼0

kN

ðN � 1Þ! x
N�1e�kxdx

Z1

u¼0

ðkðuþ y� xÞÞk
k!

e�kðuþ y�xÞ þ LN�1ðkÞe�kðuþ y�xÞ
 !

dFðuÞ
#

þ L1ðkÞ Z1

0

�kxVðxÞdx:

ð2Þ
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Indeed, the first summand under the integral on the right side of (2) relates to the
situation in which the buffer does not become saturated before the completion epoch of
the vacation period, while the second one describes the case of buffer overflow
occurring during the vacation. The last summand on the right side of (2) relates to the
case in which the vacation period ends before the first arrival moment.

Now, let us deal with the case of the system that contains a number of jobs before the
opening. Since departure epochs are Markovian moments in the evolution of the con-
sidered system, then, applying the continuous version of the formula of total probability
with respect to the first departure moment u after the opening of the system, we obtain

Ln kð Þ ¼ Z1

0

XN�n

j¼0

kuð Þ j
j!

e�kuLnþ j�1 kð Þþ kuð ÞN�nþ k

N � nþ kð Þ! e
�ku

" #
dF uð Þ; ð3Þ

where 1� n�N:
Introduce the following notations:

pj k; xð Þ ¼ pj xð Þ def kxð Þ j
j!

e�kx; ð4Þ

aj def
Z1

0

kxð Þ j
j!

e�kxdF xð Þ ¼ Z1

0

pj xð ÞdF xð Þ; ð5Þ

�aj def
Z1

0

kxð Þ j
j!

e�kxdV xð Þ ¼ Z1

0

pj xð ÞdV xð Þ ð6Þ

and

bðkÞ def kNþ k

N � 1ð Þ!k!
Z1

y¼0

e�kydVðyÞ Z1

u¼0

e�kudFðuÞ Zy

x¼0

xN�1ðuþ y� xÞkdx

¼ k
Z1

y¼0

dVðyÞ Z1

u¼0

dFðuÞ Zy

x¼0

pN�1 xð Þpk uþ y� xð Þdx:
ð7Þ

Now, the equations of the system (2) and (3) can be reformulated to the following
ones:

L0 kð Þ ¼
XN�1

j¼1

�ajLj kð Þþ �a0L1 kð Þþ b kð Þþ b 0ð ÞLN�1 kð Þ ¼
XN�1

j¼1

cjLj kð Þþ bðkÞ ð8Þ

where

cj def �aj þ �a0dj;1 þ b 0ð Þdj;N�1; ð9Þ
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and, for 1� n�N;

Ln kð Þ ¼
XN�n

j¼0

ajLnþ j�1 kð Þþ aN�nþ k: ð10Þ

In (9) the symbol di;j stands for the Kronecker delta function.
Let us apply in (8)–(10) the following substitution:

�LN�n kð Þ def Ln kð Þ; ð11Þ

where 0� n�N.
We obtain from (10)

Xn�1

j¼�1

ajþ 1�Ln�j kð Þ � �Ln kð Þ ¼ �anþ k; ð12Þ

where 0� n�N � 1.
Similarly, from (8) we get

�LN kð Þ ¼
XN�1

j¼1

cj�LN�j kð Þþ bðkÞ ¼
XN�1

j¼1

cN�j�Lj kð Þþ b kð Þ: ð13Þ

4 Compact-Form Solution

The following algebraic result is proved in [11]:

Lemma. Let akð Þ; k� 0; a0 6¼ 0; and skð Þ; k� 1; be sequences. Each solution of the
infinite-sized system of linear equations of the form

Xn�1

j¼�1

ajþ 1xn�j � xn ¼ sn; ð14Þ

where n� 1; can be written as

xn ¼ MRn þ
Xn
j¼1

Rn�jsj; ð15Þ

where M is independent on n and the sequence Rkð Þ is defined recursively by the
formulae
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R0 ¼ 0;R1 ¼ 1
a0

;Rjþ 1 ¼ R1 Rj �
Xj

i¼0

aiþ 1Rj�i

 !
; ð16Þ

for j� 1:
Observe that the system (12) has a form similar to (14) with unknown functions �Ln kð Þ

also depending on k; and with sn ¼ sn kð Þ ¼ �anþ k: Hence, in general,M ¼ M kð Þ; and
utilizing (15), we can write now

�LnðkÞ ¼ MðkÞRn þ
Xn
j¼1

Rn�jsj kð Þ ¼ M kð ÞRn �
Xn
j¼1

Rn�jajþ k; ð17Þ

where n� 1:
Evidently, we need the formulae for M kð Þ and �L0ðkÞ, due to the fact that the

formula (17) holds only for n� 1.
Substituting, firstly, n ¼ 1 in (12), we get

�L0 kð Þ ¼ a0�L1 kð Þþ ak: ð18Þ

To find the representation for M kð Þ; let us apply (17) in (13). We obtain

M kð ÞRN �
XN
j¼1

RN�jajþ k ¼ b kð Þþ
XN�1

j¼1

cN�j M kð ÞRj �
Xj

i¼1

Rj�iaiþ k

" #
ð19Þ

and hence

M kð Þ ¼
PN

j¼1 RN�jajþ k �
PN�1

j¼1 cN�j
P j

i¼1 Rj�iaiþ k þ bðkÞ
RN �PN�1

j¼1 cN�jRj

: ð20Þ

Taking into consideration (11), (17) and (20), we can formulate the following main
result:

Theorem. The probability mass function LnðkÞ of the length of the first lost series of
jobs, on condition that the buffer initially contains n jobs, can be represented in the
form

Ln kð Þ ¼
PN

j¼1 RN�jajþ k �
PN�1

j¼1 cN�j
P j

i¼1 Rj�iaiþ k þ bðkÞ
RN �PN�1

j¼1 cN�jRj

RN�n

�
XN�n

j¼1

RN�n�jajþ k;

ð21Þ

where 0� n�N � 1; and

214 W.M. Kempa



LN kð Þ ¼ a0LN�1 kð Þþ ak; ð22Þ

where the formulae for aj; b kð Þ; cj and Rj are given in (5), (7), (9) and (16),
respectively.

5 The Case of Next Lost Series

Let us denote by L rð Þ
n kð Þ the probability that the length of the r th lost series equals k, on

condition that the system starts the operation with n jobs accumulated in the buffer,
where r� 2: Since after the first lost series, the number of jobs present in the buffer
always equals N � 1 (due to the individual service organization), then the probability
distribution of next lost series does not depend on the initial system state and we obtain

L rð Þ
n kð Þ ¼ LN�1 kð Þ; ð23Þ

where k� 1; 0� n�N:

6 Numerical Example

As an example let us consider the model with exponential vacation duration and
2-Erlang service times. Investigate the dependence of the probability mass function of
the first lost series’ length on system parameters for N ¼ 5: In Fig. 1 the case of the
buffer containing initially n ¼ 4 jobs is visualized, where the intensity of Poisson
arrivals equals k ¼ 1:0, while means of service times and vacation durations are 2.0
and 0.5, respectively. The situation of the buffer being empty initially is presented in
Fig. 2. Figures 1 and 2 show that, in the case of non-exponential service time, the
probability distribution of the length of the series of consecutively lost jobs essentially
depends on the initial buffer state.

Fig. 1. Distribution of the first lost series’ length for mean service time 2.0 and mean vacation
time 0.5 and for n ¼ 4
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Fig. 2. Distribution of the first lost series’ length for mean service time 2.0 and mean vacation
time 0.5 and for n ¼ 0

Fig. 3. Distribution of the first lost series’ length for mean service time 2.0 and mean vacation
time 2.0 and for n ¼ 4

Fig. 4. Distribution of the first lost series’ length for mean service time 2.0 and mean vacation
time 2.0 and for n ¼ 0
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In Figs. 3 and 4 similar visualizations are given for the case of long vacation period
with mean 2.0.

7 Conclusions

In the paper a finite-capacity queueing model with Poisson arrivals and generally
distributed processing times is investigated. Every time when the service station
becomes idle a single vacation period is being started, during which the processing is
suspended. Using the analytical approach based on the idea of embedded Markov
chain, integral equations and linear algebra, a system of equations for the probability
distribution of the length of the first loss series is built and solved. The corresponding
result for next series of losses is hence obtained. Numerical utility of analytical for-
mulae is shown in computational examples. The considered queueing model has
potential application in the analysis and performance evaluation of computer and
telecommunication networks, and manufacturing lines.
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Abstract. The software defined networking concept has attracted much
attention recently. Decoupling of the data and control planes is believed
to enable efficient network control and high resource utilisation. Espe-
cially, it is noteworthy in the context of the new applications which
require not only quality of service constraints to be met but also the
high quality of experience perceived by users. In this paper, we consider
the capacity allocation problem in multi-domain software defined net-
works (SDN). We assume that each domain is managed by independent
SDN controller. Thus, we formulate the considered problem as a Capac-
ity Allocation Game and we find its Nash Equilibrium. Such an approach
allows us to implement the elaborated algorithm in the automatic man-
ner consistent with autonomic networking paradigm. The initial simula-
tion experiments, which have been performed for small networks, indicate
that the proposed method is very promising one.

Keywords: SDN · Game theory · Quality of service · Quality of expe-
rience · Utility

1 Introduction

For the contemporary applications, it is substantial to guarantee appropriate
values of transmission parameters. It makes Quality of Service (QoS) crucial
and vital for modern networks. The QoS requirements concern delay, jitter, loss
probability, and transmission rate. Ensuring adequate values of these parameters
depends on the network resources allocation algorithms.

There are two main concepts of QoS network architectures, namely integrated
services, and differentiated services [21]. The first idea consists in ensuring QoS
requirements for each individual flow. It makes this approach hardly scalable and
impractical to implement in existing large-scale systems. The latter approach
involves aggregation of the flows in traffic classes. However, while the resources
are reserved for the particular class, flows have no individual QoS guarantees.
As for now, none of these concepts are fully satisfactory.
c© Springer International Publishing AG 2018
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While fulfilling the QoS requirements makes the application useful, the allo-
cation of the additional resources allows improving the quality perceived by the
user. We call it Quality of Experience (QoE). There are many approaches to
model the end-user QoE [2,20]. One of the considered ideas is to describe user
QoE in relation to the QoS parameters using the utility function [5,12,13].

The software defined networking seems to be the promising network archi-
tecture. The basis of this concept lays in decoupling control plane from data
plane [17,19]. While the packet forwarding tasks are executed in simplified net-
work devices, all the necessary calculations are made by central SDN controller.
It is also assumed that SDN architecture enables efficient per-flow behaviors.
A comprehensive survey of current approaches to QoS in software defined net-
works may be found in [11]. Nevertheless, most of the works concern the single
domain networks. Some results for multi-domain SDNs may be found e.g. in
[10,18,22]. However, the coordination mechanisms between domains are required
by the solutions presented in all aforementioned works.

In this paper, we propose to apply autonomic networking paradigm which
enables self-managing [8] to solve the capacity allocation problem in the multi-
domain networks. Meanwhile, the necessity of simultaneous negatiations between
SDN controllers is eliminated. We assume that each SDN controller wants to
maximize the QoE perceived by users whose transmission flows traverse cor-
responding domain while QoS requirements for all transmissions are met. We
assume that the admission control mechanism exists (it may be implemented
in SDN controllers) and it ensures that QoS requirements may be met for all
accepted transmission demands. Moreover, we assume that the transmission
routes are given in advance. We also limit the QoS parameters under consid-
eration to the transmission rate, while it is believed to be the most crucial
one [23]. The fulfilling other QoS requirements may be reached with other net-
work mechanisms (e.g. appropriate routing algorithms, scheduling algorithms on
nodes, etc.) We formulate the considered problem in terms of the game theory
and we introduce the capacity allocation algorithm which finds a pure Nash
Equilibrium of the proposed game. Finally, we present simulation results of the
introduced solution method.

2 Mathematical Model and Problem Formulation

The multi-domain software defined network may be treated as a set of D inter-
connected subnetworks (domains). It is assumed that each domain is managed
independently by a different SDN controller. Each subnetwork consists of nodes
and links. Links represent connections between nodes inside domain as well as
between domains. There are L links in the whole network. Each link l is char-
acterized by its capacity Cl. This parameter reflects the maximal amount of
data which may be sent between nodes in the unit time. The data exchanged
between a pair of nodes is called a transmission or a flow. It is assumed that
there are R transmissions in the whole network. The sequence of links used for
a transmission is a route. It is assumed that only one route is available for each
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transmission. The variable arl indicates if l link is used for rth transmission.
The capacity allocation xrl is made on each link l traversed by the rth flow. The
capacity allocations are calculated in each domain independently by its SDN
controller. The rth transmission’s rate xr results from the capacity allocations
made on all links along its route. This rate must fulfill the QoS requirements
expressed in terms of the minimum acceptable value xr,min. On the other hand,
the links’ capacities are the limited network resources and the total allocations
for all transmissions must not exceed them. We also assume that there is a util-
ity function f(xr;wr) associated with every transmission r which reflects , i.e.
satisfaction level perceived when the transmission rate is xr and the rth flow
priority is wr. The aim of each SDN controller is to maximize the total qual-
ity of experience (total utility) from all transmissions traversing corresponding
domain (more precisely, traversing any link of this domain). The summary of
notation is given in Table 1. The example topology of such a multi-domain SDN
is given in Fig. 1 while the architecture of such a system is depicted in Fig. 2.

Fig. 1. The example topology of multi-domain SDN network.

This problem may be formulated as a noncooperative game [16]. The SDN
controllers are players (there are D players - one for each domain since each
domain is managed by one SDN controller). The feasible capacity allocation
for transmissions traversing particular domain xd is a strategy. The allocation
matrix x is a strategy profile. The objectives Qd(xd,x−d) are the players’ payoffs.
We refer to this game as the Capacity Allocation Game (CAG).

Formally, each player d (SDN controller) solves the following optimization
problem:
Given: R,L, arl, e

(link)
ld , e

(req)
rd , Cl, wr, βr, α

Find:
x∗

d = arg max
xd

Qd(xd,x−d) (1)
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Fig. 2. The example architecture of multi-domain SDN network.

such that:

∀
l:e

(link)
ld =1

R∑

r=1

arlxrl ≤ Cl

∀r=1,2,...,R xrl ≥ xr,min

It is assumed that: ∀l=1,2,...,L

∑R
r=1 arlxr,min ≤ Cl, i.e. there is an independent

mechanism of the admission control. From the game theory perspective, the
solution of such a problem is a game equilibrium.

3 Capacity Allocation Algorithm

First, we define the following auxiliary problem, which we refer to as In-domain
Capacity Allocation Problem:
Given: R,L, arl, e

(link)
ld , e

(req)
rd , Cl, wr, βr, α, xr,max

Find:

x∗
d = arg max

xd

R∑

r=1

e
(req)
rd βrf( min

l:e
(link)
ld =1 ∧ arl=1

xrl;wr) (2)

such that:

∀
l:e

(link)
ld =1

R∑

r=1

arlxrl ≤ C̃l

∀r=1,2,...,R xr,max ≥ xrl ≥ xr,min

∀r=1,2,...,R∀
l1,l2∈{l:e

(link)
ld =1} arl2xrl2 = arl1xrl1

where xr,max are given upper bounds of transmission rates.
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Table 1. Notation

L Number of links

R Number of flows (transmissions)

D Number of domains (subnetworks)

Cl lth link’s capacity (l = 1, 2, . . . , L)

a = [arl]r=1,2,...,R;l=1,2,...,L Routing matrix: arl = 1, rth flow traverse lth link
arl = 0, otherwise

e
(link)
ld Variable indicating if lth link belongs to the dth domain

e
(req)
rd Variable indicating if rth transmission is performed by

any link in dth domain

e
(req)
rd =

{
1 gdy

∑L
l=1 e

(link)
ld arl ≥ 1

0 otherwise

wr rth flow priority parameter

xr,min rth flow minimal transmission rate (QoS parameter)

xrl ≥ 0 lth link’s capacity allocation for rth flow

x̂l lth link’s capacity allocation vector: x̂l = [xrl]r=1,2,...,R

xr ≥ 0 rth flow transmission rate: xr = minl:arl=1 xrl

xd The allocation matrix for dth domain,
xd = [x̂l]l:e(link)

ld
=1

,

x = [xd]d=1,2,...,D

x−d The allocation matrix x without dth component, it is
assumed: x = [xd,x−d]

f(xr; wr) = wrϕ(xr) rth flow utility function

ϕ(xr) =

{
x
(1−α)
r
(1−α)

α ≥ 0 ∧ α �= 1

ln xr α = 1

βr ≥ 0 Given coefficient for rth flow
e.g. βr = 1 lub βr = (

∑L
l=1 arl)

−1

Qd(xd,x−d) The objective of the dth domain (payoff):

Qd(xd,x−d) =
∑R

r=1 e
(req)
rd βrf(xr; wr)

=
∑R

r=1 e
(req)
rd βrwrϕ(minl:arl=1 xrl)

This is a convex optimization problem. It may be solved with methods given
e.g. in [3].

One may note that for the given domain d, if we assume that allocations for all
other domains have been determined and we put xr,max = min

l:arl=1∧e
(link)
ld =0

xrl,
the solution obtained in (2) is the best response in the considered Capacity
Allocation Game. Thus, we can use it to formulate allocation Algorithm1 which
provable stops at the Nash Equilibrium [15].
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Algorithm 1. Multi-domain Utility-based Rate Allocation Algorithm (MURA)

1: Set stopcondition ← False and ∀r∈{1,2,...,R} xmax,r ← ∞.
2: while not stopcondition do
3: ∀d∈{1,2,...,D} Find optimal allocation xd = [xl]l:e(link)

ld

for dth domain for current

values of parameters: xmax,r, r = 1, 2, . . . , R, i.e. solve problem (2) independently
for each domain.

4: ∀l∈{1,2,...,L}∀r∈{1,2,...,R} Update: xrl ← minj:arj=1 xrj

5: if ∀
r∈{1,2,...,R}:∑D

d=1 e
(req)
rd

>1
xr,max = minj:arj=1 xrj then

6: stopcondition ← True
7: end if
8: ∀

r∈{1,2,...,R}:∑D
d=1 e

(req)
rd

>1
Update: xmax,r ← minj:arj=1 xrj .

9: end while
10: Return x.

The following properties of the Algorithm1 occur.

Theorem 1. If one set any other initial value of xr,max in a step 1 such that
xr,max ≥ minl:arl=1 Cl then the Algorithm1 finds a pure Nash Equilibrium.

It means, one may replace ∞ in a step 1 with any finite non-negative value
and Algorithm 1 still finds pure Nash Equilibrium. The Theorem1 results from
the following facts:

1. The condition in the step 5 guarantees that allocation for rth transmission
are equal in every link l.

2. Consider any transmission flow which traverses more than one domain.
Increasing its capacity allocation cannot increase its rate, so the objective
function cannot increase.

3. In the last iteration of the Algorithm1 the optimal solution of problem (2) is
found for each domain. So, the objective of any domain cannot be increased
by changing any transmission rate (even for flows which traverse only one
domain).

In consequence, each strategy found in the final iteration of the Algorithm1 is
the best response to all other strategies. Thus, the obtained strategy profile is a
Nash Equilibrium.

Remark 1. If each domain consists of one node and there is no QoS requirements
(i.e. ∀rxr,min = 0) then Algorithm 1 is equivalent to the Iterated Allocation
Algorithm presented in [8].

Therefore, Algorithm 1 may also find Pareto-optimal equilibrium in some
special cases.

Further remarks are limited only to cases when α ∈ (0, 1). Let us introduce
concepts of Social Welfare, Price of Anarchy (PoA) and Price of Stability (PoS)
according to [14]. First, let us define the following Social Welfare function:

SW (x) �
R∑

r=1

f(xr;wr)
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Now, we can define the Price of Anarchy (PoA) as:

PoA =
SW ∗

minx∈SNE SW (x)

where: SNE - set of all pure Nash Equilibria, SW ∗ = maxx∈D̂x
SW (x), D̂x -

set of all feasible strategy profiles.
Finally, we can also define Price of Stability (PoS) as:

PoS =
SW ∗

maxx∈SNE SW (x)

The PoA measures the maximal deterioration of the social welfare when each
player makes decision independently (non-cooperative game) in comparison to
the situation when all players act for common good (maximal social welfare). On
the other hand, PoS measures the minimal deterioration of the social welfare.

Remark 2. In some instances of the Capacity Allocation Game, Price of Anarchy
(PoA) is unbounded.

This remark results from the Theorem 1. It is enough to consider the problem
with no QoS requirements. The solution obtained with the Algorithm1 when
xr,max is set to 0 in the step 1 constitutes the Nash Equilibrium. The value of
social welfare (SW (x)) for such strategy profile is 0. So, PoA tends to infinity.

Remark 3. In some instances of the Capacity Allocation Game, Price of Stability
(PoS) is equal to 1.

To justify this remark, it is enough to consider a network without any trans-
mission traversing more than one domain and to assume that ∀rβr = 1. Then,
each optimizing problem (1) is independent and all solutions of these problems
constitute strategy profile for which SW (x) is maximal.

4 Simulation

Some preliminary simulation experiments have been performed. The main objec-
tive was to initially evaluate the elaborated capacity allocation algorithm. The
algorithm was implemented using Python 2.7 programming language and the
experiments were conducted using the computer with Intel Core M 1.1 proces-
sor and 8 GB RAM.

The simulations was run for βr = 1 and the following problem parameters:

– network’s parameters:
• N ∈ {7, 8, 9, 10} - number of networks,
• ρ = 0.4 - links’ density: L = 1

2ρN(N − 1),
• D ∈ {2, 3, 4, 5} - number of domains, (at least one link was assigned to each domain),
• Cl ∼ U(1000, 10000) - capacity of lth link [Mbps].

– transmissions’ parameters:
• R ∼ U( 1

2 θN(N − 1); 1
2 θN(N − 1)) - number of transmissions, θ = 0.3, θ = 0.7,

• for each transmission r the source and origin nodes are randomly chosen (i, j),
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• arl - calculated using shortest path algorithm (from origin node to destination node),
• wr ∼ U(1, 10)
• α = 0.5

The uniform distribution on the interval [c, d] is denoted by U(c, d). The network
topologies were generated with the method described in [4]. The simulation was
run three times for each set of parameter values (N,D). The considered network
instances correspond to the small real-life backbone networks [1].

The quality criterion is defined as follows: γ = SW (xMURA)
maxx∈D̂x

SW (x) , where xMURA

is the solution found by the proposed algorithm. One may notice that PoS ≤
1
γ ≤ PoA. The optimal value of the social welfare function SW (x) was found
with primal-dual projected gradient method.

The statistical results of the simulation experiments are given in Table 2. The
representative chart of the average value of quality criterion for a different number
of network nodes and different number of network domains is given in Fig. 3.

Table 2. Simulation results

Statistics for γ MURA

Average 0.83

Median 0.83

Variance 0.01

Min 0.56

Max 1.0

0,65

0,75

0,85

0,95

7 8 9 10

= 0!4 

N

D = 2

D = 3
D = 4

D = 5

Fig. 3. The average value of quality criterion depending on number of nodes for differ-
ent number of network domains.
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One may notice that the Algorithm 1 gives the average solution which devi-
ates no more than 20% from the socially optimal (i.e. optimal in terms of the
social welfare). In the worst case, this deviation is not greater than 50%, while in
best cases one may obtain a socially optimal solution (i.e. γ = 1). Nevertheless,
the results (including those presented in Fig. 3) indicates that there is no strict
dependency between solution quality and problem parameters (such as a number
of network nodes or a number of network domains).

5 Final Remarks

In this paper, the capacity allocation problem with the quality of experience and
quality of service requirements for autonomic multi-domain software defined net-
works was considered. The problem was formulated in the terms of the game the-
ory and the algorithm which finds Nash Equilibrium was presented. Introduced
solution method allows SDN controllers to act independently, so no communica-
tion and no negotiations are required. The initial experiments indicate that the
proposed approach is very promising one. However, the experiments for larger
networks are needed, so the more practical conclusions can be made. The future
works may also include the application of the presented approach to the non-IP
software defined networks like content-aware SDN (CASDN) as an extension of
the ideas presented in [9] and to the virtual software defined networks as an
extension of the ideas presented in [6,7].
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Abstract. In the paper a finite-capacity queueing model with server break-
downs is considered. Jobs arrive according to a Poisson process and are being
served during exponentially distributed processing time under the FIFO service
discipline. During the operation of the system successive exponential
failure-free times are followed by generally distributed repair periods. After the
processing a job may rejoin the queue (feedback) with probability q or leave the
system with probability 1 − q. Applying the analytical approach based on the
idea of Markov chain and the formula of total probability, a system of integral
equations for the transient queueing delay distribution is built, conditioned by
the initial buffer state. Algebraic method based on the idea of Korolyuk’s
potential is used to obtain the solution of the corresponding system written for
Laplace transforms in a closed form. Numerical example is attached as well.

Keywords: Bernoulli feedback � Finite-Buffer queue � Integral equations �
Queueing delay � Transient state

1 Introduction

Wide applications of finite-buffer queueing models in modelling and performance
evaluation of telecommunication and computer networks, in automated manufacturing
lines, transport and logistic problems are obvious. In the analysis of the appropriate
queueing model some important stochastic characteristics, like queueing delay,
queue-size distribution or time to buffer overflow, describing the operation of the
system, are very helpful. As it seems, particularly important is the knowledge of the
behavior of these characteristics in the non-stationary state of the system (i.e. at a fixed
time epoch t), not only in the stable state. The time-dependent investigation of the
system behavior is essential if we are interested e.g. in the analysis of system’s evo-
lution just after the initial moment or after introducing a new control mechanism (see
e.g. [3]).

In practice, queueing systems with different-type limitation in service process are
often used. In this class the model with server failures and Bernoulli feedback is an
important one (see [2, 15]). A single-server model with Poisson arrivals and unreliable
service station is considered e.g. in [1] and generalized for the multi-channel case in
[14]. In [12] an infinite-buffer M/M/1-type queueing system with server subject to
breakdowns is investigated. Some models with server failures are also considered e.g.
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J. Świątek et al. (eds.), Information Systems Architecture and Technology: Proceedings of 38th
International Conference on Information Systems Architecture and Technology – ISAT 2017,
Advances in Intelligent Systems and Computing 656, DOI 10.1007/978-3-319-67229-8_21



in [5, 6, 13]. In [4] a queueing model with unreliable server and negative jobs (dis-
asters), the arrivals of which cause losing of some or all customers present in the
system at the arrival epoch, is analyzed.

In the paper we study a single-server queueing model with finite buffer and server
breakdowns, in which successive inter-arrival, service and failure-free times are
independent exponential random variables, while repair periods have general-type
distribution. Moreover, a Bernoulli feedback mechanism is implemented, in which the
job after the service may rejoin the queue with a fixed probability. As it seems, such a
mechanism can be successfully used in modelling of packet retransmission. Using the
approach based on the memoryless property of exponential distribution, the formula of
total probability, integral equations and linear algebra, we obtain the formula for
Laplace transform of the virtual delay d(t) distribution at time t.

Transient analysis of the virtual delay in general-type batch-arrival queueing model
can be found e.g. in [7] (see also [8] for the actual waiting time) is discussed. In [9] (see
also [10]) the case of the virtual waiting time in a finite-buffer queue with single and
multiple vacation policy is analyzed.

2 Model Description and Methodology

2.1 Queueing System

We deal with a single-channel queueing system in which the stream of the arriving jobs
(customers, calls, packets, etc.) is governed by a Poisson process with rate k: The
processing is offered according to a FIFO service discipline and successive service
times are independent and exponentially distributed with mean l�1: The service station
is unreliable, i.e. successive failure-free times which are exponentially distributed with
mean c�1; are followed by generally distributed repair periods with cumulative dis-
tribution function (CDF in short) F �ð Þ.

The capacity of the system equals N; i.e. we have a buffer with N � 1 places and
one place “in processing”. A typical Tail Drop procedure is used in the case of buffer
overflow: the incoming job that finds the system in state N cannot be buffered and is
lost without service. The buffer may contain a number of jobs accumulated before the
start of the system. It is assumed that the service station is in order at the starting time
t = 0 and can break down only being busy with processing of a job.

A mechanism of Bernoulli feedback is implemented in the considered system. Each
job, independently on the others, can rejoin the queue after the service with probability
q 2 0; 1½ �: Similarly, after the processing, a job leaves the system definitely with
probability 1� q:

Let us denote by d(t) the queueing delay at time t, i.e. the waiting time of a
“hypothetical” job arriving the system exactly at time t. The main goal of the theoretical
analysis is to find a compact-form and numerically tractable formula for the tail of CDF
of d(t), in dependence on the initial level of buffer saturation, i.e. for the following
stochastic characteristic:
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Dnðt; xÞ def P dðtÞ[ x Xð0Þ ¼ njf g; ð1Þ

where t[ 0; x[ 0; n 2 0; 1; . . .;Nf g and Xð0Þ stands for the number of jobs present in
the system (buffered) at the starting time t ¼ 0: The formula will be derived in terms of
Laplace transforms (LTs in short).

2.2 Analytical Approach

In the analysis we use the analytical approach that can be presented as a certain
step-by-step procedure. We start by defining a set of random events describing the
behavior of queueing delay distribution in the case of the system being empty at the
opening. Considering also the situation of the buffer containing a number of jobs before
the starting moment, we next build a system of integral equations for Dn(t, x), where
n ¼ 0; 1; . . .;N:

In the construction of the system we use the continuous version of the total
probability law and a renewal-theory approach, determining the Markov moments in
the evolution of the system. The original system of equation we change into the
corresponding form written for appropriate LTs and write it in a specific form. Finally,
we obtain the solution of the latter system by using the idea of potential of a random
walk. Namely, the solution is written in a closed form utilizing an additional sequence
defined by coefficients of the system.

3 Equations for Queueing Delay Distribution

3.1 Integral Equations for Dn t; xð Þ at Fixed Time t

Let us start with considering the case of the system being empty at the starting epoch
t = 0. If we denote by y the first arrival moment after this time, we may write the
following obvious integral equation:

D0 t; xð Þ ¼ k
Zt

0

e�kyD1 t � y; xð Þdy: ð2Þ

Assume now that at least one job is accumulated in the buffer before the opening of
the system, i.e. n 2 1; 2; . . .;Nf g:

Note that, due to exponential probability distributions of inter-arrival, service and
failure-free times, the moments of occurrences of arrivals, service completions (de-
partures) and machine (service station) failures are Markov moments in the evolution of
the system. To utilize this fact, let us define the following random events:

(1) A1 – the first arrival occurs before the moment t and precedes the first departure
epoch and the first failure time;

(2) A2 – the first departure occurs before the moment t and precedes the first arrival
epoch and the first failure time;

Queueing Delay in a Finite-Buffer Model 231



(3) A3 – the first machine failure (breakdown) occurs before the moment t and pre-
cedes the first arrival and departure epochs;

(4) A4 – before time t nor neither an arrival nor departure nor failure moment occurs.

Evidently, the following equation is true:

Dn t; xð Þ ¼
X4
j¼1

P d tð Þ[ x;AjjX 0ð Þ ¼ n
� �

: ð3Þ

For the buffer being not saturated at the opening, i.e. n 2 1; 2; . . .;N � 1f g, it is
easy to check that, just from the definitions of random events Aj, the following rela-
tionships hold:

P d tð Þ[ x;A1jX 0ð Þ ¼ nf g ¼ k
Zt

0

e� kþlþ cð ÞyDnþ 1 t � y; xð Þdy; ð4Þ

P d tð Þ[ x;A2jX 0ð Þ ¼ nf g ¼ l
Zt

0

e� kþlþ cð Þy 1� qð ÞDn�1 t � y; xð Þþ qDn t � y; xð Þ½ �dy;

ð5Þ
P d tð Þ[ x;A3jX 0ð Þ ¼ nf g

¼ c
Z t

y¼0

e� kþlþ cð Þydy
Zt�y

z¼0

XN�n�1

j¼0

kzð Þ j
j!

e�kzDnþ j t � y� z; xð Þ
"(

þDN t � y� z; xð Þ
X1
j¼N�n

kzð Þ j
j!

e�kz
i
dF zð Þ:

þ
Z1

z¼t�y

XN�n�1

j¼0

k t � yð Þ½ � j
j!

e�k t�yð Þ�l x�y�zþ tð Þ Xnþ j�1

k¼0

l x� y� zþ tð Þ½ �k
k!

dFðzÞ
o

ð6Þ

and, finally,

P d tð Þ[ x;A4jX 0ð Þ ¼ nf g ¼ e� kþlþ cð Þt�lx
Xn�1

j¼0

ðlxÞ j
j!

: ð7Þ

Let us comment Eqs. (4)–(7) briefly. Indeed, in (4) the first arrival occurs before
time t, and before the first departure and failure moment, exactly at time denoted by y.
Hence, the evolution of the system “restarts” in Markov moment y with n + 1 jobs
present. In (5), at the Markov moment y corresponding to the first departure epoch, the
system “renews” with n − 1 jobs present with probability 1 − q (no feedback) and with
n jobs with probability q (feedback). The representation (6) describes the case in which
a breakdown precedes the first arrival and the first departure. The first summand on the
right side of (6) relates to the situation in which a repair is also completed before
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time t and during the repair period the buffer does not become saturated. In the second
summand on the right side of (6) the system “restarts” the operation after the repair
period with the maximal number of N jobs present. In the last summand the repair
period finishes after time t. The formula (8) is evident: since before time t neither
arrival nor departure nor breakdown occurs, the probability that the queueing delay at
this time exceeds x equals to the probability that at most n − 1 of accumulated jobs will
be served during time period of length x.

For the system that starts the operation with the buffer being saturated (n = N),
analogically, the following equations can be written:

P d tð Þ[ x;A1jX 0ð Þ ¼ Nf g ¼ k
Zt

0

e� kþ lþ cð ÞyDN t � y; xð Þdy; ð8Þ

P d tð Þ[ x;A2jX 0ð Þ ¼ Nf g ¼ l
Zt

0

e� kþ lþ cð Þy 1� qð ÞDN�1 t � y; xð Þþ qDN t � y; xð Þ½ �dy;

ð9Þ

P d tð Þ[ x;A3jX 0ð Þ ¼ Nf g ¼ c
Zt

y¼0

e� kþ lþ cð Þydy
Zt�y

z¼0

DN t � y� z; xð ÞdFðzÞ ð10Þ

and

P d tð Þ[ x;A4jX 0ð Þ ¼ Nf g ¼ 0: ð11Þ

3.2 Corresponding System for Laplace Transforms

In this subsection we construct a system of equations, corresponding to (2), (4)–(7) and
(8)–(11), written for LTs of conditional distributions Dn t; xð Þ:

Define

dnðs; xÞ def Z1

0

e�stDn t; xð Þdt; ð12Þ

where < sð Þ[ 0 and n 2 0; 1; 2; . . .;Nf g; and introduce, additionally, the following
functions:

fkðk; sÞ def Z1

0

ktð Þk
k!

e� kþ sð ÞtdF tð Þ; ð14Þ

Hðs; xÞ def e�lx Z1

y¼0

elydFðyÞ
XN�n�1

j¼0

Zy

z¼0

ðkzÞ j
j!

e� kþ sþ lð Þz Xnþ j�1

k¼0

l x� yþ zð Þ½ �k
k!

dz: ð15Þ
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Due to the fact that the following representations are true:

c
Z1

t¼0

e�stdt
Zt

y¼0

e� kþ lþ cð Þydy
Zt�y

z¼0

kzð Þk
k!

e�kzDj t � y� z; xð ÞdF zð Þ

¼ c kþ lþ cþ sð Þ�1fk k; sð Þdj s; xð Þ;
ð16Þ

c
Z1

t¼0

e�stdt
Zt

y¼0

e� kþlþ cð Þydy
Zt�y

z¼0

DN t � y� z; xð ÞdF zð Þ

¼ c kþ lþ cþ sð Þ�1f0ð0; sÞdN s; xð Þ
ð17Þ

and

c
Z1

t¼0

e�stdt
Zt

y¼0

e� kþ lþ cð Þydy
Z1

z¼t�y

XN�n�1

j¼0

k t � yð Þ½ � j
j!

e�k t�yð Þ�l x�y�zþ tð Þ

Xnþ j�1

k¼0

l x� y� zþ tð Þ½ �k
k!

dF zð Þ ¼ c kþ lþ cþ sð Þ�1H s; xð Þ; ð18Þ

then we obtain the following system of equations written for LTs
dn s; xð Þ; n 2 0; 1; . . .;Nf g :

d0 s; xð Þ ¼ kðkþ sÞ�1d1 s; xð Þ; ð19Þ

dn s; xð Þ ¼ 1
kþ lþ cþ s

kdnþ 1 s; xð Þþ l 1� qð Þdn�1 s; xð Þþ qdn s; xð Þð Þ½

þ c
XN�n�1

k¼0

dnþ k s; xð Þak sð Þþ dN s; xð Þ
X1

k¼N�n

fk k; sð ÞþHðs; xÞ
 !

þ e�lx
Xn�1

j¼0

ðlxÞ j
j!

# ð20Þ

and

dN s; xð Þ l 1� qð Þþ sþ c 1� f0ð0; sÞð Þþ s½ � ¼ l 1� qð ÞdN�1 s; xð Þ: ð21Þ

4 Main Result

Let us notice that introducing the following functions and substitution:

a0 sð Þ def lð1� qÞ
kþ lð1� qÞþ cþ s

; akþ 1 sð Þ

def
1

kþ l 1� qð Þþ cþ s
kdk;1 þ cakðsÞ
� �

;

ð22Þ
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vk s; xð Þ def � 1
kþ l 1� qð Þþ cþ s

c g0 s; xð Þ
X1
i¼k

ai sð ÞþH s; xð Þ
 !

þ e�lx
XN�k�1

j¼0

lxð Þ j
j!

" #

def Ck sð Þg0 s; xð ÞþDk s; xð Þ;
ð23Þ

where di,j is Kronecker delta function,

Ck sð Þ def � c
kþ lð1� qÞþ cþ s

X1
i¼k

ai sð Þ; ð24Þ

Dk s; xð Þ def � 1
kþ l 1� qð Þþ cþ s

cH s; xð Þþ e�lx
XN�k�1

j¼0

lxð Þ j
j!

" #
; ð25Þ

and

gn s; xð Þ def dN�n s; xð Þ; ð26Þ

The equations of the system (19)–(21) can be rewritten in the following form:

g0 s; xð Þ l 1� qð Þþ sþ c 1� f0ð0; sÞð Þþ s½ � ¼ l 1� qð Þg1 s; xð Þ; ð27Þ
Xn
k¼�1

akþ 1 sð Þgn�k s; xð Þ � gn s; xð Þ ¼ vk s; xð Þ; ð28Þ

where 1� n�N� 1; and

gN s; xð Þ ¼ k kþ sð Þ�1gN�1 s; xð Þ: ð29Þ

In [11] the following system of equations is considered:

Xn
k¼�1

akþ 1yn�k � yn ¼ vk; ð30Þ

where n � 1 and akð Þ; a0 6¼ 0; ðvkÞ are two known sequences. It is proved in [11] that
each solution of (30) can be given in the form (n � 1):

xn ¼ MRn þ
Xn
k¼1

Rn�kvk; ð31Þ

in which M is a constant and the sequence (Rn) is connected with the sequence of
coefficients (ak) by the following equation:

X1
k¼0

Rkz
k ¼ z

z� AðzÞ ; ð32Þ

where AðzÞ def
P1
k¼0

akzk; zj j\1:
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Evidently, the system (28) has the same form as (30) but with functions (ak) and
(vk) depending on s, and s and x, respectively. In consequence (see (31)) M can be in
general dependent on s and x, so we obtain for n � 1

gn s; xð Þ ¼ M s; xð ÞRn sð Þþ
Xn
k¼1

Rn�k sð Þvk s; xð Þ; ð33Þ

where vkðs; xÞ was defined in (23). Obviously, we need the formulae for M(s, x) and
η0(s, x), since (33) is valid for n� 1 only.

Taking n = 1 in (33), we get

g1 s; xð Þ ¼ M s; xð ÞR1 sð Þ: ð34Þ

Next, defining

G sð Þ def l 1� qð ÞR1 sð Þ½ ��1 l 1� qð Þþ c 1� f0 0; sð Þð Þþ s½ �; ð35Þ

and referring to (27) and (34), we obtain

M s; xð Þ ¼ G sð Þg0 s; xð Þ: ð36Þ

Substituting now n = N into (33) and using (23), we have

gN s; xð Þ ¼ G sð ÞRN sð Þg0 s; xð Þþ
XN
k¼1

RN�k sð Þ Ck sð Þg0 s; xð ÞþDk s; xð Þ½ �: ð37Þ

From the other side, applying (33) in (29), we get

gN s; xð Þ ¼ k kþ sð Þ�1 G sð Þg0 s; xð ÞRN�1 sð Þþ
XN�1

k¼1

RN�1�k sð Þ Ck sð Þg0 s; xð ÞþDk s; xð Þð Þ
" #

:

ð38Þ

Comparing the right sides of (37) and (38), we eliminate η0(s, x) as follows:

g0 s; xð Þ ¼
XN�1

k¼1

k kþ sð Þ�1RN�1�k sð Þ � RN�k sð Þ
� �

Dk s; xð Þ
" #

= G sð Þ RN sð Þ � k kþ sð Þ�1RN�1�k sð Þ
� �

�
XN�1

k¼1

k kþ sð Þ�1RN�1�k sð Þ � RN�k sð Þ
� �

Ck s; xð Þ
" #

:

ð39Þ
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Now, from the representations (26), (33), (36) and (39) we obtain the following
main result:

Theorem. The Laplace transform dn(s, x) of the tail of CDF of queueing delay in the
considered queueing system with failures and Bernoulli feedback is given by the
following formula:

dn s; xð Þ ¼ G sð ÞRN�n sð Þþ
XN�n

k¼1

RN�n�kðsÞCk sð Þ
" #

g0 s; xð Þ

þ
XN
k¼1

RN�k sð ÞDk s; xð Þ;
ð40Þ

where Re sð Þ[ 0; 0� n�N; and the formulae for Ck s; xð Þ;Dk sð Þ;GðsÞ and g0 s; xð Þ are
found in (24), (25), (35) and (39), respectively. Moreover (compare (32))

X1
k¼0

RkðsÞzk ¼ z
z� Aðs; zÞ ; ð41Þ

where A s; zð Þ ¼P1
k¼0 ak sð Þzk; zj j\1; and ak sð Þ is defined in (22).
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Abstract. Software products are usually required to meet some sta-
tic or dynamic properties. Well-known examples of dynamic properties
are the program execution time and the related goal of software per-
formance optimization. Because of the increasing importance of ecolog-
ical and environmental issues, also the energy consumption of software
products is a dynamic property of increasing importance. Modern com-
puter systems already provide features, such as multicores and voltage-
frequency scaling, to support the reduction of the energy consumption of
software. However, a low program execution time and a good energy effi-
ciency might be conflicting goals and it may be difficult so simultaneously
reduce the program execution time and the energy consumption. In this
article, the relation between energy effort and execution time of software
is investigated and a software tuning method for task-based programs is
proposed, which appraises different program versions and different task
structures concerning their execution time and energy consumption with
the objective to pick the most favorable solution.

Keywords: Software tuning · Energy effort · Execution time · Task-
based programs

1 Introduction

Energy-aware computing and the efficient use of computing resources are now
accepted to be as important for software products as performance aspects or
issues such as reliability and security. Energy efficiency has already been a critical
concern in digital circuit design for the last two decades, which has caused sev-
eral power-aware system features, including multicore-on-a-chip processors, core-
independent functional units, dynamic voltage and frequency scaling (DVFS),
or clock gating. These techniques are mainly aimed at a reduction of the energy
consumption of the processors. Other techniques also address other compute
devices. To fully exploit the hardware capabilities for reducing the energy con-
sumption of software running on that hardware, there have to be programming
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methods that are aware of the energy consumed. Energy models and measures
are needed to plan and evaluate the time and energy behavior of the software on
specific hardware. This article considers this problem of evaluating the behavior
of program execution for the case of task-based programs.

The design of application software code can influence the energy consumption
of program execution. This can be done by either decreasing the execution time,
which may result in a smaller energy consumption, or by scaling the frequency
to decrease the power consumption, which may however increase the execution
time. Since a low execution time is still an important goal, for instance when
simulating large applications or when a predefined response time is required,
energy-awareness and performance awareness have to be treated together result-
ing in a multidimensional design space for the software. Typical approaches
are to minimize the execution time while guaranteeing an upper bound for the
energy consumption or to minimize the energy consumption while guaranteeing
an upper bound for the execution time. This can be done by solving optimization
problems in a planning and tuning phase before software execution as proposed
in this article.

The power consumption and the execution time of an application belong to
the dynamic properties, which can only be measured and evaluated exactly at
runtime. For the planning and tuning phase before execution, appropriate pre-
diction methods for execution time and energy consumption are required which
mimic the performance behavior by some metrics. Well-known metrics for the
measurements of performance are floating point operations per second (flop/s)
or the time needed to solve a specific problem (time-to-solution). Concerning the
power or the energy, the metric for power efficiency measured in performance
per Watt (flop/s/w) and the amount of energy needed to solve a specific prob-
lem (energy-to-solution) are used. The energy-delay product (EDP) combines
the time-to-solution and the energy-to-solution and, thus, constitutes an appro-
priate metrics to evaluate the execution time and energy consumption together.
The metrics time-to-solution and the energy-to-solution are considered in this
article.

In this article, we propose a software planning and tuning process which
selects a program with a minimum execution time with or without energy con-
straint or vice versa. The underlying programming model considers programs
built up of independent sequential tasks and to be executed on a multicore or
other shared memory hardware. The planning and tuning is done before execu-
tion time and its goal is to pick a program version from a multitude of seman-
tically equivalent program versions in this task model. The program versions
are created by different assignments of the tasks to the cores or processors and
by selecting different operational frequencies for those cores or processors. The
assignment process is guided by cost information for the single sequential tasks,
which can be execution time (measured or predicted) or any other suitable met-
rics. The resulting overall execution time can be adapted to improve the parallel
execution time or to meet any other optimization goal. As a running example,
we consider a frequency scaling adaptation process.
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The contribution of the article is to propose a software tuning methodology
that supports the software developer in the tuning process before program exe-
cution. The advantage is that an expensive redesign and reimplementation of
software can be avoided, since a violation of energy or performance constraints
can be detected and clarified in the early product development steps and not
only in a posteriori measurement and analyses phase. These design steps are
included in a learning phase which is typically iterating over the assignment and
adaption steps and may include a practical test tun. The final result is a program
structure which is ready for efficient production runs.

The rest of the article is structured as follows: Sect. 2 summarizes the task-
based programming approach considered. Section 3 presents the energy model for
software. Section 4 addresses the resulting optimization problem as well as the
task scheduling for multicore systems. Section 5 presents the software architec-
ture of the planning and tuning tool and discusses the workflow for the software
planning. Section 6 discusses related work and Sect. 7 concludes the article.

2 Task-Based Software Construction

Task-based programming is a popular parallel programming model supported by
multiple operating systems, programming environments or languages. Examples
are OpenMP [1], the TPL library for .NET [2], Cilk [3] and Charm++ [4]. A
task is a basic unit of the program comprising a distinct amount of work to be
executed. In a task-based programming model, an entire application program
is decomposed into these smaller units and the entirety of the executions to be
done is represented by a set T of tasks. Tasks may depend on each other due
to some result data produced by one task and needed by another tasks or vice
versa. But tasks can also be entirely independent of each other which gives rise
to a parallel execution on different execution units of a multicore or of another
parallel hardware platform. Such a set of independent tasks can originate from
one application but also from different applications.

Task parallelism exploits the task structure for a faster execution and is some-
times also called control parallelism, in contrast to data parallelism, or even
functional parallelism, since function calls are often used as tasks. Some pro-
gramming environments exploiting task parallelism support parallel execution
on different cores or processors by different threads which are pinned to cores
and processors. Since a thread assignment to execution units is often a one-to-
one mapping, we use thread and execution unit in an interchangeable way. An
important advantage of tasks parallelism is load balancing leading to an over-
all small execution time by keeping all execution units (or threads assigned to
them) busy while guaranteeing small idle times. The quality of the load balance
achieved depends on the scheduler and the scheduling algorithms assigning the
task to threads or execution unit. Schedulers are either part of the operating
systems or are included in a higher level of the software stack, e.g. a program-
ming library such as OpenMP [1], or tools proposed for task parallelism, such
as Tlib [5].
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In the following, we consider a set T = {t1, . . . , tn} of tasks which are to be
scheduled and assigned to a set of execution units pi, i = 0, . . . , pmax − 1. It is
assumed that the tasks are independent and that their input data are available
on any execution unit pi at any time due to a shared memory architecture, e.g. a
multicore. Thus, the tasks t ∈ T can be executed in any order and a scheduling
algorithm has no constraints concerning a task to be ready for execution so that
a task can be assigned to any execution unit pi at any time.

To perform a good assignment of tasks, a schedule needs information about
the cost for each tasks. Costs can represent the execution time needed on an
execution unit. As execution units, we use multicore processors with DVFS. A
processor with DVFS can run on a lower frequency with the effect that the
processor is slower and that the execution time for a tasks is higher, but might
consume less energy.

In the following, we consider DVFS systems with pmax cores and operational
frequencies f ranging between a minimum frequency fmin and a maximum fre-
quency fmax. The frequency can only be changed in discrete steps. Frequency
scaling for DVFS processors can be expressed by a dimensionless scaling factor
s ≥ 1 which describes a smaller frequency f ≤ fmax relative to the maximum
possible frequency fmax as f = fmax/s. The execution time of task t ∈ T
on a processor using frequency f corresponding to scaling factor s is denoted
as Tt(s). The execution time of the entire subset of task assigned to a thread
or execution unit p processing with a frequency with scaling factor s is then:∑

t assigned to p Tt(s).

3 Energy Model

In addition to the execution time, we will also consider the energy consumption
of a program execution. The energy consumed for the execution of an applica-
tion program results from the execution time T (s)[sec] of the application and
the power P (s)[Watt] consumed during that time. To model power and energy
consumption, we use a well-accepted energy model that has already been applied
to embedded systems [6], to heterogeneous computing systems [7], or to shared-
memory architectures [8]. This section summarizes the energy model according
to [6].

The power consumption of a processor consists of the dynamic power con-
sumption Pdyn, which is related to the switching activity and the supply volt-
age, and the static power consumption Pstatic, which captures the leakage power
consumption as well as the power consumption of peripheral devices, such as
the I/O subsystem [9]. The dynamic power consumption is approximated by
Pdyn = α ·CL ·V 2 ·f where α is the switching probability, CL is the load capaci-
tance, V is the supply voltage, and f is the operational frequency. The frequency
f depends linearly on the supply voltage V , i.e., it is V = β ·f with some constant
β. Reducing the frequency by a scaling factor s, i.e., using a modified frequency
value f̃ = s−1 ·f with s ≥ 1, leads to a decrease of the dynamic power consump-
tion, which results in the following equation for the dynamic power consumption:
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P̃dyn(s) = α · CL · V 2 · f̃ = s−3 · Pdyn(1) [Watt], where Pdyn(1) corresponds to
the dynamic power consumption of an un-scaled system with s = 1.

The leakage power consists of several components, including sub-threshold
leakage, reverse-biased-junction leakage, gate-induced-drain leakage, gate-oxide
leakage, gate-current leakage, and punch-through leakage [10]. An approximation
has been proposed by [11], who model the static power consumption due to
leakage power as Pstatic = V · N · kdesign · Ileak where V is the supply voltage,
N is the number of transistors, kdesign is a design dependent parameter, and
Ileak is a technology-dependent parameter. Other authors have also proposed
to make the simplified assumption that Pstatic is independent of the voltage or
frequency scaling [6]. This is justified by the close match between the data sheet
curves of real DVFS processors and the analytical curves obtained by using this
assumption [12].

The power consumption of a task t ∈ T is then Pt(s) = Pdyn(s) + Pstatic.
Using the scaling factor s as parameter, the energy consumption of a task t ∈ T
on one processing unit is Et(s) = Pt(s) ·Tt(s) = (Pdyn(s)+Pstatic) ·Tt(s) [Joule].
The energy consumption for the execution of several tasks on the same processor
p is then computed by adding the energy needed to compute all the tasks, i.e.,∑

t assigned to p Et(s).
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Fig. 1. Left: Distribution of the energy consumption resulting from different task
assignments using different operational frequencies. Right: Illustration of the resulting
execution time achieved for a specific energy effort.

4 Tuning Energy Effort and Execution Time

In this section, we consider the energy consumption and execution time of task-
based application programs built up from a set of tasks.

4.1 Optimization Problems for Time and Energy

The parallel execution time of a parallel program Tpar(s) is usually defined
as the time elapsed between the starting time when the first processor starts
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its execution and the finishing time when the last active processor finishes its
execution. The parameter s indicates that the execution time depends on the
speed of the processors and, in general, the execution time is smaller for higher
frequencies (meaning smaller values of s). When assumed that all processors start
at the same time, the parallel execution time is the maximum of all execution
times of the processors involved, which might mean that some processors have
some idle times without useful work.

The parallel execution time is accompanied by an energy consumption
Epar(s) of these processors which comprises the energy of the active compu-
tation times and also the idle times in which only static power is consumed.
When using a higher frequency (meaning smaller scaling factor s) the energy
usually increases. Measurements have shown that there is non-linear dependence
between frequency and energy consumed.

For parallel computing, a small execution time is usually a goal, which is
nowadays accompanied by the aim to have a low energy consumption as well.
Given that the behavior of execution time and energy consumption with respect
to the scaling factor is quite the contrary, these are conflicting goals, which gives
rise to several optimization problems concerning time or energy. When consid-
ering a parallel program in the task-based model with a set T of tasks executed
on pmax processors, there is the additional degree of freedom of choosing a spe-
cific assignment of tasks to processors, which influences the parallel execution
time due to possible idle times of different length and, thus, different energy
consumption values may result. To capture the conflicting goals, we formulate
the following different optimization problems:

Find an assignment A : T → {p0, . . . , pmax −1} and a frequency s such that:

– (T-OPT): Tpar(s) → minimum
– (T-OPT-C): Tpar(s) → minimum under the constraint Epar(s) ≤ EC
– (E-OPT): Epar(s) → minimum
– (E-OPT-C): Epar(s) → minimum under the constraint Tpar(s) ≤ TC

The determination of an optimal assignment A of tasks to processors is an NP-
complete problem, which is typically solved by heuristics, such as scheduling
algorithms.

Figure 1(left) shows the energy consumption resulting for different schedules
for the same task-based program and using different frequencies (but the same for
all processors). The schedules have been computed for the 26 SPEC CPU2006
benchmarks on eight processors using timings for an Intel Haswell processor
over different frequencies. Each dot represents a different schedule. The smallest
energy consumption is obtained for schedules between 1.5 GHz and 2.3 GHz. It
can be seen that the results are quite different, yet they follow a u-shape like
overall behavior.

Figure 1(right) illustrates the correlation between energy effort and resulting
execution time. Investing more energy typically results in a reduction of the
execution time. The red line shows the border in the energy-time phase space for
all possible schedules and frequency adaptations. Point A represents the smallest
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Algorithm 1. Scheduling algorithm with frequency adaptation.

1: procedure ScheduleTasks (TaskSet T )

2: for (all frequencies available for DVFS) do

3: s is the scaling factor for the selected frequency f

4: Sort tasks {t1, . . . , tn} in queue Q such that Tt1 (s) ≥ Tt2 (s) ≥ . . . ≥ Ttn (s);

5: while (un-assigned tasks remain in Q) do

6: if (worker thread W becomes idle) then

7: Remove next task from beginning of Q and assign it to W

8: end if

9: end while

10: Compute makespan of resulting task assignment;

11: Compute resulting overall energy consumption;

12: Reduce energy consumption by frequency adaptation of individual processors;

13: end for

14: Compare and select best solution;

15: end procedure

execution time possible, point D the smallest energy consumption possible. Point
B represents the smallest possible execution time for a given maximum energy
budget EC. Point E represents the smallest possible energy consumption for a
given maximum execution time TC not to be exceeded.

4.2 Task Assignment

Scheduling algorithms for collections of independent tasks are often based on
list scheduling, see [13] for an extensive overview. In this work, we use such a
list-based scheduling algorithm for the experiments, see Algorithm 1. In contrast
to other scheduling algorithms, Algorithm 1 takes DVFS into consideration and
investigates task timings for different frequencies, represented by their scaling
factor. The tasks are sorted in decreasing order of their execution time for the
frequency selected and are then assigned in a greedy way to the next processor
that becomes idle. The resulting maximum execution time of all processors deter-
mines the so-called makespan of the schedule computed. The resulting energy
consumption is the sum of the energy consumptions of the individual proces-
sors. After the computation of the schedule, which uses the same frequency for
all processors, the algorithm investigates whether an adaptation of the frequen-
cies of the individual processors may lead to a reduction of the overall energy
consumption. If this is the case, the frequencies are adapted accordingly. Only
those adaptations are considered that do not lead to an increase of the overall
makespan.

4.3 Experimental Evaluation

The scheduling algorithm from the previous subsection can be applied to assign
tasks to processors. For the tasks, different operational frequencies can be used.
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Figure 2 shows the result of such an assignment of the 26 SPEC CPU2006 bench-
marks, see [14], to eight processors using timings for an Intel Core i7-4770 with
Haswell architecture. The schedules are generated for 15 different operational fre-
quencies between 0.8 and 3.4 GHz, as they are provided by the Haswell processor.
Each schedule can again be performed with different frequencies, yielding 225
possible combinations of energy effort and execution time. In Fig. 2(left), each
dot represents a different schedule and the position of the dot denotes the energy
effort required and the makespan obtained, using execution time and energy con-
sumption values for tasks measured on the Intel Core i7 processor. The energy
measurement technique is described in detail in [12]. For the schedules used for
the data in Fig. 2(left), all processors are running at the same frequency and the
corresponding frequencies are denoted in the diagram. Additionally, the frequen-
cies of the processors can be adapted after the schedules have been computed,
to hide possible idle times, which can lead to a further reduction of the energy
effort. This is shown in Fig. 2(right), where the brown dots represent schedules
with frequency adaptation for the individual processors. It can be seen that the
frequency adaptation can lead to a significant decrease of the resulting energy
consumption without affecting the overall makespan, see [15] for more informa-
tion about the experiments. Only the most relevant area of Fig. 2(left) is captured
in Fig. 2(right). The resulting lower left border line corresponds to the red border
line in the illustration in Fig. 1(right). The experiments show that for the same
set of tasks and the same architecture, a multitude of different solutions result
from which the most favorable can be selected depending on the optimization
problem.
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Fig. 2. Energy effort and resulting execution times: Schedules without (left)
and with (right) frequency scaling for individual processors for SPEC benchmarks with
Haswell timings.
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5 Software Architecture for Optimization Environment

Figure 3 shows the coarse structure of the workflow for the software planning
and tuning towards an efficient execution and a reduction of the overall energy
consumption. The input program may be available in several task-based versions
that may differ in the arrangement and granularity of the tasks. All these task
versions perform the same computations and lead to the same output, but may
differ in performance and energy consumption. A suitable program version is
selected in the first step of the workflow. For this program version, a scheduling
algorithm is selected, see [16], and is then used to compute a schedule for the
given set of tasks. The assignment function A is computed and evaluated accord-
ing to its resulting makespan and energy consumption. Based on this schedule
and the DVFS capabilities of the given hardware platform, the frequencies of the
individual processors can be adapted by a adaptation method to reduce the over-
all energy consumption. Different adaptation methods can be used, depending
on the optimization goals described in Sect. 4.1. For example, the energy con-
sumption can be reduced by adapting the frequencies of the different processors
without increasing the overall makespan, but the adaption can also be done such
that the makespan is allowed to increase by a certain amount, if this leads to a
further reduction of the energy consumption. After the adaptation, the resulting
schedule and DVFS setting is evaluated with respect to its actual performance
by a theoretical analysis or by performance measurements. If the result is satis-
factory, the tasks will be executed with the selected setting. Otherwise, the user
can iterate over the decision process by either selecting a different adaptation
method, a different scheduling algorithm, or a different task-based program ver-
sion. These steps of the workflow can be considered as the learning phase of the
program tuning. The final program version is then ready for efficient production
runs of the software.

Evaluate
performance/
energy 

Select
Scheduling
method

Select
Adaptation
method

Software
execution
phase

learning phase
production phase

program version

Select
Task−based

re−select

re−select
re−select

Fig. 3. Main structure of the workflow for time and energy tuning of task-based pro-
grams. The learning phase iterates over task decomposition, scheduling method, and
adaptation until the final result is ready for the production phase of the software
execution.

Figure 4 gives an overview of the corresponding software architecture imple-
menting the planning and tuning methodology and the workflow from Fig. 3.
The task-based program is analyzed by a task scheduler, which can use different
scheduling algorithms to produce a schedule for the given hardware environment
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Fig. 4. Software architecture for the planning and tuning tool of energy-efficient
software.

and number of execution units. The scheduling algorithm applied can be time-
oriented, such as the one given in Algorithm 1, but can also be energy-oriented or
mixed, using the energy-delay product. The task scheduler also uses information
about the hardware of the execution platform, including information about the
number of cores to be employed and the DVFS capabilities, as well as a perfor-
mance model and an energy model for the specific behavior of the hardware. The
performance and energy model allow the prediction of the execution time and
resulting energy consumption of the tasks, see [16] for more information about
the energy model. As an alternative, the performance and energy information
could also be provided by measurements of the single tasks in isolation on the
hardware platform used. This is especially suited for cases in which exact infor-
mation is required and where the different tasks of the programs do not change
their execution behavior between different program runs. The schedule produced
by the task scheduler can be improved by a scheduling adaption according to
a given optimization goal, such as a reduction of the energy consumption by a
frequency adaptation of the individual processors, as described in Sect. 4.1. The
result of the adaption is a potentially modified schedule that meets the opti-
mization goal. The scheduling result is then checked, and it may be sent back to
the task scheduler, if the result is not satisfying. If the schedule is accepted, the
tasks are assigned according to the schedule to the hardware resources and the
entire task program is executed according to the tuning decisions.

6 Related Work

Task-based approaches have been considered at several levels and with differ-
ent programming models in mind. Language extensions have been proposed
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to express the execution of tasks, including Fortran M, Opus, Braid, Orca,
and Spar/Java. The HPCS language proposals, Sun’s Fortress, IBM’s X10, and
Cray’s Chapel, also contain some support for the specification of tasks. More-
over, skeleton-based approaches like P3L, LLC, Lithium, and SBASCO, as well
as library-based and coordination-based approaches have been proposed. The
usage of tasks for cloud computing services has been considered in [17].

Power-management features are integrated in computer systems of different
size and class [18,19]. An important feature is the DVFS technique that trades
off performance for power consumption by lowering the operating voltage and
frequency if this is possible [6]. The approach to determine the voltage scaling
factor that minimizes the total CPU energy consumption by taking both the
dynamic power and the leakage power into consideration has been discussed in
[6,9,20] for sequential tasks. Power models for multicore designs are developed
in [19].

An important aspect of the DVFS technique is the integration into task
scheduling algorithms, which traditionally have been developed with the goal to
minimize the overall execution time. Integrating energy-saving goals increases
the resulting complexity of the scheduling algorithms and many fundamental
issues need to be addressed. Fundamental aspects of speed scaling and power-
down scheduling are described in [21]. Theoretical aspects of state-of-the-art
techniques of dynamic voltage scaling problems in the context of tasks with
time constraints are considered in [22]. The integration of task scheduling and
energy overhead considerations to minimize the energy consumption of real-time
dependent tasks on systems with multiple execution resources is considered in
[23]. An introduction to power measuring and profiling techniques is given in [24].
Both hardware-based power measurement and software-based power profiling
and the corresponding power models are considered.

7 Conclusions

The goal to improve the overall energy efficiency of program executions needs
a detailed knowledge of the application, the energy needed for its execution,
and the energy saving techniques of the hardware available. We have proposed
a software planning and tuning methodology which exploits a task-based soft-
ware design method and hardware-oriented power and energy models resulting
in a software coding of flexible energy-aware programs. Experiments have shown
that the multitude of different choices can be reduced and how the methodol-
ogy facilitates the selection of the best program version in the context of the
programmer’s optimization goal. Thus, the same task-based program can result
in different parallel execution codes which compute the same algorithmic result,
but may minimize the execution time with or without energy constraint, may
minimize the energy with or without time constraint, or may minimize both time
and energy based on a fused energy metric and a corresponding scheduling and
tuning.
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Acknowledgement. This work was performed within the Federal Cluster of Excel-
lence EXC 1075 “MERGE Technologies for Multifunctional Lightweight Structures”
and supported by the German Research Foundation (DFG). This work is also sup-
ported by the German Ministry of Science and Education (BMBF) under project num-
ber 01IH16012A/B. Financial support is gratefully acknowledged.

References

1. OpenMP Architecture Review Board: OpenMP Application Program Interface,
Version 4.5. (2015)

2. Leijen, D., Schulte, W., Burckhardt, S.: The design of a task parallel library. In:
Proceedings of the 24th ACM SIGPLAN Conference on Object Oriented Program-
ming Systems Languages and Applications, OOPSLA 2009, pp. 227–242. ACM,
New York (2009)

3. Blumofe, R., Joerg, C., Kuszmaul, B., Leiserson, C., Randall, K., Zhou, Y.: Cilk: an
efficient multithreaded runtime system. J. Parallel Distrib. Comput. 37(1), 55–69
(1996)

4. Kale, L., Bohm, E., Mendes, C., Wilmarth, T., Zheng, G.: Programming petas-
cale applications with Charm++ and AMPI. In: Bader, D. (ed.) Petascale Com-
puting: Algorithms and Applications, pp. 421–441. Chapman & Hall/CRC Press,
Boca Raton (2008)

5. Rauber, T., Rünger, G.: Tlib - a library to support programming with hierarchical
multi-processor tasks. J. Parallel Distrib. Comput. 65(3), 347–360 (2005)

6. Zhuo, J., Chakrabarti, C.: Energy-efficient dynamic task scheduling algorithms for
DVS systems. ACM Trans. Embed. Comput. Syst. 7(2), 1–25 (2008)

7. Lee, Y., Zomaya, A.: minimizing energy consumption for precedence-constrained
applications using dynamic voltage scaling. In: Proceedings of the 2009 9th
IEEE/ACM International Symposium on Cluster Computing and the Grid,
CCGRID 2009, pp. 92–99. IEEE Computer Society (2009)

8. Korthikanti, V., Agha, G.: Towards optimizing energy costs of algorithms for
shared memory architectures. In: Proceedings of the 22nd ACM Symposium on
Parallelism in Algorithms and Architectures, SPAA 2010, pp. 157–165. ACM,
New York (2010)

9. Jejurikar, R., Pereira, C., Gupta, R.: Leakage aware dynamic voltage scaling for
real-time embedded systems. In: Proceedings of the 41st Annual Design Automa-
tion Conference, DAC 2004, pp. 275–280. ACM (2004)

10. Kaxiras, S., Martonosi, M.: Computer Architecture Techniques for Power-
Efficiency. Morgan & Claypool Publishers, Seattle (2008)

11. Butts, J., Sohi, G.: A static power model for architects. In: Proceedings of the 33rd
International Symposium on Microarchitecture (MICRO-33) (2000)
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Abstract. The precise semantics for UML Activities is must-have in automated
applications of them. The paper proposes an approach to a definition of a
semantics of a set of UML Activities in the form of LTS (Labelled Transition
System). The set of activities is transformed to a graph of possible execution
traces, using OCL (Object Constraint Language) operations. So far, it covers
basic elements of an activity, i.e. sequential control and object flows. Moreover,
an Activity Semantics Metamodel is introduced. It specifies concepts, informally
described in the UML, used for Activity semantics definition.

Keywords: UML Activity � OCL � LTS � Formal semantics � Reachability
graph

1 Introduction

An activity is well-known behavior representation commonly called a “control and data
flow” model [8, 12, 15]. There are intensively used for software requirements speci-
fication [3, p. 92, p. 477, 9, 10, 17, p. 105]. However, the main obstacle in using
activity is lack of precise semantics. The definition of UML presented in the OMG
standard [8] is semi-formal, i.e. the semantics of elements is expressed in natural
language and has variation points. Additional challenges are the extensibility of the
UML and (deliberate or accidental) under-specifications.

The lack of formal semantics brings ambiguity problems [5, 8, 11, 13, 16], espe-
cially in case of automation of system development process – i.e. transformation of
PIM and PSM models and code generation in MDA approach; and design of tools
supporting the process [3]. Furthermore, the possibility of UML model-checking is
limited to syntax verification [1].

There are many works on the UML Activities semantics, e.g., [2, 3, 5, 12–16, 4].
These approaches specify the UML Activities semantics in some scope, omitting
certain aspects of the standard and consider only specific usages of the UML Activities
[2, 3, 5, 8] and/or are just outdated [4], since refer to previous versions of the UML [8].
Some of these works provide translational semantics, by expressing the UML Activ-
ities in other formalisms, e.g., Petri-Nets, Abstract State Machines. Nevertheless, it is
challenging to formulate the Activity semantics in these formalism, especially when
more UML Activities constructions are considered [14, 16]. Moreover, the authors
investigate an execution of a single Activity and do not discuss an execution of a set of
Activities.
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The main goal of the paper is to give an approach to a precise interpretation of a set
of activities, consistent with the UML standard. The interpretation is expressed in terms
of all possible execution traces that may be derived from the set. We propose a
transformation of a set of activities into the Labelled Transition System [6], which
describes the modeled behavior in the form of a graph of possible execution traces.

The proposed semantics will support automation of system development process. It
will check compliance with end-users expectations, e.g. by model simulations and
model execution. Next, it will support model checking, especially by using existing
tools, like Construction and Analysis of Distributed Processes tool (CADP). Moreover,
it is a base for test-scenarios generation. And last but not least, it is necessary to build
and validate model transformations between PIM and PSM models, and code
generation.

In Sect. 2, we discuss the syntax and semantics of the UML Activities presented in
the UML specification [8]. We define the LTS-based semantics of the UML Activities
in Sect. 3. It gives definitions that are necessary to introduce the LTS for the UML
Activities, and finally we introduce the algorithm to construct a graph of possible
execution traces. The paper is concluded in Sect. 4.

2 Syntax and Semantics of Activities

The activity defined by UML specification [8] is a graph. It is represented by the
Activity metaclass which consists of ActivityNodes connected by ActivityEdges,
stored in the node and the edge metaattributes of the Activity. The ActivityEdge
connects two ActivityNodes via the source and the target metaattributes, respec-
tively. Subclasses of the ActivityNode are the ExecutableNode, the ObjectNode,
and the ControlNode. There are two types of the ActivityEdge: the ControlFlow and
the ObjectFlow.

An Activity is a kind of a Behavior. The Behavior describes a set of possible
executions, or more precisely it is “a specification of events that may occur dynamically
over time” [13, p. 284]. The UML specification defines an Event as “a set of possible
occurrences”, whereas an occurrence is “something that happens that has some con-
sequence with regard to the system” [13, p. 12]. An invocation of a Behavior creates its
instance, known as a behavior execution. Each behavior execution is related to a specific
execution trace, which is “actual sequence of event occurrences due to the invocation
[of the Behavior], consistent with the specification of the Behavior” [13, p. 284].

An Activity appoints a partial order of behavior steps that may be executed and data
flows corresponding to the steps. A behavior step lasts non-zero time, is expressed by
ExecutableNode and represents, for example, an arithmetic computation, a call to an
operation, or manipulation of object contents. The partial order of behavior steps
execution is specified in terms of tokens flow rules inspired by Petri Nets formalism
[14] – “The effect of one ActivityNode on another is specified by the flow of tokens
over the ActivityEdges between ActivityNodes” [13, p. 372], whereas it is assumed
that the flow, if it occurs, is immediate. There are two kind of tokens: a control and an
object token. A control token flow specifies an effect of execution one ActivityNode on
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another – set an order of the execution, and flows over ControlFlow edges. An object
token is a container for a value that flows over ObjectFlow edges.

A behavior step is enabled to be executed when tokens are offered to it on incoming
edges and specified conditions are met. When an execution of a behavioral step is
started, “tokens are accepted from some or all of its incoming ActivityEdges and a
token is placed on the node” [13, p. 373]. When a behavioral step completes an
execution, “a token is removed from the node and tokens are offered to some or all of
its outgoing ActivityEdges” [13, p. 373]. Thereby, we may distinguish following types
of events occurring during the Activity execution:

– tokens acceptation by a node – e.g. a start of an ExecutableNode execution,
– tokens offering by a node – e.g. a finish of an ExecutableNode execution.

At the given point of an activity’s execution, event types are disjoint for an activity
node, which means that only one of them can be enabled.

An execution trace of an Activity is an actual sequence of tokens acceptances
and/or offerings occurrences due to the invocation, consistent with the specification of
the Activity. Set of all possible execution traces of the Activity is the semantic of the
Activity.

In our approach we consider the semantics of a set of Activities with one indicated
initial activity. The initial activity refers directly or indirectly to activities in the set by
calling other activities (CallBehaviorAction), signal sending (SendSignalAction), etc.

3 Semantics of Activities

We introduce the metamodel representing execution traces of a set of activities (here-
inafter referred to as “ASmetamodel”), (Fig. 1). We define the ASmetamodel in the
context of UML Activity specification [8], thereby some of classes introduced to the
ASmetamodel refer to UML Activity metaclasses, for example to the ActivityNode, the
ActivityEdge. The ASmetaclasses are marked by «ASmetaclass» keyword.

The set of activities (instances of UML Activity metaclass) are represented by a set
of Act activities. When an Act is invoked a new instance of this is created. The instance
is represented by the Execution metaclass.

An execution trace of an Act activity is defined by indicating consecutive places of
tokens within the considered Act. A place of a token in the Act is represented by the
Location metaclass (Fig. 2). A token generally is represented by Token metaclass,
which is specialized by the ControlToken and the ObjectToken metaclasses mod-
elling a control token and object token, respectively. For the sake of the simplicity, an
ObjectToken does not contain a value, however it states that a value is present at all.
In the context of the Location, a token (referenced by token metaattribute) may be
situated either at the node or the edge of the Act.

The Snapshot metaclass represents locations of all tokens at some point (snapshot)
of an execution trace of an Act activity (Fig. 2). It corresponds to progress in the Act’s
behavior execution. A Snapshot refers to the instance of the Act by the execution,
and to a set of tokens places by the locations.
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The Configuration metaclass represents places of tokens (indirectly via snap-
shots) after an event occurrence and before the very next event occurrence, for all
instances of activities (Fig. 2). Or, if it is the Activities’ invocation, it specifies initial
places of tokens within the instances. The Configuration refers to progress in an
execution of the set of Activities.

Fig. 1. Activity semantics metamodel.

Fig. 2. Example configuration of a set of activities.
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An event occurrence causing a transition from one Configuration to another is
modelled by the Transition association metaclass. The event is specified by an
ActivityEvent, which has an event type (eventType) and an activity node (node)
which it refers to. An event type is one of the EventType values, i.e. either the
acceptation value, for acceptation events, or the offering value, for offering events.

A Configuration refers to a predecessor configuration, unless it is the very first
configuration, i.e. one from which it was directly transited.

There may be many successor configurations for a Configuration. Firstly, if there
are many enabled events occurrences for the configuration, e.g., many Exe-
cutableNodes in the activities are enabled to accept tokens (e.g., because of con-
current tokens flows), a new Transition is added for each event occurrence. Secondly,
there may be many successor configurations, for a single event occurrence. For
example, an ExecutableNode having optional outputs (OutputPin) may offer tokens
at every subset of the outputs. Thereby, an event occurrence – tokens offering by the
ExecutableNode – results in a set of possible successor configurations for each subset
of the outputs. Similarly, there might be many possible ways of tokens acceptation, in
example presented in Fig 3. The action within the snapshot (a.) can accept a control
token from two alternative locations, and similarly can accept an object token (via input
pin) from two alternative locations. There are four possible cases (two of them are
presented in the Fig. 3 by snapshots (b.) and (c.)).

Metaclasses of the ASmetamodel have operations responsible for creation and
expanding a model (a graph) representing semantic of the set of activities – all possible
execution traces of the set, Fig. 2. The operations are defined using OCL [7].

For the sake of convenience, we defined operations named new supporting
instances creations of all ASmetaclasses. In the Snapshot ASmetaclass we defined
operation init, which sets up tokens initial placement (at the very beginning of an
Activity invocation) for a given Snapshot.

We define operations within the UML metaclasses, mainly in ActivityNode. These
operations are used to define transitions rules of the Labelled Transition System,
introduced in the Subsect. 3.2.

Some of the operations (acceptEnabled, offerEnabled, accept, offer) are
abstract, because there are specific to particular types of ActivityNode. The ac-
ceptEnabled (offerEnabled) determines whether acceptation (offering) event is
enabled in the context of a node and for a given snapshot. The accept (offer) operation,

Fig. 3. Possible ways of tokens acceptation.
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in the context of a node and for a given snapshot, results in a set of successor con-
figurations (transits to new configurations), when the node accept (offer) tokens.

Additionally, there are auxiliary operations supporting LTS definition en-
abledEvent and transition common for all ActivityNodes. The enabledEvent
operation (calling acceptEnabled and offerEnabled operations) provides available
event type for a node within a given snapshot if any. The operation can be seen as a
premise for running a transition on the node within the snapshot. The transition
operation (calling accept and offer) does enabled transition for a node due to a given
event type and snapshot, which results in a set of succeeding configurations.

Because of the space limitation, we put definitions of these operations in the
appendix [17].

For the sake of simplicity we write thereafter c 2 Configuration meaning that c is
an instance of the metaclass Configuration. Similarly, we write thereafter C �
Configuration meaning that C is a set of instances of the metaclass Configuration.

3.1 The Labelled Transition System

The semantics of an activity act0 is defined in the context of a set of activities (in-
cluding act0) A being used by act0. We introduce the semantics by means of the
Labelled Transition System [6]:

LTSðhact0;AiÞ ¼ hC;!; Ei ð1Þ

where:

C�Configuration is the set of possible configurations of the A activities,
E � ActivityEvent is the set of the A activities events,
! � C � E � C is the set of allowed transitions between configurations.

We describe transitions ! as a set of triples hc; e; c0 i, where a triple (a transition)
define the very next configuration c

0
, after a configuration c (i.e., to which c is tran-

sited), when an event e occurs. The result of applying ! on c
0
is a set of new

configurations C
0 � C. The semantics imposes no order on the particular event to be

processed and is nondeterministic.

A single transition: hc; e; c0 2 !i we will note thereafter in following way: c!e c
0
.

We distinguish two types of transitions (for each event type: ! ¼ !accept

[ !offer).

– Transitions when the acceptation type events occur – if an acceptation event is
enabled for an activity node within given snapshot (operation node.acceptEnabled
returns true), then the activity node accepts tokens offered to it from some or all of its
incoming edges and starts processing, i.e. for all possible cases of acceptation, new
configurations are created (a result of node.accept call in stored in C

0
).
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!accept ¼ c!e c
0 j

n
c 2 C ^ e 2 E ^ e:eventType ¼ acceptation

^9s2c:snapshots � e:node:acceptEnabled sð Þ ^ c
0 2 e:node:accept sð Þ

o ð2Þ

– Rules for the offering event type – if an offer event is enabled for an activity node
within given snapshot (operation node.offerEnabled returns true), then the
activity node completes execution and token is removed from the node and tokens
are offered to some or all of its outgoing edges, i.e. for all possible cases new
configurations are created (a result of node.offer call in stored in C

0
).

!offer ¼ c!e c
0 j

n
c 2 C ^ e 2 E ^ e:eventType ¼ offering

^9s2c:snapshots � e:node:offerEnabled sð Þ ^ c
0 2 e:node:offer sð Þ

o ð3Þ

We specify transitions for a set of selected kinds of activity nodes. For a given kind of
node, a transition is specified for an event if it stems from UML specification. For
example the acceptation event is applicable for the FinalNodes, and the Exe-
cutableNodes, however the offering only for the ExecutableNodes [8]. We con-
cretize the acceptEnabled and the accept operations, if the acceptation event is
applicable, and accordingly the offerEnabled and the offer operations for the offering.
Below we discuss transitions for the OpaqueAction, the FlowFinalNode, and the
ActivityFinalNode, however for the sake of brevity we present detailed operations
only for OpaqueAction and acceptation event.

OpaqueAction – accept
Within a given snapshot, an opaque action can accept tokens, if they are offered to all
incoming control flows, and all incoming object flows of the action’s mandatory input
pins [13, p. 401]. It is defined in the acceptEnabled as follows:

Tokens are offered to an edge by the source node of the edge. Offers propagate
through edges and control nodes until they reach an action [13, p. 374]. As it is discussed
in Subsect. 3.1, there are many ways in which tokens can be offered to the action.

We consider variations without repetition of sources of tokens. The con-
trolLocationCases operation (see the appendix [17]) returns all mutually exclusive
sets of control token locations from which tokens can be accepted by all control
incoming edges of the opaque action. Similarly, we do for object token locations by
invoking objectLocationsCases operation [17], however, ensuring that only
mandatory input pins are taken into account. Tokens can be accepted if the control
token location set is not empty and the object token location set is not empty, providing
that there are any mandatory pins.
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Within the given snapshot, when the opaque action begins execution, tokens are
accepted from some or all of its incoming edges and a token is placed on the node [13,
p. 373]. If there are many ways of tokens acceptation, a way of the acceptance is
chosen randomly. Thereby, a new configuration is generated for each possible way, in
the following manner:

A new location loc with a new control token is created for the action.
A set of alternative locations for all subsets of input pins, for which tokens can be

accepted, is computed. The set is obtained using the inputPinCases operation [17]
which returns a power set of the input pins. Next, the objectLocationsCases operation
[17] is applied to each element (a set of input pins) of the power set, and results are
collected.

Last but not least, because of the semantics of the DataStoreNode, an object token
taken from the data store has to be copied and restored [13, p. 397]. It is imitated by
removing the object token from the set of alternative locations.

The operation mutualExclusiveCases [17] is invoked to calculate all mutually
exclusive locations, i.e. combination of control token locations (result of the
controlLocationsCases operation call [17]) and object token locations (the
allInputPinsObjectLocationsCases value).

New snapshots for the alternative locations are calculated and in the result, a new
configuration is created for each new snapshot. Finally, the configurations are returned
by the accept operation.

OpaqueAction – offer
When the opaque action completes an execution a token is removed from the action
and tokens are offered to some or all of its outgoing edges, [13, p. 373]. Within a given
snapshot, the opaque action completes execution if there is a control token location
related to the action. It is defined in the OpaqueAction∷offerEnabled in the
appendix [17].
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Control tokens are offered on all outgoing control flows of the opaque action.
Object tokens are placed in all mandatory output pins in order to be offered to outgoing
object flows of the pins. Depending on a result of the opaque action execution, object
tokens may be placed within a subset of optional output pins. Moreover, if object
tokens are effectively offered to the ActivityParamterNode or the DataStoreNode,
they are immediately propagated to these nodes [13, pp. 396–397]. If there are many
ways of tokens offering, a way of the offering is chosen randomly. In such situation, the
offer operation generates a set of configurations for the all possible ways. It is defined
in the OpaqueAction∷offer in the appendix [17].

ActivityFinalNode – accept
Within a given snapshot, an activity final node can accept tokens, if they are offered to
any incoming control flow. When the activity final node accepts tokens, an activity
instance (an execution) referred by the snapshot is finished. It is defined in the Activ-
ityFinalNode∷acceptEnabled and ActivityFinalNode∷accept in the appendix [17].

FlowFinalNode – accept
Within a given snapshot, a flow final node can accept tokens, if they are offered to any
incoming control flow. When the flow final node accepts tokens, the tokens are
removed from an activity instance (an execution) referred by the snapshot. If there are
no enabled events for any node within the activity instance, the snapshot is removed
and the activity instance is destroyed. It is defined in the FlowFinalNode∷ac-
ceptEnabled and FlowFinalNode∷accept in the appendix [17].

3.2 Reachability Graph

A graph of possible execution traces of an activity act0 in the context of a set of
activities A is defined as:

G hact0;Aið Þ ¼ hV ;Ai ð4Þ

where:

V – is a set of graph vertices; each vertex is labeled by a configuration which is
reachable from the initial configuration c0 of the activity act0 (c0 is an initial
configuration when a snapshot of the configuration represents the act0 instance
initialized, i.e. locations are distributed within nodes and edges with respect to rules
defined in [13, p. 376]. It is reflected in the Snapshot∷init [17]).
A – is a set of graph arcs; each arc is labeled by a transition; and has form hu; t; vi 2 A,
where u; v 2 V are vertices labeled by cu; cv : Configuration, and t : Transition.

The graph is directed. The root of the graph represents an initial configuration c0,
while leafs correspond to final configurations. A sequence of transitions starting from
the c0 results in one of the possible execution traces of the set of activities. The set of all
possible execution traces corresponds to semantics of the activities.

We will use the function label : V ! Configuration, which for a given vertex of
the graph of possible execution traces returns a configuration labeling the vertex. The
graph are constructed iteratively starting from: V ¼ ;, A ¼ ;.
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1. The initial vertex is set up:
a. The initial configuration c0 for the activity act0 is created:

c0 ¼ Configuration :: new Set Snapshot :: init act0; Sequencefgð Þf gð Þ
b. Let v0 be a vertex labeled by the configuration c0: V  V [ v0f g

2. The set of leaf-vertices is defined:
Vleaves ¼ v 2 V jlabel vð Þ 2 c0 ! closure succesorsð Þ ! select succesors! isEmptyðÞð Þf g

3. For each leaf-vertex v 2 Vleaves:
a. For each snapshot of leaf-vertex snap 2 label vð Þ:snapshots:
(1) The set of events which enable transitions for snapshot snap is defined:

EnabledEvents ¼ snap:execution:type:node! collect njn:enabledEvent snapð Þð Þ
(2) For each enabled event e 2 EnabledEvents:

i. The set of new configurations C0 are created: C
0 ¼ e:node:transitionðeÞ

ii. For each new configuration c0 2 C0:
(a) The transition t is created: t ¼ Transition :: newðe:node; e; c; c0 Þ
(b) Let v0 be a vertex labeled by configuration c

0
: V  V [ v

0� �

(c) Let a be an arc of the form hv; t; v0 i: A A [fag
b. Check if anynewvertexhas been created:

W
v2Vleaves

W
v0 2V

W
t2Transitionhv; t; v

0 i 2 A,
if yes go to step 2.

4 Conclusions

We gave a precise interpretation of a set of Activities in form of set of execution traces.
We developed the transformation of a set of activities into the formally precise abstract
behavior model, i.e. the graph of possible execution traces. Nodes of the graph cor-
respond to a configuration, arcs correspond to transitions between two configurations,
triggered when an event occurs. The provided semantics cover flows of control and
object tokens taking into consideration variety caused by control nodes.

The transformation is formulated as the set of OCL rules, which makes it easily
portable to transformation frameworks and model-based frameworks. It is the starting
point for model analysis, execution (model debugging) tools, or support in checking
correctness of model transformations.

In the future works, we will extend the semantics to other parts of the UML
Activity notation. We will add support for new type of actions, e.g., call behavior
action, send signal action, accept event action, and so far. We will support values
transportation in object tokens. Moreover, we want to define semantics for parallel
processing.

We want to develop the tool for generating a reachability graph of a set of activities.
Next, our goal is to prepare more advanced tool supporting Use-Case specification
process, model transformations, etc.
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Abstract. Domain Specific Languages (DSLs) are mini-programming lan-
guages which enable their users to abstract from technical details and focus on
business domain. DSLs can be used within a framework, i.e. platform for
developing software applications. The paper presents such a framework called
CDMM-F for building Java applications. The additional tools, prepared by the
authors, support DSL definition. The constraints a DSL should fulfill to be
CDMM-F compliant are thoroughly described in the paper, expressed in the
form of the CDMM meta-meta-model and demonstrated in a case-study. The
main advantage of proposed solution is meta-meta-model simplicity and high
reusability of DSL elements. Once defined they can be connected in different
configurations (contexts) according to the actual needs. The framework archi-
tecture that enables this feature is also presented.

Keywords: Domain Specific Language � DSL � Meta-meta-model �
Meta-model � Model � Modeling language � Framework

1 Introduction

Domain Specific Languages (DSLs) are widely used in software engineering. They are
mini-programming languages which enable their users to focus on a given application
or business domain without necessity to address technical problems. The problems are
solved “behind the scene”, by the DSL designer. In that way DSL languages “offer
significant advantages over General Purpose Languages (GPLs)” [1].

Technical problems can be solved also as a part of a software framework, i.e.
platform for developing software applications [2]. “A framework may include prede-
fined classes and functions”, it “serves as a foundation for programming” [2].

The aim of this paper is to present a partially published framework called
Context-Driven Meta-Modeling Framework (CDMM-F) [3] from the perspective of its
application to DSLs definition as well as their processing. The tools being a part of the
framework support definition of DSL languages with highly reusable parts. The ele-
ment once defined can be used later in many different applications. What is more, it can
be easily configured to work with other elements offering desired functionalities.

The main contribution of the paper is the formal definition of the meta-meta-model
(see Sect. 3.1) which all DSLs supported by CDMM-F must be compliant with. Up to
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International Conference on Information Systems Architecture and Technology – ISAT 2017,
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now [4, 5], the meta-meta-model was described in informal way only, e.g. by pre-
senting its possible instances. The formalization serves two important purposes:
(a) eliminates possible misunderstandings of informal specification, (b) is the basis for
internal representation of meta-meta-model instances, and explains existing constraints
imposed on them. In the context of Model Driven Engineering [6], the formally
expressed meta-meta-model is a necessary artifact for definition of meta-models’
transformations, both horizontal – at the same level of abstraction, e.g. refactorings or
translation to another (modeling) language – and vertical, at different level of
abstraction, e.g. model to database schema transformation [7].

The secondary contribution is the new perspective from which CDMM-F frame-
work is presented – as a tool for DSL definition and its further processing.

The literature overview is described in Sect. 2. The CDMM-F framework is pre-
sented in Sect. 3. A simple case study of a DSL definition and its further usage within
the CDMM-F is given in Sect. 4. Section 5 concludes the paper.

2 Literature Overview

Domain Specific Languages (DSLs) are programming languages developed to facilitate
solving problems in a given domain by making programs “easier to understand and
therefore quicker to write, quicker to modify, and less likely to breed bugs” [8].

DSLs are classified according to representation they offer to their users into
graphical and textual ones. Textual DSLs are further divided into external and internal.
An external DSL is represented in another language than the general programming
language (GPL, host language) it is working with. An internal DSL is represented
within the syntax of general-purpose language, e.g. Java [8].

GPL or modern frameworks like Spring, can be complicated to learn. DSLs can
hide this complexity providing more user friendly API, as in the case of CDMM-F.

“A language workbench is an environment designed to help people create new
DSLs, together with high-quality tooling required to use those DSLs effectively” [8].
There exist some examples of language workbenches freely available. The popular are:
Modeling SDK for Visual Studio (MSDK) [9], or Xtext [10]. Both support definition of
external DSL languages for which a transformation to a GPL language is necessary.
The former enables definition of graphical DSLs while the latter – definition of textual
ones. In both a developer has first to design a meta-model along with abstract, and
concrete syntax. In Xtext the abstract syntax “can be described in XMI, XML Schema,
Rational Rose, or annotated Java” [10], and the concrete syntax is expressed with the
use of BNF notation. In MSDK the abstract syntax takes a form of a graph, but a DSL
designer can propose graphical symbols for graph elements (concrete syntax) [9]. The
workbenches generate appropriate model editors, and support transformation of model
instances to a host programming language on the basis of transformation templates
(definition of language semantics). Comparison of the selected tools for DSL definition
was given in [11] while an example of their application is presented in [12].

The CDMM-F can be perceived as a partial implementation of a DSL workbench
for DSLs being an extension to Java. On the other side, the CDMM-F is also a
framework which is able to process specific DSLs.
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Typically, a DSL workbench enables definition of tree basic elements: abstract and
concrete syntax of a DSL language, and semantics for language elements. In the
proposed implementation, the abstract syntax can be defined graphically (this step is
optional) in the form of a CDMM specific class diagram with the help of
CDMM-Meta-Modeler modeling tool [4]. Concrete syntax takes a form of Spring xml
configuration file, in which DSL parts are bound together. Semantics of DSL elements
is expressed in Java (implementation of classes and interfaces).

Within CDMM-F framework, definition of the DSL language is considered as a
meta-modeling activity while its usage (create instances of classes) as modeling.

3 CDMM-F – Framework Description

The CDMM-F framework is described in the subsections below from the perspective of
different meta-levels. Then the characteristics of technologies used for the design and
implementation of CDMM-F is presented. The motivation and the role of particular
technologies applied in CDMM-F are also explained.

3.1 Meta-Meta Model – Conceptual Level

By analogy to the UML and MOF standards of OMG, the meta-meta model layer is
introduced in this section to help determine whether a modeling language is compliant
with CDMM. Such a meta-model is named CDMM compliant in this case.

The meta-meta model for CDMM is presented in Fig. 1.

The CDMM compliant modeling language forms a graph constructed from Node
and Arc meta-classes. Node meta-class may be empty (NodeClass) if the role of it is
just to be placed in the meta-model graph node. Arc meta-class is responsible of
representing and giving access to its’ ends (targetNodes) are intended to be placed in
meta-model graph arcs. Thus, instances of both Node and Arc meta-classes constitute a
meta-model graph. The graph is built at run-time through injections of Arc classes to
Node classes represented by “is injected” association.

Fig. 1. Meta-meta model – basic elements.
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EntityClass is used to model entities in the modeled domain, e.g. Name in the
example presented in Sect. 4. In general, EntityClass serves as representation of
domain knowledge in terms of value objects. Entities may constitute a hierarchy
modeled by self-association introduced to EntityClass. The hierarchy may be created at
run-time by injecting Entity classes to Entity classes.

Node and Arc meta-classes may have their specializations of EntityClass, which are
represented in the meta-meta-model by NodeEntityClass and ArcEntityClass. This way
Node and Arc classes may be enriched by EntityClass properties at run-time via
injecting EntityClasse(s).

To make understanding of presented concepts easier, a simple example was pre-
pared. Figure 2 presents a CDMM-compliant UML object diagram for genealogy tree
meta-model from Fig. 4, explained in the case-study from Sect. 4.

The diagram presented in Fig. 2 illustrates the mapping between meta-model ele-
ments and meta-meta-model elements given in Fig. 1. The meta-model is created by
injecting RParents class and Name class to DPersonAnonymous class. The RParents
class plays the role of an Arc in the meta-model graph and it points to DPer-
sonAnonymous class as targetNode. The attributes contained in the Name class are
associated to the DPersonAnonymous class by injecting the Name class to the DPer-
sonAnonymous class.

When the meta-model instance (the model) is created one could traverse the graph
in the direction of the navigable associations. As long as the traversal starts in
DPersonAnonymous class all elements of the model may be visited.

The meta-model is created at run-time from the meta-model definition (see
Sect. 3.2 for details). The meta-model instance (model) is created by a programmer
through the appropriate CDMM-F framework API as it is shown in the Sect. 3.3.

3.2 Meta Model

In order to define a CDMM compliant meta-model some elements should be defined by
the modeling language designer. The most important are classes as they must be
implemented in an object-oriented programming language.

Fig. 2. CDMM-compliant representation of UML class diagram for genealogy tree.
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Arc classes must contain the appropriate references to their ends (targetNodes),
which will be initialized later, on the stage of the meta-model construction (for
meta-model classes) and model construction (for meta-model objects).

Node class can be empty. In this case it is the place for entity class injections and
takes the form of NodeClass. This is also the place for Arc class injections.

The meta-model designer may also introduce entity or value object classes to the
meta-model Node and/or Arc classes. In this case the classes must be also implemented
and the designer decides were these classes will be injected into the meta-model graph
classes. These entity classes may be organized in hierarchies as entity class may be
injected into the other entity classes.

All these classes, that is Node, Arc and entity classes, are subject of reuse. Their
reusability has dual nature: they can be reused between different meta-models and also
between meta-models and end-user applications.

The meta-model being the graph consisting of interrelated classes is created by the
CDMM-F while loading the meta-model definition file (application context). This way
all classes are interrelated at run-time and the CDMM-F compliant meta-model is
created.

The CDMM-F user may create instances of meta-model classes and traverse the
links between them in the model. The characteristics of the model is presented in
Sect. 3.3.

3.3 Model

Models are defined by users through the CDMM-F API defined by the meta-model
designer. The main characteristics of this API is that it requires casting mechanisms to
get access to model elements. The reason of that is the fact that the meta-model is
created at run-time and the meta-model graph does not contain compile-time relations.
The user can query the meta-model for its structure and use it further to create instances
of meta-model elements as well as to traverse the graph by its own.

3.4 Framework Architecture

The CDMM-F framework was implemented according to the list of key technical
assumptions:

• object-oriented (o-o) paradigm must be used to express meta-models and models
• meta-model must be created at run-time from existing classes which are completely

unrelated at compile-time
• the meta-model graph traversal is handled by casting in place of calling built-in

traversing methods.

Lack of compile-time relationships significantly increases the reusability of all
meta-model elements, and the run-time creation of a meta-model makes change
introduction much easier than the one possible at compile-time.
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The important problem handled by the CDMM-F is to provide injection mecha-
nism. Without it the meta-model could not be created at run-time. The injection
mechanism is supported by dependency injection (DI) based on the inversion of control
concept. Dependency inversion is needed to provide navigability in the opposite
direction than the injection – see Fig. 1.

Another problem is how to eliminate compile-time dependencies from the
meta-model class hierarchy. The AOP paradigm can be applied to move these
dependencies, more specifically the navigable association between Node and Arc
classes from class-object oriented paradigm layer to the layer of aspects.

In the case of CDMM-F both DI and AOP are used together with Java EE beans
concept. The combination of such the architectural elements makes it possible even to
define injections at run-time through the Java EE framework configuration XML files,
namely through the Java EE application context files. Both DI and AOP can be applied
to beans and all user-defined classes (Node, Arc and entity) are represented by Java EE
beans.

4 Case Study

A simple and frequently met in tutorials [13] case-study of genealogy tree is presented
in this section in order to illustrate how to define a CDMM-F compliant meta-model
consistent with the CDMM compliant meta-meta model and how the CDMM-F API
can be used.

The case-study is limited to the two-level genealogy tree presented in Fig. 3.

There are two parents: father Tom and mother Ann that have one child, the boy
called Joe.

4.1 Meta-Model Definition

The possible CDMM-F compliant meta-model for genealogy tree is presented in Fig. 4.
The main element on it is DPersonAnonymous class which models a person node
(parent or child). We want each person to have a name (represented by the Name entity
class). Peoples are connected with RParents arc class.

The coloring convention known from papers [5] is reused in Fig. 4. According to it,
red types represent elements defined inside the CDMM-F, green – meta-model graph
nodes, blue – meta-model graph arcs and grey – structural responsibilities (entities).

Fig. 3. Sample genealogy tree.
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The RootMetaModelCore class plays the role of the meta-model graph root [14]. The
meta-model root is the starting point of the meta-model traversal process, like in the
case presented on the Listing 2.

It is required for both node and arc classes to implement appropriate interfaces – see
Fig. 5. The used naming convention assumes that the name of interface is preceded
with “I” letter while “D” prefix is used for node classes and “R” prefix is used for arc
classes.

The operations an interface of arc classes declares fully depend on the invention of
the designer of the meta-model.

It is clear while looking at Fig. 5 that the node class DPersonAnonymous does not
contain attributes and both node class and its interface do not contain operations. The
node class constitutes the place where the interface IName of an entity class may be
injected together with its implementation. Both DPersonAnonymous and RParents
classes including the methods shown in the IRParents interface must be implemented
by the person who defines the meta-model.

As it was mentioned in Sect. 3.4, the meta-model concrete syntax takes a form of
XML file being the definition of Spring+AspectJ application context. Thanks to that
additional structural responsibilities (like Name) may be injected to the meta-model
graph elements in the aspect-oriented way. An example for the meta-model from Fig. 4
is shown on the Listing 1.

Fig. 4. CDMM-F compliant genealogy sample meta-model.

Fig. 5. CDMM-F compliant genealogy sample meta-model – definition of interfaces.
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Listing 1.  CDMM-F meta-model definition for sample genealogy meta-model. 

The meta-model must be associated to the CDMM-F’s RootMetamodelCore class.
The relationship is responsible for getting access to each meta-model element while
traversing the meta-model from the root.

It is worth noticing that meta-models are reusable to a large extent. The types
IName and Name may be taken from other projects (of modeling languages or even
from end-user applications in Java) and may be injected into the newly created
meta-model without any compile-time change. The same can be done with hierarchies.

The Spring+AspectJ application context file form the Listing 1 is supported by
CDMM-Meta-Modeler Eclipse PlugIn [4, 5] from the graphical definition (CDMM
compliant diagram) of the meta-model for convenience.

4.2 Model Definition

The source code snippet for the CDMM-F API client implemented with the help of
JUnit4 (similar to a unit test) and illustrating how the model (meta-model instance) can
be created, and how its nodes are visited (traversed) is shown in the Listing 2.
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The objects rootAccessor and personAccessor above are proxy objects belonging to
the CDMM-F query language and were added to the framework to simplify the API.
The result of this test execution is presented on the Listing 3.
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The result of the test confirms the CDMM concept feasibility for the case-study in
the form the CDMM-F requires.

5 Summary

Software reusability is a very desired software feature which can be achieved by
application of selected design principles, e.g. loose-coupling, high-cohesion [15].
These principles can be implemented using different means, e.g. interfaces and
dependency injections. The design elements that have the higher reusability potential
are domain classes.

The paper presents CDMM-F framework that supports development of Java
applications operating on domain objects. These objects are instances of DSL lan-
guages defined separately. DSL classes can be combined in a desired way in declarative
manner via XML configuration file. In result one can change the structure of the graph
only by replacing this file. It is possible because the framework bases on interfaces and
uses aspects to influence the classes’ hierarchy.

The implementation of CDMM-F framework imposes some restrictions on appli-
cable domain languages. These restrictions are expressed by a meta-meta model pre-
sented in the paper. Similarly to other DSL definitions [9, 10] it is required that the
elements of DSL form a graph consisting of nodes and arcs. What is different, structural
features can be assigned to both. It is also possible to define an aggregation hierarchy of
classes and – in result – their instances.

The CDMM-F was described in the paper from the DSL perspective. In the con-
sequence, the paper is focused on the representation of the graph structure of the
CDMM compliant meta-model, i.e. on the meta-meta-model, and on the way the
meta-model instance graph (model) can be created via the CDMM-F API. The
important element of DSLs which is DSL application business logic is not described in
the paper as it is subject of future implementation.
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Abstract. This paper addresses the problem of determining the admissible
configuration and cyclic operation of batch plants in which a variety of products
are simultaneously processed along different product-dedicated production lines.
The objective is to determine the required number and size of AGVs as well as
the levels of product inventories given the takt times assumed for each kind of
product. The major complication of this design problem lies in the large number
of trade-offs involved, for instance the merging of input/output buffer capacities
versus the frequency of AGV circulation, and the length of takt time versus
inventory levels. By using an analytical model encompassing bottleneck-driven
representation of cyclic schedules it is shown that this problem can be formu-
lated as a constraint satisfaction problem. Its task-oriented representation, aimed
at reducing the size of the search space, is discussed. An illustrative example
proving the feasibility of the proposed approach is provided.

Keywords: Cyclic scheduling � Production flow � Takt time � Batch size �
Input output buffer � Production flow

1 Introduction

Cyclic scheduling is one of the most effective methods of planning in transport systems
and operational planning in manufacturing systems [12]. In transport systems this
approach is predominantly used in areas related to the transport of people including:
rail transport, urban transport, intercity bus transport, etc. Rhythmic delivery repeated
at regular intervals is also a feature of systems of cyclic delivery of goods, such as food
products or consumables, to distribution centres.
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Some of the most important cyclic scheduling problems are optimization problems
such as the Basic Cyclic Scheduling Problem (BCSP) [9, 12]) and its extensions asso-
ciated with scheduling in production job-shops (so-called Job-shop Problems): the gen-
eral Cyclic Job-shop Problem (CJP) [2], theCyclic Flow-shop Problem (CFP) [7, 12]), the
Cyclic Open-shop Problem (COP), and the Cyclic PERT-Shop Problem (CPSP) [11].
With the exception of BCSP, all the problems listed above are NP-hard problems which
means when encountered in practical problems sizes they can only be solved using AI
methods [12, 14].

The growing market demand for multi-product manufacturing gives rise to wide-
spread interest in models of multi-machine cyclic production systems, i.e. models
oriented towards cyclic production methods in which a batch (a set) of items is pro-
duced at fixed time intervals (cycle periods) [8, 13]. Optimization of a process usually
amounts to minimizing the cycle period or ensuring that a certain (usually minimum)
part set (MPS) of products is manufactured [1, 18]. Products in an MPS are only
released for production after all products from the previous-cycle MPS have been
manufactured. In other words, successive MPSs (i.e. products in these MPSs) are
produced in a cyclic manner one after another, which means that products from MPSs
manufactured in different cycles are never mixed.

One generalization of this model is the concept of heijunka (production leveling),
understood as a form of cyclic scheduling and defined as “the distribution of production
volume and mix evenly over time” [15]. As in the case of cyclic production oriented
towards MPS scheduling, heijunka requires that a base period, referred to as EPEI
(Every Part Every Interval), is determined [10, 15]. The base period is a period during
which the whole mix of products has to be produced. At the a tool in the core of the
principle of production levelling is the heijunka box. It is a cyclic production schedule
divided into a grid of boxes in which the columns represent a specific period of time
and the rows represent product types [10].

In the context of the concepts of cyclic production and production levelling, as
discussed above, the problem of cyclic scheduling of multi-product batch production
flows subject to demand and capacity constraints, which is the focus of the present
study, boils down to determining the method of configuring production flows (in
particular transport between workstations, the size of production batches and the
capacity of input/output buffers) under assumed production takt times and the asso-
ciated scheduling cycles. In our discussion, it is assumed that the production routes of
the different products intersect at shared workstations (used in accordance with the
mutual exclusion policy), and that the end of the cycle of each cyclic schedule is a
multiple of the production takt time determined by the bottleneck of the production
system. This means that the production takt time of a cyclic schedule of a multi-product
batch manufacturing system is determined by the bottleneck station, i.e. the most
heavily utilized workstation. A scheduling period is then the period during which the
whole mix of products has to be produced, with its individual takts determining the
times at which the production of the particular batches of products making up the mix
has to be completed. The set of admissible schedules identified in this way can be used
to determine the cyclic schedules that minimize the volume of work in progress or the
total capacity of the input/output buffers. The next Section discusses the assumptions of
the adopted modelling framework. Section 3 presents an example illustrating the
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relationships that connect the size of production batches and buffer capacities with
production takt time and the cycle period of a cyclic schedule. In Sect. 4, the problem
of prototyping alternative production flow configurations that meet the given con-
straints imposed on output rate is formulated. Section 5 shows how a production flow
variant that minimizes the total storage capacity of an intermediate storage buffer while
satisfying the constraints imposed by the production takt time can be determined.
Section 6 contains a discussion of the conclusions and possible directions of future
research.

2 Modelling

The cases of multi-product batch production systems discussed below are limited to the
class of flow production systems composed of production lines. Different production
lines are dedicated to different products. The analysis concerns methods of organizing
production governed by cyclic schedules in which a cycle is a multiple of the time of
operations performed on the bottleneck of the production system. A bottleneck is
understood as the workstation that has to handle the most workload.

2.1 Model Assumptions and Limitations

The following assumptions are considered:

1. A multi-product flow production system encompasses a set of production lines.
2. Each production line produces one type of product.
3. The production route of each line passes through at least one workstation

belonging to another route (a graph of production routes is a coherent graph).
4. Each production workstation is equipped with a storage buffer of known capacity.
5. Each job (operation on the production route) can be processed on only one

workstation at a time.
6. No workstation can process more than one job at a time.
7. The processing of a job cannot be interrupted.
8. The jobs must be processed in the same technological order.
9. Transport operations between pairs of workstations are carried out cyclically using

means of transport of a given capacity (e.g., Automated Guided Vehicles, AGVs).
10. The total time of the operations executed by a means of transport cannot be longer

than the time of workstation operations.
11. It is assumed that product loading and unloading times are included in the times of

operations executed at the individual workstations.
12. The model is multi-product, where actions and flow of materials take place along

different, product-type-oriented production routes.
13. The model is multi-period, where actions take place in multi-periods.
14. Customers’ demands specified by production takt times are fixed and known.
15. An integer number of batches are transported.
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2.2 Model Formulation

The model involves the following sets, parameters and variables:
Sets
R set of resources (workstations), indexed by k,
W set of products, (multimodal processes) indexed by i,
P set of transportation means e.g. AGVs (local processes), indexed by j,
Qk set of products using resource k.

Parameters
m number of resources,
n number of products manufactured,
l number of means of transport,
Rk resource k,
Wi product i,
tsi;k operation time for one product item Wi on resource Rk ,
Dt travel time between workstations,
TPi� maximum production takt time for product Wi.

Variables
T period of system,
TPi production takt time for product Wi,
bi;k batch size of product Wi processed on resource Rk ,
bmaxi maximum production batch size for product Wi,
uk size of input/output buffer on resource Rk ,
tzk occupation time for resource Rk,
toi;k processing time of product Wi on resource Rk ,
vi;k frequency (per period T) of delivery of product Wi to resource Rk,
ci;k capacity of the means of transport (AGV) for moving productWi to resource Rk.

The relationships among the above variables are described by the following constraints:

• Period T of a system is determined by the bottleneck understood, in this case, as
resource Rk with the longest occupation time tzk,

T ¼ maxftz1; . . .; tzk; . . .; tzmg; ð1Þ

where occupation time tzk of resource Rk is defined as the sum of times toi;k during
which the resource is occupied by products from set Qk (the set of products using
resource Rk):

tzk ¼
X

i2Qk
toi;k: ð2Þ
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• Processing time toi;k of a batch of product Wi on resource Rk is given by:

toi;k ¼ vi;k � tsi;k � ci;k þminfvi;k; vi;kþ 1g � Dt; ð3Þ

where:

ci;k ¼ minfbi;k; bi;k�1g; ð4Þ

vi;k ¼ max
bmaxi
bi;k

;
bmaxi
bi;k�1

� �
¼ bmaxi

minfbi;k; bi;k�1g ; ð5Þ

bmaxi ¼ maxfbi;1; . . .; bi;k; . . .; bi;ng: ð6Þ

By substituting expressions (4) and (5) into (3), we obtain:

toi;k ¼ tsi;k � bmaxi þminfvi;k; vi;kþ 1g � Dt: ð7Þ

• The size of buffer uk on resource Rk is determined by the maximum size of the
batches processed on this resource

uk ¼ mini2Qk
fbi;kg: ð8Þ

• Production takt time for product Wi is defined as the number of product items bmaxi
produced per period T :

TPi ¼ T
bmaxi

: ð9Þ

3 Motivating Example

The elements of the model proposed in this study are illustrated using the example of
the system in Fig. 1 (representing a part of real flexible manufacturing system [17]). In
this system, given is a set of production tasks (jobs) associated with the rhythmic (flow)
production of differently-sized groups of different products W1 and W2 and a set of
workstations and transportation sectors encompassing resources R1 � R7 and R8 � R19

respectively. The job execution times on workstations tsi;k, the size of batches pro-
cessed bi;k , the delivery rate vi;k , and the capacity of the means of transport ci;k (see
Fig. 1) are given.

The goal is to find a cyclic schedule which guarantees the production of the
products in batches of a given volume, available at production takt times TP1 and TP2.
In other words, what is sought is the answer to the question: What production takt times
are achievable in the given system? Travel time between operations (using transport
resources) is expressed in unit values (Dt = 1 unit of time - u.t.).

The relationships (1)–(9) describing the conditions that govern the cyclic production
flow were used to determine the values of production takt times achievable in the con-
sidered system. The workstation processing times toi;k obtained are summarized in
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Table 1. The resulting period (1) of the cyclic schedule is T ¼ max 26;f
34þ 13ð Þ; 49; 17; 17; 17; 9g ¼ 49 u.t. and the respective production takt times (9) for
products W1 and W2 are TP1 ¼ 12:25 u.t. and TP2 ¼ 24:5 u.t. The bottleneck of the
production system is the most heavily loaded workstation R3, for which the occupation
time is tz3 ¼ to1;3 ¼ 49 u.t. A cyclic schedule representing the execution of (transport and
workstation) operations in time was determined by solving a relevant constraint satis-
faction problem CS [16] presented in studies [3–5]. The schedule is shown in Fig. 2. The
Fig. 2 shows that products W1 and W2 flow through the line at production takt times of
TP1 ¼ 12:25 u.t. and TP2 ¼ 24:5 u.t. The takt values obtained are determined by work-
station (process step) R3 which constitutes the bottleneck in the production flow.

Table 1. Workstation processing time toi;k for a batch of product Wi on resource Rk

toi;k ¼ tsi;k � bmaxi þminfvi;k; vi;kþ 1g � Dt, Dt ¼ 1 u.t.

bmax1 ¼ 4 bmax2 ¼ 2

R1 to1;1 ¼ 6 � 4þ 2 ¼ 26 u.t. R5 to2;5 ¼ 8 � 2þ 1 ¼ 17 u.t.
R2 to1;2 ¼ 8 � 4þ 2 ¼ 34 u.t. R2 to2;2 ¼ 6 � 2þ 1 ¼ 13 u.t.
R3 to1;3 ¼ 12 � 4þ 1 ¼ 49 u.t. R6 to2;6 ¼ 8 � 2þ 1 ¼ 17 u.t.
R4 to1;4 ¼ 4 � 4þ 1 ¼ 17 u.t. R7 to2;7 ¼ 4 � 2þ 1 ¼ 9 u.t.

Fig. 1. A schematic diagram of production flow of products W1 and W2

282 G. Bocewicz et al.



The location of bottlenecks in multi-product batch flow production systems
depends on the sizes of available input/output buffers uk, and, consequently, the
admissible batch sizes.

Buffers ensure that one cannot introduce more production orders into the system
than what the system can handle. A question that suggests itself at this point is whether
it is possible to find system parameters (e.g. batch sizes) which would guarantee the
required production takt times, with the location of the bottleneck remaining
unchanged?

4 Problem Statement

Given is a multi-product batch flow production system which meets the assumptions
formulated in Sect. 2. It is assumed that the times of the technological operations tsi;k
executed as part of the individual orders are known. The capacity of input/output
buffers uk and the size of production batches bi;k may vary. The goal is to find pro-
duction flow configurations in which jobs are processed in a fixed sequence corre-
sponding to a cyclic schedule that times production according to production takt time to
meet customer expectations regarding batch sizes of the individual product groups. To
find solutions to this problem, one needs to answer questions belonging to two groups
of problems known in the literature as analysis and synthesis problems [4, 5]. The
following question is an example of the former group of problems:

• Is it possible, given the structure of the production system, to obtain fixed cyclic
execution of processes that would meet the expectations of customers regarding
timely production of batches of orders?

A corresponding synthesis (reverse) problem is given below:

• Are there technological solutions (product batch sizes/workstation buffers) for the
processes which enable timely production of the ordered product range that would
satisfy the constraints imposed by the structure of the production system?

The analysis problem, considered in Sect. 3, can be formulated in the following way:
Given is a system with a known set of resources R, in which products W are produced.
Known are times tsi;k, travel times between workstations Dt and the sizes of production
batches bi;k. The goal is to find an answer to the question of what production takt times
TPi are achievable in this system? The solution to this problem, reduced to the form of
a constraint satisfaction problem CS [5, 6], is the production flow configuration shown
schematically in the Gantt diagram of Fig. 2. Because this type of problem must take
into account the decision variables defining operation start times, the size of the search
space is described by an exponential function:

f qð Þ� dq; ð10Þ

where: d is the size of the smallest domain of variables defining operation start times
(see Fig. 1) and q is the number of operations executed in the system (for the system
considered here, q ¼ 32, d ¼ 50).
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To illustrate the synthesis problem, let us consider the instance below: Given is a
system with a known set of resources R for production of goods W . Known are times
tsi;k and travel times between workstations Dt. Which batch sizes bi;k for each

Fig. 2. A Gantt chart of production flow in the system shown in Fig. 1
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production line guarantee the desired production takt times TP�
i ? It is easy to see that

the problem formulated in this way can also be given by CS, whose search space size,
similarly to the case above, is estimated by the exponential function of the form (10).
It should be emphasized that, in the general case, depending on the form of the adopted
set of constraints, the set of admissible solutions may be an empty set, i.e. there may be
no batch sizes bi;k which guarantee the desired parameters of the production flow. To
exclude such situations, the proposed approach assumes that the set of constraints
relating behavior and structure parameters (constraints (1)–(9)) is known for a system
meeting the assumptions formulated in Sect. 2. In other words, to find whether there
exists a solution to a given synthesis problem, one needs to solve the following
decision problem:

Given: TP�
i ; tsi;k; Dt; ¼ 1. . .n; k ¼ 1. . .m

Decision variables: bi;k; i ¼ 1. . .n; k ¼ 1. . .m
Goal functions: TPi � TP�

i ; i ¼ 1. . .n
Set of constraints:

C ¼

TPi ¼ T
bmaxi

; i ¼ 1. . .n
T ¼ max tz1; . . .; tzk; . . .; tzmf g; k ¼ 1. . .m
tzk ¼

P
i2Qk

toi;k; i ¼ 1. . .n; k ¼ 1. . .m
toi;k ¼ tsi;k � bmaxi þmin vi;k; vi;kþ 1

� � � Dt; i ¼ 1. . .n; k ¼ 1. . .m
vi;k ¼ bmaxi

min bi;k ;bi;k�1f g ; i ¼ 1. . .n; k ¼ 1. . .m

bmaxi ¼ max bi;1; . . .; bi;k; . . .; bi;n
� �

; i ¼ 1. . .n; k ¼ 1. . .m
uk ¼ mini2Qk

bi;k
� �

; i ¼ 1. . .n; k ¼ 1. . .m

8>>>>>>>>><
>>>>>>>>>:

ð11Þ

The computational complexity of this problem, as previously stated, is estimated by an
exponential function (10). In contrast to the previous problem, however, the search
space in the considered system is smaller: q ¼ 8, d ¼ 4 (among others, relative to the
previously considered case, where: q ¼ 32, d ¼ 50Þ. In the problem discussed, the
variables determining operation start times x are omitted (similarly to the cases from
[3–5]) and a less numerous set of variables bi;k (batch sizes) is used in their place. In
other words, the existence of a cyclic behavior with the desired production takt times
TP�

i is assessed solely on the basis of system structure variables.
A limitation of this approach is that, while the set of constraints that form the

system of nonlinear diophantine equations offer the possibility of reducing the amount
of computational effort, in certain cases (depending on the values of the variables bi;k),
the system of equations may be inconsistent, resulting in an empty set of admissible
solutions. This means that also in this case, to solve the problem of decidability, it is
enough to solve an appropriate corresponding CS problem. An alternative approach
makes it necessary to determine sufficient conditions, the fulfilment of which guar-
antees the existence of admissible solutions. For the sake of further analysis, let us
adopt the following formulation of the investigated reverse (synthesis) problem with
reference to the CS structure discussed so far:
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CS ¼ ðB;D;CÞ ð12Þ

where: B ¼ fbi;kji ¼ 1. . .n; k ¼ 1. . .mg is a set of decision variables (batch sizes),
D ¼ fdi;kji ¼ 1. . .n; k ¼ 1. . .mg is a set of domains of variables bi;k , and C� (11).

5 Computational Experiment

Returning to the previous example, let us consider a situation in which the size of
production batches bi;k is the same for every workstation operation on each product Wi,
i.e., Bi ¼ bi;1 ¼ bi;2 ¼ bi;3 ¼ bi;4 2 f1; 2; 3; 4g, i ¼ 1; 2. Assuming that the previously
determined production takt times TP1 ¼ 12:25 u.t. and TP2 ¼ 24:5 u.t. provide con-
straints on production flow, we will be looking for an answer to the question of whether
batch sizes B1 andB2 which guarantee production takt times for products W1 and W2 of
respectively TP1 � 13 u.t and TP1 � 25 u.t., exist?

In other words, the goal will be to find a production flow pattern (a cyclic schedule)
which satisfies the expectations of the customers, such that at least two pieces of
product W1 and at least one piece of product W2 are manufactured within a time
interval corresponding to one cycle of the schedule. For the purpose of further dis-
cussion, it is assumed that demand is determined by the Part Set defined as sequence
PS ¼ a1; . . .; ai; . . .; anð Þ; the successive elements of which stand for the number of
pieces of products W1, W2, … , Wn released in one production cycle. In the example
discussed here, demand is PS ¼ ð2; 1Þ.

The set of admissible solutions to problem CS (12) (OzMozart environment, Intel
Core 2 Duo 3 GHz, 4 GB RAM, computation time < 1 s), which encompasses solu-
tions that satisfy the required constraints, contains three production batch size variants.
The solution that guarantees the highest efficiency of the system, i.e. the solution with
the smallest total production takt time value, is the variant in which products W1 and
W2 are produced in batch sizes B1 ¼ 4 andB2 ¼ 3, respectively. For this variant, the
individual product items flow at production takt times TP1 ¼ 13, TP2 ¼ 17:33 u.t.

To generalize this example, let us consider the system of Fig. 1, for which different
ways of configuring the production flow are considered (in terms of production batch
sizes bi;k, i ¼ 1; 2; k ¼ 1. . .4) under constraints:

i. bi;k 2 f1; 2; 3; 4g (the batches are limited in size – a maximum of four items)
ii. TP1 � 13 u.t.
iii. TP2 � 17:33 u.t. (TP1 and TP2 are constrained by the solutions for

B1 ¼ 4 andB2 ¼ 3)

Table 2. Size of production batch bi;j of product Wi processed on resource Rk

toi;k ¼ tsi;k � bmaxi þminfvi;k; vi;kþ 1g � Dt � qi;k, Dt ¼ 1

bmax1 ¼ 4 bmax2 ¼ 3

R1 b1;1 ¼ 1 R5 b2;1 ¼ 1
R2 b1;2 ¼ 4 R2 b2;2 ¼ 3
R3 b1;3 ¼ 4 R6 b2;3 ¼ 3
R4 b1;4 ¼ 1 R7 b2;4 ¼ 1
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The goal is to find an answer to the following question: What production batch
sizes bi;k guarantee the minimum total size (capacity) of the input/output buffer used?

The best of all feasible solutions obtained as the results of CS problem (12)
resolved is shown in Table 2. The obtained production batch sizes guarantee that the
system of Fig. 1 operates according to a cyclic schedule with period T ¼ 52 u.t. and
production takt times of respectively TP1 ¼ 13 u.t. and TP2 ¼ 17:33 u.t. It is worth
noting that, at the total input/output buffer capacity of 15 (i.e., a capacity that is 10
items smaller than the one corresponding to the solution following B1 ¼ 4 andB2 ¼ 3),
the production flow is the same as in the previous case. For the system parameters
given in Table 2, a cyclic schedule was determined which represents the pattern of
(transport and workstation) operations in the production flow under consideration. This
chart was developed on the basis of the solution of the CS problem [3–5], i.e. with the
omission of the analytical form (10). The schedule is shown in Fig. 3. As it is easy to
note, the resulting product mix (Part Set) PS ¼ ð4; 3Þ satisfies the production con-
straints given.

6 Concluding Remarks

The approach presented in this study implicitly assumes that production batches of
different products manufactured on a single workstation have either equal repetition
periods or are integer multiples of one another. The model that adopted here enables

Fig. 3. A Gantt chart of production flow in the system from Fig. 1, with batch sizes from
Table 2
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prototyping of the pattern of production flow. In particular, it allows one to evaluate
alternative choices of number of batches or batch size (when input/output buffer
capacities are given), or buffer capacity (when the number of batches are known).

Future research should focus on finding sufficient conditions that would ensure the
consistency of the system of diophantine equations that comprise an analytical model
of a production flow configuration. Apart from the research perspective presented in
this article, other directions of study worth mentioning are those which take into
account the uncertainty of processes and production order data as well as those related
to the determination of interference-robust cyclic schedules.
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Abstract. The paper is devoted to a quantitative approach to support of
strategic planning to control international conflicts. The MUT team, taking part
in Polish-American “tabletop” games, has proposed a set of methods and tools
to analyze possible moves to resolve a hypothetical conflict along a front line in
northeastern Europe. Both the model and some experimental results are pre-
sented in the paper. Decision support was proposed as a set of statistical,
optimization and simulation tools for conflict scenario preparation and analysis.
The range of quantitative methods and the choice of appropriate research tools
in the experiments are described. The strategic game was divided into two
phases: D1 – escalation of the conflict in the B states – determination of
effectiveness measures, such as the opponent’s estimation of the probability that
the conflict will escalate (Bayesian Network Model); D2 – conventional conflict:
Evaluation of effectiveness measures on our side (evaluation of force potential
and structure required, simulation analysis of combat clashes). The presentation
below focuses on D1.

Keywords: Decision support � Cast logic � Strategic planning

1 Introduction

Many supporting tools have been developed for making complex political, economic or
military decisions. A quantitative evaluation of different variants of complex decisions
is especially important because it allows one to compare variants and to choose the best
one. We are especially interested in decisions connected with planning of complex
operations. The implementation such operations is very often a non-deterministic
process, and we need an appropriate model to evaluate measures of its quality. In this
paper, we propose a stochastic network model of complex activities (operations) that
applies the concept of CAST Logic [1, 2, 5, 8] and stochastic PERT analysis [1].
Application of CAST Logic enables modelling of causal and stochastic relations
between series of activities. The concept of CAST Logic was presented for the first
time in this paper [2] and subsequently developed in many others [4–8].

Especially important is paper [8], which removes some shortcomings of earlier
versions of CAST logic implementation in influence networks and takes account of
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time-dependency in complex operations. In this paper, we modeled time-dependency
using a stochastic PERT model and a CAST logic model in compliance with paper [8].
An interesting proposal for modeling stochastic dependences between actions was
given in the paper [3].

This paper is organized as follows: Sect. 2 presents our model and its implemen-
tation as an MCA package; Sect. 3 focuses on an analysis of political-military conflict
based on MCA package, and Sect. 4 draws some summary conclusions.

2 Description of the Research Tools

The MCA software package for (M)odeling (C)omplex (A)ctivities is a specific conflict
scenario editor/simulator with many embedded tools, based on a network model that is
briefly described below. It was designed based on the legacy version mentioned in [1].

We have assumed that Complex Activities on each side of the conflict can be
defined as the following network according to COA in [1]:

Sp ¼ G;U;wh i ð1Þ

where:
G ¼ D;Uh i; G – Berge’s graph without loops, D – set of graph vertices, where

vertices are related to decisive points of Complex Activities, D ¼ fxp; 1; 2; ::�d; xkg,
U – set of graph edges – edges define the sequence of reaching the decisive point,
U ¼ f jf : D ! Rf g – family of functions defined at graph vertices,
U ¼ fsmin;smax; sp; pb;F; pr;PRg andW ¼ f jf : Unf d; kð Þ : k ¼ xkg ! ½�1; 1�� �

–

family of functions defined at graph edges, W ¼ fh; gg.
We assume that values of the following functions are determined by planners

during the planning process:
smin dð Þ – the shortest time needed to complete tasks to achieve decisive point d,
smax dð Þ – the longest time needed to complete tasks to achieve decisive point d,
sp dð Þ – the most probable time needed to complete tasks to achieve decisive point d,
pbðdÞ – baseline probability of completing tasks to achieve d, gððd; kÞÞ – the value

of this function reflects the negative influence of achieving decisive point d on the
probability of achieving decisive point k, hððd; kÞÞ – the value of this function reflects
the positive influence of achieving decisive point d on the probability of achieving
decisive point k.

By applying the above model, we will further show the method of evaluating three
important quantitative characteristics of Complex Activities in Conflict progress:

Fðd; tÞ – probability of completing tasks that allow the achievement of decisive
point d in a time shorter than t, completion of the above tasks does not guarantee
achieving the decisive point,

pr dð Þ – probability of achieving decisive point d in unlimited time,
PRðd; tÞ – probability of achieving decisive point d in a time shorter than t.
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The idea of the pr dð Þ evaluation is based on CAST logic described in paper [1].
According to CAST algorithm, we should set the following values as input data:

pbðdÞ – the baseline probability of completing tasks that allow decisive point d to
be achieved; this is the probability of achieving d without the influence of any other
events,

gððd; kÞÞ – the value of this function reflects the negative influence of achieving
decisive point d on the probability of achieving decisive point k,

hððd; kÞÞ – the value of this function reflects the positive influence of achieving
decisive point d on the probability of achieving decisive point k.

Determination of values of the above functions is a separate problem. It is mostly
assumed that they are fixed by experts applying their own knowledge and experience.

Let us denote Pred kð Þ ¼ C�1ðkÞ.
If C�1ðkÞ ¼ fdg, then it is assumed that:

• if decisive point d is achieved than:

P kjdð Þ ¼ pbk þ h d; kð Þ � 1� pbkð Þ; if hðd; kÞ� 0
pbk þ h d; kð Þ � pbk; if hðd; kÞ\0

�

• if decisive point d is not achieved than:

P kj � dð Þ ¼ pbk þ g d; kð Þ � 1� pbkð Þ; if gðd; kÞ� 0
pbk þ g d; kð Þ � pbk; if gðd; kÞ\0

�

where PðkjdÞ means the conditional probability of achieving point k, given that point
d was achieved (Pðkj � dÞ d not achieved).

In case C�1 kð Þ�� ��[ 1, we have defined additional quantities:

yk ¼ ðydÞd2C�1ðkÞ;

Yk ¼ yk ¼ ðydÞd2C�1 kð Þ : yd 2 f0; 1g
n o

where:

yd ¼ 1 if point d achieved
0 otherwise

�

hkd ydð Þ ¼ hðd; kÞ yd ¼ 1
gðd; kÞ yd ¼ 0

�

h yk
� � ¼ ½

Y
d2C�1 kð Þ:hkd ydð Þ\0

1� hkd ydð Þ�� ��� �� Y
d2C�1 kð Þ:hkd ydð Þ� 0

1� hkd ydð Þ�� ��� ��
=max½

Y
d2C�1 kð Þ:hkd ydð Þ\0

1� hkd ydð Þ�� ��� �
;

Y
d2C�1 kð Þ:hkd ydð Þ� 0

1� hkd ydð Þ�� ��� ��:
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Now we can calculate conditional probability P(k│yk) using the following formula:

P kjyk� � ¼ pbk þ h yk
� � � 1� pbkð Þ; if h yk

� �� 0
pbk þ h yk

� � � pbk; if h yk
� �

\0

�
:

The unconditional probability pr(k) of achieving the decisive point k is computed via
the expression:

pr kð Þ ¼
X
yk2Yk

P kjyk� � � Y
d2C�1ðkÞ

prðdÞyd � ð1� pr dð ÞÞ1�yd :

Applying formulas for pr(k) and F(d,t), we could compute the probability of achieving
decisive point d in a time shorter than t via the expression:

PR d; tð Þ ¼ F d; tð Þ � pr kð Þ:

The editor’s implementation was conducted with recommendations based on
object-oriented methodologies. The main programming language is Java. There are two
versions of the software package. The first version was prepared as the standalone
application for ease of use. The second version was implemented as an applet and
deployed on a server in a set of decision support services.

3 Computational Experiments

3.1 Network Model of Complex Activities the Sides of Conflict

As an example, we propose to consider a conflict situation between the sub-coalition N,
where the countries U, P, B (B = Li, L, E) are part of N, and the opposing state R,
including exclave K, in coalition with Be. The main goal of R is to destabilize the
internal situation in state L – the context is protecting R minorities in L. The main goal
of sub-coalition N is to stop the escalation of the conflict in B.

Overarching objectives of R:

– Conduct operations in L and Li that will split N and further erode confidence in N’s
ability to defend its flank;

– Create a strategic dilemma for N by conducting sub-conventional operations to
cause N to deploy and sustain forces in the B states, then use flanking capabilities in
the K exclave and Be to pressure N lines of communication (LOCs) by land, sea and
air;

– Reinforce the K exclave and Be to “harden” them against N retaliatory actions.

Overarching objectives of N:

– Provide foreign internal defense (FID), other military support to L;
– Conduct limited operations to protect air, land and sea lines of communication to L;
– Defend P borders against SOF raids from the K exclave and Be;
– Deter R conventional invasions of P and B.
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To achieve these objectives, each side of the conflict can make moves described in
the model presented in point 2. The influence of these moves is expressed by the
evolution of the unconditional probability of achieving a decisive point (in other words,
the move’s success).

The assumptions

1. A collection of values of the function h(g):
Decisive impact: h = 1; Very strong impact: h = 0,9; Strong impact: h = 0,75;
Average impact: h = 0,5; Weak impact: h = 0,25; Very weak impact: h = 0,1; No
impact: h = 0;

2. Time of implementation steps:
a. times are expressed in days;
b. the nodes corresponding to the countries, and not the operations, assign lead

times c = [0, 0, 0];
3. PB – the baseline probability of completing tasks without the influence of any other

events (Fig. 1).
The decisive point 1, or so-called “Conflict escalation in L”, can be also called the

end-state. The secondary factors also include decisive points:

– Preventing the escalation of the conflict situation in L,
– Reinforcement of the borders of country P;
– Protection of lines of communication (LOC’s) to country L;
– Deterrence of country R’s conventional military invasions of P and other countries;
– Inconsistent reactions of third-party countries;
– Expected losses of country R resulting from conflict escalation;
– Improvement of the authority image of R,

which can affect end-state 1. Each of these decisive points can be affected by primary
factors.

Time is described in vector c = [The shortest time of completion of tasks, The most
probable time of completion of tasks, The longest time of completion of tasks].

Preventing the escalation of the conflict situation in L:

– Reinforcement of L’s security forces by the N (+) (PBA = 0,4; h = 0,9; g = −0,25;
c = [0, 0, 0]);

– Deployment of third-party (sub-coalition of N) special forces in country L and special
forces operations in ports and bridges, (PBAi = 0,8; h = 0,9; g = 0,0; c = [3, 6, 9]);

– Actions of R special forces and pro-R paramilitary groups (“green men”) in L and Li
(PBAii = 0,8; h = −0,5; g = 0,0; c = [0, 1, 3]);

– Information war (against incitement of the R population) (+) (PBAiii = 0,75;
h = 0,5; g = −0,75; c = [1, 3, 6]), R actions (−), N actions (+);

– Cyber defense (+) (PBAiv = 0,5; h = 0,5; g = −0,75; c = [1, 3, 6]).

Reinforcement of country P’s borders (PBB = 0,5; h = 0,5; g = −0,25; c = [0, 0, 0]):

– Deployment of ground forces along the borders (+) (PBBi = 0,9; h = 0,9; g = 0,0;
c = [3, 6, 9]);

– Monitoring of borders by technical means (+) (PBBii = 0,75; h = 0,75; g = 0,0;
c = [1, 3, 6]).
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Protection of lines of communication (LOCs) to L (PBC = 0,2; h = 0,5; g = −0,3;
c = [0, 0, 0]):

– Monitoring and reinforcement of borders (+) (PBCi = 0,75; h = 0,5; g = −0,1;
c = [1, 6, 9]);

– Monitoringof communication lines (+) (PBCii = 0,9; h = 0,5; g = −0,1; c = [1, 3, 6]);
– Reinforcement of naval and air patrols (+) (PBCiii = 0,75; h = 0,5; g = −0,1;

c = [1, 3, 6]);
– Deployment of land forces to protect lines of communication (+) (PBCiv = 0,6;

h = 0,8; g = −0,2; c = [5, 7, 9]).

Deterrence of R conventional military invasions of P and B countries (+)
(PBD = 0,25; h = 0,75; g = −0,5; c = [0;0;0]):

– Increasing combat readiness of forces in P and B countries (+) (PBDi = 0,9;
h = 0,25; g = −0,25; c = [1, 3, 6]);

– Reinforcement of the armed forces in P and B countries by the contingent of N (+)
(PBDii = 0,75; h = 0,75; g = −0,75; c = [3;6;9], taking into account just deployed
forces);

– Actions of R, intensive exercises in the region, cyber actions, force deployment (−)
(PBDiii = 0,75; h = −0,5; g = 0,2; c = [0, 3, 6]).

Military reinforcement of K exclave and Be (−) (PBE = 0,75; h = −0,75; g = 0,5;
c = [0;0;0]):

– Reinforcement of missile (ground-air, ground-ground) units near the border and Be
(+) (PBEi = 0,9; h = 0,9; g = −0,5; c = [7;14;14]);

– Intensive movements and reinforcement of missile units in border countries to
increase effective range (+) (PBEii = 0,75; h = 0,25; g = −0,25; c = [5;7;10]);

Fig. 1. Initial state of conflict – baseline probability of completing tasks
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– Military exercises near the western border of Be (+) (PBEiii = 0,75; h = 0,25;
g = −0,25; c = [7;10;14]);

– Blocking the creation of a corridor into the K exclave by N activities in P and Li (−)
(PBEiv = 0,75; h = −0,5; g = 0,75; c = [5;10;15]).

3.2 Experiments’ Outcomes

The analytical process is illustrated by the following graphs – Figs. 2, 3, 4, 5 and 6.

Fig. 2. The analysis of positive or negative influences of preceding decisive points on the
conflict escalation

Fig. 3. Factors of chosen decisive point
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Fig. 4. Influences on protection of lines of communication

Fig. 5. Deterrence
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4 Conclusions

This paper presents a set of research tools to support strategic analysis in crisis situ-
ations. The solutions offered by the war game carried out by an international
Polish-American team and the board-game simulation for the Polish Ministry of
Defense undoubtedly require further evaluation using supporting tools and analysis.
Studying concepts for using Allied forces with various weapons systems and combat
methods to stabilize the situation in the affected region requires verification through
quantitative methods, including statistics, optimization and simulation.

We have made calculations and carried out experiments for the conflict’s first phase
(destabilization of L and subsequently the other B states). First, we presented the
method and the results of a network analysis of complex strategic actions taken on a
variant proposed by the American team. In this variant, the probability of escalation,
even with appropriate countermeasures, was 0.7 over a period of 13 days.

In a variant proposed by our team, correct moves reduce the probability of conflict
escalation to 0.27 in 13 days. In order to assess the chances of blocking an operation to
carve out a corridor to exclave K, we used the optimization calculation method and
simulation in addition to network analysis. This allowed us to estimate the potential
losses and structure of friendly forces depending on the opponent’s decisions. The
proposed method is extremely flexible and can be used to support the development of
CONOPS (concept of operations) in various conflicts.

In conclusion, it should be noted that the methods presented in this paper need
constant calibration and testing. A significant advantage they offer is the opportunity
for flexible research and simulation of conflicts at various stages. This can prove

Fig. 6. Final evaluation of probability of conflict escalation (reduction)
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helpful in making decisions about developing force structures, including selecting
weapons systems appropriate to the needs and capabilities of our armed forces.
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Abstract. Due to the fact that the quality of the entire process is more and
more dependent on the maintenance process, must be carefully designed and
effectively implemented. There are various techniques and approaches that may
be applied for efficient and effective maintenance management. This study
presents the application of the modeling tools and process management within
BPM practices in the maintenance processes in a medical devices manufacturing
company.

Keywords: Maintenance process � Business process management � Business
process modeling

1 Introduction

There is a continual focus on cost reduction to attain increased revenue generation [10].
Therefore, due to its role in the corporate long-term profitability, more and more
significance is put on maintenance. Cost reduction within the maintenance organization
does not concern to reduce the quality or the level of service. It concerns an increased
control of the maintenance organization and also related areas. In order to control the
maintenance organization properly information about occurring events are needed [4].
Data is the foundation for conclusions and decisions, without effective data gathering
cannot incidents be truly investigated and defined. To gather and analyze data manually
a tremendous amount of both time and effort is required. Due to this, many companies
develop and use computer programs in this field. These programs, or systems, are
called computerized maintenance management systems (CMMS) and they are designed
to gather all data related to maintenance and to file it in the history of corresponding
asset [2, 13]. One of the first steps in the maintenance process automation is to define a
business process model with all its elements.

This study presents the application of the modeling tools and process management
according to the BPM practices in the maintenance processes for a medical devices
manufacturing company. The paper is organized as follows. Section 2 describes the
maintenance management issues. Section 3 describes the business process modeling
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issues. Section 4 presents the case study based on maintenance processes in medical
devices manufacturing company. Section 5 presents our conclusions.

2 Maintenance Management Framework

The production and its operational aspects such as quality, costs, capacity, safety and
environment are influenced by maintenance of the equipment [7]. Therefore, due to its
role in the corporate long-term profitability, more and more significance is put on
maintenance. Many industries today are focusing their attention on the maintenance as
the business function. Maintenance effectiveness, to a large extent, depends on the
quality of the knowledge of the managers and maintenance operators, and the effec-
tiveness of internal & external collaborative environments. But, maintenance effec-
tiveness depends also on the quality, timeliness, accuracy and completeness of
information related to machine degradation state, based on which decisions are made.
To monitor the condition of the equipment, the equipment data needs to be collected and
processed, providing basis for the planning and decisions [5]. Different data sources are
used in maintenance decision making processes. These data sources are for example
failure data, practical experience, results of technical analysis, condition-monitoring

Table 1. Causes of uncertainty [15]

Cause Description Impact

Lack of
information

Decision maker does not have the
information needed

A situation of uncertainty can be
transformed to a situation of
certainty by gathering more and
better information

Abundance of
information
(complexity)

More data is available than a person
can digest

A transfer to certainty cannot be
achieved by gathering more data,
but rather by transforming the
available data to appropriate
information

Conflicting
evidence

There might be information available
pointing to a certain direction, but
some information is available pointing
to another direction

An increase of information does not
reduce uncertainty. Checking and
deleting wrong information might
help to transform the situation to
certainty

Ambiguity Linguistic information has entirely
different meanings

Ambiguity can be classified also as
lack of information because more
information helps to move towards
certainty

Measurement An ‘imagined’ exact property cannot
be measured perfectly

This can also be considered as a
lack of information

Belief All information available to the
observer is subjective as a kind of
belief in a certain situation

This situation is questionable and it
can be considered as lack of
information
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measurements and operating data, or a combination of these data resources. It is nec-
essary to have the correct data, since it is essential in assisting the maintenance actor in
the decision-making process [1, 6, 14]. Any kind of information gaps make it difficult to
make the right decision in a particular situation and thus increase uncertainty. According
to Zimmerman [15], “Uncertainty implies that in a certain situation a person does not
dispose about information which quantitatively and qualitatively is appropriate to
describe, prescribe or predict deterministically and numerically a system, its behavior or
other characteristic.” Details of the causes of uncertainty are presented in Table 1.

To manage the collected data efficiently, the maintenance process requires the
certain level of computer support [9, 11]. The computerized maintenance process
includes the organization of maintenance data, work order planning and scheduling,
labor information, reporting and analysis, and inventory management [8]. One of the
first steps in the maintenance process automation is to define a business process model
with all its elements.

3 Business Process Modelling

Business process presents a set of connected activities which jointly create the output
which has value for the customer. Process activities as the elements of the business
processes are realized by the process participants. Process participants can be divided
into process owners which do the process planning, organization and monitoring, and
into participants who carry out the process tasks. Another element of the business
process is the event, which represents the result of the activity and also it can be the
cause for beginning the certain activity. Every process can have its performance
indicators exemplified in different forms, such as number of occurrences of certain
event, time for activity execution, number of errors in the process, costs etc. [12]. To
define a process, to analyze it, improve it and implement it in organization, the whole
set of techniques and methods can be used, and they are unified under the paradigm of
Business Process Management.

The Business Process Management is an oriented methodology for the identifica-
tion, design, implementation, documentation, measurement and control of business
processes, making them flow from end to end. Thus, the activities and tasks cross the
functional barrier to add value to the customer.

Business process management includes Business Process Modeling (BMP) ap-
proach. BPM is mostly about organized process description, including tasks, activities
and flows, with use of graphical methods. Process modeling goals include those
connected with organization’s performance and those connected with developing IT
systems supporting management. Considering the first group of goals, modeling is
usually focused on core processes, which are substantial for company. In such case, key
processes are modeled and links between activities are analyzed. This enables identi-
fication of processes’ flows and recognition of activities critical for processes. On the
other hand, business process modeling for IT systems development requires mapping
all the processes that are going to be included in the system. In such case, modeling is
an element of IT system analysis that results in functional specification of the system.
It includes formalized information on elements of the system, i.e. its structure,
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processes, relations and links between data. Nevertheless, in both cases modeling is
simplification of reality that allows to present processes clearly and helps in under-
standing complex relations between activities.

BPM approach is greatly dependent on IT which supports its realization. The most
important solutions within the area are Business Process Management Systems
(BPMS) and Workflow Management System (WMS). According to Workflow Man-
agement Coalition (WfMC) these systems manage workflow with software that man-
ages processes, communicates with users and benefits from other applications and IT
tools.

The most popular notation for processes modeling is the BPMN notation. The
primary goal of BPMN is to provide a notation that is readily understandable by all
business users, from the business analysts that create the initial drafts of the process, to
the technical developers responsible for implementing the technology that will perform
those processes, and finally, to the business people who will manage and monitor these
processes. Thus, BPMN closes the gap between process design and process imple-
mentation. BPMN is an element supporting business processes modeling and can be
successfully applied for modeling complex processes. Graphical presentation of pro-
cesses makes their analysis and modification easier, at the same time providing a wide
range of applications of the notation as the method that is basic for business process
management.

Business process modeling should be the common solution for defining core
activities in maintenance. Well defined processes benefit in limiting uncertainties in
decision making processes, eliminating unnecessary activities, managing human and
material resources in rational way, and in consequence limiting cost. Moreover,
business process modeling should be the standard solution for designing, developing
and implementing IT system for maintenance processes.

4 Maintenance Processes Modeling – Case Study

The object of the research is a medical devices manufacturing company. It is a
multi-department company, benefiting from many production facilities, equipped with
machines and production lines of diversified technological profile (largely associated
with each other), constructed on the basis of various components: electrical, hydraulic,
mechanical, hybrid and working 24 h. Due to planned implementation of the next
mode of CMMS namely “Supervision and coordination system”, it was necessary to
analyze processes flows, verify them and develop new processes, which required
application of BPMN.

The following chapter introduces modelling of “Recovery process”. The modeling
of the current process was based on interviews with employees of the maintenance,
production and procurement departments. For the implementation of this work, the
authors used the approach proposed by [3] (Fig. 1). Baldam et al. [3] have adopted a
model, to describe the BPM methodology, considering four steps that comprise a BPM
cycle. These steps are: BPM planning; modeling and optimization of processes;
implementation procedures; and control and data analysis.
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BPM planning included analysis of the activities that contributes to the achieve-
ment of organizational objectives of the factory, specifically in the maintenance
department, through the survey of the main weak points of the current maintenance
process and the identification of improvement opportunities. For this survey, interviews
were conducted with all participants of the “Recovery process”, such as machine
operator, coordinator of the production, maintenance technicians, maintenance
department, purchasing department and others involved.

The next step “Modelling and optimization” includes two major activities: mod-
elling the current state and the proposed state, which we used, the BPMN notation:

– modelling the current state (as is): construction of the model based on analysis of
current documentation, interviews and brainstorming with those involved in the
process;

– optimization and modelling of future state (to be): reduction of bureaucracy and
duplicated tasks; reducing time; use simple language; activities standardization;
definition of those involved in the process; definition of business rules; and use of
information technology.

Three actors are involved in the “recovery process”: production department (DP),
maintenance department (DT) and quality department (DQ). Following, there are
presented the details of each of the activities the recovery process is composed of.
When reporting a failure, the reporting person (machine operator) determines the type
of failure: mechanical, electrical, other, which should be understood as: type of failure
unknown or simultaneous occurrence of mechanical and electrical failure). After a
failure has been recovered, the DT responsible for recovery shall send the information
to the DP. The production department runs a series of tests on a given machine to
confirm the effectiveness of the repairs carried out. After the test series, the quality
department (DQ) performs quality assessment of the defined product parameters. If the
product meets the requirements, DQ approves DP production. The production
department sends the information concerning the launch of the production to the

Fig. 1. BPM cycle [3]
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planning department (DPP). In case of a negative quality assessment, the quality
department (DQ) will forward the information to the technical department (DT) ex-
pecting repairs to be completed correctly. The new process model is shown in Fig. 2.

After the operator has reported a failure (Fig. 3), the recovery task can be
accomplished in two ways: by using own resources (DT) or external resources (external
service). In the first option, there is possibility of the lack of necessary resources for
task execution, e.g. lack of parts. In such a case, the Procurement Department (DZ) will
be asked to purchase and deliver those parts and, upon delivery, work is continued until
it is completed. In most cases, all the resources necessary to eliminate the failure will be
available and the task will take place in one time. In the second scenario, the task is
transferred to an external company that takes over the entire process until the task is
completed. Irrespective of the option selected, the flow of information across depart-
ments is an important part of the process, as the date of recovery can affect the tasks
performed by other departments: DP – Production Department, DPP – Planning
Department. In the model described, if a failure has not been recovered within 1 (or
2) h after notification, the departments indicated must take corrective action. After that
time, the relevant information reaches the DP and DPP departments. The DPP
department is taking steps to implement the procedures for changing the production
plans, and the DP department, depending on the level of execution of the production
order (85 or 95%), is preparing to execute the next order (setups, replenishing, …).

Process execution is the next stage. In this stage, proposed process was evaluated
experimentally in a web environment. This was done by performing the following
tasks: data modeling, generation of forms and definition of business rules and

Fig. 2. BPMN diagram of the recovery process.
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participants. The data model contains all the information required in the process and
how they relate to the entities. To perform the simulation management of the main-
tenance process, the following information was required: problem description; its
location; phone; e-mail, comments on the requested service; analysis of received data;

Fig. 3. BPMN diagram of the electrical/mechanical failure repair process.
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observations on the need for correction of a request; technician name that will perform
the service; check on the need of material request, etc.

Once set the process data model, the forms to be displayed to the users have been
created. These forms were developed through attributes added to the master and
parametric entities in the data model. Each activity has a specific form to be completed
by the assigned user to do so. Figure 4 shows a specific example of the form used for
the opening of a maintenance request.

In the next step, the process was configured according to the rules of the factory.
Each gateway defined in the process needs to be predetermined a condition to follow
each path. Next, all the areas and workstations involved in the process were registered.
For each task, a position responsible for its implementation was designated. Only the
people assigned for this position have access to relevant data.

The final stage is “Process simulation and analysis”. The business process man-
agement combined with the BPMS systems enables complete monitoring and evalu-
ation process. This is the final stage of the work, in which process the benchmarks were
analyzed with the objective of evaluating the proposed process. The resulting perfor-
mance measurement information was used to process the feedback, reviewing the
initial planning and again identifying improvement opportunities. Critical factors for
the company were, inter alia, the timing of work, delays, the number of correct repairs
(approved without quality department compliance), active working time of the main-
tenance staff, spare parts delivery time and the ability to determine the status of

Fig. 4. Form for the opening of a maintenance request.
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operations performed on the machine. With the simulation process on a BPMS envi-
ronment, these factors were analyzed and changes were made to the process.

The activities presented above were the part of the implementation of the next
CMMS mode “Supervision and coordination system” in the company. By comparing
historical data for 2015 (before implementation) and 2016 (after implementation), it can
be stated, inter alia, that the time of the repair was shortened by on average 19%;
Procurement delays have been reduced by 46%, thanks to information on tasks (mainly
failures) provided to the planning and production department, which has allowed for
effective revision of production plans; increased lead-time accuracy by approximately
43%, as well as reduced waiting time for spare parts (Fig. 5).

5 Summary

An important prerequisite of successful process management is process-oriented
thinking. This means that the main focus is not on the department-based division of
tasks, but rather on individual employees as they are the ones to perform the relevant
process steps. The paper includes presentation of the application of notation and
method within the concept of management processes for the creation and evaluation of
the maintenance process in a medical devices manufacturing company. By diagram-
ming each of the activities that make up the maintenance process using the BPMN
notation, this is disclosed in a graphic, clear and standardized manner, allowing that all
involved are aware of the whole and can contribute with suggestions for optimization
process. Using the BPMS system, each participant knows exactly the tasks that must
perform and when toper form them, as it has an automatic time control system of the
activities according to the rules and expectations of time previously set by the process
owner.

It should be borne in mind that a good model of the process not only provides the
opportunity to clearly illustrate the complex links between activities and better
understand them. It can be a substitute research object and enable running experiments
that cannot be executed on a real object - especially simulation and analysis of

Fig. 5. Average waiting time for parts - before and after implementation (in hours)
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long-term processes or critical-critical conditions such as the minimal resource of
maintenance that is still able to handle event (failure) streams of specified intensity.
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Abstract. A design process and accepted solutions made during this process,
often base on non-formalized knowledge, obtained from designer (expert)
intuition and practice. There are no formalized rules assuring the correctness of
design solutions. The analysis of design process of ship automation, including
ship power system, shows that this process can be supported by application of
the artificial intelligence elements. The article presents two artificial intelligence
technologies of computer-aided design regarding ship’s power subsystems
automation (expert system and the multi-agent environment). The paper dis-
cusses applications developed using both approaches and presents their per-
formance comparison concerning requests processing efficiency.

Keywords: Computer-aided design � Expert system � Multi-agent system �
Ship automation

1 Introduction

The process of computer-aided design, considering the intensive development of ships
automation, puts on designers still growing demands of technical nature, the necessity
of intensive knowledge complementation and frequent use of different expert opinions.

Growing competition, a drop in ship prices and expensive credits, force yards to
considerably optimize the production cycle of ships. The most important factor of
shipbuilding efficiency is designer’s work, especially in early stages of design process,
where content of a contract, the range and functions of ships, equipment prices and
proposed suppliers of equipment are defined.

The whole ship design process consists of four basic stages: the preliminary design,
the commission project, the technical project and the working project with strictly
defined ranges of documentation approved by classification societies, shipyard owners,
equipment suppliers and shipyard production departments.

Within the preliminary design (PD), the general concept and range of automation of
the ship’s power system are provided. The project includes elements, such as
automation range, monitoring of the systems operation and proposed technical func-
tionalities, realized by on-board computer or by local automation devices.
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After the shipping company has accepted the preliminary design and their requests
have been taken into account, a commission project (CP) is drawn up (where the type
of the main power plant is determined, together with the engine room systems and
supportive devices).

Within the technical project (TP) the following items are prepared: the documen-
tation required by the classification societies, a list of automation apparatus, block- and
function diagrams of the engine room automation, the layout of monitoring stations,
diagrams of power supply for automation devices, a list of computer input and output
signals and diagrams of the engine room systems.

Once the comments of the classification society and the requirements of the
shipping company have been accepted, the automation equipment suppliers are chosen
and the supply contracts are signed, the working project (WP) is started, i.e. detailed
diagrams of the automation systems for all the automated devices are prepared. When
the ship has been built, final documentation (FD) is provided to the shipping company
and the classification society.

Making decomposition of a design process we can distinguish some characteristic
design stages related with the type of a project. We can highlight the following tasks:

– Text descriptions creation for all types of projects;
– Block and schematic diagrams creation, especially for TP, WP and FD;
– Application of data concerning component elements of ship power system for PD,

CP and TP;
– Application of data regarding classification societies for all projects;
– Design calculations conduction, related with static properties for early stages of

projects and dynamic characteristics for TP and WP;
– Design decision development concerning accepted technical solutions and applied

component elements (connected with decisions and preferences of ship owner from
CP), recommendations of a shipyard, costs, producers, reliability and many other
factors.

Decisions made during design realization and accepted solutions often base on
non-formalized knowledge, obtained from designer’s (expert) intuition and practice.
There are no formalized rules assuring standardization of design solution development
[1, 2].

The analysis of design process of ship automation, including ship power system,
shows that this process can be supported by an application of artificial intelligence
elements [3–5]. Authors’ attention has turned to an application of knowledge-based
systems, as well as new technology solutions, such as multi-agent systems (MAS).

In the paper, a structure of an expert system, module of simulation calculations, and
module supporting design decision making, developed in earlier grants are presented.
The application of the multi-agent system for aided design of a ship automation is
presented as well.
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2 General Structure of the System

The previous research work enabled us to develop the general structure of a
knowledge-based system for aided design of ship power systems automation (Fig. 1)
[5–7].

An application of a shell expert system Exsys, executing many useful applications
is assumed. The expert system works also as invocation environment for a number of
external programs, which aid the design process [8]. Design assumptions are passed to
the system by a user (expert) in dialogue form. Processing of submitted data is realized
using rules from a knowledge base. The mentioned rules controls invoked programs, as
well as input data transfers and data extractions from the received responses. The expert
system uses the following auxiliary programs:

Database built using MS Access program, which contains descriptions of applied
component elements used at design, typical technical solutions (subsystem structures)
and chosen classification societies demands.

Auxiliary programs for technical descriptions and block diagrams creation, which
include AutoCAD, CorelDRAW, Visio, Word and other programs.

Decision-making module, which is an independent knowledge-based system,
which sends the chosen decision variants to the expert system. There are many decision
models, which can be applied to computer aided design. Taking into account the
flexibility of created knowledge-based system, the AHP (analytic hierarchy process)
method is accepted. The structure of module that aid an automated choice of ship’s
control subsystem elements is presented in Fig. 2.

The performance of this module was tested on an exemplary decision-making
problem concerning a selection of temperature sensors in fuel transport system to
Diesel engines of a ship’s main propulsion [7]. The most important procedures realized
by the modules include:

Fig. 1. General structure of knowledge-based system for aided design of ship power systems
automation
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– Searching the database for an objects that meet given criteria;
– Creating the pairwise comparison matrices for expert knowledge acquisition (for the

objects that have been found);
– Object correctness verification and writing data to the hard disk drive;
– Utilizing the knowledge accumulated by the user in a form of calculating ranking

vectors and their aggregation according to accepted attributes;
– Generating reports.

Simulation module, that includes: simulation program, mathematical models
library, structure models library and parameter models base (Fig. 3). The general type of
each element is represented by the mathematical model (a given structure of the model
and mathematical operators). The detailed type could be achieved by introducing
properly identified model parameters. The choice of parameters is possible by execution
of identification process using genetic algorithms. Structure models library includes
mathematical models of chosen subsystems (the library is not included in Fig. 3).

Fig. 2. Structure of the module in knowledge-based system for aided design decision making

Fig. 3. Simulation module structure for dynamic evaluation of designed system
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The attempts of automatic generation of model structures from its description using
the expert system were made [4]. Results of simulation time responses of the inves-
tigated system should be evaluated according to the calculations of designed subsys-
tem. The necessary knowledge should be extracted from generated plots and used by
the expert system.

The described assumptions were used do built a practical implementation of an
expert system for aided design of ship thruster subsystem (electrical section). The next
chapter presents the application details regarding the developed system.

3 Application of Expert System for Design of Ship Thruster
Subsystem

The previous experience with expert system building, results in a hybrid expert system
creation, which supports the choice of elements of ship’s thruster subsystem. The
design process of ships and their construction have special requirements, among others,
in newly built ships a designer should not introduce too many innovations. Ship owners
require high reliability, predictability of the ship endurance and the assessment of
long-term operating costs.

The proposed aided design system of thruster subsystems is mainly designed for
PD. It is useful for the design of newly built ships, as well as for renovation of existing
units. The system can be also used in the later stages of design CP, TP, WP and FD.

The aided design of the thruster subsystem is based on the structure shown in
Fig. 1. Similarly to the classic expert system, the proposed system uses a knowledge
base, database, chaining forward and backwards. Moreover, the system uses results of
simulations carried out in real time (online). These results allow for the assessment of
thruster structures, selected by the expert system, as well as the generation of design
solutions. The built system includes elements such as:

– Library of ship thruster structures;
– Library of mathematical models of elements of ship thruster structures [8];
– Identification module of mathematical model parameters using the genetic

algorithm;
– Database of catalogue data and the database of mathematical model parameters of

thrusters component elements;
– Database with knowledge about ship thrusters;
– Module of automatic generation of the simulation models in workspace;
– Module of automatic extraction of knowledge from simulation results;
– Reports generator (the report includes an analysis of the tested subsystem of ship

thruster).

The expert system is built from the following tools: Exsys Developer, MS Access,
Matlab/Simulink, Genetic and Evolutionary Algorithm Toolbox.

The expert system operation starts from the conversation mode, to collect infor-
mation from the user (designer expert). Then, the system performs automatically a
series of tasks:
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– Select ship thruster structure;
– Select elements of ship thruster structure;
– Demand simulation calculations of the ship thruster structure from external

application;
– Assign the knowledge extraction from simulation results to external application;
– Generate the final report.

External application (Matlab/Simulink) connects mathematical models of particular
components of the thruster structure in a form of simulation model. Then the system
assigns the parameters to mathematical models and performs the simulation. Finally,
the simulation results are returning to the expert system.

The expert system invokes the external application (Matlab) to perform evaluations
of the simulations results. During the evaluation, basing on characteristics, the appli-
cation extracts the necessary knowledge to make a decision, whether to accept or reject
the tested structure.

The results from the application return to the expert system. The rules, used in
evaluating the simulated structure, were developed using expert knowledge base and
rules of classification societies (i.e. PRS - polish register of shipping). Finally, the
expert system generates a report from accomplished activities.

Thruster parameters selected by the user (during the conversation), the results of
calculations made by the expert system, elements of selected structure, data sheets
selected elements of the structure, knowledge obtained from simulation of the structure,
information if requirements set by selected classification society are met, as well as
final conclusions, are presented in the report.

When the structure does not meet the requirements, the application of an expert
system suggests what further steps can be taken to improve the properties of the
structure. In the future a fully automated selection of the thruster structure and further
research to reach the expected or the best solution is planned.

Example parts of the report generated by the expert system is shown in Figs. 4 and 5.
The Fig. 4 shows: a fragment of a report containing the structure description (Fig. 4,
p. 1.5), selected component elements for chosen structure (Fig. 4, p. 1.6), and catalogue
data of component elements (Fig. 4, p. 1.7). The Fig. 5 (p. 1.10) shows some conclu-
sions generated by the expert system.

When the created structure does not meet requirements set by given classification
society and the expert system suggests how to improve the properties of tested
structure, then the user of an expert system is able to get a direct access to auto-saved *.
mdl file with the structure model for debug purposes. This step is optional (not included
in a typical workflow of an expert system), however it is required to analyze the raw
data obtained from tests conducted in simulation module. Basing on the system report
conclusions and model characteristics analysis, the user can improve the created
structure and rerun the simulation tests with new parameters (in order to verify cor-
rectness of this changes).
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4 Multi-agent Based Approach for Design of Ship Thruster
Subsystem

The implemented expert system was primarily designed as a standalone application.
This approach contains certain disadvantages and limitations. Among them can be
distinguished the centralization of all algorithms within a single hardware unit that led
to the excessive workload during simulation tests (caused by Exsys and Matlab
background activities). The single CPU is forced to process every request by itself, thus
the expert system must be installed on a high-performance workstations [3].

Another aspect is a concurrent access to the resources. Only one user could take
advantage of the system at a time (the system is not capable to provide another interface
for a subsequent user, therefore simultaneous multi-user operations are not available).

Fig. 4. Part of the report generated by expert system - parameters, structure, components

Fig. 5. Part of the report generated by expert system - final conclusions
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Furthermore, the scheduled updates of database or knowledge base prevent from the
use of an expert system for a certain time period. Implemented system is characterized
by sequential conduction of design processes. Each subsequent process can be carried
out, only when its predecessor was completed (it is not possible to conduct several
design processes in parallel) [3].

Mentioned limitations could be overcome by application of the multi-agent based
approach. Multi-agent systems (MAS) evolved from the research related with dis-
tributed artificial intelligence. This modus operandi assumes that the computational
system consists of autonomous, intelligent instances (software agents). Agents are
capable to communicate with each other in order to achieve some designated, collective
goals. Mutual interactions and the possibility to execute unique algorithms are an
indispensable feature of software agents. Therefore, this solution (MAS) is frequently
applied for resolving complex problems with dispersed nature [9, 10]. One of those
issues is the aided design of control systems.

Certain attempts to apply multi-agent architecture in the systems for
computer-aided design (CAD) of a ship automation have been made [11, 12]. How-
ever, the aim of those researches is rather focused on enabling a cooperative design in
terms of diverse CAD environment integration within a particular system or to manage
the knowledge sharing between geographically distributed design teams. In this article
authors introduced an application of the multi-agent system in computer-aided design,
regarding the parallelization of design algorithms. In the described approach the spe-
cialized software agents were implemented as follows: interface agent, master agent,
simulation agent and evaluation agent. The new instance of every agent’s type might be
invoked in order to satisfy the request processing demand.

The multi-agent system that utilizes the described assumptions is presented in the
Fig. 6 (hardware layer perspective). Interface Agent gathers and initially validates the
data from user designer. Master agent delegates tasks to computational agents and
additionally enables the machine learning algorithms. simulation agent carries out
dynamic calculations for the designed control structure. evaluation agent assesses the
suitability of generated solution and provides a report to the system user. The main
advantage of this approach is the scalability of an entire multi-agent system and the
ability to conduct several design processes in parallel. Particular design processes are
divided and distributed between separate computers. Implemented queueing mecha-
nism allows to allocate the given design step on appropriate hardware unit taking into
account its capabilities and current workload.

This solution led to reduction of the time of solving design tasks, compared with
the centralized approach. A comparison of request processing efficiency (time required
to develop the solutions for three the same design processes), regarding the centralized
approach (expert system) and distributed approach (multi-agent system) is shown in the
Fig. 7.
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5 Summary and Conclusions

The process of designing system automation is complex and difficult to formalize.
Furthermore, it requires processing of large data amounts. In designing ship automation
systems there is no fully systematized knowledge about the designing process because
often the only information source are the people involved in solving problems in this

Fig. 6. Multi-agent system for aided design of selected control systems (hardware layer)

Fig. 7. Performance analysis on request processing efficiency of expert system and multi-agent
environment (lower is better)
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area. Apart from that, there is also the output of many projects made on ships. This
knowledge should be a subject to standardization. It should be systematized and
documented, which is partially done in the expert system (in the knowledge base and in
the form of reports). Dedicated application of an expert system for aided design of ship
system automation met many difficulties. Detailed database of component elements is
necessary. Mathematical models of component elements with identified parameters
should be used. Furthermore, it is very complicated to create a dedicated knowledge
base. Despite the mentioned problems the achieved results are satisfactory and the
support of an expert system is considerable. The centralized architecture of the expert
system contains certain disadvantages and limitations that might be overcome by
application of the multi-agent based approach. The main advantage of this solution is
the scalability and ability to conduct several design processes in parallel. Multi-agent
approach is more efficient compared with centralized expert system and suitable for the
CAD domain. After implementation of multi-agent architecture the time required to
develop solutions for exemplary design processes was significantly reduced.
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Abstract. In the following paper, we propose an utilization of a simula-
tion - based approach for a wind farm viability analysis. The simulation
is created in Erlang language, and it takes into account a set of para-
meters selected on the basis of a bibliographical analysis. A number of
simulations were performed with the discussed model and selected results
have been presented in this paper. It was found out that the economic
viability of wind farms is strongly correlated with a number of external
conditions, including the environmental factors, organizational costs and
governmental support.

Keywords: Wind farms · Economic viability · Break-even

1 Introduction

Our population is eventually going to exhaust the fossil fuels that are econom-
ically reasonable to extract. Since the global demand for energy is not likely
to decrease significantly, the world needs an increasing amount of energy from
renewable sources. Of these sources, wind farms are one of the primary contrib-
utors, with over 400 GW in power capacity available in 2015, second only to
hydropower capacity [1].

Designing and building of a new wind power plant poses however certain
challenges related to both technical and economical issues that are faced by the
new installation. The new power plant has to comply with certain technical and
legal requirements but its ultimate success or failure will depend on a number
of factors, some of which are listed below:

– wind characteristic at the plant site, its predictability, average and maximum
strength, etc.;

– power generated by the turbines at specific wind speeds;
– impact of one turbine on the output of others nearby;
– turbine failure rates, and types of damages;
– management and logistics of the maintenance teams.
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Some of these factors are outside investor’s control (e.g. the wind patterns), but
can be estimated and factored in. Others are fully controllable, like the turbine
placement or the management of the maintenance teams. In most of the cases, a
new potential build of a wind power plant can modeled to evaluate its feasibility
under assumed conditions.

This article will focus on economic modeling of a new wind farm, to determine
it predicted profitability under defined conditions and identify the impact of
certain design parameters. Such profitability requires to model the following
aspects of the enterprise:

– wind conditions;
– turbine placement;
– turbine type(s);
– maintenance staff and procedures;
– turbine controllers and connection to the power grid.

The models of a wind farm usually consist of at least four elements: wind field,
turbines, the controller and the power grid. Their relation is presented in Fig. 1.
In this figure, stat refers to the on/off state of the turbine, Ct is the turbine’s
torque, Pe is the generated power fatigue is the estimated wear-off, Vmeas is the
wind speed measured at the turbine while Vh is the wind speed at the node’s
level. Pavail is the available power, Pdem is the demanded power and Pref is the
reference power of the turbines.

Fig. 1. Sample model of a wind farm, from [8].

To model the behavior of the turbine and the generated output, a general
electromechanical model can be used that provides the turbine’s power output
as a function of various inputs (type, wear-off, rotor speed, etc.).
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2 Wind Power Generation

In order to calculate the efficiency of a wind turbine, a number of steps need to
be performed. First, one shall estimate the wind power available at the specific
site. This is usually done by measuring the wind speed over a course of a year
at specific intervals (e.g. every 10 min). The results can then be aggregated and
interpolated using e.g. Weibull’s distribution [6]:

P (V ) =
k

A

(
V

A

)k−1

e−(V
A )

k

(1)

where:
P – is the power of the wind the turbine can utilize
V – is the wind speed

where:
A,k – model parameters
V – is the wind speed

Then, the mechanical energy the turbine can utilize may be calculated accord-
ing to the below equations, which are taken from [6]:

P =
1
2
ρSV 3C (2)

where:
P – is the power of the wind the turbine can utilize
ρ – is the density of the air
S – is the effective area of the rotor
V – is the wind speed

the C parameter is the Betz coefficient defined as follows:

C =
1
2

(
1 +

V0

V1

)(
1 − V0

2

V1
2

)
(3)

where:
V0 – is the air speed approaching the turbine
V1 – is the air speed behind the turbine

The coefficient reaches maximum of 0.593 when V0 is three times higher than
V1, however in real conditions it rarely achieves more than 0.4.

During the next step the torque available to the power generator is calculated
based on the electromechanical construction of the specific turbine. One of the
models for such calculations was proposed in [3] and is based on the following
elements:

– Joint innertion of the rotor and its shaft Ir.
– An absorber with a viscosity of Br representing the bearings before the gear

box.



Analysis of Wind Farms’ Economic Viability 323

– Weightless spring with elasticity Kd and viscosity of Bd. Deformation of the
spring in radians measured as θ mirrors the deformation of the shaft.

– A gear box with Ng ratio.
– An absorber with a viscosity of Bg representing the bearings after the gear

box.
– Joint innertion of the gear box, high-speed shaft and the generator Ig.

The model is described by the following differential equations:

Irω
′
r = Ta − Kdθ − Bd

(
ωr − ωg

Ng

)
− Brωr (4)

Igω
′
g = Tg − Kd

Ng
θ − Bd

Ng

(
ωr − ωg

Ng

)
− Bgωg (5)

θ′ = ωr − ωg

Ng
(6)

where the aerodynamical torque Ta and the generator’s torque Tg are considered
inputs and the results are ωr and ωg. The generator is trying to deliver an
electrical power Pe tied to the reference power signal P0. The power depends on
the torque available at the high-speed shaft and in a simplistic scenario can be
represented as:

Pe = ωgTg (7)

Real-world generators cannot change their torque immediately. The delay is
modeled as a first-order relation between the expected and actual generator’s
torque [3]:

T ′
g =

1
τg

(Tg,ref − Tg) (8)

where τg is a time constant. Since the requested torque can be derived from:

Tg,ref =
P0

−ωg
(9)

which results in:
T ′

g =
1
τg

(
P0

ωg
− Tg) (10)

The mechanism that changes the angle of the blades can be modeled as
follows [3]:

β =
1
τb

(βref − β) (11)

In case of a simple turbine’s controller, the turbine load is switched based on
the measured wind speed. This controllers calculates and sets the βref parameter
in order to not exceed the maximum rotation, but at the same time maintain
the maximum available efficiency for the available wind speed.
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Additionally, when modeling a turbine and its power generation the wear-off
of the turbine’s part and the related decrease of its efficiency must be taken into
the account. One of the simpler models is based on the Wöhler’s curve [4,5]:

Ds = k−1

∫ inf

− inf

ωΦx(ω)
m
2 dω (12)

where:
Φx(ω)

m
2 – is the amplitude of the frequency ω

k – is the parameter denoting specific material wear-off

There are number of other models and modeling techniques involved, includ-
ing modeling of the wind field through the wind farm area and modeling of the
interface to the power grid and its operator. These are, however, outside the
scope of this article.

3 The Proposed Model

In order to perform the simulation-based estimation of a wind farm profitability,
the model was designed which incorporated a number of assumptions.

The farm’s turbines are placed evenly at the site, with similar distances to
their neighbors. The wind is modeled with its speed changing both periodically
(e.g. during the day) with a random component. The model also allows for
different wind strength at different places within the farm area.

The energy produced is calculated using the equations described in the pre-
vious section.

Additionally, there is a probability of malfunction that may happen to any
of the turbines. There is also a required set of maintenance teams which are
dispatched to take care of the reported malfunctions. A malfunction can be
“major” and “minor” and depending on this factor it will take adequate time for
the maintenance team to fix the malfunction. As it turned out, the management
of the malfunctions and the maintenance teams is on of the most important
issues contributing to the wind farm’s profitability (or lack thereof).

3.1 Input and Output of the Proposed Model

The aim of the simulation based on created the model is to identify the output
parameters for predefined initial conditions. In order to simulate operational and
economic aspects of a wind farm we have identified some basic parameters. The
input includes following primary parameters:

simulation period - duration time of a simulation;
turbines count - number of wind turbines [days];
territorial span - area, where turbines are allocated [km × km];
vehicles count - number of technical support cars [units];
minor repair - time amount for minor repair of a turbine [seconds/repair];
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major repair time - time amount for major repair of a turbine [seconds/repair];
examination time - time to identify the scale of turbine failure (minor/major)

[seconds];
average wind speed - average (base) wind speed [m/s];
wind variations minor - difference between minimum and maximum winds in

a particular day [m/s];
wind variations major - the difference between wind speed in a windy day

and a windless (low wind) day [m/s];
annual turbine income - annual income of 1 turbine for medium wind, assum-

ing no failure [USD/turbine];
annual team cost - annual maintenance costs of the technical support team

[USD/team/year];
wind sampling period - sampling time of calculated wind velocity [seconds];
turbine breakdown sampling period - turbine’s breakdown sampling time

[seconds];
number of repair teams - number of repair teams available [decimal number];
probability of a minor breakdown - probability of a minor turbine break-

down per year [percentage value/turbine];
cost of a minor repair - cost of a minor turbine repair [USD/repair];
probability of a major breakdown - probability of a major turbine break-

down per year [percentage value/turbine];
annual costs of turbine’s major repair - cost of a major turbine repair

[USD/repair];
examination time for a repair team - examination time necessary for a

repair team to determine whether they deal with a minor or major breakdown
[seconds];

variation factor - scale of wind velocity variation between different turbines
[decimal value];

energy hour cost - electricity selling price to the grid [USD/kWh].

Outcomes of the simulation include:

– Revenue from individual wind turbines over time [USD/hour];
– Costs of individual wind turbines over time [USD/hour];
– The energy that turbines generate over time [kWh];
– Total wind farm economic output over time [USD/hour];
– Locations of technical support teams in time units [Cartesian Plane coordi-

nates].

3.2 Main Assumptions of the Model

The farm model assumes that wind turbines are distributed in evenly spaced
areas. Turbines break down with a certain probability, described by a pseudo-
random number, and if its value is below a certain threshold, then the it is
assumed to have failed. The probability of a minor and a major failure is deter-
mined separately. Each turbine is a separate process that has its own failures.
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When a failure occurs, the process called Dispatcher sends a support team to
a site. After examination time support team informs the dispatcher whether a
minor or a major failure occurred and what is the expected repair time.

Wind is a separate process that is modeled based on a sine-line, because
usually the strongest wind blows in the morning and evening. Input variables are
minimum wind power and amplitude. In addition, a random amplitude coefficient
was introduced in the amplitude range, which, if negative wind force, was reduced
to zero (no wind).

If the variable “windiness” is set to 0, all turbines have the same wind force.
If it is 0.5 then the difference is 50%, if the value is 2 the difference is 200%, etc.

The energy generated by the turbine is calculated using the formulas pre-
sented in the theoretical part of the paper. The power generated per wind unit
(in m

s ) is calculated as follows:

P =
1
2

∗ 1.225
kg
m3

∗ π ∗ (1.67m)2 ∗ 0.5 ∗ (
116
5.24

− 5) ∗ e(−21/5.24) ∗ (1
m
s

)
3

(13)

Which resolves to:

P = 0.838
kg ∗ m2

s3
= 0.838W = 0.838e−3 kW (14)

3.3 Activity Diagrams

Each turbine is a separate process, for which failures are generated with a random
process including minor and major ones. In our simulation support (repair) teams
are under the control of a process called dispatcher. Dispatcher sends inquiries
to the turbine and repair process and gets answers about their condition. The
actors’ answers are defined as follows: turbines correspond to where they are,
how much they have earned so far and when they break and when they are
repaired, while support teams will localize where they are and when they will
finish repairing the turbine. Two following components should be also mentioned:
Chronicler - collects information and calculates how much money a wind farm
earns, while time source sends the message that contains and all the actors
respond when something happens to them - the turbine breaks down or the
repair ends when teams are free or where they are going. The source of the time
determines which event (failure, free team) will be the first and “jumps” until
the time it sends another “signal” to the actors - what to do with them.

3.4 Additional Information

Three-wing turbines and typical energy efficiency were adopted, with no addi-
tional mechanism for adjusting the speed of rotation of the wings as a function of
wind. The applied approach is the implementation of the theoretical formulas for
converting the amount of energy generated by the turbine depend on the wind
force. A constant conversion of wind energy into revenues has been adopted.
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Erlang was chosen for the simulation because the entire model is based on,
almost continuous, exchange of messages between turbines, repair teams and
dispatchers. Also, the time source sends time pulses to all participants in the
simulation. Erlang is a language created for working on many processes, so it
made implementation easier.

We have applied different processes in Erlang including: actors, breakdowns,
chronicler, dispatcher, events, timesources, wind and turbines characteristics etc.

4 Simulation Results

We have tested several scenarios regarding: different numbers of wind turbines,
numbers of technical support teams and wind conditions.

Due to limited room we include in the paper only sample results of our
simulations. In this sample simulation it was assumed that the wind farm include
10 turbines and one technical support (repair) team. Results are presented in
Polish zlotys, simulation results were converted into this currency (prices of green
certificates were originally given in PLN). The results of the simulation showed
that the further increase in the number of turbines (as compared to previous
scenario) improved the financial performance of the farm and the number of
failures was still low enough to support one technical support team. A slight
increase (from 15 to 16 m

s ) of average wind speed also improved farm performance
and energy output.

Fig. 2. Graph of generated energy in kWh per hour by turbine 1. Graphs for consecutive
turbines are similar.
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As you can see in the Fig. 2 amount of generated energy is strongly correlated
with wind velocity and the final financial result (Fig. 3).

Fig. 3. Financial result of the farm.

Fig. 4. Profitability of a wind farm for an average wind speed in the area.
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Fig. 5. Change in the profitability as a function of the projection period average “green
certificate” price.

5 Conclusions

The model of the wind farm was used to assess the potential profitability of the
farm, based on the number of economic parameters, including the price of the
energy and the price of the “green certificates” which are used to support the
development of renewable energy sources. These parameters were retrieved from
published materials, namely [2,7,9].

Of these parameters, the price of the “green certificates” is the most volatile,
with the price per MWh in Poland changing from 240 PLN (approx. 55 EUR)
to 60 PLN (approx. 14 EUR) within one year. Another parameter that varied
greatly between samples were maintenance costs which ranged from 2.5 to 14
EUR per MWh. Other parameters, like management & supervision, insurance,
etc. also varied, but do not have significant impact on the profitability of the
farm, as they are, on average, an order of magnitude lower.

The following figures present the impact of the most important factors on
the profitability of a wind farm. As can be seen in Fig. 4, the wind speed has an
important impact, as the power generated grows with the average wind speed.
The growth is non-linear because of turbine wear and the need to switch off
turbines at certain speed to minimize the risk of damage. In the considered
scenario, half of the turbines were switched off when the wind reached speed of
23 m/s and all of them were switched off at 27 m/s.

The price of the “green certificates” has even more profound impact. Con-
sidering the change in price of these certificates that happened between 2016
and 2017, it can be clearly seen in Fig. 5 that such change implies a difference
between profitability of the enterprise and a major loss.

The analysis and preliminary results show that economic viability of wind
farms is highly susceptible to a number of external conditions, including the
environmental factors, organizational costs and government support. Only under
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correct set of circumstances they can be profitable and can quickly start gener-
ating losses. In some countries (like Poland), another factor that has a serious
impact on the whole enterprise is the current exchange rate, because most of the
equipment is imported and paid for in EUR or USD, while the earnings are in
the local currency.

6 Future Research

Presented model, despite its internal intricacy, requires further developments.
Authors plan to improve the function which describes wind behaviour and intro-
duce to the model a simple wind field which would allow to model wind behaviour
after it went through a turbine. Adjustments are also planned for more sophis-
ticated regulators.
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Abstract. The paper includes a proposal of a new algorithm for hardware–
software synthesis of heterogeneous parallel embedded systems. Optimal
scheduling of tasks, optimal partition of resources and allocation tasks and
resources are fundamental problems in this algorithm. In the former synthesis
methods, software and hardware parts have been developed separately and then
connected in the process of so-called concurrent synthesis. The objective of this
research is to present the concept of coherent approach to the problem of system
synthesis, i.e. a combined solution to task scheduling and resource partition
problems. The approach is new and original and allowing synergic design of
hardware and also software controlling the performance of a computer system.
This is an approach which we call a coherent parallel synthesis.

This paper shows the algorithm, based on genetic method assisted with
simulated annealing strategy and shows the results of selected representative
computational experiments into different instances of system synthesis problems
which prove the correctness of the coherent synthesis concept and indicate
methods solving these problems.

Keywords: Synthesis � Synergic � Scheduling � Allocation � Partition �
Optimization � Genetic � Simulated annealing � Boltzmann tournament

1 Introduction: Coherent Synthesis of Computer System

The aim of computer aided design of complex systems is to find an optimum solution
consistent with the requirements and constraints enforced by the given specification of
the system. The following criteria of optimality are considered: costs of system
implementation, its operating speed and power consumption. The identification and
partitioning of resources between various implementation techniques is the basic matter
of automatic design. Such partitioning is significant, because every complex system
must be realized as result of hardware implementation for its certain tasks. Additionally
scheduling problems are one of the most significant issues occurring in design of
operating procedures responsible for controlling the allocations of tasks and resources
in complex systems. In new design methods – in the coherent parallel synthesis –

which model and approach were presented in [1], the software and hardware compo-
nents are developed together and parallel and then coherent connected together, which
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of the final solution decreased the costs and increased the speed. The resources dis-
tribution is to specify, what hardware and software are in system and how to allocate
theirs to specific tasks, before designing execution details.

Due to the fact that synthesis problems and their optimizations in decision version
are NP-complete we apply meta-heuristic approach, in this paper genetic with simu-
lated annealing.

2 Evolutionary Algorithm of Coherent Synthesis of Parallel
Embedded Computer Systems

In order to eliminate solution convergence in genetic algorithms, we use data structures
which ensure locality preservation of features occurring in chromosomes and repre-
sented by a value vector. Locality is interpreted as the inverse of the distance between
vectors in an n-dimension hyper-sphere [2]. Then, crossing and mutation operators are
data exchange operations not between one-dimensional vectors but between fragments
of hyper-spheres. Thanks to such an approach, small changes in a chromosome cor-
respond to small changes in the solution defined by the chromosome. The presented
solution features two hyper-spheres: task hyper-sphere and resource hyper-sphere. The
solutions sharing the same allocations form the so-called clusters. The introduction of
solution clusters separates solutions with different allocations from one another. Such
solutions evolve separately, which protects the crossing operation from generating
defective solutions. There are no situations in which a task is being allocated to a
non-allocated resource. Solution clusters define the structures of the system under
construction (in the form of resources for task allocation). Solutions are the mapping of
tasks allocated to resources and task scheduling. During evolution, two types of genetic
operations (crossing and mutation) take place on two different levels (clusters and
solutions). A population is created whose parameters are: the number of clusters, the
number of solutions in the clusters, the task graph and resource library. For the syn-
thesis purposes, the following criteria and values are defined: optimization criteria and
algorithm iteration annealing criterion if the solution improvement has not taken place,
maximum number of generations of evolving within clusters solutions, as well as the
limitations—possibly the biggest number of resources, their overall cost, total time for
the realization of all tasks, power consumption of the designed system and, optionally,
the size of the list of the best and non-dominated individuals [3].

2.1 Selected Data Structure

“Found solutions” structure.
The structure contains the information about the outcome structure and functionality of
the system architecture; thus

• The task and resource allocation.
• Optimized criteria.
• Solution ranking (the number of solutions in population which have not dominated

this solution).
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“Allocation of resources” structure.
The structure contains the information about the allocated resources in frames of
solution cluster. This is the table representing the number of allocated solutions of each
type. The table size equals the number of available resource types.

Example 1: The table of resource allocation contains the information that system
structure consists of: five resources of RE1 type, two of RE2 and one of RE4: Table 1.

“Task attribution to resources” structure.
This structure describes behavior of tasks in system (attributing and schedule):

• Vector of lists describing task order in individual resources. Each list responds to
one allocated resource.

• Vector including the times of beginning and ending of task execution.
• Vector describing task allocation to selected resource.

Example 2: The table of task attributing to resources contains the information that:
tasks A and B will be executed by resource P, task C by resource R and task D by
resource Q: Table 2.

Cluster solutions describe the structure architecture of the system (allocated
recourses). The solutions reflect the task allocation to recourses and task scheduling.
During evolution two types of operations (crossbreeding and mutation) take place; they
happen on two levels: cluster and solution. Clusters are the environment for the
solution. Both solutions and the environments in which they occur are subject to
evolution. The illustration Fig. 1 shows the relation which occur between the main data
structure in algorithm.

“Task scheduling” structure.
It contains functions for task scheduling:

• Initial scheduling—ASAP algorithm (A Soon As Possible) [4].
• Mutation of schedule.
• Crossing of schedule.
• Function for the counting schedule length Cmax.

Table 1. Example 1

RE1 RE2 RE3 RE4

5 2 0 1

Table 2. Example 2

Task A Task B Task C Task D

P P R Q
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“Global temperature” structure.
It contains information about the parameters of algorithm global temperature:

• Current temperature.
• Cooling ratio.
• Temperature step.

During the performance of algorithm, the parameter “temperature” will diminish
with accordance to the function:

fðxÞ ¼ e�ax ð1Þ

where: a – is cooling ratio. Argument x is increased during the performance of algo-
rithm by step of temperature reduction Fig. 2.

2.2 Resource Partition Algorithm

It tasks into account the data of task graph, pool of resources as well as criteria of
optimality. The aim of this algorithm is to determine resources for execution all tasks in
accordance with the criteria of optimality.

The aim of initializations of algorithm is to construct such structure of system
which is the initial, the simplest and based on available resources and at the same time
satisfying the demands of functions and given criteria.

Fig. 1. Relations between clusters and solutions – crossing operation

Fig. 2. Chart of reducing the temperature of algorithm
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Algorithm executes the following steps:

• Construction of tasks graph.
• Creating resources.
• Creating population.
• Initialization of hyper-sphere.
• Population initialization.
• Solution evaluation.
• Cluster evaluation.

Solution evaluation.
The following values are calculated depending on optimization criteria:

• Resource cost (processors: general, dedicated and operating memory).
• Task completion time.
• Power consumption.

The whole cost is the cost sums of allocated recourses; the entire time of executed
tasks is the time of completing all the tasks on all the allocated recourses, the whole
power consumption is the sum of power consumption taken by the selected recourses.
If, for the representing individual, the unlimited solution of the optimization criteria
excesses the maximal available number of value, the individual is fined. The suitable
value for this individual is multiplied and the chance of survival definitely decreases.
As a result of the above mentioned operations, we receive the table comprising the
value of optimized criteria (time, cost, power consumption).

The following stage is to determine solution ranking. Ranking of a solution is the
number of solutions in population which do not dominate this solution. Solution is
dominated if each of its optimized criteria value is lower or equal to the value for the
dominated solution (optimization in sense of Pareto) [5].

2.3 Main Algorithm of Resource Partition

The input data for resource partition (after initialization) are the task digraph, the library
of available resources and the optimization criteria, and its goal is to divide tasks into
the software and the hardware part and to select resources for the realization of all the
tasks with established optimization criteria. The diagram of the algorithm of resource
partition is showed on Fig. 3.

Clusters are reproduced with the use of genetic operators: crossing and mutation. At
the reproduction stage, the cluster population is doubled and its initial size is restored at
the elimination stage. This method was introduced arbitrarily and ensures that within a
population some new individuals appear and fight for survival with their parents. The
mutation operator creates one, and the crossing operator two new clusters. The like-
lihood of using either of the genetic operators is defined by the algorithm parameters.
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The algorithm for cutting the hyper-sphere with a hyper-plane.

Determining the cutting of hyper-plane by picking n points inside an n-dimensional
hyper sphere.
• Creating a random permutation of n dimensions, e.g. for n = 3, the permutation

can be (2, 1, 3).
• Constructing the point displacement vector in respect to the hyper- sphere center

for n dimension:
– Square coordinates are picked according to dimension permutations, e.g. for

three dimensions with the permutation (2, 1, 3):
y2 = rand () % r2, x2 = rand () % (r2 − y2), z2 = rand () % (r2 − (y2 + x2))

Where: r – hyper-sphere radius, (x, y, z) are the coordinates of the con-
structed point in a three-dimensional space.

– The roots of square coordinates are calculated.
– A coordinate radical sign is picked.
– The hyper-sphere center coordinates are added to the new point resulting in

obtaining a new point inside the n-dimensional hyper-sphere.
The equation of the hyper-plane cutting the hyper-sphere is calculated and the
obtained system of linear equations is solved.
After creating new clusters, initiating algorithm of task allocation and initiating

algorithm of scheduling are put into motion.

Elimination of Clusters.
At this stage of the algorithm, half individuals are removed from the population. The
initial number of individuals is restored. The elimination of individuals is carried out
with use of Boltzmann tournament selection strategy [6].

Boltzmann Tournament.
The winner of the tournament is chosen on the base of calculating the following
equation f(x) – Function 2.2, where: r1 – ranking of the first solution, r2 – ranking of
the second solution, T – global temperature.

The values of this function are numbers of the range <0, 1>. In order to assign the
winner of the tournament, we choose the number of the range (0, 1). If it is larger than

[Criterion of stop]

Reproduction of clusters

Evolution of solutions inside the clusters

Optimization of resource selection

Result of algorithm

Algorithm initialization

Fig. 3. Algorithm of resource partition
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the one enumerated out of the formula, the individual of ranking r1 is the winner.
Otherwise, the second individual (of ranking r2) is the winner [6].

The analysis of the results of tournament can be carried out on the basis of function
graph Fig. 4.

fðxÞ ¼ ð1þ exÞ�1 ð2Þ

Where:

x ¼ r1� r2ð Þ
T

If r1 < r2, then x is negative, in this case when the temperature is high, there is a
larger probability that an individual of rank r1 will win the tournament than when the
temperature is lower. For low temperatures an individual of rank r2 most frequently
will be the winner.

If r1 > r2, then x is positive, in case when the temperature is high, there is a larger
probability that an individual r2 will win the tournament than for lower temperatures.
For low temperatures, an individual of rank r1 most frequently will be the winner.

2.4 Scheduling of Tasks

The diagram of the algorithm of task scheduling is showed in Fig. 5.

• The crossing operator of task allocation to resources resembles cluster crossing, the
difference is that the task hyper-sphere is used for that purpose. This operation
results in information exchange between the tables of task allocation to resources
for individuals’ crossbreeding. Thus, some of the tasks change their allocation to
resources.

• Schedule crossing operator acts in the following way: After the allocations have
been crossed, a map is created defining from which parent a given feature of an
offspring comes. The offspring stores the allocation vector (obtained after crossing
task allocations to resources) and an empty vector of lists with schedules of tasks on
available resources. The algorithm analyses the tasks by checking their position on

Fig. 4. The chart of probability of winning Boltzmann tournament depending on global
temperature
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the graph. For all the tasks on the same level, the resources on which the tasks will
be performed (defined by the table of allocation to resources) are put on the list. If
there is only one task executed on a given resource on the level, the task is enrolled
into the resource schedule; otherwise the tasks are sorted according to the starting
time they possessed in the parent and are placed in the schedule in ascending order.
The last stage is to calculate (on the basis of sequence constraints and the times of
task execution on processors to which they are allocated) the starting and ending
times of executing each of them.

2.5 Coherent Resource Partition and Task Scheduling

The diagram of the algorithm of the coherent resources selection and task scheduling
according to genetic approach is showed by Fig. 6. The initialization of algorithm
resembles the initialization of resource partition algorithm.

[Criterion of stop]

Reproduction of solutions

Evaluation of solutions

Optimization of task scheduling

Result of algorithm

Algorithm initialization

Fig. 5. Algorithm of task scheduling

Fig. 6. Coherent synthesis of computer system – genetic approach
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The input parameters are the number of clusters in the population and the number
of solutions in clusters. Solution clusters represent the structures of system
(of resources) sharing the same resource allocation, but with different task allocation to
resources and different schedules. All the procedures within algorithms of resources
and task scheduling are used in the algorithm of coherent synthesis.

The outer loop of the algorithm (realizes resource partition) is conducted until the
number of generations without population improvement is exceeded. This value is
defined by the parameter of algorithm.

The input parameters are the number of clusters in the population and the number
of solutions in clusters. Solution clusters represent the structures of system (of
resources) sharing the same resource allocation, but with different task allocation to
resources and different schedules. All the procedures within algorithms of resources
and task scheduling are used in the algorithm of coherent synthesis.

The outer loop of the algorithm (realizes resource partition) is conducted until the
number of generations without population improvement is exceeded. This value is
defined by the parameter of algorithm. The number of iteration of internal loop (realizes
task scheduling) of the algorithm is defined by the pattern: The input parameters are the
number of clusters in the population and the number of solutions in clusters.

Solution clusters represent the structures of system (of resources) sharing the same
resource allocation, but with different task allocation to resources and different
schedules. All the procedures within algorithms of resources and task scheduling are
used in the algorithm of coherent synthesis. The outer loop of the algorithm (realizes
resource partition) is conducted until the number of generations without population
improvement is exceeded. This value is defined by the parameter of algorithm. The
number of iteration of internal loop (realizes task scheduling) of the algorithm is
defined by the pattern:

f xð Þ ¼ �k e�axð Þ3 þ k ð3Þ

Where: k – the parameter of algorithm, a – the cooling parameter.
Argument x with <0, n> in every generation is enlarged by the step of temperature.

At the beginning of the performance of algorithm, internal loops are scarce – Fig. 7.
Their number grows until it reaches the value of k with the falling of the tem-

perature. At the beginning when system structure is not close enough to optimum,
fewer task allocations and scheduling are performed. When the temperature falls

Fig. 7. Graph f(x) for k = 100
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sufficiently low, the number of iterations for scheduling algorithm is k. The number of
iterations may be regulated with the temperature step parameter. The greater the step
the faster the number of inner iterations reaches the k value.

3 Calculative Experiments. Comparing the Results
of Coherent and Non Coherent Synthesis

Resources applied in tests are shown in the following table Table 3. The tasks (system
functions for specification) used during the tests are generated as digraphs and they are
received as: Graphs STG [http://www.kasahara.elec.waseda.ac.jp/schedule] and
Graphs TGFF [http://ziyang.eecs.umich.edu/*dickrp/tgff]. These generators have been
worked out in order to standardize random tests for research into common task
scheduling and allocating problems, especially for system synthesis and for such
applications which need pseudo-random generating acyclic directed graphs. In gener-
ators, the sort of graph, number of source and sink nodes, the length of maximal track,
the node and edge weight, degree of graph, probability of predecessors and successors’
number etc. should be determined. For example, time of tasks might be generated as
follows: the average time value for the task (e.g. =5 units) and time of tasks determined
by uniform distribution or regular distribution with a fixed standard deviation (e.g. =1).
For the tests, maximum number of tasks have been determined =100 (independent
tasks) and 50 (dependent tasks), which is the sufficient number for the presentations of
all algorithm features, and their comparisons as well (also to other algorithms) and is
also the right number of operations for realistic system synthesis; obviously, system
functions in its specification are given on the suitable level of granulation.

This point shows computational results of research obtained during testing the
presented algorithms. The results are gathered in the tables and charts for comparing
the results obtained by coherent algorithm with the results obtained by non-coherent
algorithm. The aim of the tests is to check whether the solution generated by coherent

Table 3. Resources applied in tests

No. Type of processor ID Speed Cost Power consumption

1 General P1 1 1.00 0.01
2 General P2 2 1.60 0.02
3 General P5 5 2.20 0.05
4 General P10 10 3.70 0.1
5 Dedicated ASIC1 1 0.50 0.01
6 Dedicated ASIC2 2 0.75 0.02
7 Dedicated ASIC3 3 1.00 0.03
8 Dedicated ASIC4 4 1.25 0.04
9 Dedicated ASIC5 5 1.50 0.05
10 Dedicated ASIC10 10 2.75 0.11
11 Memory modules PAO 1 0.2 0.001
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algorithm is better. The research was conducted into dependent tasks. Additionally,
power consumption was calculated by coherent algorithm during completing all the
tasks. During cost optimization, both algorithms acquired similar cost values for all
tested task sets. However, the coherent algorithm improved time for graphs exceeding
30 tasks. For 45 and 50 tasks it achieved a 15% improvement of the task completion
time Fig. 8. When the flowchart reflecting the dependence of time on the numbers of
system tasks is considered Fig. 9, time minimization is comparable for both algorithms.
Nevertheless, once the chart showing the interdependence of cost and the number of
tasks is analyzed Fig. 10, it is clear that the solutions acquired by the coherent algo-
rithm are far less expensive than those acquired by the non-coherent algorithm (e.g. for
number 45 tasks and in generally for number greater than 20). The coherent algorithm
achieves similar task completion times in solutions much cheaper from those found by
the non-coherent algorithm.

The above presented charts show multi-criteria optimization for coherent synthesis
of computer systems. As a result of algorithm performance the designer receives a set
of optimal solutions in sense of Pareto. The designer has to decide which resource
fulfills the requirements of the solution. Depending on the system requirements, it is
possible to rely on one of the obtained results. To learn the specification of the solution
space for the given problem instance, it is important to provide a sufficiently long list of
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the best saved solutions (e.g. In tests of algorithm parameters ‘the best solution
number” has been fixed as the value of 50). It is also important to define slow cooling
of the algorithm (parameters “temperature step” and “cooling coefficient” – depending
on the numbers of tasks in the system). Thanks to this, we prevent the population from
too big convergence. Algorithm searches for the lower temperature, a bigger area in the
space of solutions. It has also been noticed that a bigger probability of mutation helps
to look for a better system structure, whereas a bigger probability of crossing improves
optimization of time criterion.

4 Conclusion

This paper is about the problems of coherent synthesis of computer systems. Such a
synthesis is carried out on a high level of abstraction in which system specification
consists of a set of functions i.e. required operations, which should be implemented by
a sets of resources and these are listed in the database (in container, pool, or a cata-
logue) and are available i.e. do exist or can be created. Resources possess certain
constraints and characteristics, including speed, power, cost and reliability parameters.
Thus such a synthesis concerns systems of the following type: resource and operation
complex and the problems of resource partitioning and their selection as well as
scheduling and sequencing of operations performed on these resources are determined
on this level. Optimization of afore mentioned synthesis actions occurs on the same
level. When one possesses operations with system specifications and one possesses
selected resources, software and hardware which can perform these operations, as well
as defined control which allocates tasks and resources and schedules operations, then
one possesses general knowledge necessary for the elaboration of design details – to
define standard and with specific parameters, physical processors and software mod-
ules, to apply available components and, when it is necessary to prepare special
hardware subcomponents and software modules for the implementation of the whole
system of greater efficiency i.e. cheaper, faster, consuming less power.
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Fig. 10. Time minimization – cost and number of tasks
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Problems of high-level synthesis in coherent – our – approach are solved simul-
taneously and globally and as it is confirmed by calculation experiments, the solutions
of these problems are more efficient than non-coherent ones, which were in previous
approaches. Of course these problems, as mentioned earlier are computationally
NP-complete [9], as a result there is a lack of effective and accurate algorithms, thus
one has to use heuristics in solutions. In the paper one proposed the so called hybrid
implementation methods genetic with simulated annealing. Obviously these methods
were chosen out of many and proposed adaptations of these methods can be different.
However, for method and adaptations presented herein calculations clearly point out
the advantage of coherent synthesis, i.e. joint optimization of resource partitioning and,
then on selected resources, task scheduling over non-coherent synthesis, where
resource partitions and task scheduling are optimized separately.

Algorithms presented in this work can be utilized to prepare tools which auto-
matically implement such a synthesis.

The solution suggested in the paper may be applied in supporting computer system
prototyping, for dependable and fault-tolerant multiprocessors systems and grid sys-
tem, too. The model presented for coherent synthesis and the experimental results allow
a further research in this area. For example, other heuristics may be applied. One may
also specify additional optimality criteria.
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Abstract. This paper presents a universal model transformation method for the
problem which is represented in the form of facts. This method is the key
element of the hybrid approach. In this approach, two environments of con-
straint logic programming (CLP) and mathematical programming (MP) were
integrated and hybridized. Hybrid approach is very effective method for mod-
eling and solving different kinds of decision and optimization problems in
manufacturing, transportation, logistics etc. These problems are characterized by
large numbers of integer variables and constraints, which build a large space of
possible solutions. The model transformation method makes it possible to sig-
nificantly reduce this space even before looking for a solution.
The paper also presents an author’s illustrative model for variant of CVRP

(Capacity Vehicle Routing Problem) and many numerical experiments to test the
model transformation method and evaluate its effectiveness when using a hybrid
approach.

Keywords: Constraint logic programming � Mathematical programming �
Hybrid methods � CVRP

1 Introduction

Decision and optimization problems are ubiquitous in our everyday life and other
fields, such as industry, finance, logistics, business, trade and transportation, to name
only a few. Many important or necessary decision problems can be formulated as
feasibility or optimization problems, in which the question is to decide the values of
various decision variables representing a quantity, time, allocation, selection, location
etc. Most often numerous sets of constraints are imposed on these problems – then we
talk about constrained decision problems. Often, one has to find a solution to a situation
by searching in a finite, but generally huge collection of alternatives.

In practice, the above-mentioned areas, most problem models are mathematical
programming (MP) [1, 2] models based on linear programming-based approach, in
particular on mixed integer linear programming (MILP) or integer linear programming
(ILP). The primary drawbacks of such problem models based on mathematical pro-
gramming (MILP, IP, ILP etc.) include linearity of constraints and limited efficiency of
combinatorial optimization for problems of larger size. Declarative environments are
not only free of these shortcomings but also make use of CSPs (constraint satisfaction
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problems) and CLP (constraint logic programming), which contributes to their high
potential in the modeling and solving of such problems [3, 4]. Declarative environ-
ments show some limitations when numerous decision variables are added up in
multiple constraints. Such constraints are common in constrained decision problems in
industry, logistics, and transportation.

Therefore, based on the experience, research and use of both environments in
modeling and solving such problems [5–7] a hybrid approach has been proposed [8].
This approach is unique and innovative in that it involves original integration of two
mutually reinforcing methods/paradigms, MP and CLP. The key element of the hybrid
approach is model transformation as shown in [8]. This paper presents a universal
model transformation method based on representation of a problem in the form of facts.
Developing effective algorithm for model transformation, that significantly reduces the
number of variables and constraints of the modeled problem is main contribution of this
paper.

The rest of this paper is organized as follows. Section 2 conveys the fundamentals
of hybrid approach. Section 3 shows model transformation method. An example
illustrating the model transformation methodology is provided in Sect. 4. Section 5
gives a summary and future work.

2 Hybrid Approach for Modeling and Solving Decision
Problems

Based on literature [3–7, 9] and our previous studies [8, 10–12] was observed some
advantages and disadvantages of both CLP-based and MP-based approaches. Taking
into account these studies and experiences with both environments, a hybrid approach
has been proposed for modeling and solving decision problems.

Main assumptions of the proposed hybrid approach were as follows: (a) integration
of CLP and MP environments, (b) use of strong points and compensation of weak
points in terms of problem modeling and optimization revealed in both environments,
(c) problem data representation in the form of sets of facts with a suitable structure
based on the relational database, (d) introduction of model transformation as a pre-
solving method, (e) substantial reduction of the feasible solution space for the
post-transformation models, and (f) automatic generation of implementing models and
their translation into the MILP/ILP form.

Figure 1 presents the general concept of the hybrid approach implementation as an
implementation platform. The hybrid approach comprises several phases: modeling
(CLP model is formed), presolving (after transformation CLPT model is formed),
generating (MILPT is generated) and solving. It has two inputs and uses the set of facts.
Inputs are the set of constraints and the objectives to the reference model of a given
problem.

One of the characteristic features of the hybrid approach is that the problem is
represented in the form of facts (facts-based representation). Decision and optimization
problems are typically written as algebraic expressions with coefficient matrices and
vectors of decision variables, as in mathematical programming. The new representation
(facts-based) reduces the size of the problem. This reduction can be referred to as
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“hidden” transformation resulting only from the change in problem representation.
With algebraic notation, the status is usually shown as a matrix of coefficients and the
decisions as a vector of decision variables. If a status is unacceptable, its corresponding
parameter is “0”. Then the corresponding decision parameters are zeroed but still
present in the model representation. This increases the size of the model, thereby
increasing the efforts necessary for solving it, and in some cases, leading to the situ-
ation in which the model is too big to be solved by a given MP solver. The change of
representation (from algebraic to facts-based) provides the same effect “for free”, with
no need to use advanced methods or algorithms. The change of representation is shown
symbolically in Fig. 2.

3 Model Transformation Method – Assumptions, Algorithm
and Implementation

The fact-based representation (Fig. 2) was used to propose another, “non-hidden”,
transformation of the model. For this purpose was developed the algorithm for its
transformation. The transformation reduced the number of decision variables and
constraints of the modeled problem, which results in the reduction and transformation
of solution space relative to the model prior to transformation. It is based on the
analysis of the instances of the facts that represent the problem. In short, it involves the
removal of unacceptable points form solution space. Let us use the simple example.
There are facts: products(id_product, name), order(order_id, id_product, quantity),

Fig. 1. The schema of hybrid approach implementation

Fig. 2. Algebraic representation versus fact-based representation
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fpp(fpp_id), production(fpp_id, id_product, cost), delivery(delivery_id, id_product),
etc. which describe the simple problem of fulfill customer orders in food industry. The
ordered products are produced in food processing plant (fpp) and delivered to cus-
tomers in a certain way. Table 1 shows instances of the facts for this example. Analysis
of data instances in Table 1 indicates that: (a) not all products are ordered (only 5 of
10), (b) not all products can be produced in all food processing plant, and (c) not all
products can be delivered by any method.

These are the basic inadmissibility criteria R for the example analyzed in Table 1,
emerging from the fact-based representation.

In the algebraic representation of the same example, the decision variable Xp,f,d

denoting the quantity of the product p produced in the factory f and delivered by the
method d determines the space of 10 � 3 � 2 = 60 potential points, whereas in the
facts-based representation and after the analysis of instances (Table 1), only
(2 + 1 + 1 + 1 + 1) = 6 points form the solution space (Xp1,f1,d1, Xp1,f2,d1, Xp2,f1,d1, Xp6,

f3,d2, Xp10,f3,d2, Xp3,f2,d2). In this way, a tenfold reduction in the solution space is
achieved (60/6 = 10).

The main assumptions of the proposed model transformation method are as fol-
lows: (a) the problem is represented in the form of facts, (b) the problem, in the form of
a CSP, is modeled using constraints, variables and their domains, and (c) the trans-
formation algorithm should have at most polynomial computational complexity

The model transformation algorithm consists of three procedures: proc_1, proc_2,
and proc_3 called sequentially. The procedure proc_1, based on the analysis of fact
instances, determines whether the model transformation is viable and determines the
fact/facts of the transformation. This viability is expressed as a measure of the mag-
nitude of the reduction in the model solution space before and after transformation. The
procedure proc_2, based on the fact/facts of transformation defined by proc_1 and the
set of R criteria of inadmissibility reduces the solution space i.e. removes those points

Table 1. Facts and instances for a simple example

Fact name Instances

products(#p, …) products(p1, pork), products(p2, beef), products(p3 eggs), products(p4,
chicken), products(p5, turkey), products(p6, oil), products(p7, bacon),
products(p8 duck), products(p9, goose), products(p10, olive oil)

order(#z, #p, …) order(z1, p2,10), order(z2, p2,20), order(z3, p2,40), order(z4, p1,100),
order(z5, p6,150), order(z6, p10,200), order(z7, p3,1200),

fpp(#f, …) fpp(f1), fpp(f2), fpp(f3)
production(#f,
#p, …)

production(f1, p1,2), production(f1, p2,5), production(f1, p7,2),
production(f2, p3,1), production(f2, p1,2), production(f2, p5,3),
production(f2, p8,4), production(f2, p9,4), production(f3, p6,3),
production(f3, p10,4)

delivery(#d, #p) delivery(d1, p1), delivery(d1, p2), delivery(d1, p4), delivery(d1, p5),
delivery(d1, p7), delivery(d1, p8), delivery(d1, p9), delivery(d2, p3),
delivery(d2, p6), delivery(d2, p10)

# - the key attribute of the fact (#p - id_product, #z - order_id, #f - fpp_id, #d - delivery_id)
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where finding a solution is pointless. Criteria R are determined on the basis of the
analysis of fact instances and selected model constraints. The procedure proc_3 is
crucial to the whole algorithm as it allows the facts, decision variables, parameters, and
constraints of the model to be transformed. The outcome of proc_3 is a transformed
model. The execution of the procedure proc_3 for the transformation of facts for the
illustrative example is shown in Fig. 3.

4 Illustrative Example – The Variant of CVRP

As an illustrative example of the application of the model transformation method, a
significantly modified version of CVRP (Capacity Vehicle Routing Problem) was
chosen [13–16]. In this variant distributor/depot d delivers shipments p (p 2 P, P – the
set of all shipments) to customers’ c (c 2 C, C – the set of all customers). Shipment is a
palette/basket of different products. Distributor can send several shipments to the
customer. These shipments are delivered by couriers/suppliers a (a 2 A, A – the set of
all couriers/suppliers). Courier/supplier can take the shipment to several customers at
once, can also do several courses from the distributor d. Shipments have dimensions.
During the course courier/supplier can only take so many shipments, do not to exceed
its capacity.

Shipments and couriers are different types. Therefore, the factor Gap is introduced.
(Gap = 1 means that the courier a can carry the shipment p and Gap = 0 otherwise).

In addition, it is assumed that:

• There are known times of travel between distributor and customer as well as the
time it takes to load/unload the shipment;

• there is no possibility of reloading shipments and that not every courier can reach
every customer;

• the total time/cost of all deliveries should be as short/low as possible (time is
proportional to delivery costs);

Fig. 3. The set of facts for illustrative example
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• the working time of any courier/supplier was no higher than the given Tw
(optional);

• some deliveries to selected customers must be in a specific time window–time
interval (optional).

The illustrative problem was formulated in the form of constraints (2)–(14) with
objective function (1) – minimization of travel time. Essential parameters and decision
variables are listed in Table 2. A description of constraints is provided in Table 3.
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X

a2A

X

j2c

X

l¼1...Zaa

Ga;p � Ya;c;j;p;l ¼ Up;c 8p 2 P; c 2 C ð8Þ
X

i2C[ d

X

j2C[ d

X

l¼1...Zaa

Ya;d;i;p;l �WX � Sa;p 8a 2 A; p 2 P ð9Þ

X

a2A
Sa;p ¼ 1 8p 2 P ð10Þ

TXa;i;l �WX � ð1� Xa;i;j;lÞþBi;j � Xa;i;j;l �TXa;j;l 8a 2 A; i 2 C[ d; j 2 C; l ¼ 1. . .Zaa ð11Þ

Ya;i;j;p ¼ f0; 1g 8a 2 A; i 2 C[ d; j 2 C[ d; p 2 P ð12Þ

Xa;i;j ¼ f0; 1g 8a 2 A; i 2 C[ d; j 2 C[ d ð13Þ

Sa;p ¼ f0; 1g 8a 2 A; p 2 P ð14Þ
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Table 3. Description of constraints for illustrative model

Constraint Description

(2) Arrival and departure courier from the delivery point (distributor, customer)
(3) If no shipments are to be carried on the route, a courier does not travel that route
(4) If a courier does not travel along a route, no shipments are to be carried on that

route
(5) At no route segment courier carries more items than allowable courier’s vehicle

volume
(6) The shipment must be downloaded from the distributor
(7) Specifies the number of courier courses
(8) Shipments picked up/delivered to a delivery point
(9) Which courier delivers which shipment
(10) One shipment delivered by only one courier
(11) Specifying the moment of the time when the courier arrives at the point
(12–14) Binarity

Table 2. Parameters and decision variables for illustrative model

Symbol Description

Parameters
Gpp Shipments volume (volumetric weight) p (p 2 P)
Gaa Courier’s vehicle volume a (a 2 A)
Zaa Maximum number of courses courier a can take (a 2 A)
Foc Time of unloading shipments at customer c (c 2 C)
Gp,a If courier a (a 2 A) may carry shipment p (p 2 P) then Gp,a = 1 otherwise,

Gp,a = 0
Bi,j Travel time from the point i (i 2 d [ C) to point j (j 2 d [ C)
Up,c If shipment p (p 2 P) is destined to the customer c (c 2 C) then Up,c = 1 otherwise

Up,c = 0
WX Large constant
Decision variables
Xa,i,j,l If courier a travels from point i to point j by course l than Xa,i,j,l = 1, otherwise Xa,i,

j,l = 0, (a 2 A, i 2 C [ d, j 2 C [ d, l = 1…Zaa)
Ya,i,j,p,l If courier a travels from point i to point j by course l carrying item p than Ya,i,j,p,l = 1,

otherwise Ya,i,j,p,l = 0, (a 2 A, i 2 C [ d, j 2 C [ d, p 2 P, l = 1…Zaa)
Sa,p If shipment p is delivered by courier a then Sa,p = 1, otherwise Sa,p = 0 (a 2 A,

p 2 P)
TXa,i,l The time when courier arrives to customer or distributor, (a 2 A, i 2 C [ d,

l = 1…Zaa)
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5 Implementation and Computational Experiments

The illustrative example (Sect. 4) was implemented both in the hybrid approach with
model transformation and in the classical MP approach. The set of facts describing the
problem is shown in Table 7 and in Fig. 3. The transformation of facts was realized
using the procedure proc_3 (Fig. 4) of the algorithm and inadmissibility criteria R1���R4,
shown in Table 6. As a result of the transformation, new fact was created allocation(),
on the basis of which only admissible delivery routes for couriers were generated.

Multiple computational experiments were performed after the implementation (1)–
(14). In the first stage, the problem was optimized for the data instances varying in the
number of parcels (from P = 10 to P = 50); the other parameters, C = 20, A = 6 were
left unchanged. In the second stage, time constraints on the route length Tw were
introduced. The results are summarized in Tables 4 and 5, respectively. In addition, for
the data instances containing P = 30, the solutions found were represented as the
schemes of transport networks and routes for individual couriers (Fig. 5).

Following the analysis of instances of the fact type_2(#P,#C), the set C of the customers to 
which the shipments were sent is determined.
Following the analysis of instances of the fact delivery_points (#C), instances for which no 
deliveries are removed. 
Following the analysis of instances of the fact type_2(#P,#C), the set P of the all shipment 
is determined.
Following the analysis of instances of the fact couriers(#A), the set A of the all couriers is 
determined.
For c∈C; For p∈P; For a∈A

For existing instances of facts type_1(#P,#A) and type_2(#P,#C)
Create fact allocation(#P,#C,#A)

From the fact cost_p(#C1,#C2), instances for which no deliveries are removed

Fig. 4. Transformation facts for illustrative example (proc_3)

Table 4. The results of numerical experiments for both approaches

N P MP Hybrid with transformation
V C Fc Tc V C Fc Tc

1 10 29 420 37 452 118 732 6 834 39 562 118 31
2 20 55 940 64 192 147b 1200a 10 894 68 412 123 47
3 30 82 460 90 932 274b 1200a 14 954 97 262 243 81
4 40 108 980 117 672 NSF 1200a 19 014 126 112 253 123
5 50 135 500 144 412 NSF 7200a 23 074 154 962 265 351

V - the number of (integer) decision variables, C - the number of
constraints, Fc - objective function,
Tc - calculation time, P - the number of shipments, N - example number,
NSF - no solution found,
a - Interrupt the process of finding a solution after a given time
1200/7200 s,
b - Feasible solution (not found optimality)
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6 Conclusion

Compared to the MP approach, the hybrid approach with the model transformation
method offers (a) three to six times reduction in the number of decision variables,
(b) more than 35 times acceleration of optimization time, and (c) optimization of larger
size examples. The data obtained result from a considerable reduction in the solution
space. The reduction was possible owing to the transformation algorithm, in particular
by dint of fact instances reduction and their transformation (proc_3). In the proposed
hybridized framework, additional constraints can be introduced without changing the
model as illustrated with the constraints on the couriers’ working hours introduced at
the fact transformation stage (only the instances that meet the time criterion remain).

In future research, the hybrid approach is planned to be complemented with fuzzy
logic [17] and complex systems [18]. It is also considering development of models to
take account product demand interdependencies [19]. It is planned to integrate pro-
posed model with ERP and APS systems [20] and as a cloud internet application [21].

Table 5. The results of numerical experiments for examples with time windows

N P Tw � 100 Tw � 200 Tw � 400
Fc Tc Fc Tc Fc T

1 10 190 45 118 31 118 31
2 20 210 56 123 47 123 47
3 30 294 96 260 96 243 94
4 40 310 56 310 141 253 134
5 50 NSF 45 265 351 265 351

Tw - time window

(a) (b) (c)

Fig. 5. Schemes of transport networks and routes for: (a) Tw � 400, (b) Tw � 200
(c) Tw � 100
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Appendix A. Criteria R and Description of Facts

See (Tables 6 and 7).
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Abstract. There are many methods, which can be used to analyze risk on the
capital market. This paper describes several approaches to risk analysis and then
attempts to create a risk prediction model. In the conclusion one can see that it’s
possible to minimize the investment risk by using Hurst exponent.

Keywords: Hurst exponent � Trend � Returns

1 Introduction

For several years economists worked intensively with risk and ways of managing it.
However, their interests aren’t distributed uniformly, that’s why the methods which
they created mostly can be used only to analyze specific cases. A good example of this
situation is the document “Standard Risk Management” created by Ferna (Federation of
European Risk Management Association) [1]. The paper’s topic indicates a rather
general approach but one can apply it only to risk management in organization.

A completely different situation can be observed in finance management, where risk
management skills are important but often underrated elements. That underestimation
happens for small investors and big corporations alike. This situation can be seen
clearly while investing on the stock exchange, where two groups of methods are used.
The first one, which won’t be described in this paper, is a subjective set of methods
called qualitative methods. They are based on the conclusions, which an investor can
have from (for example) an analysis of the political and economical background of a set
of markets.

The second one, which is based only on the analysis of historical data, is the set of
quantitative methods. Using these methods investors analyze available data in some
specific ways, for example: calculating standard statistical quantities (standard devia-
tion, variation, subvariation, etc.), using technical analysis (trends) or applying one of
the VaR (Value at Risk) methods.

1.1 Technical Analysis - Trend Analysis

The first way of investigating risk is the technical analysis, which is often used to
analyze prices or returns at stock exchange by the short term investors. One of the
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reasons for choosing it, is that it allows an easy interpretation of the final solution – e.g.
plots of the trend. Apart from that, there is a lot of websites, which offer already
prepared plots or create new one for a given time period on the fly, and give the most
important information for these plots.

The main element of this model is the trend. It clearly shows the direction of
changes in analyzed data series. To calculate it one can use many different functions
(linear function, exponential function, polynomials, etc.) and look for the best fit. The
easiest function amongst them is the line function which is described by the Eq. (1):

y ¼ atþ b ð1Þ

where:
t - time step,
y - analyzed parameter (price, return),
a, b - fit parameter (sign of “a” indicates the trend direction).
There are two possible ways to use this method. The first one tries to analyze trends

by looking for characteristic behavior of the index. The second analyses two type of
trends simultaneously: short (for 5 days) and long (for 21 days). Thanks to this one can
determine two kinds of point: death (when short trend crossed long from the top - and it
is an indicator to sell assets) and gold (when long trend crossed short from the top - and
it says to buy assets).

To summarize, the trend analysis can be a useful tool. However, these methods are
unable to detect small changes, which are related to price fluctuation. This lack of
sensitivity is associated with the fact that trends are a way of indicating the mean of
prices. That’s why some fluctuations are extinguished by different fluctuations of a
different sign.

1.2 VaR (Value at Risk) [2]

Value at risk is a method, which calculates the amount which can be lost during an
investment, with some assumed initial conditions. Initial parameters include total
investment time and the investor’s confidence level [8].

The easiest method from the VaR group of methods is called variation–covariance
approach. To assess potential losses and gains one doesn’t have to use a specific initial
investment. That’s why using Eq. (2) one can consider possible percentage changes [6].

VaRN ¼ kdN � lN ð2Þ

where:
dN - standard deviation,
lN - mean,
k - constant depended of confidence level.
The biggest disadvantage of this method is the assumption that returns have normal

distribution. This assumption is a big generalization, which can distort the solution.
During the analysis of financial markets it can be seen, that the distribution of returns is
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similar to the normal distribution. However, the distribution plot has characteristic “fat
tails”, which are typical for distribution with positive kurtosis.

1.3 Hurst Exponent

The last of the described approaches is DMA (detrending moving average) [7], from
which one can obtain an important parameter: the Hurst exponent. The basic definition
of this parameter says that it can show a probable change of direction [4]. The easiest
way to calculate it is shown in Eq. (3):

D ¼ 2� H ð3Þ

where:
D - fractal dimension,
H - Hurst exponent.
The most important information, which can be obtained from this parameter (H) is

its position in relation to point 0.5. Obtained value of the Hurst exponent allows to put
it in two groups of solutions (Eq. 4) [5]:

H 2 0�H� 0:5
0:5�H� 1

�
ð4Þ

The first one indicates an antipersistent signal, which means that there is higher
probability that in next step the price will be in the opposite direction then in the same
direction. On the other hand, the second group – persistent signal – indicates that the
opposite situation is more likely.

This way of risk analysis is a new approach and came from fractal geometry.
Although this parameter can be helpful in risk management, it’s application introduces
a lot of problems and is quite difficult.

1.4 Detrended Moving Average (DMA)

One of the methods, which can be used to calculate Hurst exponent is Detrended
Moving Average (DMA) [3]. This method has three steps. The first step is to calculate
a moving average:

�yn ið Þ ¼ 1
n

XN
k¼0

yði� kÞ ð5Þ

where:
�yn ið Þ - moving average of length n,
yðiÞ - time series,
n - length of moving average,
N - length of time series.
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In the next step (using the results from Eq. 2) a standard deviation is calculated:

dDMA nð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � n

XN
i¼n

y ið Þ � �yn ið Þ½ �2
vuut ð6Þ

where:
dDMA nð Þ - modified standard deviation.
The last step is to find relation between standard deviation (calculated by Eq. 6) and

the value of the Hurst exponent (H):

dDMA nð Þ� nH ð7Þ

2 Construction of Proposed Model

This section will explain each step of the model creation. Before that, some information
about the analyzed data is needed. This paper is focusing on analyzing returns from the
WIG20 index which is noted on Warsaw Stock Exchange.

The first step, of the presented model, is to create groups of returns. Returns are
split into 11 sections of equal width, which can be easily calculated as the difference
between maximal and minimal value of the returns divided by number of the sections
(Eq. 8):

W ¼ rmax � rmin
11

ð8Þ

where:
W - section width,
rmax - maximum value of returns,
rmin - minimum value of returns.
When all data will be assigned to appropriate sections it will be possible to create

the probability of finding a point from each group. To count it (Eq. 9) one need only
two numbers: how many points are in all section and how many points are in the
current section:

P ¼ d
g

ð9Þ

where:
P - probability,
d - number of points in one section,
g - number of points in all section.
This probability distribution will then be used to mimic historical returns while

generating new points of the artificial series.
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During this research one can analyze eight combinations of the H value and trend
(four for each of the two possible trends). Same approach is used for both positive and
negative trends.

• H� 0:25 - it means that the trend is weak (prices have large fluctuation) and there is
very high probability that the next step will bring a change in the current trend.

• 0:25\H� 0:50 - here the fluctuation of prices are weaker (the closer to 0.5 the
weaker), the trend is still weak but less likely to changes in next step.

• 0:50\H� 0:75 - here the trend start to be stronger, hence there is a chance that in
the next step the trend will be the same.

• H[ 0:75 - the price fluctuations are weak (for H ¼ 1 there aren’t any fluctuation)
that means the trend is strong and it will probably be the same in next steps.

This approach is aimed at a better replication of real data since division into only
persistent and antipersistent series would mean ignoring the effects of extremely high
and extremely low H values.

In Table 1 one can find all possible outcomes of the distribution modifications
based on the H value and trend direction. To understand its meaning let’s take an
example of growing trend and H[ 0:25: In this case the price has a very weak
growing trend (due to the low value of H), knowing that it’s quite probable that in next
step the trend will change to a negative one. Of course in second case
(0:25\H� 0:50Þ the probability of trend change is weaker but still greater than the
probability of maintaining the trend.

Knowing the influence of the H exponent on the trend, one should modify the
possible price changes accordingly (Table 1). Using data from the table, one creates
four different probability distributions. For example, to modify the distributions for the
‘�3d’ (first case), probability of selecting a section with negative returns will be
multiplied by 3d while the other section will stay the same. For the opposite situation:
growing trend with H(0:75\H� 1Þ, the probability of selecting a positive section
should be increased by 3d .

The final stage of preparation is to generate a random number from the modified
distribution function that mimics the current situation. After adding that new point to
the available data (and removing a point from the beginning to maintain a constant
length) the calculations are repeated and a new point can be generated. Therefore, to
obtain predictions for 10 days the whole process should be repeated 10 times.

Table 1. Possible modifications of the distribution fluctuation due to H value and trend
direction. d is the standard deviation of the analyzed series.

0\H� 0:25 0:25\H� 0:5 0:5\H� 0:75 0:75\H� 1

Positive trend �3d �2d 2d 3d
Negative trend 3d 2d �2d �3d
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3 Results Obtained from Proposed Model

To have a good starting point 200 returns from the WIG20 index were analyzed (period
between 28.02.2011 and 13.12.2011).

This period (Fig. 1) is characterized by a noticeable fall of price, which has been
particularly visible in the vicinity of trading day number 109 (early August 2011).

Analyzing the values obtained from the calculations for the initial data set (Table 2)
one can note that the sample period is characterized by:

• Decline in price, indicated by the negative value of the trend and return,
• And big probability of future price changes in next steps – as shown by low value of

Hurst exponent.

Created histogram for the analyzed returns (Fig. 2) shows that the most of the
points are in the range between −0.018 and 0.015 (about 77% of all data). Moreover,
it’s worth noting that the range of negative values is bigger, which also indicates a
downward trend.

It is clearly visible for Fig. 3 that at the beginning of the period the fluctuations
were small and starting from about 109 trading day they started to strongly fluctuate.
Combining this information with the obtained values of the calculated parameters
(Table 2) it can be assumed that created model will continue the downward trend.

Fig. 1. Plot of the WIG20 index for the time period between 28.02.2011 and 13.12.2011.

Table 2. Statistical results for the real daily returns (calculated for the time interval from
28.02.2011 to 13.12.2011).

Value

Return −0.172
Trend −0.011
Hurst exponent 0.510
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In the next step, using the original data, one will create a simulation of the future
returns. As mentioned earlier, each added data point automatically discards the oldest
point from the original data to maintain a constant length.

Analyzing the obtained results (Fig. 4) it can be noted that the beginning of the
forecasted returns (approximately 150–160 steps) is fairly stable. However, after this,
comes a short period (about 10 steps) where the daily returns start to change. That
decline in returns is the reason for the significant negative global return. Moreover it’s
noteworthy that the values of analyzed parameters (trend, Hurst exponent, average
returns – Table 3) are growing and after the simulation they are significantly better
(from the investors point of view) then the original ones.

Figure 4 contains last 150 points of real data and artificially generated data. One
can compare it with an analogous plot done for real data (previous 150 points with the

Fig. 2. Histogram of the WIG20 index daily returns for the time period between 28.02.2011 and
13.12.2011.

Fig. 3. Plot of real daily returns for WIG20 for the time period between 28.02.2011 and
13.12.2011.
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Fig. 4. Plot of daily returns for the time period between 12.05.2011 and 24.04.2012 (with added
50 artificial (generated) points).

Table 3. Statistical results of the WIG20 index simulation for the time period between
12.05.2011 and 24.04.2012.

Value

Return −0.154
Trend −0.004
Hurst exponent 0.596

Fig. 5. Plot of the WIG20 index daily returns for time period between 12.05.2011 and
24.04.2012.
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addition of next 50 points of real data). This “hybrid series” was also analyzed in the
same way as the original data (statistical measures are available in Table 3) and shows
similar values of return and trend to those from the original series.

Comparing Figs. 4 and 5 one can notice a similar visual appearance, although the
extreme values are more visible on the simulated data. By comparing values of the real
return (0.008) with the simulated one (−0.154) one can see that the artificial data
mimics the history well, but is significantly differs from the real values.

4 Conclusion

The proposed model still has some drawbacks as it repeats historical data too accu-
rately. The rather poor pre-diction of future returns, might be a result of a too global
approach. Focusing on replicating the historical data in a shorter time span might give
more accurate results. Future work will go in this direction.
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Abstract. This paper presents the approach of modeling the system of cus-
tomer’s contextual expectations. The novelty consists in systematic usage of the
different technic. The first technic – the theory of Benefits Language as an
instrument of forming Concept of Benefits for studied product. The second one –
the combination of advantages the probabilistic Latent Dirichlet Allocation
(LDA) and Linear Algebra based Latent Semantic Analysis (LSA) methods as
an instrument of textual data retrieval. The verification of the proposed approach
for specifies type of product – films – was conducted. The main research plan
was realized: Contextual Summary using the LDA-based algorithm was formed;
the Contextual Frameworks using LSA-based approach were performed; the
Manually Created Contextual Expectations Dictionary was built. The results of
case study, based on the Polish-language film reviews corpora analysis, allowed
to make the conclusions about the possibility to use proposed approach for
building the system of Customer’s Contextual Expectations.

Keywords: Benefits Language � Latent Semantic Analysis � Latent Dirichlet
Allocation � Customer � Contextual expectations

1 Introduction

Nowadays, in the age of Internet, access to open data detects the huge possibilities for
information retrieval. More and more often we hear about the concept of open data
which is unrestricted access, in addition to reuse and analysis by external institutions,
organizations and people. It’s such information that can be freely processed, add
another data (so-called remix) and then published. More and more data are available in
text format (such as reviews on books, movies, etc.). Algorithms of Latent Semantic
Relations Analysis are one of the important tools for extraction and recognition of
significant facts from textual data sets. Another aspect of research is to find ways and
means of using the information obtained by Semantic tools applying in order to
maximize the expected benefit. In this area, one of the modern tools for formulating the
concept of benefits is the Benefits Language [1–5]. One of the conditions for the
formation of the concept of benefits for studied product is the collection and processing
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of information about the client’s expectations. This process often requires additional
time and financial costs. Therefore, one of the ways to obtain the “maximum benefit” of
using the Benefits language is to develop a methodology of building the system of
customer’s contextual expectations via systematic usage of benefit’s theory and algo-
rithms of semantic analysis of textual opinions of open Internet pages’.

2 Related Research

Benefits language is a very well-known technique in door-to-door selling. It’s a
technique that present product in a way that client would like to buy it. Benefits
language is based on F-A-B rule (Feature-Advantage-Benefit). It means, that first are
shown features of a product (colour, material, shape etc.) then advantages which are
result of those features and in the end – benefits. Benefits are profits which the cus-
tomers will reach when they will buy and then will be using the product [1, 2].

The purpose of the Semantic Relationships Analysis is to extract “semantic
structure” of the collection of information flow and automatically expands term into the
underlying topic. Significant progress on the problem of presenting and analysing the
data have been made by researchers in the field of information retrieval (IR) [6–8]. The
basic methodology proposed by IR researchers for text collection – reduces each
document in the corpus to a vector of real numbers, each of which represents ratios of
counts.

The vector model [9–13] of text representation is one of the first methods used to
solve latent semantic relations revealing the topic modeling problems. Initially, this
model was used in topic detection tasks by extracting events from the information flow
[10, 14]. The representation of the corpora in this case realized with the help of vectors
models form, in which each word is weighted according to the chosen weight function
[15, 16]. For solving the problem of finding the similarity of documents (terms) from
the point of view of the relation to the same topic. The most appropriate metric is
cosine measure of the edge between the vectors [9, 10].

Latent Semantic Analysis (LSA) is a theory and method for extracting context-
dependent word meanings by statistical processing of large sets of text data [18].
The LSA also works with a vector representation of the “bag of words” text units. The
text corpora are represented as a numeric matrix Word-Document, the rows of which
correspond to words, and columns to text units – documents.

The revealing the Latent Semantic Relationships via LSA between words/documents
usually applying the singular decomposition [15, 16]. According to the theorem on
singular decomposition (SVD), any real rectangular matrix can be decomposed into a
product of three matrices [9–11].

The significant shortcomings of LSA method are: probabilities for each topic and
the document distributed uniformly, which does not correspond to the actual charac-
teristics of the collections of documents [13, 15, 16]; increasing the size of the analyzed
documents significantly reduces the quality of recognition of hidden relations [14, 17].

Another group Latent Semantic Relationships studying is the Probabilistic thematic
modeling. It is a set of algorithms that allow analyzing words in textual corpuses and
extract from them topics, links between topics [13–19]. Latent Dirichlet Allocation
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(LDA) is a generative model that explains the results of observations using implicit
groups, which allows one to explain why some parts of the data are similar. It was
proposed by David Blei [20, 21].

The main drawback of the LDA is the lack of convincing linguistic justifications.
From the point of view of texts, the assumption of the Dirichlet distribution is not
justified. Additionally, in the process of the assigning the topics to documents usually
LDA use the maximal form possible (not always very high) level of probability of a
documents belonging to the topic.

The main purpose of this paper to contribute the new methodological approach to
the theory of modeling the system of customer’s contextual expectations via systematic
usage of:

– technics of Benefits Language as an instrument of forming Concept of Benefits for
studied product,

– advantages of the algorithms of Latent Semantic Relations Analysis of textual
customer’s opinions of open Internet pages’ as a data retrieval instrument for
building the Concept of Benefits.

For demonstration the of basic workability of the author’s approach realization as a
sample for case study the Polish-language film reviews corpora (FRCS) from the
filmweb.pl is used.

3 Methodology

In this paper the following author’s definitions will be used:

1. Corpora (films reviews corpora sample, FRCS) is a collection of the textual
Documents.

2. Term is a word after preprocessing.
3. Latent Semantic/Probabilistic topics is a basic unit of Latent Semantic Relations,

received by LSA/LDA approach.
4. Subjectively Positive (CFSP) and Subjectively Negative (CFSN) Corpora Samples is

a result of the classification of the FRCS on the basis of information on the sub-
jective assessment of films by the reviewers (measured by 10-point scale). For this
purpose the following heuristic was adopted: to consider the CFSP, if the subjective
review’s assessment is more than 7 points, and CFSN – if it is equal or less 4 points.

5. Contextual Summary (CS) is a set of Latent Probabilistic Topics (LPT), described
the main context of the Corpora.

6. Contextual Framework (CF) is a set of main Latent Semantic Topics (LST) with
keywords, considered in the Contextual Summary.

7. Contextual Bigram (CB) is a combination of keyword (noun) and its contextually
close term (adjective), which describe the particular topic.

8. Contextual Expectations Dictionary (CED) is a set of CB with the numeric indi-
cators of the level of their positivity/negativity with respect to particular topic.

9. Hierarchical Semantic Corpora (HSC) is a structure of the clustered paragraphs of
the FRCS, which relate to a particular Topic form CF.
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3.1 Novelty and Research Plan

With aim to develop the system of customer’s contextual expectations the following
scientific research question was raised: Is it possible to build the system of customer’s
contextual expectations via systematic usage of Benefit’s Theory and Algorithms of
Semantic Analysis of Textual Opinions?

For finding the answers for this question the following main concepts were
formulated:

Concept 1. Taking into account the specificity of chosen case study and due to the
peculiarity of the requirements of film’s review writing [11], each paragraph of such
document could be identified as an indivisible contextual unit, which characterized by a
particular Latent topic and should be analyzed separately.

Concept 2. The quality of Contextual Frameworks for the CFSP and CFSN
building, could be improved due to the systematic usage: LDA-method recognizing of
the Latent Probabilistic Topics within the Samples; LSA-method of Latent Semantic
Relations recognition within the set of Latent topics.

Concept 3: The system of customer’s contextual expectations can be interpreted as
a CED after transformation using the special expectation’s labels “Should have, “Could
have” and “Won’t have”.

On the bases of this concepts, the following research plan was developed: to
demonstrate the possibility of building the system of customer’s contextual expecta-
tions via the realizing the following steps:

1. Formation of the Contextual Summary for CFSP and CFSN using the LDA-based
algorithm and Paragraph-oriented Approach Concept.

2. Building the Contextual Frameworks for CFSP and CFSN using LSA-based
approach.

3. Creating a HSC on the bases of Contextual Frameworks for CFSP and CFSN.
4. Manually Creating the CED.
5. Formation the system of Customer’s Contextual Expectations using the Benefits

Language concept.

The size of case study sample for research plan realization is 3000 films reviews
(1500 Subjectively Positive and 1500 Subjectively Negative). All texts were presented
in .txt format files and processed using the Python-based programing tools.

3.2 Latent Semantic Analysis Results

Step 1. Formation of the List of the Latent Probabilistic Topics for CFSP and CFSN
using the LDA-based algorithm and Paragraph-oriented Approach Concept

This step presupposes the realizing the following stages: text preprocessing [11];
text preparation; LDA-modeling.

The stage of LDA-modeling gives the possibility to receive the Contextual Sum-
mary of Latent Probabilistic Topics with information about most probable (significant)
words and assign these topics with maximal probability to particular paragraphs. For
obtaining the optimal combination – Number of topics/terms in topic main – the values
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of Perplexity [19] were analyzed. The optimum value of the Perplexity achieved in the
point, when further changes in the parameters do not lead to its significant decrease.

The structure of the Contextual Summary, as a CS results, is presented in Table 1.
The recall rate as the ratio of the number of topically recognized paragraphs (proba-
bility of belonging the paragraph of topic >0.7) to the total number of paragraphs is
within 90–95%.

Step 2. Building the CF for CFSP and CFSN using LSA-based approach
For recognition of Latent Semantic Relations within the CS and recognition CF via

semantic clustering of the CS elements, the following stages are presupposed: text
preprocessing; creating the Term-Document Matrix; SVD process; identifying the
hidden semantic connection within the CS; LSA clustering of CS elements/terms in the
semantic dimension [10].

After realization of first three stages, based on the matrices of cosine distances
between the vectors of CS elements (topics) and terms, the LSA clustering step have
been realized. As a method the k-means clustering [12, 21] had been chosen. For
finding the optimal number of clusters, the following combination of two factors was
used [9]: the degree of the boundaries fuzziness between the clusters; the closeness of
the similarity measures values within a cluster of the CS elements/terms similarity
within the cluster

The optimal combination for these two parameters, as a CS results, was reached for
5 clusters for CFSP and for 4 clusters for CFSN. On the bases of this information, for
each cluster of both CS the Contextual Frameworks were obtained (Tables 2 and 3).
For this: the list of keywords was identified (KW); the weights for keywords were
formed (W); the Contextual Labels of each of the CF were specified.

Table 1. The structure of the contextual summary

CFSP CFSN

Number of paragraphs 9900 Number of paragraphs 10650
Number of topics 26730 Number of topics in paragraph 33015
Average number of topics in
paragraph

2.7 Average number of topics in
paragraph

3.1

Average number of terms in topic 6.8 Average number of terms in topic 7.3
Average perplexity value 102 Average perplexity value 99

Table 2. Contextual frameworks for CFSP

Hero Director Script Plot Spectator
KW W KW W KW W KW W KW W

Hero 1.0 Director 1.0 Script 1.0 Plot 1.0 Spectator 1.0
Playing 0.8 Creator 0.8 History 0.8 Hero 0.8 Fan 0.6
Person 0.6 Stage 0.6 Writer 0.6 Action 0.6 Watch 0.8
Actor 0.4 Drama 0.4 Picture 0.4 Film 0.4 Interest 0.4
Main 0.2 Effect 0.2 Layer 0.2 History 0.2 Film 0.2
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Step 3. Creating a HSC on the bases of Contextual Frameworks for CFSP and CFSN
After receiving the Contextual Frameworks for CFSP and CFSN the basic algo-

rithm for HSC building aw developed. The main idea of this algorithm – the process of
paragraph selection, semantically close to particular CF (as a set of keywords).

Step 4. Manually Creating of Film Reviews’ Corpora-based Contextual Expectations
Dictionary

The algorithm of the Manually Creating CED presupposed the retaliation of the
following stages:

1. Forming a set CB (is implemented using Python NLTK functions nltk.bigrams
(…)).

2. Estimation of weights of CB. Assumes the definition of the absolute weight of
bigrams, estimated by the frequency of occurrence of this bigram on the CFSP and
CFSN.

3. Correction of Weights of CB using Relevance Frequency. In this paper, in addition
to the frequency of use of the C of positive or negative tonality, the parameter is
used to reverse the frequency of using this term in negative or positive utterances –
RF (Relevance Frequency) [24]. The basic meaning of the RF measure is that the
weight of the word is calculated on the basis of information about the distribution of
this bigrams in the texts of the collection and takes into account the belonging of the
collection texts to certain classes (positive, negative):

RFS ¼ log2 2þ a
maxð1; bÞ

� �
ð1Þ

where a – the number of paragraphs related to category S (CFSP or CFSN) and
containing this bigram; b – the number of paragraphs not related to category S and
containing this bigram as well.

4. Forming the rules for Polarity Scores building: formulating the Polarity limits for
scaling the Weights and there interpreting as an expectation’s labels “Should have”,
“Could have” and “Won’t have”.

5. Analysis of the structure of the received elements of the CED for the positive and
negative parts of the Corpora.

6. Based on this algorithm, as an CS result, the Corpora-based Hierarchical CED was
obtained. Generally, 797 CB for CFSP and 429 for CFSN were formed.

Table 3. Contextual frameworks for CFSN

Hero Actor Creator Plot
KW W KW W KW W KW W

Hero 1.0 Actor 1.0 Writer 1.0 Plot 1.0
Spectator 0.8 Character 0.8 Director 0.8 History 0.8
Climate 0.6 Picture 0.6 Film 0.01 Stage 0.6
Person 0.4 Role 0.4 Spectator 0.6 Script 0.4
Fan 0.2 History 0.2 Action 0.2 Scenarist 0.2
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3.3 Defining the System of Contextual Expectations

Corpora-based Hierarchical CED is a main source for realizing the step of Contextual
Expectation System formulation. As identified in step 4, CED contains the positive,
negative and neutral features of opinions about specific product “films” and concerns a
separate topic. To create a demo example, the authors modeled the situation of having
information on only four (identical) topics for each (CFSP and CFSN) group of CED:
Hero, Actor, Director and Script. The algorithm of Contextual Expectation System
formulation presented in Fig. 1.

Legend: P + – positive, N− – negative; N0 – neutral; – – positive and negative;
−/0 – negative and neutral; +/0 – positive and neutral; – positive and negative and
neutral

For demonstration this algorithm realization, the data of CED for keyword “Hero”
was used (Tables 4 and 5). The process of the Contextual Expectation System builds
on the following concept: Based on MoSCoW technique [1–4], for prioritization
customer requirements, authors grouped features in three categories: “Should have” –

represents a high priority item that should be included in the solution, if possible,
“Could have” – describes a requirement that is perceived as desirable, but not neces-
sarily (it will be included if time and resources allow), “Won’t have” – represents a
requirement that, with the consent of stakeholders, will not be implemented in a given
release.

Features from “Should have” group are those which were indicated as positive, that
why movie should have hero with this features to increase number of positive opinions.
“Could have” features are neutral one. In authors opinion, those are the feature than
movie can have but is not necessary and it would not have influence on opinion while
negative will have bad influence and those features should not occur. In our CS
example, we didn’t have features that was, at the same time, positive and negative,
positive and neutral, negative and neutral, positive and negative and neutral that’s why
common space between those kind of features is empty (Fig. 2).

Fig. 1. Algorithm of contextual customer’s expectation system forming

370 N. Rizun et al.



The Last step of Contextual Expectation System Forming – creating advantages
and benefits from features. According to the benefits language and rule F-A-B first we
create advantages which are results of features, then, in the end, benefits. In the Table 8

Table 4. The fragment of polarity of hero’s positive’ features

Birgams Polarity scores Polarity

Hero amazing 1.00 Positive
Hero beautiful 0.83 Positive
…

Hero solid 0.33 Neutral
Hero wakes 0.33 Neutral
…

It is not a hero −1.00 Negative

Table 5. The fragment of polarity of hero’s negative’ features

Birgams Polarity scores Polarity

Lack of distinctive 0.83 Negative
Is not valid 0.83 Negative
…

Angry hero 0.33 Neutral
Demonic hero 0.17 Neutral
…

Beautiful hero −1.00 Positive

Fig. 2. The example of the algorithm of contextual expectation system forming realization
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we propose the example of Features for Benefit: “The spectator is more likely to watch
the movie”. But for real situation the benefits should be different (Table 6).

4 Conclusions and Future Research

In this paper authors contribute the new scientific approach for the system of cus-
tomer’s contextual expectations building. Verifying the approach on the case study of
Polish-language Film Reviews Corpus analyzing helps to authors to find the answer to
the main research question: the systematic usage of Benefit’s Theory and combination
of the Algorithms of Semantic Analysis of Textual Opinions is the real scientific
instrument of building the system of customer’s contextual expectations on the bases of
textual opinions of open Internet pages’.

Prospects for future research in terms of the use of Semantic Analysis tools consist
in the possibility of using the Concept of Benefits for studied product to create a
Methodology for: measuring the degree of positivity/negativity of the user’s opinions
on the basis of an assessment of the measure of closeness of their opinions to ideal;
recognizing the structure of the Customer’s expectations expressions formulations.

Acknowledgments. The research results, presented in the paper, are supported by the Polish
National Centre for Research and Development (NCBiR) under Grant No. PBS3/B3/35/2015, the
project “Structuring and classification of Internet contents with the prediction of its dynamics”.
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