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Preface

This three volume set of books includes the proceedings of the 2017 38th
International Conference on Information Systems Architecture and Technology
(ISAT), or ISAT 2017 for short, which will be held on September 17–19, 2017 in
Szklarska Poręba, Poland. The conference was organized by the Department of
Computer Science and Department of Management Systems, Faculty of Computer
Science and Management, Wrocław University of Technology, Poland.

The International Conference on Information Systems Architecture has been
organized by the Wrocław University of Technology from the seventies of the last
century. The purpose of the ISAT is to discuss a state of the art of information
systems concepts and applications as well as architectures and technologies sup-
porting contemporary information systems. The aim is also to consider an impact of
knowledge, information, computing and communication technologies on managing
the organization scope of functionality as well as on enterprise information systems
design, implementation, and maintenance processes taking into account various
methodological, technological, and technical aspects. It is also devoted to infor-
mation systems concepts and applications supporting exchange of goods and ser-
vices by using different business models and exploiting opportunities offered by
Internet-based electronic business and commerce solutions.

ISAT is a forum for specific disciplinary research, as well as for multi-
disciplinary studies to present original contributions and to discuss different sub-
jects of today’s information systems planning, designing, development, and
implementation. The event is addressed to the scientific community, people
involved in variety of topics related to information, management, computer and
communication systems, and people involved in the development of business
information systems and business computer applications.

This year, we received 180 papers. The papers included in the three proceedings
volumes published by Springer have been subject to a thoroughgoing review
process by highly qualified peer reviewers. At least two members of Program
Committee or Board of Reviewers reviewed each paper. The final acceptance rate
was 56%. Program Chairs selected 101 best papers for oral presentation and

v



publication in the 38th International Conference on Information Systems
Architecture and Technology 2017 proceedings.

The papers have been grouped into three volumes:
Part I—discoursing about topics including, but not limited to, Artificial

Intelligence Methods, Knowledge Discovery and Data Mining, Big Data,
Knowledge Discovery and Data Mining, Knowledge Based Management, Internet
of Things, Cloud Computing and High Performance Computing, Distributed
Computer Systems, Content Delivery Networks, Service Oriented Computing, and
E-Business Systems, Web Design, Mobile and Multimedia Systems.

Part II—addressing topics including, but not limited to, System Modelling for
Control, Recognition and Decision Support, Mathematical Modeling in Computer
System Design, Service Oriented Systems and Cloud Computing and Complex
process modelling.

Part III—dealing with topics including, but not limited to, Modeling of
Manufacturing Processes, Modeling an Investment Decision Process, Management
of Innovation, Management of Organization.

We would like to thank the Program Committee and external reviewers, essential
for reviewing the papers to ensure a high standard of the ISAT 2017 conference and
the proceedings. We thank the authors, presenters, and participants of ISAT 2017;
without them, the conference could not have taken place. Finally, we thank the
organizing team for the efforts in bringing the conference to a successful scientific
event.

We devote ISAT 2017 to our friend and former ISAT Chair, Professor Adam
Grzech.

September 2017 Leszek Borzemski
Jerzy Świątek

Zofia Wilimowska
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In Memory of Our Friend and Past ISAT Chair

Professor Adam Grzech

November 2016

Professor DSc. Adam Grzech was born in 1954 in Dębica (Poland). He was
graduated at the Wroclaw University of Technology 1977—M.Sc. Electronic
Engineering. He did his PhD at the Institute of Technical Cybernetics in 1979 and
D.Sc. in technical sciences in the field of computer science in 1989 and received the
title of full Professor in 2003 from Wroclaw University of Technology.

He was an Assistant Professor at the Institute of Technical Cybernetics (1979–
1982), an Assistant Professor at the Institute of Control and Systems Engineering
(1982–1989), Associate Professor at the Institute of Control and Systems Engineering
(1989–1993), a Professor at the Institute for Technical Informatics (1993–2006), and
a Full Professor at the Institute of Computer Science, Faculty of Computer Science
and Management at Wroclaw University of Technology (since 2006).

He was an author and co-author of over 350 published research works. His areas of
research were as follows: analysis, modeling, and design information and commu-
nication systems and networks. Since 2002, he was a Chief of Telecommunication
Department. He was a leader of Scientific School on Information and Communication
Systems and Networks. He was a promoter of the 10 completed Ph.D. theses.

During the years 1991–1993 and 1999–2002, he was a Director of the Institute
of Control and Systems Engineering. Since 2002, he was a delegate of the Rector
for Information Technology, and then during the years 2003–2005, he was a Vice
President for Development at the Wroclaw University of Technology and in 2002–
2008 a member of the Senate of the Wroclaw University of Technology. During the
years 2005–2012, he was a Vice Dean of Computer Science and Management
Faculty.
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He was active in the work at the national, international committees of confer-
ences and scientific journals. He was Co-chair of Information Systems Architecture
and Technology (ISAT) and Systems Science International Conferences. Since
1982, he served as Scientific Secretary, and since 2006 Editor-in-Chief of the
Science Systems journal published quarterly.

Professor Adam Grzech was a member of the Wroclaw Scientific Society, the
Polish Informatics Society, the Council of Information Technology, the Committee
on Informatics of the Polish Academy of Sciences, and Technical Committee TC6
(Communication Systems) IFIP.

Leszek Borzemski
Jerzy Świątek

Zofia Wilimowska

ISAT 2017 Szklarska Poręba, September 17–19, 2017
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A Deep Learning Approach for Valve Defect Recognition
in Heart Acoustic Signal

Dariusz Kucharski, Dominik Grochala(✉), Marcin Kajor, and Eliasz Kańtoch

AGH University of Science and Technology, Al. Mickiewicza 30, 30-059 Kraków, Poland
{darekk,grochala,mkajor,kantoch}@agh.edu.pl

Abstract. The analysis of phonocardiogram (PCG), although considered as well
established in a clinical application, still constitutes the valuable source of diag‐
nostic data. Currently, electronic auscultation provides digital signals which can
be processed in order to automatically evaluate the condition of heart or lungs. In
this paper, we propose a novel approach for the classification of phonocardio‐
graphic signals. We extracted a set of time-frequency parameters which enable
to effectively differentiate between normal and abnormal heart beats (with valve
defects). These features have constituted an input of the convolutional neural
network, which we used for classification of pathological signals. The Aalborg
University heart sounds database from PhysioNet/Computing in Cardiology
Challenge 2016 was used for verification of developed algorithms. We obtained
99.1% sensitivity and 91.6% specificity on the test data, which is motivational for
further research.

Keywords: Deep learning · Heart sound classification · Convolutional neural
network · Machine learning · Signal processing

1 Introduction

Heart diseases constitute one of the most widespread causes of death worldwide. More
than 17 million people died because of cardiovascular issues in 2012, which corresponds
to 31% of all global deaths [1]. The significant number of total cardiac disorders include
valves defects – the cause of mitral stenosis (MS) and mitral regurgitation (MR). These
diseases are especially common in industrially developed countries (1.8% of prevalence)
[2]. Nowadays, advanced medical devices provide numerous, complex diagnostic
methods. Nevertheless, an auscultation technique is still popular within physicians
because it enables to quick examination, especially in the case of heart screening. This,
in turn, leads to initial disease evaluation and constitutes the ground for further diag‐
nostic procedures. Every mechanically active internal organ generates sounds of partic‐
ular spectral characteristics, which is the base for this kind of examination. In every
cardiac cycle, the heart muscle is electrically stimulated to induce atrial and ventricular
contractions. This mechanical activity constitutes a driving force for blood flow in the
heart and the whole cardiovascular system. Sudden flux disturbances, caused by the
blood being obstructed by internal heart walls and valves, generate vibrations of the

© Springer International Publishing AG 2018
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entire cardiac structure. These acoustic signals are audible on the chest surface and can
be utilized for evaluation of heart condition. Four locations in which the cardiac sounds
can be recorded most effectively are mitral, tricuspid, pulmonic and aortic areas. The
cardiac acoustic signals are usually classified into a set of characteristic tones. The first
one (S1 - systolic) is a result of the sudden closure of mitral and tricuspid valves. This
sound consists of two components, generated by each valve, however, in physiological
conditions, they are practically indistinguishable. The second tone (S2 – diastolic)
occurs when the aortic and pulmonic valves are closed – physiologically, the louder
aortic component is emitted before the pulmonic one. Apart from S1 and S2 tones, which
are considered as fundamental, the other characteristic sounds such as S3, S4 or systolic
ejection (MC) may occur during the cardiac cycle. In case of heart disorder, turbulent
blood flow generates irregular sounds of wide spectrum called murmurs [1].

Currently, electronic medical systems provide digital data recording which enables
to use computers for advanced signal processing. This leads to increasing the sound
quality and more often - automatic diagnosis Nevertheless, spectral analysis of cardiac
acoustics proves that both physiological and pathological signals, as well as respiration
artifacts, overlap in frequency domain (Table 1). This is one of the major aspects which
makes the automatic classification of heart sounds so difficult. The Fig. 1 represents
spectral regions of different heart sounds in comparison with speech and limit of audi‐
bility.

Table 1. The comparison of spectral energy range of sounds occurring during auscultation [1].

Sound Typical frequency range Comment
S1 10–140 Hz Highest energies in range 25–40 Hz
S2 10–200 Hz Highest energies in range 55–75 Hz
S3 and S4 20–70 Hz None
Murmurs Up to 600 Hz None
Respiration 200–700 Hz Highest energies in range 25–40 Hz

Fig. 1. The spectral characteristic of physiological heart sounds murmurs and speech during
cardiac auscultation [1].

4 D. Kucharski et al.



An automated analysis of cardiac acoustic signals in clinical applications is usually
based on three main steps: preprocessing, segmentation and classification (Fig. 2). The
first one aims to filter artifacts but also assess the quality and extract the representative
features of the sound. In the second step, the signal is segmented into the specific phases
of heart cyclic activity – this constitutes a base for the third step which is classification.

Fig. 2. Fundamental steps in the automatic analysis of heart acoustic signals.

Recently, many approaches have been introduced into segmentation of heart sounds.
The most common methods include envelope-based algorithms, feature-based methods,
machine learning and Hidden Markov Model (HMM). Sun et al. stated the 97% accuracy
of cardiac acoustic signal segmentation with the use of short-time modified Hilbert
Transform for envelope calculation. The method was evaluated on 7730 s of abnormal
and 600 s of normal PCG and 1496.8 s from Michigan MHSDB database [3]. Varghees
and Ramachandran reported that Shannon entropy in conjunction with instantaneous
phase feature calculated from the analytical signal can be used for perform effective
heart sound segmentation. They achieved an average sensitivity of 99.43% and positive
predictivity of 93.56% without splitting a data into training and testing sets, using 701
segments of both noisy and clean and physiological and pathological signals [4]. Tang
et al. developed a dynamic clustering algorithm based on time-frequency parameters of
instantaneous cycle frequency. With this method, they achieved an accuracy of 94.9%
for S1 and 95.9% for S2 tested on 25 subjects [5]. Sedighian et al. used the HMM with
homomorphic filtering and obtained mean accuracy of 92.4% for S1 and 93.5% for S2
segmentation on PASCAL database [6].

The automated classification of pathological heart acoustic signals usually can be
divided into basic groups of algorithms and of most of them are based on machine
learning approach. Among them, the Artificial Neural Networks (ANN) and Support
Machine Vector (SMV) classification are the most popular. However, the use of HMM-
based and clustering-based classification were also widely reported in terms of heart
sound analysis [1]. Uguz described the methodology involving time-frequency features
as input for the ANN for classification of normal, pulmonary and mitral stenosis heart
valve diseases. In this research, the total of 120 sounds was split 50/50 into train and
test set. Reported results included 90.48% sensitivity and 95% accuracy [7]. In contrary,
Zheng et al. stated that coefficients of wavelet packets decomposition of heart sounds
and sample entropy can be successfully used as input for SMV classifier. The method
was tested on 40 normal and 67 pathological signals and enabled to obtain 97.17%
accuracy and 93.48% sensitivity [8].
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2 Methods

Recently, it has been stated that neural networks are experiencing the Renaissance,
because since 2012 machine learning has been gaining more and more attention all over
the scientific world. It has started with ILSVRC 2012 where AlexNet model outclassed
other competitors. It scored top-5 test error rate of 15.3% compared to 26.2% achieved
in second place [9]. AlexNet used a neural network with convolutional architecture
(CNN). From that day on, a great progress has been made in the field of CNN [10] not
only in vision systems but also in other technical branches like signal processing or
speech recognition [11]. In comparison with traditional neural networks, the convolu‐
tional classifier has its advantage mainly in automated feature extraction part of the entire
algorithm. The first part of this model is usually used for representative parameters
selection. It generally consists of convolutional and decimation layers (like maxpooling)
and classification part, which is usually based on MLP and softmax layers as an output.
As in our research, we took advantage of spectrogram as a feature vector, we decided
to adapt an image-like recognition approach, as the research of using the spectrogram
as network input has already been conducted in regard to acoustic applications [11].

During our research, we noticed that heart beat with valve defect features spectral
component around 400–800 Hz which is in opposition to normal cardiac sound, where
in high frequencies only noisy components can be found. This result was a prelude for
spectrogram analysis of segmented heart sound. We took 8 s of signal and calculate
spectrogram with 500-samples window and 450-samples overlap. We noticed the coef‐
ficient stripes similar to single beat spectrum. This observation was a motivation for
using spectrograms as an input for the convolutional neural network. One advantage,
resulting from calculating the spectrogram for signal sections with a particular amount
of normal and abnormal segments, is the possibility to avoid the obligatory heart beat

Fig. 3. An example of spectrogram for the pathological signal. Heart beats are visible almost at
all frequencies
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detection as separated algorithm step. Moreover, we assume that convolutional layers
in neural network can be used for extract more significant features. Finally, there are
some examples where spectrograms are successfully used as input e.g. for speech recog‐
nition [11]. Figures represent spectrograms of the pathological and physiological heart
sounds (Figs. 3 and 4).

Fig. 4. An example of spectrogram for the physiological signal. Heart beats are visible at low
frequencies.

2.1 Data Preparation

Physiological and pathological signals containing valve defects were taken from
Aalborg University heart sounds database (PhysioNet/Computing in Cardiology Chal‐
lenge 2016). 66 recordings of 8 s length (33 with a disorder and 33 with clean heart
beats) was split into train set, validation set and test set with the proportion of 0.8: 0.1:
0.1. We split dataset at the very beginning of preprocessing in order to avoid overfitting
and to receive reliable results. The characteristic of prepared datasets are listed below:

– train set: 984 examples of physiological signals and 923 examples of pathological
– validation set: 121 examples of physiological signals and 123 pathological
– test set: 123 examples of physiological signals and 123 examples of pathological

2.2 Preprocessing

For each signal segment, the spectrogram was calculated. We only have chosen ampli‐
tude value of Fourier Transform. In the next step, we calculated natural logarithm values
on each spectrogram to reduce high values. Then, a simple normalization was applied.
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We subtracted the minimum value from each sample and divided the result by
maximum of the entire dataset. In the last step of preprocessing, we snipped spectrogram
in frequency axis between 640 and 876 Hz, as we have found that most valuable infor‐
mation is contained around these frequencies. The (Figs. 5 and 6) depicts the steps
performed during preprocessing stage.

Fig. 5. Preprocessing steps. (a) An example of absolute values of the spectrogram.
(b) Spectrogram after normalization and calculation of logarithmic values.
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Fig. 6. Further preprocessing steps (a) A part of spectrogram snipped out between 640 and 876 Hz
(b) As contrast, a physiological example of spectrogram snipped between 640 and 876 Hz.

2.3 ANN Model Architecture

We used CNN with a fully connected layer on the end of convolutional part and softmax
with two outputs – physiological and pathological. Input has a size of the 60 × 151 matrix
with each cell value between 0 and 1. One cell represents 26.5 ms in the time axis and
3.93 Hz in the frequency domain. The convolutional part consists of three convolutional
layers, each of which is followed by max pooling layer of window size 2 × 2. The
convolutional layer has respectively: 16 kernels of size 7 × 7, 32 kernels of size 5 × 5
and 32 kernels of 3 × 3. After last max pooling layer, there is additional convolutional
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layer with 32 filters of size 3 × 3 and another convolutional layer with 16 filters of size
1 × 1, which was used to reduce the dimensionality of extracted features. The result
from the convolutional part is 16 features map of size 1 × 7 (Fig. 7).

Fig. 7. An example of the convolutional part output. (a) A feature map for the physiological
signal, (b) the pathological one.

The next layer which follows convolutional part is the classification layer. It consists
of the fully connected layer with 32 neurons and softmax layer with two outputs. We
also added dropout layer before both fully connected layers and softmax to prevent the
network from overfitting [12]. Our tests showed that 50% dropout for the fully connected
layer and 20% for softmax layer gave the best results. The developed CNN topology is
presented in the (Fig. 8).
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2.4 ANN Training

We applied Adagrad optimization method [13] with 0.001 learning rate. According to
validation set loss values, we stopped training at the moment when the network started
to overfit (about 27000 epoch) (Fig. 9).

Fig. 8. CNN architecture.
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Fig. 9. Loss function for a train set and validation set. One can see an overfitting started at about
27000 epoch.

3 Result and Discussion

We noticed that for higher learning rate, the loss function for our model could not
converge to a minimum. We also tested gradient descent with momentum (for learning
rate <0.1;0.001> and momentum <0.5;0.9>) but this optimization method gave a worse
final result (Fig. 10).

Fig. 10. An example for learning rate of 0.01. Too high learning rate caused optimization
algorithm to miss minimum.
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Finally, learning took 27000 epoch with 0.19 loss error on the training set and 0.49
on the validation set. The final result was calculated on the test set. We achieved sensi‐
tivity equal to 99,1% and specificity equal to 91,6%. Final results are presented in
Tables 2 and 3.

Table 2. Confusion matrix

Normal class detected by
our model

Abnormal class detected
by our model

Normal class 120 1
Abnormal class 11 112

Table 3. Statistics of our result.

Sensitivity Specificity
CNN 99.1% 91.6%

4 Conclusion

In this research, we evaluated the novel approach in heart sound classification. Devel‐
oped algorithm is based on the convolutional neural network which uses the spectrogram
as input feature vector. Obtained results are comparable with most of the state-of-the-
art works. However, the use of deep learning methods in the analysis of heart acoustic
signals is certainly a modern approach and the satisfactory classification score is moti‐
vational for further research.

The lack of well-documented, extensive heart sound databases contributes to the
difficulties concerning signal quality and spectral variation within the gathered data.
During research we took advantage of Aalborg University heart sounds database which
constitutes the part of “An open access database for the evaluation of heart sound algo‐
rithms” (PhysioNet/Computing in Cardiology Challenge 2016) - virtually, the only
cardiac sound database with the amount of signals sufficient for machine learning. This
leads to the conclusion that development of tailor-made heart sound database with well
defined, repeatable measurement conditions may significantly improve the quality of
further work.

Automatic heart disorder recognition is an essential problem for screening exami‐
nations where thousands of patient need to be examined in a short period of time, there‐
fore, development of such algorithms is a vital need for modern medicine.
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Abstract. In this paper a new population-based algorithm for nonlinear mod-
eling is proposed. Its advantage is the automatic selection of evolutionary
operators and their parameters for individuals in population. In this approach
evolutionary operators are selected from a large set of operators, however only
the solutions that use low number of operators are promoted in population.
Moreover, assigned operators can be changed during evolution of population.
Such approach: (a) eliminates the need for determining detailed mechanism of
the population-based algorithm, and (b) reduces the complexity of the algo-
rithm. For the simulations typical nonlinear modeling benchmarks are used.

Keywords: Population-based algorithms � Fuzzy systems � Nonlinear
modeling � Selection of evolutionary operators

1 Introduction

Nonlinear modeling issues can be solved using, among the others, population-based
algorithms which are part of computational intelligence methods (see e.g. [4]). The idea
of population-based algorithms relies on iterative processing of individuals. In each
iteration a new generation of individuals is generated (characterized, by definition, by
improved values of the objective function). Population-based algorithms differ from
traditional optimization methods: (a) they do not process parameters directly, but their
encoded form, (b) they search solutions based not on a single point, but on a popu-
lation of the points (the population contains individuals, each individual encodes single
solution), (c) they use objective function directly, not its derivatives (this function
determines the quality of the solutions in the population), (d) they use probabilistic
mechanisms, not deterministic. As a result, they have advantage over other optimiza-
tion techniques such as: analytical methods, random methods, etc. [6].

Population-based algorithms can be also combined with other computational
intelligence methods, such as: artificial neural networks, fuzzy systems, decision trees,
etc. Then, they can be used for optimization of parameters and structures of mentioned
methods. It is worth to mention that, in the optimization process an extensive objective
function (called also fitness function or evaluation function) can be used. Thanks to
that, the quality criteria (e.g. related with accuracy and interpretability) as well as

© Springer International Publishing AG 2018
L. Borzemski et al. (eds.), Information Systems Architecture and Technology: Proceedings
of 38th International Conference on Information Systems Architecture and Technology – ISAT 2017,
Advances in Intelligent Systems and Computing 655, DOI 10.1007/978-3-319-67220-5_2



quantitative criteria (e.g. related with complexity) can be included in evaluation of the
individuals. Such an approach was contemplated in previous research [17].

Currently, many varieties of population-based algorithms exist and they can be
divided to: (a) single-population algorithms (see e.g. [22]) and multi-population
algorithms (see e.g. [17]), (b) algorithms generating single solutions (see e.g. [1]) and
fronts of solutions (see e.g. [8]), (c) algorithms using single-objective function (see e.g.
[24]), and multi-objective function (see e.g. [5, 11]). The efficiency of those algorithms
strongly depends on evolutionary operators used for exploration and exploitation of the
search space (search space determines acceptable boundaries for parameters of solu-
tions). Evolutionary operators usually have a set of parameters that must be selected
before starting the evolution process (this is done usually by trial and error method) or
modified in this process (usually by specified).

In this paper we have attempted to construct an algorithm that automatically selects
evolutionary operators (for exploration and exploitation of search space) and their
parameters. The idea behind this solution is that each individual in the population has
(beside typical list of parameters) a list of available (typical) evolutionary operators and
list of their parameters. At the beginning of the algorithm’s operation, this list is
initialized randomly, however while evolution of population it is updated simultane-
ously with typical parameters. In such approach individuals are modified basing on the
values of list of available evolutionary operators and their parameters. In our previous
work [16] this solution was partially considered. The problem was the large number of
evolutionary operators used by the population. Due to that, the following improve-
ments were made: (a) the list of available operators was improved, and (b) objective
function was changed to reduce the number of used evolutionary operators. As a result,
the individuals of the population that use fewer operators are better rated. Proposed
approach has been used for nonlinear modeling using fuzzy systems.

The structure of this paper is as follows: in Sect. 2 a description of proposed
method is placed, Sect. 3 contains simulation results and in Sect. 4 the conclusions are
drawn.

2 Description of Proposed Method

Characteristics of the proposed method can be summarized as follows:

– The method is characterized by the ability of an automatic creation of model during
the process of evolution. The most important feature of the method is the fact that
during the process of evolution the selection and configuration of the evolution
operators used for exploration and exploitation takes place simultaneously. This
eliminates the need for selection of the type of operators and their parameters by
trial and error method. This approach also allows to achieve an appropriate balance
between exploration and exploitation of the search space.

– The method is based on the capabilities of fuzzy systems, which are a convenient
tool for nonlinear modeling. Modeling can be done in different ways: (a) fuzzy
system can model input-output dependences (see e.g. [9]), (b) fuzzy system can
model elements of state variables matrix (see e.g. [3]), (c) fuzzy system can provide
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appropriate cooperation of partial models representing various operating states of
the modeled object (see e.g. [10]). In this paper the first type of modeling will be
considered, and the description of system used in the modeling is given in Sect. 2.1.

– The method uses hybrid approach introduced by us earlier, enabling the simulta-
neous selection of real parameters and binary parameters (see e.g. [17]). Due to this,
the structure and parameters used for modeling of fuzzy system and used in the
process of evolution operators can be automatically selected.

– The method using fitness function component that promotes individuals that use
lower number of evolutionary operators. Such solution not only affect the com-
putational time but also causes the algorithm to work consistently.

The proposed method is based on the approach analogical to particle swarm
optimization (PSO, [13]). PSO algorithm uses population of individuals, in which each
individual encodes parameters of potential solution to the problem under consideration
(marked as Xpar

ch ¼ fXpar
ch;1; . . .;X

par
ch;Lparg), velocity vector, used for modification of

potential solution parameters (Xvel
ch ¼ fXvel

ch;1; . . .;X
vel
ch;Lparg), and best found so far

parameters of potential solution p (marked as Xbst
ch ¼ fXbst

ch;1; . . .;X
bst
ch;Lparg). In the

algorithm the best solution found in population is additionally remembered (marked as
Xglb ¼ fXglb

1 ; . . .;Xglb
Lparg). In the evolution process, the parameters Xvel

ch and Xpar
ch are

subject to modification according to the following equation:

Xvel
ch;g :¼ w � Xvel

ch;g þ c1 � U 0; 1ð Þ � Xbst
ch;g � Xpar

ch;g

� �
þ c2 � U 0; 1ð Þ � Xglb

g � Xpar
ch;g

� �
Xpar
ch;g :¼ Xpar

ch;g þXvel
ch;g;

(
ð1Þ

where ch ¼ 1; . . .;Npop is index of individual in population, Npop stands for number
of individuals in population, g ¼ 1; . . .; Lpar is index of real parameter (gene), Lpar

stands for number of real parameters (actual number of parameters is different, which is
explained in Sect. 2.2), w is inertia weight (usually w 2 ½0:8; 1:0�), c1 and c2 are
cognitive and social parameters (see [13]), and U a; bð Þ is function returning random
number from range ½a; b�.

On the basis of PSO algorithm a generalization of (1) was proposed. The gener-
alization was designed in a way that any evolutionary operator of exploration and
exploitation can be used. Moreover, operators and their parameters can be selected
dynamically in evolution process. This is consistent with two facts on the population
algorithms: (a) in some algorithms operators of exploration and exploitation are
intermingled, (b) in modification of parameters multiple operators can be used
simultaneously. The generalized form of Eq. (1) takes the following form:

Xvel
ch;g :¼ w � Xvel

ch;g þ
PLop
o¼1

Xop
ch;o � opo Xpar

ch;g;X
glb
g ;Xbst

ch;g;X
par
ch1;g;X

par
ch2;g;X

imp
ch;g

� �
Xpar
ch;g :¼ Xpar

ch;g þXvel
ch;g;

8<
: ; ð2Þ

where vector Xop
ch ¼ fXop

ch;1; . . .;X
op
ch;Lopg contains information on binary keys that stand

for activation state of operators connected with them (an assumption was taken that 0
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value stands for excluded operator and vice versa), Lop stands for number of considered
operators (see Table 1), opoð�Þ stand for functions representing operator with index o,
Xpar

ch1 and Xpar
ch2 stand for parent individuals chosen by selection method (for example

roulette wheel method, [20]), Ximp
ch means additional individual used in assimilation

operator (Table 1, o ¼ 10, [2]). The individual Ximp
ch stands for imperialist of current

solution selected as follows:

X imp
ch ¼ Xpar

ch;g for ch�Nimp
Xpar
Nimp�ððch�NimpÞ=ðNpop�NimpÞÞ;g for ch[Nimp

;

(
ð3Þ

where Nimp stands for number of empires [2].
The set of considered evolutionary operators is presented in Table 1. In this table the

following marks are additionally used: a ¼ U 0; 1ð Þ stands for a random number gen-
erated individually for each parameter under modification, b ¼ U 0; 1ð Þ stands for
a random number generated individually for each individual under modification, RInd is
randomly chosen index of parameter, RSet contains a set of randomly chosen indexes of
parameters, ff(:Þ stand for objective function of individual, ffmin is a smallest value of
objective function for current population, UG 1; 1ð Þ is random number according to
Gaussian distribution with mean 1 and variance 1, At is parameter additionally multiplied
by coefficient at each time when individual modification improves solution (see e.g.
[24]), dist Xch1;Xchð Þ stands for Manhattan distance between genes of two individuals.

2.1 Fuzzy System Used for Nonlinear Modeling

As previously mentioned, a multi-input, multi-output fuzzy system of the
Mamdani-type that maps X ! Y is used, where X � Rn and Y � Rm is used for
nonlinear modeling. The fuzzy rule base of the system consists of a collection of N
fuzzy if-then rules that takes the following form:

Rk : IF x1 isAk
1

� �
AND. . .AND xn isAk

n

� �
THEN y1 isBk

1

� �
; . . .; ym isBk

m

� �� �
; ð4Þ

where x ¼ x1; . . .; xn½ � 2 X, y ¼ y1; . . .; ym½ � 2 Y, Ak
1; . . .;A

k
n are fuzzy sets character-

ized by membership functions lAk
i
xið Þ, i ¼ 1; . . .; n, k ¼ 1; . . .;N, n stands for number

of inputs, Bk
1; . . .;B

k
m are fuzzy sets characterized by membership functions lBk

j
yj
� �

,

j ¼ 1; . . .;m, k ¼ 1; . . .;N, and m stands for number of outputs. In this paper
a Gaussian membership type functions are considered [20].

In the Mamdani approach (see e.g. [20]) output signal �yj, j ¼ 1; . . .;m, of the fuzzy
system is described by the following formula (for more details see [9]):

�yj ¼
PR
r¼1

�ydefj;r � S
N

k¼1
T T

n

i¼1
lAk

i
�xið Þ

n o
; lBk

j
�ydefj;r

� �� 	� 	
PR
r¼1

S
N

k¼1
T T

n

i¼1
lAk

i
�xið Þ

n o
; lBk

j
�ydefj;r

� �� 	� 	 ; ð5Þ
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where �ydefj;r , j ¼ 1; . . .;m, r ¼ 1; . . .;R, are discretization points, R is a number of dis-
cretization points, Tf�g is a t-norm, and S �f g is a t-conorm (see e.g. [15]).

2.2 Encoding of the Individuals

The selected encoding refers to Pittsburgh approach [12]. Thus, the single individual
Xch encodes the information on:

– Keys of operators (binary parameters). They are encoded as Xop
ch and they are used

in Eq. (2) (see Table 1):

Xop
ch ¼ opch;1; . . .; opch;Lop


 � ¼ Xop
ch;1; . . .;X

op
ch;Lop

n o
; ð6Þ

where Lop stands for number of evolutionary operators that can be used by
individual encoded as Xch.

– Parameters of fuzzy system (5) and parameters of operators (for the list of operators
parameters see Table 1):

Xpar
ch ¼

�xAch;1;1;r
A
ch;1;1; . . .;�x

A
ch;n;1; r

A
ch;n;1; . . .�x

A
ch;1;N ; r

A
ch;1;N ; . . .;�x

A
ch;n;N ; r

A
ch;n;N ;

�yBch;1;1; r
B
ch;1;1; . . .;�y

B
ch;m;1; r

B
ch;m;1; . . .�y

B
ch;1;N ; r

B
ch;1;N ; . . .;�y

B
ch;m;N ; r

B
ch;m;N ;

�ydefch;1;1; . . .;�y
def
ch;1;R; . . .;�y

def
ch;m;1; . . .;�y

def
ch;m;R;

w; c1; c2; pc;mr; pm;FDE; d; aFA; bFA; c;CR; fmin; fmax;At; at; Â;FBTO

8>>>>><
>>>>>:

¼ Xpar
ch;1; . . .;X

par
ch;Lpar

n o
;

ð7Þ

where f�xAi;k; rAi;kg stand for parameters of membership functions of input Gaussian

fuzzy sets Ak
1; . . .;A

k
n, f�yBj;k; rBj;kg stand for parameters of membership functions of

output Gaussian fuzzy sets Bk
1; . . .;B

k
m, and Lpar is the number of genes of part Xpar

ch .
– Velocity vector of parameters Xpar

ch (see (7)). They are encoded as set Xvel
ch .

– Best location of individual Xbst
ch (they are copy of best parameters of Xpar

ch ).

A individual is thus a collection of components: Xch ¼ fXop
ch ;X

par
ch ;X

vel
ch ;X

bst
ch g ¼

fXch;1; . . .;Xch;Lg with a total length of genes equal to L ¼ 3 � Lpar þ Lop.

2.3 Evaluation of the Individuals

The aim of the objective function (fitness function) is to minimize following error:

ff Xchð Þ ¼ T � Xchð Þ; d Xchð Þf g: ð8Þ
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The component � Xchð Þ stands for standardized error of nonlinear modeling calcu-
lated as follows:

� Xchð Þ ¼ 1
m
�
Xm
j¼1

1
Z
�
XZ
z¼1

dz; j � �yz; j
�� �� !

= max
z¼1;...;Z

dz; j

 �� min

z¼1;...;Z
dz; j

 � �

; ð9Þ

where dz; j is expected value of j-th output for z-th data sample (z ¼ 1; . . .; Z), Z stands
for number of data samples, �yj is fuzzy system (5) output value calculated for data
sample xz. The purpose of normalization is to eliminate the differences between the
errors of different outputs of the system (5) in case where m[ 1.

Table 1. Chosen functions that represent evolutionary operators of exploration and exploitation
considered in this paper.

o Base method opo Xpar
ch;g;X

glb
g ;Xbst

ch;g;X
par
ch1;g;X

par
ch2;g;X

imp
ch;g

� �
Parameters

1 PSO-best [13] c1 � U 0; 1ð Þ � Xbst
ch;g � Xpar

ch;g

� �
c1 2 1:5; 2:5½ �

2 PSO-global [13] c2 � U 0; 1ð Þ � Xglb
g � Xpar

ch;g

� �
c2 2 1:5; 2:5½ �

3 GA-crossover
[20]

U 0; 1ð Þ � Xpar
ch1;g � Xpar

ch;g

� �
for b\pc

0 for otherwise

(
pc 2 0:7; 1:0½ �

4 GA-mutation
[20]

U �1; 1ð Þ � mr for a\pm
0 for otherwise

�
mr 2 0:01; 0:20½ �,
pm 2 0:05; 0:50½ �

5 DE-crossover [1] FDE � Xpar
ch1;g � Xpar

ch2;g

� �
for a\CRð Þ or ch ¼ RIndð Þ

0 for otherwise

8><
>:

FDE 2 0; 2½ �,
CR 2 0; 1½ �

6 BAT-movement
[24]

U fmin; fmin þ fmaxð Þ � Xglb
g � Xpar

ch;g

� �
fmin 2 0:0; 0:5½ �,
fmax 2 0:0; 1:0½ �

7 BAT-walk [24]
U �1; 1ð Þ � PNpop

ch3¼1

At
ch3

Npop

At 2 0:0; 0:5½ �,
at 2 0:9; 1:0½ �

8 FWA-explosion
[22]

U �1;1ð Þ�Â� ff Xchð Þ�ffminð ÞPNpop
ch3¼1

ff Xch3ð Þ�ffminð Þ
for ch 2 RSet

0 for otherwise

8><
>:

Â 2 0:1; 2:0½ �

9 FWA-mutation
[22]

Xpar
ch;g � UG 1; 1ð Þ � Xpar

ch;g for ch 2 RSet
0 for otherwise

�
10 ICA-assimilation

[2]
d � U 0; 1ð Þ � X imp

ch;g � Xpar
ch;g

� �
d 2 0:5; 2½ �

11 FA-movement
[23]

bFA � Xpar
ch1;g � Xpar

ch;g

� �
�

�e�c�dist Xch1 ;Xchð Þ2
for

ff Xch1ð Þ\
ff Xchð Þ

 �
0 for otherwise

8><
>:

bFA 2 0:9; 1:1½ �;
c 2 0:01; 100½ �

12 FA-walk [23] aFA � U � 1
2 ;

1
2

� �
aFA 2 ½0:01; 0:2�
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The component d Xchð Þ stands for penalty of using too few or too many operators:

d Xchð Þ ¼ 1
Lop � Nop

XLop
o¼1

opch;o � Nop

�����
�����; ð10Þ

where Nop� 1 stands for desired number of active operators.

2.4 Processing of the Individuals

The proposed method for processing the population taking into account the Eq. (2)
allows use of any combination of evolutionary operators. This process is executed
according to the following steps:

– Step 1. Initialization of population. In this step all genes of all Npop individuals are
set randomly. It takes into account the specification of the problem under consid-
eration and operators parameters ranges stated in Table 1. In case of genes Xvel

ch the
assumptions that the genes do not exceed 20% ranges of the corresponding genes
from Xpar

ch are additionally taken.
– Step 2. Evaluation of population. This step aims to evaluate each individual by

using fitness function (9).
– Step 3. Reproduction. It is based on mechanisms analogical to algorithm PSO (with

improvements that makes generalization possible):
• For each individual Xch a copy is created (which allows to use of any selection

method-see Step 4).
• Binary genes of the copy Xop

ch are modified using crossover and mutation
operators from genetic algorithm [20]. Parameters of these operators (pm and pc)
are encoded in set Xpar

ch .
• Real genes of the copy Xvel

ch and Xpar
ch are updated according to (2). Genes Xpar

ch
are also repaired (narrowed down to specified boundaries).

• The copies of Xch are evaluated by fitness function (9). If the fitness function
value of the copy is better than the fitness function value of the individual, the
genes Xbst

ch of the copy are set as genes Xpar
ch of the copy.

– Step 4. New generation selection. Proposed approach allows to use different
strategy for selection new population individuals:
• Strategy S1. In this strategy, the copy of an individual replaces the individual (as

in the algorithm PSO).
• Strategy S2. In this strategy, the copy of an individual replaces the individual

only if the fitness function value of the copy is better than the fitness function
value of the individual (similar to BAT algorithm [24]).

• Strategy S3. In this strategy individuals and their modified copies are placed in
temporary population, and then the best (according to fitness function) Npop
individuals are selected for next generation.

– Step 5. Stop condition. In this step a stop condition is met (for example if the specified
number of algorithm iterations is achieved). If this condition is not met, the algorithm
goes back to Step 3, otherwise the best solution is presented and algorithm stops.
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3 Simulations

The goals of the simulations were to test:

– Classic algorithm PSO (Xop
ch;g ¼ 1, g ¼ 0; 1, and Xop

ch;g ¼ 0, g ¼ 2; 3; . . .11), algo-

rithm PSO enriched by using other evolutionary operators (PSO-OP) (Xop
ch;g ¼ 1,

g ¼ 0; 1, and Xop
ch;g 2 f0; 1g, g ¼ 2; 3; . . .11) and proposed algorithm with flexible

selectable evolutionary operators (OP) (Xop
ch;g 2 0; 1f g, g ¼ 0; 1; . . .11).

– Different strategies S1-S2 for selecting next generation of individuals, described in
Sect. 2.4.

The simulations were performed for typical benchmarks from nonlinear modeling
field (see Table 2). The parameters of simulations were set as follows: number of fuzzy
rules N ¼ 3, number of discretization points R ¼ 3, triangular norms: algebraic,
number of individuals Npop ¼ 100, number of empires Nimp ¼ 10, number of
expected operators Nop ¼ 3, number of iterations: 1000, number of repeats of simu-
lations for each problem and case: 20, selection method for choosing parents of the
individual: roulette wheel.

The average simulation results are presented in Tables 3 and 4. The average
number of used operators is shown in Figs. 2 and 3. The average number of used
operators per individual is shown in Fig. 1.

The simulations conclusions are as follows:

– The best results in terms of the fitness function was obtained for OP method,
regardless of the used strategy (see Table 3). This has a bearing on the results in
terms of RMSE (see Table 4).

Table 2. Nonlinear benchmarks used in simulations.

Item
no.

Problem name and
reference

Short
name

Number of inputs
(n)

Number of outputs
(m)

Number of data rows
(Z)

1. Auto MPG [19] ampg 7 1 398

2. Chemical Plant [21] cplant 3 1 70

3. Computer Hardware [14] cpu 9 1 209

4. Concrete Slump Test [7] slump 7 3 103

5. Yacht Hydrodynamics
[18]

yacht 6 1 308

iter0 1000

1
5

iter0 1000

1
5

PSO+OP OP

op
e

op
e

S1 S2 S3S1 S2 S3

Fig. 1. Average number of used operators by single individuals (ope) averaged for all
considered benchmarks. Dotted line stands for strategy S1, light line stands for strategy S2, and
dark line stands for strategy S3.
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Table 3. Averaged values of ff(:Þ for considered benchmarks. Best results for each strategy are
shown in bold.

Strategy Method ampg cplant cpu slump yacht Avg.

S1 PSO 0.0747 0.0891 0.0397 0.0788 0.0876 0.0740
PSO+OP 0.0751 0.0798 0.0295 0.0782 0.0765 0.0678
OP 0.0546 0.0483 0.0190 0.0672 0.0531 0.0484

S2 PSO 0.0822 0.0792 0.0458 0.0780 0.0900 0.0750
PSO+OP 0.0497 0.0350 0.0174 0.0586 0.0398 0.0401
OP 0.0336 0.0081 0.0090 0.0435 0.0247 0.0238

S3 PSO 0.0747 0.0679 0.0307 0.0762 0.0827 0.0664
PSO+OP 0.0468 0.0289 0.0172 0.0551 0.0424 0.0381
OP 0.0330 0.0052 0.0066 0.0312 0.0255 0.0203

Table 4. Averaged values of � Xchð Þ for considered benchmarks. Best results for each strategy
are shown in bold.

Strategy Method ampg cplant cpu slump yacht Avg.

S1 PSO 0.1383 0.1671 0.0515 0.1465 0.1641 0.1335
PSO+OP 0.1224 0.1410 0.0313 0.1378 0.1437 0.1152
OP 0.0813 0.0689 0.0194 0.1066 0.1062 0.0765

S2 PSO 0.1643 0.0843 0.0730 0.1561 0.1523 0.1260
PSO+OP 0.0993 0.0701 0.0348 0.1173 0.0795 0.0802
OP 0.0671 0.0161 0.0179 0.0871 0.0494 0.0475

S3 PSO 0.1494 0.0895 0.0613 0.1525 0.1470 0.1199
PSO+OP 0.0935 0.0578 0.0344 0.1101 0.0848 0.0761
OP 0.0661 0.0104 0.0132 0.0624 0.0509 0.0406
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Fig. 2. Average number of individuals (ind) that use specified operators for algorithm PSO+OP
averaged for all considered benchmarks. Dotted line stands for strategy S1, light line stands for
strategy S2, and dark line stands for strategy S3.
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– The best results in terms of used fitness function were obtained for strategy S3,
regardless of the used method. Strategy S1 used the largest number of operators,
strategy S2 gradually reduced the number of used operators, while strategy S3
smoothly adjusted the number of used operators during the evolution of population
(see Figs. 2 and 3).

– The best results was obtained for OP method and strategy S3 (see Tables 3 and 4).
Such an approach allowed a dynamic matching of the number and type of used
operators during the evolution of a population (see Fig. 3).

– The least used operators for OP method and strategy S3 were: PSO-best,
BAT-walk, and FWA-mutation (after 50 iterations of algorithm, the usage of these
operators has dropped to almost zero - see Fig. 3).

– The most used operators for OP method and strategy S3 were: DE-crossover,
BAT-move, and FA-move (number of used operators increased during the evolu-
tion of population - see Fig. 3).

– The use of S1 strategy led to use over 4 operators by each individual in the
population (see Fig. 1). For other strategies, the number of used operators sought to
the Nop value. For the S2 strategy it was achieved after about 150 iterations (see
Fig. 1), and for strategy S3 after about 30 iterations.

4 Conclusions

The proposed in this paper population-based algorithm for nonlinear modeling with the
selection of evolutionary operators allows, among others, for: (a) a precise control of
the mechanisms of exploration and exploitation, (b) elimination of the need for
selection of evolutionary operators by trial and error method, (c) reduction of the
number of evolutionary operators, and (d) speeding up the optimization. This allows
the algorithm to work well with other methods, especially fuzzy systems, for solving
nonlinear modeling problems. Simulation studies have confirmed the effectiveness of
presented approach.
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Fig. 3. Average number of individuals (ind) that use specified operators for algorithm OP
averaged for all considered benchmarks. Dotted line stands for strategy S1, light line stands for
strategy S2, and dark line stands for strategy S3.
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Evaluation of Gated Recurrent Neural Networks in Music
Classification Tasks
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Abstract. In this paper, we evaluate two popular Recurrent Neural Network
(RNN) architectures employing the mechanism of gating: Long-Short Term
Memory (LSTM) and Gated Recurrent Unit (GRU), in music classification tasks.
We examine the performance on four datasets concerning genre, emotion and
dance style recognition. Our key result is a significant improvement of classifi‐
cation accuracy achieved by training the recurrent network on random short
subsequences of the vector sequences in the training set. We examine the effect
of this training approach on both architectures and discuss the implications for
the potential use of RNN in music information retrieval.

Keywords: Artificial intelligence · Machine learning · Recurrent Neural
Network · Music Information Retrieval

1 Introduction

Music Information Retrieval (MIR) is a research area of growing relevance due to the
popularization of online music services and an increasing number of unannotated audio
files available online. Searching and automatically annotating music files is a complex
task, which requires approaching music simultaneously from multiple angles: one must
consider genres, emotions, specific artists, instruments, etc. A number of separate
machine learning problems have been formulated due to this: genre classification,
emotion classification, emotion regression, generalized annotation, etc.

Recent advancements in neural networks are allowing us to explore sequential data
more efficiently than before, so far showing good results in domains of text [1] and
speech analysis [2]. Specifically, Long Short Term Memory networks [3] which are
designed to eliminate vanishing and exploding gradients allowed significant advance‐
ments. A recurrent neural network approach can benefit music information retrieval in
two ways: firstly, it enables the possibility of deeper architectures, which are known to
work well with low-level representations of data, therefore eliminating the problem of
designing new domain-specific features. Secondly, it allows modeling time dependen‐
cies in sequential data, which are of key importance in certain aspects of music such as
tempo and rhythm.
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However, it is debated whether Long Short Memory networks are actually the best
possible network architecture for the tasks they are designed to perform. Multiple
simplified architectures [4] where introduced and shown to achieve comparable
performance. Comparative studies of these architectures exist, but they focus neither on
music audio nor on classification of entire sequences.

In this paper, we evaluate two most well-known recurrent network architectures with
gating mechanisms on four music classification datasets. The goal of our research is to
establish which of the available recurrent neural network models can be used efficiently
in music classification problems, given the typical properties of MIR datasets. As we
expect the length of vector sequences to cause a problem with training, we attempt to
train on shorter excerpts of the training set music files. We demonstrate the influence of
this approach on the performance of both LSTM and GRU, and discuss the implications
of our results.

2 Related Work

Our work is related to the Music Information Retrieval research and other comparative
studies of recurrent neural networks. Below we summarize the related literature for both
of the subjects.

2.1 Music Audio Classification

Music audio classification is a problem relevant to music retrieval and auto-tagging.
Single-label classification datasets are typically crafted for a specific task, such as genre
recognition or emotion recognition, allowing researchers to focus on a single type of
potential tags. The importance of such focused research comes from the fact that the
selection of features describing music can differ significantly for different types of tags.
Features which typically describe emotions may be insufficient to describe genres and
vice versa.

The task of classifying music genres was explored in-depth by many researchers. A
variety of approaches has been employed, including stochastic times series models,
sparse coding, and bag-of-features representations [5]. Researchers reported results as
high as 90% accuracy [6] on a 10-label GTZAN dataset [7], the most popular set for
music genre classification. However, these results may be considered controversial as
the dataset itself has come under heavy criticism due to flaws in its construction. It was
found [8] that GTZAN contains repeated audio excerpts, mislabeling and certain genres
are biased towards a single artist. While new datasets have been created since, it is now
hard to refer to existing literature without considering a possible influence of the afore‐
mentioned faults on the results.

The task of recognizing music emotions can be treated as either classification or
regression, the latter being more popular due to the significance of Valence-Arousal
model of emotions [9]. However, attempts to classify musical files with regards to
emotion have been made [10]. In [11], the selection of features for mood recognition
was explored. Music emotion recognition was defined as a classification task, and the
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class labels correspond to four quadrants of the Valence-Arousal plane, namely “angry”,
“happy”, “relaxed” and “sad”. The labels for classification were obtained based on tags
from the LastFM website. The accuracy of classification for this task is rather low, at
54% for the best performing feature set.

Other, less thoroughly explored classification problems include: instrument recog‐
nition [12], playing style recognition [13]. In this paper, we focus on the problems which
require processing a long (30 s and more) musical excerpt. We are interested in new
problems that may arise in such tasks, which may not have been present in the evaluation
of RNN on data such as natural language datasets.

2.2 Gated Recurrent Neural Networks

The details of recurrent neural network architectures we employ in this paper are
explained in Sect. 3. In this section, we summarize other papers which analyze these
architectures and compare them to each other in varying tasks.

In [14] an empirical comparison between LSTM and GRU was made. The compar‐
ison involved tasks of symbolic music modeling and speech audio modeling. While
results did not prove one architectures’ superiority over the other in terms of prediction
error, a practical consideration that GRU involves fewer parameters than LSTM implies
GRU is the better choice.

In [15] a large scale comparison including tasks of speech recognition, handwriting
recognition, and polyphonic music modeling was performed on LSTM and variants
thereof. The authors concluded that changes to the original LSTM architecture do not
improve the performance significantly.

In [16], the authors employed a probabilistic search approach to explore the space
of possible gated network architectures in an evolutionary-like fashion. Using a mutation
operator which changes the structure of an RNN, the goal of the search was to find
architectures performing better than GRU and LSTM. The architectures were evaluated
on tasks of language modeling, XML modeling, and polyphonic music modeling. New
mutated architectures were found to be able to outperform both GRU and LSTM,
however, the LSTM and GRU performance was still good.

We find comparative studies mentioned above insufficient to draw conclusions
regarding the usage of RNN in music classification tasks. There are two important prop‐
erties of audio musical files which must be taken into account:

• dense inputs: a representation of music audio typically uses dense vectors. In contrast,
language modeling tasks which are among the most popular problems to solve with
LSTM may have extremely sparse inputs, e.g., a word occurrence vector in a
dictionary with many thousands of words. Similarly, symbolic music modeling can
use sparse inputs.

• length of the sequences: using a low-level representation such as spectrogram or
cepstral coefficients, it is fairly standard to use a frame size of about 50 ms, with
partial frame overlap. For a 30 s music file, which is a standard length of music
excerpts in MIR datasets, this results in a sequence of 1200 vectors. This is longer
than sequences which appear in other domains.
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While symbolic music modeling appears among tasks considered in papers
mentioned above, it is significantly different than the classification of actual audio
recordings, due to different representations and the fact that a timeframe in which the
music will be modeled can be freely chosen as a part of defining the task. I.e. one might
consider the task of predicting the next note given 10, 20 or 30 previous notes, and use
this as a basis of their performance comparison. In contrast, the type of music classifi‐
cation tasks we consider in this paper has its ground truth labels given for the entire
music file. This forces us to aggregate the output of a recurrent layer over an entire music
piece which may range from 30 s to a few minutes. As we will demonstrate in Sect. 4,
the length of sequences we use as training samples has a significant impact on the
classification results.

3 Gated Recurrent Network Architectures

Standard model of a recurrent neural network layer without gating mechanism [17] is
given below in Eq. (1). For a series of l input vectors X = (x1, x2,… , xl), the output vector
ht of the layer at time t is given by:

ht = 𝜎(Wxt + Uht−1 + b) (1)

where ht−1 is the previous activation and xt is the current input. σ is an activation function,
applied to every element of a vector. We will use the following notation for activation
functions: 𝜎sig denotes log-sigmoid, 𝜎tanh denotes hyperbolic tangent. Parameters of the
model are weight matrices W, U and the bias vector b. The network can be unfolded in
a non-recurrent one and trained with backpropagation.

Modern recurrent neural networks have improved the performance on long time
series by extending the model above with the concept of gates. A gated network unit
(which replaces a standard recurrent layer) can have many interconnected internal layers,
and outputs of these layers can be multiplied element-wise. In practice, this makes the
output of log-sigmoid layers function as “gates” which can pass the output of another
layer (if the log-sigmoid activation is 1) or block it (if the log-sigmoid activation is 0).
This principle was proposed in Long-Short Term Memory (LSTM) unit Eqs. (2–6):

ft = 𝜎sig

(
Wf xt + Uf ht−1 + bf

)
(2)

it = 𝜎sig

(
Wixt + Uiht−1 + bi

)
(3)

ot = 𝜎sig

(
Woxt + Uoht−1 + bo

)
(4)

ct = ft * ct−1 + it * 𝜎tanh

(
Wcxt + Ucht−1 + bc

)
(5)

ht = ot * 𝜎tanh

(
ct

)
(6)

The outputs rt, it and ot represent gates, i.e. standard log-sigmoid recurrent layers,
each with two corresponding weight matrices (Wr, Ur, Wi, Ui, Wo, Uo) and a bias vector
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(br, bi, bo). The LSTM unit has an internal memory state ct which requires another two
weight matrices Wc, Uc and a bias vector bc.

GRU [18] is a simplified variant of a gated model, defined by Eqs. (7–9):

rt = 𝜎sig

(
Wixt + Uiht−1 + bi

)
(7)

zt = 𝜎sig

(
Woxt + Uoht−1 + bo

)
(8)

ht = zt * ht−1 +
(
1 − zt

)
* 𝜎tanh(Wcxt + Uc

(
rt * ht−1

)
+ bct (9)

rt is a reset gate which functions similarly to reset gate in an LSTM unit, while zt is
a single gate which combines the roles of output and input LSTM gates. The model
requires six weight matrices (Wr, Ur, Wz, Uz, Wh, Uh) and three bias vectors (br, bz, bh).

4 Evaluation of RNN in Music Classification

The goal of our experiments is to compare the performance of GRU and LSTM in music
audio classification, using low-level representation of music files. We want to assess
whether music audio classification benefits from using gated architectures, how the
performance of LSTM compares to GRU, and possibly identify additional issues specific
to training recurrent networks on music data.

4.1 Datasets Description

For our experiments, we choose four benchmark datasets. The summary of contents is
presented in Table 1. Music files in all datasets were cut to 30 s long.

Table 1. Contents of datasets

Dataset Classes Label type Files
GTZAN 10 Genre 1000
Emotify 4 Genre 400
Ballroom 8 Dance Style 698
LastFM 4 Emotion 2904

First, we evaluate our networks on GTZAN. The dataset consists of 1000 music files
in 10 genres (100 files each). While due to dataset imperfections the results on this set
cannot be considered a good representation of the ability to classify actual musical genres
(the faults or GTZAN are explained in Sect. 2.1) we can still demonstrate the behavior
of RNN during learning and look for common patterns in the learning process between
GTZAN and other datasets. However, we employ an additional genre dataset in order
to have a more meaningful representation of our ability to recognize genres.

The second music genre recognition dataset is based on an emotion recognition
dataset Emotify [19]. While it was originally meant for the task of predicting induced
emotion, it provides a good variety of music in high quality. There are 400 excerpts
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evenly distributed between four genres: classical, rock, pop and electronic. The ground
truth genres were given by Magnatune, a record label which supplied the music files.

The Ballroom dataset [20] was created for ISMIR 2004 data mining challenge (tempo
recognition task) and is annotated with labels corresponding to eight ballroom dance
styles: Cha Cha – 111 files, Jive – 60, Quickstep – 82, Samba – 98, Rumba – 86, Tango
– 86, English Waltz – 110 and Viennese Waltz – 65. This is an unusual classification
task, in which the main factor differentiating between dance styles is rhythm and tempo,
which do not change significantly over the duration of the file. The music files are of a
particularly low quality.

The fourth dataset, which we use as an example of an emotion recognition task, is
the LastFM data mentioned in Sect. 2.1. Four classes corresponding to Valence-Arousal
plane quadrants are: angry – 639 files, happy – 754, relaxed – 749 and sad – 763. The
dataset was annotated based on popular tags from a social network, therefore its labels
are not well-defined categories. This causes the classification accuracy achievable on
this set to be rather low, with best known results being close to 55%.

4.2 Common Conditions of the Experiments

All neural networks in our experiments use a single recurrent layer so that the potential
issues related to multilayer deep learning architectures can be omitted. A single non-
recurrent layer on top of the recurrent network is used for classification. The non-recur‐
rent layer uses a linear activation function, takes average of the recurrent layers’ outputs
as an input and has a single output for each class. Our implementation uses Theano [21]
python library to compute gradients and parallelize the computation on GPU.

As a loss function, we use mean squared error (MSE) between ground truth labels
and predictions. In preliminary experiments, we also tested a log-loss training regime
and a softmax layer, but found no improvement from using either.

The size of the recurrent layer was set to 50. Since we are interested in the ability of
RNN to work with low-level features, the input to the layer is a spectrogram of a music
file. Spectrogram frames are 50 ms with 25 ms overlap, Mel scale is used for frequency
and log scale for power. In order to shorten the length of input sequences below 1000
vectors, we build input vectors from two consecutive spectrogram frames. We also
append the change from the previous frame for both frames in the input vector. Denoting
concatenation as x|y we can define the i-th vector in training sequence as:

xi = f2i−1
||f2i

|||
(
f2i−2 − f2i−1

)|||
(
f2i − f2i−1

)
(10)

where fi denotes i-th frame of the spectrogram.
The network is initialized with weights drawn from a Gaussian distribution with

small values (mean 0, standard deviation 0.01) and trained using Adagrad optimizer
with initial learning rate set to 0.05. We train for 150 epochs while monitoring the
classification accuracy in order to show the speed of convergence and best achievable
accuracy. We report the accuracy on both training and test dataset so that potential
overfitting can be clearly visible. All reported results are averages from 10-fold cross-
validation.
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4.3 Basic Comparison of RNN Architectures

The first experiment compares the performance of gated architectures with a standard
recurrent network. Results are presented in Figs. 1, 2, 3 and 4. We can see that both
gated architectures outperform standard RNN. However, the training set performance
is rather low. This indicates that either the model itself is incapable of learning the
assigned tasks, or it stops in a local minimum.
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Fig. 1. Results of genre recognition on GTZAN dataset

Fig. 2. Results of genre recognition on Emotify dataset
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Fig. 3. Results of dance style recognition on Ballroom dataset
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Fig. 4. Results of emotion recognition of LastFM dataset

On GTZAN dataset (Fig. 1), GRU converges faster on training data and outperforms
LSTM on test data. On Emotify (Fig. 2), both architectures achieve similar results; both
perform better than standard RNN. On Ballroom dataset (Fig. 3), we can see a different
result. LSTM achieves better training set accuracy than GRU, while on test set it barely
outperforms a standard RNN. This indicates that LSTM, in addition to aforementioned
low training set accuracy, suffers from weak generalization. Finally, on LastFM set
(Fig. 4) classification results are poor, however we can note that GRU outperforms
standard RNN while LSTM does not.

Given low training set accuracy, a conclusion regarding the difference between gated
unit types drawn from this experiment may be misleading. As we can clearly see, a
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standard approach using learning on full sequences cannot overcome bad local minima.
We test whether it can be improved in the next experiment

4.4 Evaluation of Training on Random Short Excerpts

As one of the properties of audio music files we expected to influence the results was
the length of input vector sequences, we want to evaluate training on excerpts of shorter
length. We train the network on short excerpts of music files, selecting a subsequence
corresponding to a 2.5-second fragment (100 spectrogram frames) from each song in
the training set. The starting point of the subsequence is selected randomly (uniform
distribution) in each epoch. During evaluation, the network processes full sequences.
The results are presented in Table 2.

Table 2. Classification accuracy achieved by training on short excerpts randomly selected in
each epoch compared to training on full songs (evaluated on full songs in both cases)

LSTM GRU
Training Test Training Test
Full Short Full Short Full Short Full Short

GTZAN 0.75 0.91 0.58 0.74 0.75 0.92 0.62 0.75
Emotify 0.74 0.99 0.63 0.67 0.74 0.97 0.60 0.68
Ballroom 0.73 0.96 0.53 0.79 0.69 0.96 0.56 0.79
LastFM 0.52 0.54 0.48 0.52 0.55 0.72 0.50 0.54

We can see an advantage of using the random subsequence approach over training
on full sequences. On all datasets, performance on both test and training set improves
after training on 2.5 s excerpts instead of full sequences. Performance on the training
set is significantly better, indicating the ability to overcome local minima during the
search.

Looking at the results on specific datasets, the most notable improvement is seen in
the Ballroom data. The accuracy achieved on the test set using random subsequences
approach is better than the accuracy on training set when training on full sequences. On
the Emotify dataset, LSTM with random subsequences approach achieves nearly 100%
fit to the training set. However, the test performance is not better than that achieved with
GRU. In fact, despite achieving the best training performance on 3 out of 4 datasets,
LSTM is still outperformed by GRU on the test set in every case. This is another indicator
of the generalization issue, which we could notice on the Ballroom dataset in the first
experiment.

5 Conclusions and Future Work

We have presented and evaluated an RNN-based approach to music file classification
and compared the classification performance of two popular gated RNN architectures.
While the results achieved using training on full sequences (Figs. 1, 2, 3 and 4) are poor,
we proposed to train the network on random subsequences of sequences in the training
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set and demonstrated (Table 2) that this approach improves the results. Our results
cannot be explained by a regularizing effect of randomness introduced to training process
(similarly to e.g. adding noise to the input data). Unlike in regularization, the improve‐
ment concerns both training and test sets. It appears that the main problem with training
on full sequences is that of averaging hidden layer outputs over a very long sequence,
an issue which was not apparent in existing evaluations of LSTM and GRU on other
types of data.

The comparison between LSTM and GRU demonstrates GRU achieves better results
on test sets. However, the fit to training set is better for LSTM, indicating a generalization
problem. A detailed study of regularization techniques in recurrent networks could
deliver a definitive answer as to whether LSTM can outperform GRU.

Where a comparison in literature is available, the results can be described as prom‐
ising. 54% accuracy in emotion recognition on LastFM songs is in line with the best
known results on the dataset. 75% accuracy on GTZAN is lower than the best known
results, although some of the best performing approaches in GTZAN are known to be
inflated by the faults of the dataset and multiple results close to 90% accuracy have been
challenged as non-replicable. In light of this fact, we find 75% accuracy promising
enough to warrant more research. Future research should focus on the classification of
long sequences. While training on random subsequences has shown to be effective, an
attempt should be made to improve the learning process so that training on full sequences
can achieve good results.
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Abstract. Medium-term electric energy demand forecasting plays an important
role in power system planning and operation as well as for negotiation forward
contracts. This paper proposes a solution to medium-term energy demand
forecasting that covers definition of input and output variables and the fore-
casting model based on a neuro-fuzzy system. As predictors patterns of the
yearly periods of the time series are defined, which unify input data and filter out
the trend. Output variable is encoded in tree ways using coding variables
describing the process. For prediction of coding variables, which are necessary
for postprocessing, ARIMA and exponential smoothing models are applied. The
simplified relationship between preprocessed input and output variables is
modeled using Adaptive-Network-Based Fuzzy Inference System. As an illus-
tration, we apply the proposed time series forecasting methodology to historical
monthly energy demand data in four European countries and compare its per-
formance to that of alternative models such as ARIMA, exponential smoothing
and kernel regression. The results are encouraging and confirm the high accu-
racy of the model and its competitiveness compared to other forecasting models.

Keywords: Neuro-Fuzzy systems � Medium-term load forecasting �
Pattern-based forecasting

1 Introduction

Accurate medium-term electric energy demand forecasting plays an essential role for
electric power system planning and operation, and offers significant benefits for
companies operating in a regulated and deregulated energy markets. Generally, it is
used to optimize energy production and transmission and improve power system
reliability. It is necessary for scheduling and coordinate maintenance and production
across a power system, negotiation fuel purchases for power stations, and optimization
of renewable energy sources, such as wind farms.

Characteristic feature of the electricity demand time series is the yearly seasonality
corresponding to climatic factors and weather variations. Also a trend is observed
following the economic and technological development of a country, and random
component disturbing the time series. These features should be included in the fore-
casting process to increase the prediction accuracy.
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The medium-term load forecasting (MTLF) methods can be categorized into two
general groups [1]. The first group, referred to as the conditional modeling approach,
focuses on economic analysis, management and long term planning and forecasting of
energy load and energy policies. It takes into account changes in socioeconomic condi-
tions which impact energy demands. Input variables include historical load data and
weather factors as well as economic indicators and electrical infrastructure measures.
Efforts of researchers in thisfield are focused on definition of optimal set of input variables
and construction of appropriate forecasting models. An example of a model of this type
can be found in [2], where macroeconomic indicators, such as the consumer price index,
average salary earning and currency exchange rate are taken into account as inputs.

The second group, referred to as the autonomous modeling approach, requires a
smaller set of input information to forecast future electricity demand. Primarily past
loads and weather variables. This approach is more suited for stable economies. The
forecasting models used in this group include classical methods such as ARIMA or
linear regression [3] as well as computational intelligence methods, such as neural
networks [4, 5] and support vector machines [6].

The forecasting model proposed in this work can be classified to autonomous
modeling approach. It uses neuro-fuzzy network which works on preprocessed data.
Inputs are defined as patterns of yearly fragments of the demand time series, which are
normalized version of demand vectors. Outputs are encoded demands. The proposed
way of time series preprocessing unifies data and filters out a trend.

The remaining sections of the paper are organized as follows. In Sect. 2, time series
representation is described. Section 3 presents in detail a neuro-fuzzy forecasting
model. In Sect. 4, we evaluate the performance of the model in monthly electricity
demand forecasting using real-world data. Finally, Sect. 5 is a summary of our
conclusions.

2 Time Series Representation

Let us consider the task of prediction of the monthly electricity demand with horizon s.
The predicted time series point is Ei+s. As predictors we use preprocessed n points
preceding the forecasted point, i.e. the time series fragment Xi = {Ei–n+1, Ei–n+2,…, Ei}.
This fragment is represented by input pattern xi = [xi,1 xi,2 … xi,n]

T. The components of
this vector are defined as follows [7]:

xi;t ¼ Ei�nþ t � �Ei

Di
ð1Þ

where: t = 1, 2,…, n, �Ei is the mean value of the points in sequence Xi, and

Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
j¼1

ðEi�nþ j � �EiÞ2
s

is a measure of their dispersion.
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Note, that the x-pattern defined using the above equation is a normalized vector
[Ei–n+1 Ei–n+2 … Ei]

T. It has the unity length and the mean value equal to zero.
Moreover, x-patterns representing different fragments have the same variance. Thus,
the time series, which is nonstationary, is represented by unified patterns, having the
same mean and variance. The trend is filtered out. When n = 12 the x-pattern carries
information about the shape of the yearly cycle.

The output variable, Ei+s, is encoded in three ways. In the first approach (C1) the
forecasted value is encoded as follows:

yi ¼ Eiþ s � �Ei

Di
ð2Þ

where �Ei and Di are determined from the sequence Xi.
Note, that �Ei and Di are known at the moment of making the forecast (moment i)

and can be used for calculation the forecast of demand based on the forecast of yi
returned by the forecasting model. We use for this the transformed Eq. (2):

E
_

iþ s ¼ y_iDi þ �Ei ð3Þ

In the second approach (C2) �Ei and Di are determined from the annual period fol-
lowing the period Xi, i.e. the period including time series fragment {Ei+1, Ei+2,…, Ei+12}.
This approach is used for forecast horizon s2 {1, 2,…, 12}. Note, that in this case coding
variables �Ei andDi are not available at the time of making the forecast. Thus, they should
be forecasted. In the experimental part of the work we use ARIMA and exponential
smoothing (ES) for forecasting the coding variables.

In the third approach (C3), which is used only for one-step ahead forecasts (s = 1),
the coding variables �Ei and Di are determined from the annual period including time
series fragment {Ei–n+2, Ei–n+3, …, Ei+1}. In this case coding variables cannot be
calculated from time series elements because the value of Ei+1 is not known. Thus, �Ei

and Di should be predicted. Just like in the case of C2, we use for this ARIMA and ES.

3 Neuro-Fuzzy Forecasting System

The proposed forecasting model is based on Adaptive-Network-Based Fuzzy Inference
System (ANFIS) developed by Jang [8]. This is a multi-input, single-output
quasi-nonlinear model consisting of a set of linguistic if-then rules. Its architecture is
functionally equivalent to a Sugeno type fuzzy rule base. In Fig. 1 ANFIS architecture
in application to the energy demand forecasting is shown. Squares in this figure
indicate adaptive nodes, whereas circles indicate fixed nodes (without parameters).
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The functions of ANFIS nodes in subsequent layers are described below.
Layer 1. A node represents a membership function. In our case this is a Gaussian

function of the form:

lAm
k
ðxkÞ ¼ exp � xk � cmk

rmk

� �2
" #

ð4Þ

where m = 1, 2, …, M is the fuzzy set number, k = 1, 2, …, 12 is the x-pattern
component number, Am

k is the fuzzy set describing linguistically the input component
xk, cmk and rmk are premise parameters: center and spread, respectively.

An output of the node expresses a membership degree of xk in the fuzzy set Am
k .

The number of nodes is determined by the number of linguistic labels M and the
x-pattern length.

Layer 2. A node expresses a firing strength of the mth rule. It is calculated as the
product t-norm:

am ¼
Y12
k¼1

lAm
k
ðxkÞ ð5Þ

The firing strength of the mth rule depends on the membership degree of each
x-pattern component in the relevant fuzzy set. It has the highest value if the x-pattern
components coincide with the centers of the membership functions.

Fig. 1. ANFIS architecture.
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Layer 3. A node expresses a normalized firing strength for the mth rule:

�am ¼ amPM
j¼1

a j

ð6Þ

Layer 4. A node expresses a conclusion of the mth rule. Conclusion is determined
using the Takagi-Sugeno-Kang method, where the output membership functions are
either linear or constant (first or zeroth order Sugeno-type systems). Each rule weights
its output level by the firing strength of the rule. The node function for the first order
system is of the form:

zm ¼ �am
X12
k¼1

amk xk þ bm
 !

ð7Þ

where amk and bm are consequent parameters.
Layer 5. A node computes the overall system output as the sum of all incoming

signals:

y ¼
XM
m¼1

zm ¼
PM
m¼1

am
P12
k¼1

amk xk þ bm
� �
PM
j¼1

a j

ð8Þ

Note, that the output of each rule is a linear combination of inputs and the final
output of the system is the weighted average of all rule outputs. Because the mem-
bership functions are nonlinear in our case, the weights (firing strengths) are dependent
on inputs nonlinearly, and the final output is nonlinear.

I our case the rule base is of the form:

If x1 is A1
1 and. . .and x12 is A1

12 then z1 ¼
X12
k¼1

a1kxk þ b1

If x1 is A2
1 and. . .and x12 is A2

12 then z2 ¼
X12
k¼1

a2kxk þ b2

. . .

If x1 is AM
1 and. . .and x12 is AM

12 then zM ¼
X12
k¼1

aMk xk þ bM

ð9Þ

The premise part of each rule defines a fuzzy region for the linear model included in
the consequence part. The inference mechanism interpolates smoothly between each
local model to provide a global model.
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Before the training, an initialization of ANFIS is required. Initial positions of the
membership functions in the premise parts of rules are determined using fuzzy c-means
clustering on the input data. The number of clusters corresponding to the numbers of
rules M is selected in leave-one-out cross-validation procedure. This parameter decides
about the bias–variance tradeoff. Increasing M we increase the model variance and
decrease its bias.

For ANFIS training, i.e. estimation of the premise and consequent parameters, a
hybrid learning algorithm is applied. It uses a combination of the least-squares and
backpropagation gradient descent methods to model the training data set. The error
measure minimized during training is defined by the sum of the squared difference
between actual and desired outputs.

4 Application Example

In order to assess the performance of the proposed forecasting model to obtain gener-
alized conclusions, we use it to forecast monthly electricity demand for four European
countries: Poland (PL), Germany (DE), Spain (ES) and France (FR). The data used
for the experiments were retrieved from the ENTSO-E repository (www.entsoe.eu).
The datasets contain monthly electricity demand from the period 1998-2015 for PL and
1991-2015 for other countries. The forecasts are made for 2015, using data from pre-
vious years as training data. The only model parameter isM (number of rules in ANFIS).
It was selected for each ANFIS model from the range 2-13 in the leave-one-out
cross-validation.

The forecasts were generated in two procedures. In the first procedure (A) the
forecasts for successive 12 months of 2015 are generated by 12 ANFIS models. Each
model gets the same input pattern representing time series fragment from January to
December 2014, and produces a forecast for kth month of 2015 (k = 1, 2,…, 12). Thus,
the forecast horizon for the model for January 2015 is s = 1, for the model for February
2015 is s = 2, etc. The output variable is encoded using C1 or C2 approach. In the
latter case coding variables �Ei and Di for 2015 are predicted using ARIMA and ES on
the basis of their historical values, i.e. values determined for 12 months of the suc-
cessive years. The results of forecasting in Fig. 2 are shown.

Fig. 2. Forecasts of coding variables.
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In the second procedure of forecasting (B) one-step ahead forecasts are generated
(s = 1) for successive months of 2015. The input patterns for the models represent 12
preceding months, i.e. the model for January 2015 gets input pattern representing time
series fragment from January to December 2014, the model for February 2015 gets
input pattern representing time series fragment from February 2014 to January 2015,
etc. The output variable is encoded using C1 or C3 approach. The latter case needs the
coding variables �Ei and Di to be predicted. We use for this ARIMA and ES, as in the A
procedure.

The real and forecasted values of monthly demand are presented in Figs. 3 and 4,
and errors for each month of the test period in Figs. 5 and 6. Forecast errors for
validation and test samples in Tables 1 and 2 are presented. In these tables results of
comparative models are also shown: ARIMA, ES and Nadaraya-Watson estimator
(N-WE) [7]. As can be seen from the figures and tables, it is hard to select the best
model variant. For PL data the lowest errors gives variant C1 for both A and B
forecasting procedures, and the worst variant is C2-ES. C1 is also the best for DE,
variant B. For three out of eight cases the variants using ES, i.e. C2-ES and C3-ES,
turned out to be the most accurate among the proposed ones. And variants using
ARIMA were the best in two cases. When comparing errors of all models, it should be
noted that the classical ES model outperformed all other models in five of eight cases.

Comparing results for A and B procedures we can conclude that variant B which
generates one-step ahead forecasts, usually provides better results than variant A. An
exception is FR data, where higher errors in variant B are observed. Due to significant
contribution of the random component in the time series the errors for successive
months are very varied. Different level of heteroscedasticity in time series for different
countries and also occurrence of nonlinear trend in some of them cause deterioration in
the model accuracy.

Fig. 3. Real and forecasted monthly demand for 2015, variant A.
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Fig. 4. Real and forecasted monthly demand for 2015, variant B.

Fig. 5. Errors for consecutive months of 2015, variant A.
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Fig. 6. Errors for consecutive months of 2015, variant B.

Table 1. Forecast errors, variant A.

PL DE ES FR

MAPEval MAPEtst MAPEval MAPEtst MAPEval MAPEtst MAPEval MAPEtst

A-C1 2.27 1.57 2.96 4.93 2.63 4.58 3.57 3.81
A-C2-ARIMA 1.57 2.43 1.82 3.92 2.00 3.04 2.64 4.02
A-C2-ES 1.57 3.21 1.82 3.66 2.00 2.99 2.64 3.43
ARIMA – 2.08 – 2.54 – 2.67 – 4.02
ES – 1.92 – 2.32 – 2.17 – 3.02
N-WE – 2.03 – 3.12 – 2.08 – 3.56

Table 2. Forecast errors, variant B.

PL DE ES FR

MAPEval MAPEtst MAPEval MAPEtst MAPEval MAPEtst MAPEval MAPEtst

B-C1 2.04 1.06 2.70 2.87 2.33 3.92 3.14 5.95
B-C3-ARIMA 1.67 2.19 2.32 3.33 1.92 2.66 2.64 4.01
B-C3-ES 1.67 2.80 2.32 2.91 1.92 2.92 2.64 4.49
ARIMA – 2.02 – 2.56 – 2.18 – 3.91
ES – 1.92 – 2.32 – 2.16 – 2.98
N-WE – 1.35 – 2.72 – 3.42 – 3.99
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5 Conclusion

This work presents an ANFIS model which is used for medium-term electric demand
forecasting. The model works on preprocessed time series fragments - patterns of yearly
cycles. The patterns unify data and reduce nonstationarity. The novelty of this work is
that output variable is encoded in three ways using coding variables determined from
history or forecasted using ARIMA or exponential smoothing. The advantage of the
ANFIS is that despite the complex structure, there is only one parameter to be tuned –

the number of rules.
In the light of the experimental study, it can be concluded that neuro-fuzzy infer-

ence models have been proven to be useful in medium-term load forecasting. Their
accuracy depend on time series features. For PL data set ANFIS model in its basic
variant (C1) provided the best results. But for other data sets other models generated
better results. In the future work, we are going to test the ANFIS forecasting model
thoroughly in medium-term electric demand forecasting for other European countries.
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Abstract. In this paper, we perform some computational experiments on the
new global scalarization method for multi-objective optimization problems. Its
main idea is to construct, for a given multi-objective optimization problem, a
global scalarization function whose values are non-negative real numbers. The
points where the scalarization function attains the zero value are exactly weak
Pareto stationary points for the original multi-objective problem.
We apply two different evolutionary algorithms to minimize the scalarization

function; both of them are designed for solving scalar optimization problems.
The first one is the classical Genetic Algorithm (GA). The second one is a new
algorithm called Dissimilarity and Similarity of Chromosomes (DSC), which
has been designed by the authors.
The computational results presented in this paper show that the DSC algorithm

can find more minimizers of the scalarization function than the classical GA.

Keywords: Scalarization � Multi-objective optimization � Genetic algorithm �
Dissimilarity and similarity of chromosomes algorithm

1 Introduction

Since 1960’s, growing attention has been paid to evolutionary methods of optimization
which intend to mimic the nature evolution fundamentals. This idea has influenced the
design of optimization algorithms and stochastic searches. Instead of utilizing a single
solution just like the classical methods, evolutionary methods are utilizing random
solutions as base populations. To attain the optimal solutions, these base populations are
updated in each iteration. In addition to that, evolutionary methods can be used to solve
multi-objective optimization problems (MOO) by giving multiple solutions [1, 2].

One of the well-known evolutionary methods is the classical Genetic Algorithm
(GA) described in Chap. 2 of [3]. It uses the roulette-wheel selection and two genetic
operators: crossover and mutation. Unfortunately, the selection method used there is
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not suitable for MOO problems since it requires a single scalar-valued fitness function.
Therefore, in order to be able to apply the classical GA to an MOO problem, one will
need some scalarization procedure that converts the MOO problem to some
single-objective (SOO) problem. Of course, there are also other evolutionary algo-
rithms for solving MOO problems which do not depend on any scalarization, for
example, NSGA-II [4].

Some typical scalarization methods are briefly reviewed in the next section. In
Sects. 5 and 6, we describe the new global scalarization method introduced by Rahmo
and Studniarski in [5]. In this paper, we consider only the special case where we have
the usual positive cone in R

p instead of an arbitrary ordering cone. This simplifies the
proof of the main statement (Proposition 3) which is included here for the reader’s
convenience. We construct a single scalarization function for an MOO problem which
has the property that its global minimizers are exactly weak Pareto stationary points for
the original multi-objective problem.

The aim of this paper is to present some numerical experiments on solving three
simple MOO problems taken from the literature, by using global minimization of the
scalarization function. We apply and compare two evolutionary algorithms: the classical
GA (see the comments in Sect. 3) and a new algorithm called Dissimilarity and Simi-
larity of Chromosomes (DSC) originally described in an earlier paper by the authors [6].
A short description of the DSC algorithm is repeated below in Sect. 4. Section 7 con-
tains the presentation of the three selected examples of MOO problems. In Sect. 8, we
discuss numerical results of applying the two mentioned evolutionary algorithms.
Finally, Sect. 9 contains some conclusions and recommendations for a future work.

2 Scalarization and Optimality Conditions

In this section, we discuss scalarization of multi-objective optimization problems.
Scalarization is considered as one of possible methods for solving MOO problems.

In this method, a MOO problem is transformed into a family of scalar optimization
problems usually parameterized with a parameter vector. Scalarization methods should
have the following two properties:

1. An optimal solution of each scalarized problem is efficient (properly efficient or
weakly efficient), for the original MOO problem.

2. Every efficient solution of the MOO problem can be obtained as an optimal solution
of an appropriate scalarized problem by choosing an appropriate parameter value.

The main schema of scalarization for an MOO problem is the following:

min g f1 xð Þ; . . .; fk xð Þð Þ subject to x 2 X; ð1Þ

where f1; . . .; fk are optimality criteria and g is a given scalar-valued function.
There are several typical methods for scalarization, like weighted sum minimization

(see [7, 8]), e-constraint method (see [8–10]), Tchebyshev scalarization (see [11]).
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3 Comments on Genetic Algorithms

One of the most important optimization methods is the Genetic Algorithm (GA). It
depends on guided random searches to obtain the optimal solution. It is inspired by the
process of evolution appearing in nature, and involves simulation of the mating process
between organisms of the same type, where several characteristics have been borrowed
from genetics science, such as generation, parent, crossing and mutation. Then, these
techniques are used to access the most appropriate solution [12].

The process of applying a GA to a given problem requires an appropriate coding of
solutions. One of the most known problem coding methods is the binary representation
[3, 13]. GAs have confirmed their ability to solve many different problems since several
decades. This is because of their characteristics of inherent parallel processing, global
perspective, and simplicity [12].

A GA can include some standard operations like: representation (binary or real
coding), selection procedures (roulette wheel, ranking or tournament selection or
elitism), crossover and mutation; see [13–15].

4 The DSC Algorithm [6]

An optimization problem that is considered in this section is as follows:

minimize f x1; . . .; xnð Þ subject to : xi 2 ai; bi½ �; i ¼ 1; . . .; n ð2Þ

where f: Rn ! R is a given function.
In the algorithm described below, a standard encoding is used for chromosomes as

in [3]. Let M be a positive integer divisible by 8. The DSC algorithm works as follows:

1. Generate M chromosomes, each chromosome representing a point xið Þ; i ¼ 1; . . .n.
2. Compute the values of the fitness function f for each chromosome in the population.
3. Sort the chromosomes according to the descending (for maximization) or ascending

(for minimization) values of the fitness function.
4. Copy C times the first chromosome and put it randomly in C positions in the first

half of the population replacing the original chromosomes, where C = M/8.
5. Compare pairs of chromosomes for the first half of the population to find dissim-

ilarities and similarities. Check each two sequential chromosomes, that is the first
and the second; the second and the third; and so on, by comparing the respective
bits as follows:
a. For the chromosomes in the first quarter of the population (from 1 to M/4): if the

two bits are equal, put a star (*) in the second (following) chromosome;
otherwise leave this bit without a change in the second chromosome. Then put
randomly 0 or 1 in the bits with stars (*). Compare this new second chromosome
with the third one and so on.

b. For the chromosomes in the second quarter of the population (from M/4 + 1 to
M/2): if the two bits are not equal, put a star (*) in the second (following) chro-
mosome; otherwise leave this bit without a change in the second chromosome.
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Then put randomly 0 or 1 in the bits with stars (*). Compare this new second
chromosome with the third one and so on.

6. All chromosomes B created in step 5 replace the original chromosomes in the
positions from 2 to M/2. Then we generate randomly chromosomes for the second
half of population. These will replace the second half of the chromosomes (the
positions from M/2 + 1 to M).

7. Go to step 2 and repeat until the stopping criterion is reached.

5 The Idea of New Scalarization

Let: f ¼ f1; . . .; fp
� �

: Rn ! R
p be a locally Lipschitzian mapping. Suppose that we

want to solve the following MOO problem:

minimize f xð Þ subject to x �Rn ð3Þ

We say that a point �x 2 R
n is a weak Pareto minimizer for problem (3) if there is no

x 2 R
n such that:

fiðxÞ\ fið�xÞ for all i�I :¼ f1; . . .; pg: ð4Þ

The following theorem on necessary conditions is true, which is a particular case of
[16], Theorem 3.1. We denote by @fið�xÞ Clarke’s generalized gradient of fi at �x, see [17].
Theorem 1: If �x is a weak Pareto minimizer for the problem (3), then there exists a
vector k ¼ k1; . . .; kp

� � 2 R
p such that:

ki � 0 i 2 Ið Þ;
X

i2I ki¼1 and 0 2
X

i2I ki@fið�xÞ: ð5Þ

We say that a point �x 2 R
n is a weak Pareto stationary point for problem (3) if there

exists a vector k 2 R
p satisfying conditions (5). Using the convexity of the sets @fið�xÞ,

if it is easy to verify the following:

Proposition 2: A point �x 2 R
n is a weak Pareto stationary point for problem (3) if and

only if

0 2 co [ i2I@fið�xÞ; ð6Þ

where co denotes the convex hull.
For a nonempty subset A of Rn, let d :;Að Þ : Rn ! R be the distance function of A,

defined as follows:

d x;Að Þ :¼ inf x� ak k : a 2 Af g; ð7Þ
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where :k k denotes the Euclidean norm. We introduce the following function
s : Rn ! 0; þ1½ Þ :

s xð Þ :¼ d 0; co[ i2I@fi xð Þð Þ: ð8Þ

We will call s a scalarization function for problem (3) because it satisfies the
following property:

Proposition 3: A point �x 2 R
n is a weak Pareto stationary point for problem (3) if and

only if sð�xÞ ¼ 0:

Proof. if �x is weak Pareto stationary point for (3), then by Proposition 2,
0 2 co[ i2I@fiðxÞ, which gives sð�xÞ ¼ 0. Conversely, suppose that sð�xÞ ¼ 0. Since the
sets @fið�xÞ, i 2 I, are compact in R

n (see [17], Proposition 2.1.2(a)), the set co
[ i2I@fið�xÞ; is also compact; hence it is closed. Therefore, the equality sð�xÞ ¼ 0 implies
condition (6).

Now problem (3) can be replaced by the following SOP:

minimize s xð Þ subject to x 2 R
n: ð9Þ

Because some weak Pareto stationary points might occur that are actually not weak
Pareto minimizers for (3), so, problems (3) and (9) are not equivalent. However, some
approximation of the set of solutions to (3) could be achieved by solving problem (9).

Unfortunately, the distance function (7) is not easy to be calculated. But with the
differentiability assumptions for the two objectives, some representation of the
scalarization function s can be found in terms of the gradients rf2 andrf1. This will be
explained in the next section.

6 A Problem with Two Objectives

Let p ¼ 2 and suppose that the mapping f ¼ f1; f2ð Þ is continuously differentiable on
R

n. Denote by rfi xð Þ the gradient of fi at x i ¼ 1; 2ð Þ. Then the scalarization function
has the form [5]:

s xð Þ ¼ d 0; co rf1 xð Þ;rf2 xð Þf gð Þ: ð10Þ

For any point x 2 R
n, there are two possible cases: (i) rf1 xð Þ ¼ rf2 xð Þ, then

s xð Þ ¼ rf1 xð Þk k ¼ rf2 xð Þk k; (ii) rf1 xð Þ 6¼ rf2 xð Þ, then s xð Þ is the distance from 0 to
the line segment S joining the points rf1 xð Þ andrf2 xð Þ.

Now considering the case (ii), the line L passing through rf1 xð Þ andrf2 xð Þ
is parameterized as L tð Þ ¼ bþ ta, where b :¼ rf1 xð Þ is a point on the line, and
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a :¼ rf2 xð Þ � rf1 xð Þ is the line direction. The closest point on the line L to 0 is the
projection of 0 onto L which is equal to:

q := bþ t0awhere t0 ¼ � a; bh i
a; ah i ¼ � a; bh i

ak k2 ð11Þ

where :; :h i is the inner product in R
n. Using the same parameterization, the line

segment S can be represented as follows:

S ¼ bþ ta : 0� t� 1f g: ð12Þ

It is shown in [5] that the function s can be described as follows:

s xð Þ ¼
bk k if t0 � 0;
bþ t0ak k if 0\t0\1
bþ ak k if t0 � 1:

8<
: ð13Þ

7 Test Functions (Problems)

In this section, we present three test MOO problems described by three vector functions
with different numbers of variables. In Sect. 8, we will apply the new scalarization
method presented in Sects. 5 and 6 to these problems. This will involve minimizing the
respective scalarization functions by using the GA and DSC algorithms. The results
show that this method can be implemented with the GA, but it is more successful with
the new optimization algorithm DSC, see Sect. 4. All the three problems are mini-
mization problems. The functions are described as follows [2, 4]:

7.1 SCH Function

In this function, f1 xð Þ ¼ x2, f2 xð Þ ¼ x� 2ð Þ2, the number of variables is equal to 1; the
interval for finding solutions is x 2 �1000; 1000½ �; the functions f1 and f2 are convex
and the optimum solution range is x 2 0; 2½ �.

7.2 POL Function

In this function, f1 xð Þ ¼ 1þ A1 þB1ð Þ2 þ A2 � B2ð Þ2
h i

, f2 xð Þ ¼ x1 þ 3ð Þ2 þ
h

x2 þ 1ð Þ2�, where A1 = 0.5sin1 − 2cos1 + sin2 − 1.5cos2, A2 ¼ 1:5 sin 1� cos 1þ
2 sin 2� 0:5 cos 2, B1 ¼ 0:5 sin x1 � 2 cos x1 þ sin x2 � 1:5 cos x2, B2 ¼ 1:5 sin x1 �
cos x1 þ 2 sin x2 � 0:5 cos x2, the number of variables is equal to 2; the intervals for
finding solutions are x1; x2 2 �p; p½ �; this function is non-convex, and the optimum
solution range is x1; x2 2 �3; 3½ �.
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7.3 FON Function

In this function:

f1 xð Þ ¼ 1� exp �P3
i¼0 x1 � 1ffiffi

3
p

� �2
� �

, f2 xð Þ ¼ 1� exp �P3
i¼0 x1 þ 1ffiffi

3
p

� �2
� �

,

the number of variables is equal to 3; the intervals for finding solutions are
x1; x2; x3 2 �4; 4½ �; this function is non-convex and the optimum solution range is
x1 ¼ x2 ¼ x3 2 �1=

ffiffiffi
3

p
; 1=

ffiffiffi
3

p	 

.

The derivatives of these functions were obtained by using MATLAB, the expres-
sions for them are mentioned in the Master’s thesis [18].

8 Experimental Results

In this section, two different algorithms (the classical GA and the new DSC) are applied
to minimize scalarization functions for the three functions (SCH, POL, and FON).
Then, the results obtained for both algorithms are compared.

8.1 Comments on Applying the Genetic Algorithm

The GA Toolbox in MATLAB can be used to build a set of versatile routines for
implementing a wide range of GA methods. In this section, the major procedures of the
GA Toolbox are outlined [19].

For each of the three examples: SCH, FON and POL, we have applied the GA
Toolbox algorithm with the following options [20]:

1. Population type specifies the type of the input to the fitness function. We used
double vector.

2. Population size = 80 chromosomes.
3. Creation function = feasible population. “GA creates a random initial population

using a creation function. We can specify the range of the vectors in the initial
population in the Initial range field in Population options. Feasible population
creates a random initial population that satisfies all bounds and linear constraints”.

4. Initial population = default. “The algorithm begins by creating a random initial
population, the default value of the Initial range in the Population options is the
interval [0,1]”.

5. Fitness scaling = Rank.
6. Selection = Roulette.
7. Mutation function = Uniform.— Uniform mutation is a two-step process. First, the

algorithm selects a fraction of the vector entries of an individual for mutation,
where each entry has a probability Rate of being mutated. “The default value of
Rate is 0.01. In the second step, the algorithm replaces each selected entry by a
random number selected uniformly from the range for that entry”.

8. Crossover function = two point.
9. Stopping criteria = 1000 iterations.

10. Fitness limit = 0.01 is the threshold of stopping criteria.
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8.2 SCH Function Using the GA and DSC Algorithms

Table 1 shows the results of applying the GA and DSC algorithms 100 times on the
scalarization function for SCH. Here, and for the other examples, we only note the
minimum, maximum and average values of s, the minimum and maximum values of all
variables, and the minimum, maximum and average numbers of iterations. The results
of all runs are presented in [18].

For both algorithms, the success rate is equal to 100%, with the threshold for the
value of s equal to 0.01.

8.3 POL Function Using the GA and DSC Algorithms

Table 2 shows the results of applying the GA and DSC algorithms 100 times on the
scalarization function for POL.

For the GA, the success rate is equal to 8%, with the threshold for the value of s
equal to 0.01. For the DSC, the success rate is equal to 100%, with the same threshold.

8.4 FON Function Using the GA and DSC Algorithm

Table 3 shows the results of applying the GA and DSC algorithms 100 times on the
scalarization function for FON.

Table 1. The summary of 100 runs of the SCH function by using the GA and DSC algorithm

s(x1) x1 Iterations

GA Min 0 0.0405164 1
Max 0 1.93095859 4
Average 0 – 2

DSC Min 0 −0.00474 2
Max 0.009477 2.000481 27
Average 0.000155 – 8

Table 2. The summary of 100 runs of the POL function by using the GA and DSC algorithm

s(x1,x2) x1 x2 Iterations

GA Min 0.00123 −2.85887 −2.0227 1
Max 1.24557 2.57113 1.59023 1000
Average 0.763332 – – 924

DSC Min 9.73E-06 −3.13117 −3.12568 2
Max 0.009449 3.123923 2.55464 14
Average 0.002552 – – 3
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For the GA, the success rate is equal to 76%, with the threshold for the value of s
equal to 0.01. For the DSC, the successful rate was equal to 94% with the same
threshold.

It is worth mentioning that, for the GA, all the x-values were positive and no
negative optimum values were shown. That is why the results did not achieve all values
in the optimum range; just the positive ones.

8.5 Comparisons and Discussions

In this section, we make comparisons between the theoretical ranges of Pareto optimal
solutions (taken from the literature) and the ranges of minimal points for scalarization
functions for the three tested examples: SCH, POL and FON. It can be seen that the
DSC algorithm is better than the GA especially in covering the theoretical optimal
range by the numerically computed values. Table 4 shows the differences in the results
obtained by applying the GA and DSC algorithms.

In the first column in Table 4, we have a comparison between GA and DSC for
SCH function, where the results show that the DSC algorithm has covered the optimal
range, but the classical GA has not. The same is true for the first variable of the POL
example, but for the second one, the DSC still has not covered the whole optimal range
(but it is better than the GA). Also, for the FON function the optimum solutions found
by the DSC include positive and negative numbers, but in the GA case, the results are
only in the positive part of the optimal range.

Table 3. The summary of 100 runs of the FON function by using the GA and DSC algorithm

s(x1,x2,x3) x1 x2 x3 Iterations

GA Min 0.00041 0.01314 0.01314 0.01314 5
Max 0.02645 0.57952 0.57709 0.58359 997
Average 0.057842 – – – 486

DSC Min 0.001047 −0.57547 −0.57926 −0.58121 11
Max 0.054234 0.580235 0.575841 0.579259 985
Average 0.008114 – – – 263

Table 4. The differences between the ranges by using the GA and the DSC algorithms on the
SCH, POL and FON testing functions (100 runs)

SCH function POL function FON function

x1 x1 x2 x1 x2 x3
GA [0.0405164,

1.930958]
[−2.85887,
2.57113]

[−2.0227,
1.59023]

[0.01314,
0.57952]

[0.01314,
0.57709]

[0.01314,
0.58359]

DSC [−0.00474,
2.000481]

[−3.13117,
3.123923]

[−3.12568,
2.55464]

[−0.57547,
0.580235]

[−0.57926,
0.575841]

[−0.58121,
0.579259]

Theoretical
value

[0, 2] [−3, 3] [−3, 3] ½� 1ffiffi
3

p ;

1=
ffiffiffi
3

p �
½� 1ffiffi

3
p ;

1=
ffiffiffi
3

p �
½� 1ffiffi

3
p ;

1=
ffiffiffi
3

p �
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Table 5 shows the differences between the average numbers of iterations when
applying GA and DSC to the tested functions. It is clear that the DSC algorithm is
much faster than the GA for the POL and FON examples.

Table 6 shows the differences between the success rates for the GA and DSC
algorithms, it’s clear that DSC is better than GA.

9 Conclusions

The main conclusions of this paper are highlighted as the following:

• A new scalarization method for MOO problems has been described. It can effec-
tively find the multi-objective solutions and after converting the problem to an SOO
problem through some global scalarization function.

• We have applied the GA and DSC algorithms to find multiple solutions for the SOO
problem obtained by scalarization. The results show that applying the DSC algo-
rithm is more effective than applying the classical GA.

• The POL example shows the great advantage of the DSC algorithm in both average
number of iterations and the success rate.

Recommendations for the future work:

• This research can be extended by using other options in the GA Toolbox instead of
the ones we have used here.

• We can apply other test examples for minimizing the scalarization function by using
GA and DSC algorithms.

Acknowledgments. The second author would like to thank the Ministry of Higher Education
and Scientific Research (MOHESR), Iraq.

Table 5. The differences between the average iterations numbers by using the GA and the DSC
algorithms on the SCH, POL and FON testing functions

Average iteration for
SCH function

Average iteration for
POL function

Average iteration for
FON function

GA 2 924 486
DSC 8 3 263

Table 6. The differences between the success rate by using the GA and the DSC algorithms on
the SCH, POL and FON testing functions

Success rate for SCH
function

Success rate for POL
function

Success rate for FON
function

GA 100% 8% 76%
DSC 100% 100% 94%
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Abstract. The aim of the present paper is to verify whether the cognitive load
can be evaluated through the analysis of the examined person’s response time
and extracted EEG signal features. The research was based on an experiment
consisting of six intervals ensuring various cognitive load level of arithmetic
tasks. The paper describes in details the analysis process including signal
pre-processing with artifact correction, feature extraction and outlier detection.
Statistical verification of EEG band differences, response time and error rate in
intervals was realised. Statistical correlations were found between EEG features
and response time, however, the correlation strength increased inside the groups
of intervals of similar cognitive workload level. Evoked related potentials were
also analysed and their results confirmed the statistical outcomes.

Keywords: EEG � Spectral analysis � Cognitive workload � FFT � ERP

1 Introduction

According to literature cognitive load may be referred to as the quantitative measure of
the use of a limited amount of working memory [1]. Similarly to a computer, when the
complexity of a performed task becomes too high the person has no more resources to
deal with the other upcoming task. Estimating cognitive workload is a difficult yet
potentially profitable task. The methods of evaluating the cognitive load may be
divided into two major groups: subjective and objective [2]. The methods of the first
group are based on non-direct measuring i.e. the participants have to fill-in question-
naires specifying what amount of mental effort the task required. The second group
includes such techniques as EEG, eye-tracking and ECG. All these techniques are used
to measure specific human physiological indexes, such as pupil diameter, duration of
saccades and fixation (ET), ratio, amplitude and power of specific brain wave com-
ponents (EEG) as well as parameters of the cardiogram (ECG).

Accurate measurement of cognitive load may be applied in many fields, and one of
them is education. The application of cognitive load measurement would give the
ability to monitor the state of concentration/deconcentration providing the quantitative
measure of an educational programme’s effectiveness. That might help to improve the
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educational programme as well as adapt it to a particular student. Other fields where
cognitive load measurement may find application are enhancing BCI performance and
better treatment of patients [1].

The present paper is focused on checking whether cognitive load can be evaluated
through the analysis of EEG signal features and participant response time. This work is
the continuation of our previous analysis including pupillometry response and its
correlation with EEG features.

The paper is structured as follows: Sect. 2 contains a review of the existing liter-
ature covering the scope of cognitive load measurement, the next section describes the
methods of EEG signal analysis, the fourth section is aimed at explaining the
methodology of the experiment, while the fifth and sixth sections include the
description of feature extraction as well as applied statistical analysis. The last section
concludes the paper.

2 Related Work

Cognitive load has been measured and analysed by researchers for years. First attempts
included mainly subjective measures such as subjective report and psychophysiological
measurement [3, 4] as well as subjective scales [5]. Nowadays mental workload is
usually assessed also with the use of objective measures based on biomedical signals.
Among them one can find electroencephalogram (EEG), electrocardiogram, eye
tracking, functional near infrared, or transcranial Doppler sonography [6] and pupil-
lometry [7].

EEG is still among the most popular methods of cognitive load assessment. Dif-
ferent features originating from EEG records are based on spatial analysis with the
distinction between different waveforms: alpha and theta [2, 8] as well as beta or delta
[9]. Other EEG-based features are spatial filtering methods such as common spatial
patterns, source power co-modulation [10, 11] or wavelet-complexity based measures
associated with entropy [12]. Also Event-Related Potentials were analysed [13].

Research covers different types of studies and tasks. Among them there are visual
word recognition [14], visual searching [15], arithmetical tasks [16, 17], watching or
listening to lectures/learning material [18] or imaginary tasks [19].

3 EEG Analysis

Electroencephalography is one of the methods of examining brain activity. It relies on
non-invasive measurement of specific waveforms emitted by the human brain. This
activity is recorded using an amplifier of special type called electroencephalograph.

EEG is applied in the diagnosis of many nervous system diseases e.g.: epilepsy,
insomnia, headaches and migraines, brain tumours and injuries. Nowadays EEG
analysis is also applied in the construction of brain-computer interfaces (BCI). EEG
signals are differentiated and they depend on the age and state of the person examined.
There are several EEG waves occurring in a typical EEG recording. The most typical
among them are: delta waves (d), theta waves (h), alpha waves (a), beta waves (b),
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and gamma waves (c). Alpha waves (a) have a frequency of 8 Hz to 13 Hz. They
occur when the eyes of the person examined are closed. Beta waves (b) are the wave
type with a frequency from 13 to 30 Hz. They can be observed when the person’s
attention is focused. Gamma activity is associated with higher cognitive processes.

Brain activity is often analysed via the EEG. One of the most popular way of EEG
analysis is based on the spectra. The transition from the original time domain to the
frequency domain is often performed on the basis of the Fourier transform. The Fast
Fourier transform (FFT) algorithm computes the discrete Fourier transform (DFT).
The FFT manages to reduce the complexity of computing the DFT. This method was
applied in the present paper in order to obtain EEG features for the analysis.

In the paper the P300 paradigm was also applied. It is based on the potential
event-related phenomenon. P300 appears as a reaction to a specific stimulus. It might
be detected during the multiple presence of stimuli. Such a stimulus needs to be
presented to a user repeatedly in a sequence. The P300 signal is a potential detected at a
time between 300 and 600 ms after the expected stimulus. It depends on the individual
user’s characteristics. The P300 potential might be detected only after signal averaging.
P300 potentials are an example of event-related potentials; they are elicited in the
process of decision making.

4 Methodology, Experimental Setup and Data Acquisition

A detailed description of the experiment is presented in our previous work [20]. The
analysis based on data from 9 participants of the same sex, age and handedness. Their
mean age was 22 years. The participants were instructed to minimise body movement
to reduce potential artefacts in their EEG signals. The only movement performed was
clicking the left button of the mouse.

The experimental task took the form of six intervals of equal duration composed of
a series of arithmetic tasks. Each of the six intervals contained 17 arithmetic tasks at
different level of difficulty. This difficulty level rose at each consecutive interval.
Intervals were separated with breaks. Each single arithmetical task was composed of
two images. The first one presented the task to solve, the second one was the answer.
Each task was displayed totally for 5500 ms, including 1300 ms of delay before it. An
arithmetic problem was displayed for 400 ms. The answer was displayed for 200 ms
after 700 ms delay before it. The rest of the time was for the participant’s reaction.
Participants were asked to click the left mouse button if the answer was correct and do
nothing in the other case. In a single interval there were 6–7 correct answers.

5 Data Analysis

5.1 Pre-processing

Mitsar EEG 201, the 21 channel EEG amplifier was applied to record the EEG data.
The data was transmitted to the computer with the native software (EEG Studio) using
the EEG amplifier which enables to record data and monitor the signal in real time.
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EEG Studio was also used to run the experiment, synchronize the EEG data with the
displayed stimulus and save the responses. The signal was gathered from 19 electrodes
placed in a special EEG cap according to the 10–20 EEG standard. Two reference
electrodes (A1, A2) were placed on the ears of the participant. In addition, the ground
electrode was placed in the centre of the frontal lobe. Average reference montage was
applied. The values off all electrodes (without reference electrode) were summed up
and averaged. The difference between average and referential electrode was measured.
The samples were recorded with the frequency of 500 Hz and processed in real time.

Pre-processing of the EEG signal was performed in the WinEEG software. The first
step covered electrical cable noise reduction using basic band pass filter (0.1 Hz to
50 Hz). The next step covered further signal filtration with standard high-pass filter to
remove noised signal below 3 Hz.

Next step covered artefact correction to filter signals originating from users
movements as well as from equipment itself. Principal Component Analysis (PCA) was
applied to remove artefacts. Depending on the basic level of the noise of each
recording, two or three PCA components were chosen to be removed. The last step of
preprocessing power spectrum of all the channels were generated with a full scale of
EEG frequency band i.e., 3 Hz to 50 Hz to visualize the change in the frequency band
as well as to select data to further analysis.

5.2 Feature Extraction

The first of the features to be extracted was the time of reaction, i.e. the length of the
time interval between demonstrating the stimulus and reaction (left mouse click by a
participant). This time was measured only if the participant answered the question
correctly, i.e. if he/she clicked the button after the demonstration of a correct solution.

Amplitudes of specific components of brain waves are one of the main features for
analysing an EEG signal [9].

Typically the frequency intervals to be analysed correspond to the bands of theta,
alpha, beta-1 (low beta) and beta-2 (regular beta) waves. As the literature says, the theta
component includes the waves with the frequencies from 4 to 7 Hz, while the alpha
band covers the frequency interval between 8 and 13 Hz, the beta1 component cor-
responds to the frequencies from the interval of 13 to 22 and the frequencies of the
waves constituting the beta2 component can be found in the interval from 23 to 30 Hz
[9]. In the present research the frequency analysis was performed in Matlab by means
of a special toolbox called EEGLab. Along with the amplitudes the dominant fre-
quencies, i.e. the frequencies with the maximum amplitude, were used as a feature.
Spectral analysis was performed on the signals, obtained as a result of averaging all the
stimuli within one interval of the experiment.

Event related potentials may be used as another indicator and index of measuring
cognitive load [13]. The event related potentials usually have lower amplitudes than the
signals originating from artefacts. Along with that an EEG signal is often noised, so in
order to obtain clearly visible ERP the averaging algorithm should be used [21]. For
applying this algorithm a precisely planned experiment is required, i.e. the intervals
between presenting the stimuli to the participant should be of the same length and long
enough. That approach ensures appropriate time for both the participant to react and the
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signal to be registered correctly. In addition to planning, initial artefact correction
should be performed. Samples having the values greater than six standard deviations
should be replaced by the values of the mean. The idea of the averaging algorithm is
presented in the formula:

xi ¼ 1
n

Xn

j¼0
xij; ð1Þ

where:
n - the number of the samples per interval;
i - the sample number in an interval;
j - the number of the interval;
xi - the value of the i-th averaged sample;
xij - the value of the i-th sample in the j-th interval.

In accordance with the law of large numbers, the influence of noise and accidental
artefacts that had an amplitude lower than 6 standard deviations and hence were not
rejected is eliminated to a great degree.

In the present paper the algorithm was implemented in Qt IDE with the use of the
C++ programming language. Extensive open source libraries make it possible to
process data effectively and write them to an excel file, which makes further processing
and storage easier. Figure 1 presents an example of data before and after the use of the
averaging algorithm. As can be seen, the level of noise is so high before averaging that
it would be difficult for an observer to tell an evoked related potential (ERP) from noisy
peaks. And on the contrary: after averaging, the ERPs can be distinguished quite easily.

Fig. 1. Example of signal averaging. Top – row signal, bottom – averaged signal
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6 Results

6.1 Statistical Analysis

Additional data such as the number of errors and a participant’s mean response time to
a stimulus in an interval were included in all extracted features from EEG data in each
interval. Each set of features (76 EEG features plus 2 additional performance features)
in an interval was treated as a single observation, thus there were 54 observations
collected (9 participants � 6 intervals). However, in the last interval two participants
did not react to the stimulus within required timeframe, therefore those two observa-
tions were excluded from analysis as not containing the required response to the
stimulus. The other data (52 observations) were analysed statistically using the Sta-
tistica 13 (Dell Inc.) software. All tests were performed with the statistical significance
level of 5%.

First of all, the relationship between features (EEG features as well as mean
response time and number of errors) and subsequent intervals (as an ordinal variable
since subsequent intervals were characterised by increasing the tasks’ difficulty and
thus increasing cognitive load) were investigated using Spearman’s rank correlation
coefficient. The correlation analysis confirmed the strong monotonic relationship
(rho = 0.66, p-value = 0,0000001) between the number of errors committed by par-
ticipants and the number of interval (as an ordinal variable) as well as the moderate
relationship (rho = 0.3.44, p-value = 0,013) between the response time and the number
of interval. The varying values of the number of errors and response time in intervals
were presented graphically using box-and-whisker diagrams in Fig. 2.

Since there are relationships between the number of errors or response time and
subsequent intervals, which indicate the increasing difficulty of tasks in intervals, the
further analysis investigated the relationships of the number of errors and response time
with EEG features, which reflects typical human brain activity.

Some of EEG features as well as the number of errors are not from a normally
distributed population, which were tested using the Shapiro-Wilk test of normality.
Therefore, for those features not only the parametric statistics model was used, but also
an additional non-parametric statistical model was applied despite the central limit
theorem to ensure validity of the results.

The increasing difficulty of tasks in intervals reflects the mean response time for the
stimuli, and can therefore be treated as the indicator of participants’ cognitive work-
load. Analysis of the relationship between mean response time and EEG features
revealed 12 moderate and 10 weak linear (or at least monotonic as ensured by
Spearman rho) correlations, presented in Table 1. The strongest correlations were
found between response time and low beta wave measured in frontal-lobe channels (F4,
Fz, F3). The correlations response time and low beta wave in F4 can be observed in
Fig. 2. Nevertheless, the weaker correlations in frontal and central lobes with alpha
(F4, F3, FP2, C4) and theta (FP2, F8, F4, Fz) waves can also be observed. Those
results might be explained by two factors: increasing fatigue and excessive cognitive
workload in consecutive intervals for participants, and low difficulty level of tasks in
the initial intervals.
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As can be observed in Fig. 2, the dispersions as well as values of mean response
time in the first 3 and the last 3 intervals are alike. The analysis of variance (ANOVA)
showed that in triples of task intervals (1–2–3 and 4–5–6) there are no significant
differences in the mean values of the mean response time variable (mean response time
did follow the normal distribution). The pairs of intervals 1–5, 1–6, 2–6, 3–4, 3–5, 3–6
were found significantly different using Fisher’s Least Significant Differences method.

Therefore, the 27 observation from 1–2–3 intervals were marked as a low cognitive
workload observation (Level 1) and the 25 observation from 4–5–6 intervals were
marked as a high cognitive workload observation (Level 2).

Fig. 2. The boxplots for response time, number of errors and selected EEG features
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What is more, mean response times prove differences between two groups of
intervals (Level 1 and Level 2). Response times at Level 1 occurred significantly lower
than at Level 2. Even more informative are the number of errors results, which were
clearly lower at Level 1. A large number of errors in Interval 6 gives a suspicion that
participants found these tasks hard or even impossible to solve in the given time.

Analysis of the relationship between the mean response time and EEG features in
low and high cognitive workload level groups show much stronger correlations than
without groups (Table 2). In Level 1 group there are four strong correlations with low
beta in F3, Fz, O2 and beta in Fz, three moderate correlations with low beta in F4, P4
and theta wave on Fz. In Level 2 group there are 24 strong or moderate correlations.
Among those strong correlations, there are correlations with amplitudes of low beta
wave in F4, Fz, beta wave in Cz, but also alpha wave in F3 and F4. Other correlations
concerned low beta, beta and alpha waves, however there is no correlation with
amplitudes of theta waves.

The independent two-sample t-test as well as the Mann-Whitney U test indicated
that only the amplitude of the theta wave for the T5 channel in the Level 1 and Level 2
group has statistically different means (t = 2.25 with p-value = 0.029, U = 201 with
p-value = 0.0127).

Table 1. The Pearson correlation coefficient value for mean response time with EEG features
(with additional Spearman’s rho for selected features without normal distribution)

Feature Correlation coefficient r (or rho) p-value

F4 low beta wave 0.444 (rho = 0.453, p-value = 0.001) 0.0009
Fz low beta wave 0.407 0.003
F4 alpha wave 0.386 0.005
F3 low beta wave 0.379 0.006
F8 theta wave 0.372 (rho = 0.352) 0.007
Cz beta wave 0.362 (rho = 0.343) 0.008
Fp2 theta wave 0.357 0.009
T4 beta waves 0.357 0.009
F3 alpha wave 0.325 0.019
Fz beta wave 0.312 (rho = 0.392, p-value = 0.01) 0.025
F4 theta wave 0.310 (rho = 0.283) 0.025
Fp2 low beta wave 0.306 0.027
F3 beta wave 0.296 0.033
Fp2 beta wave 0.294 0.034
Fp2 alpha wave 0.294 0.034
Fz theta wave 0.293 (rho = 0.340) 0.035
C4 low beta wave 0.293 (rho = 0.332) 0.035
C4 alpha wave 0.29 0.037
Fp1 theta wave 0.287 0.039
Cz low beta wave 0.282 0.043
F8 low beta wave 0.281 0.044
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The increasing difficulty of tasks in intervals also results in an increasing number of
errors (Fig. 2). Analysis of the relationship between the number of errors and EEG
features indicated only two significant monotonic correlations (Table 3) – negative
correlation with the amplitude of the low beta wave from channel P3 and positive
correlation with the amplitude of the theta wave from channel Fz. Correlation between
increasing number of errors and theta waves most likely indicates tiredness or
exhaustion of participants. Which is also confirmed by negative correlation with beta
wave, indicating decrease of busy or anxious thinking and active concentration.

Table 2. The Pearson correlation coefficient value for mean response time with EEG features in
two groups (with additional Spearman’s rho for selected features without normal distribution)

Feature Level 1 Level 2
Corr. coeff. r (or rho) p-value Corr. coeff. r (or rho) p-value

F7 beta wave 0,486
(rho not significant)

0,014

F7 alpha wave 0,467 0,019
T3 beta wave 0,462 0,020
F3 low beta wave 0,548 0,003 0,429 0,032
F3 beta wave 0,487 (rho = 0.459) 0,014
F3 alpha wave 0,149 0,047 0,567 0,003
C3 alpha wave 0,454 0,023
Fz low beta wave 0,569 0,002 0,548 (rho = 0.506) 0,005
Fz beta wave 0,540 0,004 0,432 (rho = 0.42) 0,031
Fz alpha wave 0,444 0,026
Cz low beta wave 0,423 0,035
Cz beta wave 0,546 0,005
Cz alpha wave 0,415 0,039
Fp2 low beta wave 0,402 0,047
Fp2 beta wave 0,452 0,023
Fp2 theta wave 0,399 0,039
Fp2 alpha wave 0,409 0,042
F4 low beta wave 0,404 0,037 0,622 (rho = 0.569) 0,001
F4 beta wave 0,403 (rho = 0.427) 0,046
F4 alpha wave 0,502 0,010
C4 low beta wave 0,408 (rho = 0.447) 0,043
C4 beta wave 0,471 0,017
C4 alpha wave 0,492 0,012
P4 low beta wave 0,478 (rho = 0.48) 0,012
P4 beta wave 0,447 0,025
O2 low beta wave 0,560 (rho = 0.472) 0,002
T4 beta wave 0,605 0,001
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Additionally, Kendall’s tau coefficients were also calculated indicating weak cor-
relation (0,18 < tau < 0.26) between the number of errors and low beta wave in P3 and
T5 (negative), beta wave in T5 (negative), theta wave in Fz, C3 and Cz as well as theta
wave in T5 (negative, tau = –0.19). Results for T5 electrode are consistent with the
previously discussed results of independent two-sample t-test and the Mann-Whitney
U test for groups based on the level of cognitive workload (Fig. 2).

Using the number of errors, three group were created: Group 1 with no errors (20
observations), Group 2 with 1 or 2 errors (20 observations) and Group 3 with more than
2 errors (12 observations). The Kruskal-Wallis one-way analysis of variance showed
that in groups there are significant differences in the median values of the number of
errors variable (number of errors did not follow the normal distribution). The pairs of
groups 1–2, 1–3, 2–3 were found significantly different using Fisher’s Least Significant
Differences method.

The Kruskal-Wallis one-way analysis of variance indicated the following signifi-
cant differences within the group, which were further investigated using Fisher’s Least
Significant Differences method as a post-hoc test:

– amplitude of beta wave in Cz H(2, N = 52) = 10,31 with p-value = 0,006, sig-
nificant difference between Group 1–2 and 2–3 (see Fig. 2);

– amplitude of theta wave in Cz H(2, N = 52) = 10,22 with p-value = 0,006, sig-
nificant difference between Group 1–2 (see Fig. 2);

– amplitude of low beta wave in T6 H(2, N = 52) = 8,1 with p-value = 0,0174,
significant difference between Group 1–2;

– amplitude of low beta wave in T5 H(2, N = 52) = 7,6 with p-value = 0,022, sig-
nificant difference between Group 1–2;

– amplitude of low beta wave in P3_beta1 H(2, N = 52) = 7,37 with
p-value = 0,025, significant difference between Group 1–3.

These results prove a significant influence of beta waves in the process of cognitive
load and the change of its intensification. Error number confirmed to be a significant
indicator of cognitive workload applied in the arithmetical tasks. What is more, the
number of errors gives additional insights into cognitive processing.

6.2 Evoked Related Potentials

Evoked Related Potentials (ERP), also known as time-locked EEG activity [22], is
defined as any stereotyped electrophysiological response to a stimulus (internal or
external). In the analysis, external visual stimuli were presented. Single stimulus was
complex, composed of two figures presented to participants at specified intervals. The
first one covered a mathematical task, whereas the second one contained the response.
The first figure was presented with 300 ms delay and its exposition time was 400 ms.

Table 3. Spearman’s rho correlation coefficient value for number of errors with EEG features

Feature Correlation coefficient rho p-value

P3 low beta waves –0,349 0.012
Fz theta waves 0,308 0.026
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The second figure was presented 1100 ms after the first one, with the exposition time of
200 ms.

Figure 3 presents signals in the time domain averaged after all the stimuli in a
single interval for a single participant. Figures present only the most important part of
the signal containing the stimulus presentation and the participant response. The rest of
the signal, representing a break between stimuli, was skipped.

Figure 3 presents four signals differing in the type of response: GO task (where the
displayed response was true – green line), GO task with correct participant response
(red line), NoGO task (where the displayed response was false – navy blue line), and all
data (blue line).

Fig. 3. ERP results for participant no. 9, electrode F7
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The example data for one participant were selected as representative of several
channels (F8, FP1, FP2, F3, F4, C3, Fz, Cz) for which similar results were obtained.

Results clearly show moments of participants’ reaction to presented stimuli. The
first peak presents participant involuntary reaction on a displayed figure (arithmetic
task). There are no noticeable differences between all four signals. The second peak
represents participants’ reaction on the second figure displaying the result. The
response to all signals occurs earlier, but the response to the correct answer is visible
about 300 ms later, which coincides with the P300 paradigm and proves that the
reaction is conscious. What is more, there are visible differences between intervals. The
delay in the first interval is shorter than the delay in the second and third interval, which
correlates with the increasing difficulty level. This discrepancy is clearly seen in the
third interval. Weak reaction in the sixth interval might prove that the tasks were too
hard for the participant who was exhausted with the task.

7 Discussion

The paper discussed the possibility of cognitive load evaluation through the analysis of
the response time and EEG signal features. Several factors result from the presented
analysis. Firstly, the strongest correlations were found between reaction time and low
beta wave measured in frontal lobe channels. Nevertheless, weaker correlations with
alpha and theta waves were also observed, which can be explained by increasing
fatigue and excessive cognitive load in consecutive intervals for some participants.
Secondly, the analysis of relationship between the number of errors and EEG features
indicated only two monotonic correlations – negative correlation with amplitude of low
beta wave from channel P3 and positive correlation with amplitude of theta wave from
channel Fz. Correlation between increasing number of errors and theta band indicated
rising tiredness or exhaustion of participants. This is also confirmed by negative cor-
relation with beta wave.

The analysis was also performed between two cognitive workload level groups.
Study of the relationship between mean reaction time and EEG features showed much
stronger correlations than without groups. In Level 1 group there are four strong
correlations with low beta in F3, Fz, O2 and beta in Fz, and three moderate correlations
with low beta in F4, P4 and theta wave in Fz. In Level 2 group there are 24 strong or
moderate correlations: low beta wave in F4, Fz, beta wave in Cz, and alpha wave in F3
and F4. Moderate correlations include low beta, beta and alpha waves.

The Kruskal-Wallis one-way analysis of variance indicated the following signifi-
cant difference within groups related to error numbers in 1 amplitude of beta, 1
amplitude of theta and for 3 amplitudes of low beta wave. These differences occur on
different areas of the brain than the results obtained earlier in the study.

The results of evoked related potentials evidenced participant reaction for both
figures included in a stimulus. Results prove fast (100–150 ms) involuntary reaction
to the displayed figures and longer, conscious reaction to the displayed result.
Reaction delay in initial intervals (for example Interval 1) was shorter due to almost
instant, automatic answer. These delays were larger in further intervals (Interval 2–3).
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Intervals 5 and 6 occurred to be hard for participants. Weak, inconclusive responses
might be related to the fatigue and exhaustion of participants.
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Abstract. Dynamic signature is a biometric attribute which can be used to
perform verification of the identity. It consists of waveforms describing
dynamics of a signing process. The waveforms are acquired using a digital input
device, e.g. graphic tablet or touchscreen. During verification process the sig-
nature is usually represented by descriptors, which can be so-called global
features. In this paper, we propose a new genetic approach to select a specified
number of the most characteristic global features for each signer, which are used
in the identity verification process. Proposed method was tested using known
dynamic signatures database - MCYT-100.

Keywords: Biometric system � Dynamic signature verification � Genetic
algorithm � Automatic features’ selection

1 Introduction

Dynamic signature is a biometric attribute which bases on a characteristic, learned
behavior of an individual [1, 6, 8]. It is described by waveforms which contain
information about dynamics of a signing process (e.g. pen position, pen pressure, pen
angle). Acquisition of the dynamic signature can be performed using digital input
device, e.g. graphic tablet or any device equipped with a touch screen.

The dynamic signature is used for identity verification. At the stage of verification
process it is usually represented by descriptors extracted from the waveforms. They can
be e.g. so-called global features [5, 7, 10, 21], which are scalar values describing
properties of the signing process, e.g. total time of the process, number of pen-ups, etc.

Our previous research has shown that classification error of the verification process
depends on the number of used global features [22]. Due to this, in this paper we are
focus on selection of a specified number of the most characteristic global features
individually for each user. This process will be performed using a genetic algorithm
with properly defined adaptation function. Efficiency of the selection process was tested
using MCYT-100 dynamic signature database [13].

The structure of the paper is as follows: Sect. 2 presents data representation used by
the algorithm, in Sect. 3 a description of the proposed method for genetic selection of
the global features is presented, in Sect. 4 simulation results are presented and in
Sect. 5 conclusions are drawn.
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2 Data Representation in the Algorithm

In this section data representation used by the algorithm is shown. The algorithm uses
a set of N so-called global features, which has been defined in [5]. Each signer i creates
J training signatures during training phase, so at this stage we have J � N global features
for the signer i. They can be stored in the matrix Gi, which has the following structure:

Gi ¼
gi;1;1 . . . gi;N;1
..
. ..

.

gi;1;J . . . gi;N;J

2
64

3
75; ð1Þ

where gi;n;j is the value of the global feature n ðn ¼ 1; . . .;NÞ determined for the sig-
nature j ðj ¼ 1; . . .; JÞ created by the user i ði ¼ 1; . . .; IÞ.

To simplify the description, we can average the values of the corresponding global
features describing reference signatures of the user i. Averaged values of the features
can be stored in the vector �gi ¼ �gi;1; . . .; �gi;N

� �
, where �gi;n is the average value of n-th

global feature for all J reference signatures of the user i:

�gi;n ¼ 1
J

XJ
j¼1

gi;n;j: ð2Þ

3 Genetic Selection of the Global Features

This section describes assumption of the genetic selection algorithm. For each signer,
we select the most characteristic global features, which are used in the verification
phase. The number of features should be close to the specified number Nfeat. For this
purpose, we use genetic algorithm with properly defined adaptation function. Con-
sidered procedure works according to the algorithm shown in Fig. 1.

3.1 Encoding of Solutions

Each individual Xi;ch from the population encodes a full set of global features of the
dynamic signature of the user i and it is expressed as follows:

Xi;ch ¼ �gi;1; . . .; �gi;N
� � ¼ Xi;ch;1; . . .;Xi;ch;N

n o
; ð3Þ

where each gene of the individual Xi;ch encodes information whether global feature
related to this gene would be included to the subset of the most characteristic
descriptors of the dynamic signature of the user i (value of each gene is equal to 0 or 1),
ch is the number of chromosome ðch ¼ 1; 2; . . .;ChÞ.
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3.2 Processing of Solutions

A purpose of the genetic algorithm [4, 9, 16] is selection of about Nfeat the most
characteristic global features which values determined for training signatures are
similar. This process is performed for each user. First, random initialization of chro-
mosomes is performed. Next, they are evaluated by a properly defined evaluation
function (see Sect. 3.3. Next, stopping criterion is checked. In our algorithm, it depends
on specified number of steps (generations) performed by the algorithm. If the stopping
criterion is satisfied, then the procedure of evolutionary features selection quits and
returns the information about the best chromosome from the population. If the criterion
is not satisfied, evolution of the population is performed. At this stage, we are using
roulette wheel method to select the best adapted individuals and classic genetic
operators - crossover and mutation - to create new population [14] which replaces the
old one. Next, the whole process is repeated.

3.3 Evaluation of Solutions

To determine value of fitness function we use Li global features (descriptors) chosen
during genetic selection process. They are descriptors for which values of genes in the
chromosome Xi;ch are equal 1. To simplify description of determination of the fitness
function values, the following variables will be used:

– di; j ¼ di; j;1; . . .; di; j;Li
� �

- the vector containing the values of the selected Li
descriptors of the signature j of the user i,

– �di ¼ �di;1; . . .; �di;Li
� �

- the vector containing averaged in the context of the reference
signatures of the user i values of selected Li descriptors,

– Di ¼ di;1; . . .; di;J
� �

- the matrix containing values of selected Li descriptors of J
reference signatures of the user i.

Fig. 1. Scheme of the genetic algorithm.
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Value of adaptation function is based on two weighted criteria: the similarity
between training signatures and the number of selected features. Therefore, the purpose
of the algorithm is selection of individuals Xi;ch, which:

– Encode features which values determined for training signatures are similar. This
approach results from the fact that in the discussed problem values of the evaluation
function of individuals cannot be directly determined by, for example, the value of
the classification error. It would be possible to determine the error, but then the
complexity of the algorithm used for features selection would increase significantly
and its scalability would decrease. Scalability of a biometric algorithm is dependent
on, among others, how easily we can add new users to the database containing
biometric characteristics and the number of the users in the database (determination
of descriptors of new users’ signatures should not include the signatures of existing
users). For this reason, the definition of a function evaluating individual subsets of
features is based on the assumption that features whose values are as similar as
possible in particular training sessions (sessions during which the reference sig-
natures are created) are higher evaluated. Apart from using the homogeneity of
features’ values in sessions, the heterogeneity between characteristic values of
different users’ features could be considered, but in biometric algorithms this
approach should not be used (as it has been written previously).

– Encode the number of features close to the specified number. The aim of this
approach is to increase the effectiveness of feature reduction and to select only these
features which are the most characteristic for reference signatures of individual
users.

The similarity is determined using Mahalanobis distance between values of selected
global features of all reference signatures of the user i and their average values. It is
denoted as MDi 2 0; þ1½ � and defined as follows:

MDi ¼ 1
J

XJ
j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
di; j � �di
� �

cov Dið Þð Þ�1 di; j � �di
� �Tq

: ð4Þ

Next, the distance should be compared to the specified maximum distance MDS,
which is set as a constant. It is performed to normalize value of MDi to the unit range.
In considered problem normalization can be performed by use of membership function
defined as follows (Fig. 2a):

l MDið Þ ¼
MDS�MDi
MDS�0 for 0�MDi �MDS
0 for MDi [MDS:

	
ð5Þ

The number of selected features Li 2 0;N½ � should be compared to the specified
number of features Nfeat, which is set as a constant. It is performed to normalize value
of Li to the unit range. In considered problem normalization can be performed by use of
membership function defined as follows (Fig. 2b):
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l Lið Þ ¼
Li

Nfeat for 0� Li �Nfeat
N�Li

N�Nfeat for Nfeat\Li �N:

(
ð6Þ

The purpose of the algorithm is maximization of adaptation function ffðXi;chÞ.
The value of the function is calculated using weighted algebraic triangular norm T� �f g
[2, 14]. It can be used due to the normalization of components MDi and Li. It is defined
as follows:

ff Xi;ch
� �¼T� l MDið Þ; l Lið Þ;wMD;wLf g

¼ T 1� wMD � 1� l MDið Þð Þ; 1� wL � 1� l Lið Þð Þf g
¼ 1� wMD � 1� l MDið Þð Þð Þ � 1� wL � 1� l Lið Þð Þð Þ;

ð7Þ

where t-norm T �f g is a generalization of the usual two-valued logical conjunction
(studied in classical logic), wL 2 0; 1½ � and wMD 2 0; 1½ � mean weights of importance of
the arguments l MDið Þ and l Lið Þ.

After selection of the most characteristic global features, signature verification is
performed.

3.4 Signature Verification

Process of signature verification is performed using flexible fuzzy system presented in
[18–20], which is one-class classifier. The system has 2 � L inputs, which contain
information about similarities between test signature and training signatures’ global
features, and weights of importance calculated for each global feature. The weights are
calculated using similarity of training signatures’ features and their dispersion. The
system has also one output, which defines genuineness of the test signature. If this
value is higher than a threshold value, the signature is considered to be true. General
schema of the system is presented in Fig. 3, its detailed description can be found in our
previous papers, e.g. [3, 18, 19].

Fig. 2. Membership function used to evaluate selected features based on: (a) the similarity
criterion, and (b) the selected features number criterion.
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4 Simulation Results

During simulations, we selected the specified number of the most characteristic global
features for each user available in considered dynamic signature database. We used
public MCYT-100 dynamic signature database [13]. Next, we performed identity
verification process using selected global features to compare efficiency of our method
to other approaches for the dynamic signature verification using global features. During
the simulations, the following assumptions were adopted:

– In the training phase, we used 5 randomly selected genuine signatures of each
signer.

– In the test phase, we used 15 genuine signatures and 15 forged signatures (so-called
skilled forgeries) of each signer.

– Population contained 100 chromosomes.
– Crossover was performed with probability equal to 0.8 at three points.
– Mutation was performed for each gene with probability equal to 0.02.
– Algorithm stopped after the lapse of a determined number of 250 generations.
– Number of specified features Nfeat was equal 50 for each user, because our pre-

vious research prove that this value was optimal for the users from MCYT-100
database (see [22]).

– Weight wMD value was set to 0.7.
– Weight wL value was set to 0.3.

Conclusions from simulations can be summarized as follows:

– Efficiency of identity verification obtained by our method is presented in Table 1.
The efficiency is measured using Equal Error Rate coefficient which specifies
percentage number of signatures which were classified incorrectly [17]. The table
also contains the results achieved by other methods for the dynamic signature
verification which took into account global features, used maximum 5 reference
signatures and were tested using so-called skilled forgeries. You can see that the
proposed method works with a good accuracy.

flexible fuzzy
one-class 
classifier

similarities between
selected features 

of test signature and 
training signatures

weights of 
importance
of selected 

features

genuineness 
of the test 
signature

Fig. 3. A general schema of the flexible fuzzy one-class classifier.
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– We also present a number of selected global features for each user (see Fig. 4). The
figure shows that the algorithm usually selected features number lower than spec-
ified optimal value (50 from 100 features), but not less than 50%. It shows that the
algorithm seeks to reach a compromise between selection of specified number of
features and features characterized by the best similarity in the context of training
signatures.

– The algorithm selected different subsets of features for individual users. Itmeans that
in the considered subset of features there are not the ones which arethe best in the
context of all users from used MCYT-100 database. Moreover, exemplary value of
the evaluation function used for selection of features is presented in Fig. 5.

– The algorithm was also executed without selection of features. It means that for
individual users all available features were considered. In that case accuracy of the
algorithm was lower. Detailed discussion has been presented in paper [22].
The disadvantage of this approach was that values of some features were similar for

Table 1. Comparison of the results for the dynamic signature verification methods based on
global features which use maximum 5 reference signatures and were tested using so-called skilled
forgeries.

Method Average EER

Nanni, Lumini (b) [11] 8.40%
Nanni, Lumini (a) [12] 7.60%
Fierrez-Aguilar et al. [5] 5.61%
Nanni [10] 5.20%
Lumini, Nanni [7] 4.50%
Zalasiński et al. [22] 2.92%
Our method 2.20%

Fig. 4. The number of selected features of the dynamic signature for users of the
MCYT-100 database.
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all considered users and classification accuracy was lower. The algorithm proposed
in this paper solves these drawbacks.

– The algorithm was also executed without minimization of features’ number. It
means that the component l Lið Þ was omitted in function (7) (its weight wL was
equal 0). In that case accuracy of the algorithm was lower. Detailed discussion has
been presented in paper [15]. The algorithm selected a subset of features for indi-
vidual but the disadvantage of this approach was that the reduction level of features
was not satisfactory. The algorithm proposed in this paper for some users (e.g. user
15, Fig. 4) selects only few the most characteristic features.

5 Conclusions

In this paper, a new method for genetic selection of the specified number of the most
characteristic global features describing the dynamic signature was presented. The
method used two criteria based on similarity of training signatures and specified
number of selected features. Their importance was denoted by weights of importance.
Simulation results show that selection of the specified number of the most characteristic
features has a positive effect on the identity verification process.

Moreover, presented method can be used to resolve many other classification issues
which allow us to select the optimal number of the most characteristic features
describing considered pattern.

During our further research on the global features of the dynamic signature we are
planning to develop, among others, different methods for evaluation of individual
features and selection of them.
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Fig. 5. Evaluation function of the form (7) for the best individual in the population during
evolution process for exemplary user denoted by index 1 (gray line) and average value of the
function for all users from MCYT-100 database (black line).
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Abstract. Multivariate regression tree methodology is used for forecasting time
series with multiple seasonal cycles. Unlike typical regression trees, which
generate only one output, multivariate approach generates many outputs in the
same time, which represent the forecasts for subsequent time-points. In the
proposed approach a time series is represented by patterns of seasonal cycles,
which simplifies the forecasting problem and allows the forecasting model to
capture multiple seasonal cycles, trend and nonstationarity. In application
example the proposed model is applied to forecasting electrical load of power
system. Its performance is compared with some alternative models such as
CART, ARIMA and exponential smoothing. Application examples confirm
good properties of the model and its high accuracy.

Keywords: Multivariate regression tree � Seasonal time series forecasting �
Pattern-based forecasting

1 Introduction

Multivariate or multi-output regression aims to simultaneously predict multiple output
variables. There are two general approaches for solving multi-output regression
problems: either by decomposing the problem into multiple single-output problems or,
by adapting a model so that it directly handles multi-output data. The former solution
can be time consuming task especially in the case of many outputs and large size of the
training data. Moreover, the relationships among the output variables are ignored
because they are predicted independently, which may affect the accuracy of the pre-
dictions. The latter solution is not as popular because of the complexity of the multi-
variate regression model. It should be able to capture not only the underlying
relationships between input and output variables but also the internal relationships
between output variables. According to past empirical works [1, 2] multi-output models
ensure better predictive performance especially when the output variables are
correlated.

The multivariate regression model learns from the training set W = {(x1, y1),
(x2, y2),…, (xN, yN)}, where x 2 X = ℝn is a n-dimensional input vector and y 2 Y = ℝm

is a m-dimensional output vector, a target function f which assigns to each input vector
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an output vector: f : X! Y. State-of-the-art multi-output regression methods are defined
as extensions of standard single-output methods such as statistical methods, support
vector machines, kernel methods, regression trees, and classification rules [3].

In the case of forecasting problems the input vector x includes predictors (past and
present data) and the output vector y includes forecasted variables (future data). The
output vector can contains variables of different types, which are dependent on the
same predictors, e.g. demand for m various goods, or a single variable in different
time-points, e.g. demand for a single good at time-points t + 1, t + 2, …, t + m, where
m is a forecast horizon. In the experimental part of this work we consider an example of
short-term load forecasting, i.e. electrical hourly demand forecasting for the next day.
Input vector includes power system hourly loads for the day preceding the forecasted
day (n = 24) and output vector includes hourly loads for the next day (m = 24). Load
time series exhibit multiple seasonal cycles of different lengths: daily, weekly and
annual (Fig. 1). The daily and weekly profiles change during the year. The daily profile
also depends on the day of the week. The load time series expresses trend and is
nonstationary in mean and variance. To deal with these all features the load time series
is preprocessed to filter out a trend, weekly and annual cycles. The way of time series
representation is described in Sect. 2.

Many various methods has been developed for load time series forecasting. They
can be roughly classified as conventional and unconventional ones. Conventional
approaches employ regression methods, smoothing techniques and statistical analysis
such as ARIMA and exponential smoothing. Unconventional approaches use compu-
tational intelligence and machine learning methods such as: neural networks (NN),
fuzzy inference systems, neuro-fuzzy systems and support vector machines. These
approaches are reviewed in [4, 5]. Most of them are single-output models, but others
are able to predict many outputs simultaneously. They include [6–8]: radial basis
function NN, generalized regression NN, counterpropagation NN, self-organizing
maps, artificial immune systems, nonparametric kernel regression, nearest neighbour
regression and clustering-based models.

Regression trees as universal regression methods have been used for load time
series forecasting as well [9]. They were originally developed as single-output models
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Fig. 1. The hourly electricity demand in Poland in three-year (a) and one-week (b) intervals.
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but they can be easily adapted to multi-output models. Advantages of multi-output
regression trees (MRT) are: much smaller size than a set of single-output regression
trees constructed for individual outputs, and taking into account the relationships
between outputs when the tree is constructed. In this paper we define and explore MRT
for power system load forecasting using patterns of daily cycles as inputs and outputs.

2 Time Series Representations Using Patterns

The daily periods of the load time series are preprocessed and are used as the input
vectors for the forecasting model. They express daily shapes or profiles of the time series
called x-patterns. The i-th daily period of the load time series Li = [Li,1 Li,2 … Li,n] is
represented by the input pattern xi = [xi,1 xi,2… xi,n] 2 X = ℝn. It is a normalized version
of the load vector Li. The components of x-pattern are defined as follows [10]:

xi;t ¼ Li;t � �Li
Di

ð1Þ

where: i = 1, 2, …, N is the daily period number, t = 1, 2, …, n is the time series
element number in the period i, Li,t is the t-th load time series element in the period i, �Li

is the mean load in the period i, and Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

l¼1
ðLi;l � �LiÞ2

s
is the dispersion of the time

series elements in the period i.
As normalized vectors x-patterns have unity length, zero mean and the same

variance. Note that the load time series, which is nonstationary in mean and variance, is
represented by x-patterns having the same mean and variance. The x-pattern carries
information about the shape of the daily load curve. A trend and also weekly and
annual variations are filtered.

An output vector y expresses the forecasted daily profile. When the forecast horizon
is s (in days), the forecasted load vector Li+s = [Li+s,1 Li+s,2 … Li+s,n] is represented by
an output pattern yi = [yi,1 yi,2 … yi,n] 2 Y = ℝn. Their components are defined as
follows:

yi;t ¼ Liþ s;t � �Li
Di

ð2Þ

where: i = 1, 2, …, N, t = 1, 2, …, n.
Note that in (2) we use the coding variables �Li and Di for the day i instead of the

day i + s. This is because their values for the day i + s are unknown at the moment of
forecasting. Using their known values for the day i we can calculate the forecasted load
value from transformed Eq. (2):

L
_

iþ s;t ¼ y_i;tDi þ �Li ð3Þ

where y_i;t is the t-th component of the y-pattern forecasted by the model.
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Due to preprocessing daily periods of the load time series using x- and y-patterns
we unify the input and output data and simplify relationships between them. This is
further discussed in [10].

3 Multivariate Regression Trees for Forecasting

Multivariate regression trees is an extension of CART (Classification and Regression
Trees [11]) proposed by Segal [12]. It works exactly the same way as classical CART,
except that there is multiple response variables instead of one. As in CART, the
response variables can be continuous or class symbols. Predictor variables can be of
different types: quantitative or qualitative. Due to dealing with different types of data,
decision trees are an attractive tool for classification and regression problems.

Tree-based methods partition the feature space X into a set of rectangles, and then
fit a simple model, usually a constant, in each one. Let us consider multivariable
regression problem with multi-input and multi-output continuous variables: x and y,
respectively (in our case x are n-dimensional input patterns and y are n-dimensional
output patterns). MRT is constructed with a standard top-down induction algorithm.
We are starting to build a tree splitting the X space into two regions: xj � t and
xj > t. This occurs in node 1 (root node). The variable xj and split-point t are chosen to
achieve the best fit. Then we model the response by the mean of y in each region. In the
next step one or both of regions are split into two more regions in the nodes at the next
level of the tree, and this process is continued, until some stopping rule is applied. The
result is a partition into the K disjoint regions. The corresponding regression model
predicts y with a constant y_k in region Rk:

y_k ¼
1
Nk

X

i : xi2Rk

yi ð4Þ

This model is represented by the binary tree. The full dataset of N samples is split
into two subsets in the root node. Samples satisfying the condition xj � t at each node
are assigned to the left branch, and the others to the right branch. The terminal nodes
(leaves) of the tree correspond to the final K regions.

The algorithm of growing a regression tree needs to automatically decide on the
splitting variable xj and split-point t at each node. We seek the splitting variable
j among all n variables and split-point t with a greedy algorithm testing all variables and
all possible split-points for them. To do so we define a function which is maximized
during the searching process. It bases on within node sum of squares (it plays a role of
the impurity measure of the node):

SSk ¼
X

i : xi2Rk

Xn

l¼1

ðyi;l � �ylÞ2 ð5Þ

where �yl is the average of l-th components of the samples in node k.
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The splitting function expressing reduction in impurity after split is of the form:

/kðj; tÞ ¼ SSk � SSl � SSm ð6Þ

and the best split maximizes this function:

max
j2f1;2;...;ng

t2Uj

/kðj; tÞ ð7Þ

where l and m are daughter nodes of the node k, which is split, and Uj denotes the set of
all split-points possible for variable xj.

The tree is constructed by recursively splitting nodes so as to maximize the above
criterion. Tree size is a tuning parameter governing complexity of the model. The
optimal tree size should be adaptively chosen from the data. We consider two
approaches which determine the tree size. The first one splits tree nodes if the value of
criterion (4) is positive (reduction of impurity) and the number of samples in the node is
higher than L. This approach produces a tree with internal nodes having at least
L samples and leaves having less than L samples. The second approach splits nodes if
the impurity is reduced and the variance of y-patterns in the node is higher than v:

Vark ¼ 1
Nkn

X

i : xi2Uk

Xn

l¼1

ðyi;l � �ylÞ2 [ v ð8Þ

Parameters L and v determine the tree size. Higher values of these parameters leads
to the smaller trees, which tend to underfitting. On the other hand, too small values lead
to bigger trees and overfitting. The optimal values of L and v are estimated in the local
version of leave-one-out cross-validation, which is presented in Fig. 2.

4 Application Example

In this section the proposed MRT model was applied to forecast the electricity load
demand. As it was described in Sect. 1 electricity load time series exhibits multiple
seasonal cycles. The data used for the experiments were retrieved from Polish power

Fig. 2. Algorithm of the local leave-one-out.
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system. They contain hourly electricity load data from 2002 to 2004 (the load time
series is shown in Fig. 1). The forecast horizon is s = 1, i.e. 24 h ahead. The MRT
models are constructed for 31 days of January 2004 and 31days of July 2004 (in total
62 models for 62 forecasting tasks). For each forecasting task (test sample) the learning
set is created individually from the historical data. It contains pairs of patterns repre-
senting the same days of the week (Monday,…, Sunday) as the query pattern x and
forecasted pattern y.

Two variants of MRT models are used, which differ in the node splitting criterion:

• MRT1, where the node is split if the impurity is reduced and the number of samples
in the node is higher than L,

• MRT2, where the node is split if the impurity is reduced and the variance in
y-patterns in the node is higher than v.

The model parameters: number of samples L or variance v, are estimated in the
local leave-one-out procedure, in which the validation samples are chosen one by one
from the set of k = 10 nearest neighbors of the query pattern. In these procedures
parameters were estimated using a grid search: L was searched from 4 to 50 with a step
size of 2, and v was searched from 0.001 to 0.005 with a step size of 0.0002.

In Fig. 3 an example of MRT1 is shown: tree constructed for July 1, 2004. The
optimal value of L was 32 in this case. As can be seen from this figure the tree has
fifteen nodes in total, of which eight are leaves. The training y-patterns included in
leaves are shown in Fig. 4. Note differences in shape between these patterns. They all
represent Thursdays from history (from the period of January 1, 2002–June 30, 2004).
Thick lines in this figure express average y-patterns, i.e. the tree response. Details of the
tree in Table 1 are shown. There are only six variables used in the node tests: 1, 17, 19,
20, 21 and 22. They are the most important variables among 24 ones in partitioning the

Node 1

Node 2 Node 3

Node 4 Node 5 Node 6 Node 7

Node 8 Node 9 Node 10 Node 11

Node 12 Node 13

Node 14 Node 15

Fig. 3. MRT1 built for July 1, 2004.
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input space X into regions. The largest reduction in impurity occurred in the root node
(5.58), and also in node 3 (5.36). In the root node the set of 122 samples (the whole
training set) was split into two subsets of 55 and 67 samples, respectively. In node 3 the
largest reduction in impurity was achieved by excluding only one sample. As we can
see form Fig. 4 this is an outlier sample. It represents January 2, 2002. It is atypical
because the y-pattern for this day is encoded using the mean load �Li and dispersion Di

for the previous day (see (2)), which is New Year’s Day. The lower mean load for New
Year’s Day causes rising of the y-pattern for the next day and consequently its atypical
character.

Trees constructed when using MRT2 strategy usually are bigger than trees con-
structed when using MRT1 strategy. This is shown in Fig. 5 presenting histograms of
the number of nodes in the trees for these two cases. The average number of nodes in
MRT1 is about 24 and in MRT2 about 36. For July 1, 2004 MRT2 built a tree having
49 nodes, of which 25 are leaves. Optimal value of v in this case was 0.0012. As in
MTR1 the largest reduction in impurity (5.58) occurred in the root node, where the
training set was split into two subsets of 55 and 67 samples. And also in node 3 (5.36),
where the outlier representing January 2, 2002 was separated.

Variables selected for splitting in nodes are shown in Fig. 6. The most often selected
variables are: 1, 7, 19 and 20, and the least often selected ones are: 15, 14 and 13.

For comparison the forecasts were performed using ARIMA, exponential
smoothing, and classical regression tree (single-output CART). To find the optimal
ARIMA and ES models the automated procedures were used implemented in the
forecast package for the R system [13]. Distributions of the forecast errors (percentage
errors PE) for the five models compared in Fig. 7 are shown. As we can see from this
figure for the tree-based models the similar results were obtained. ARIMA and ES
generate higher errors. The medians of PE were: 1.29 for ARIMA, 1.25 for ES, 1.01 for
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regression tree, 1.04 for MRT1, and 1.09 for MRT2. The Wilcoxon signed-rank tests
indicated that there is no statistically significant difference in errors between regression
tree, MRT1 and MRT2. But there is a significant difference in errors between
ARIMA/ES and each of tree-based models.

The proposed MRTs generate multi-output response, keeping the relationships
between the output variables (y-pattern components). In the case of single-output
models, like classical CART, these relationships are ignored because variables are

Table 1. MRT1 details for July 1, 2004 (leaves in bold).

Node Splitting variable j Split-point t Impurity reduction /(j,t) #samples Variance of
y-patterns
Var

1 19 0.1927 5.58 122 7.55E−03
2 20 0.1996 1.65 55 3.46E−03
3 1 −0.0686 5.36 67 7.43E−03
4 21 0.1684 0.21 34 1.37E−03
5 – – – 21 3.57E−03
6 22 0.0395 1.64 66 4.17E−03
7 – – – 1 0
8 – – – 16 1.04E−03
9 – – – 18 1.17E−03
10 – – – 14 1.76E−03
11 22 0.1284 1.40 52 3.50E−03
12 17 0.1364 0.29 34 1.84E−03
13 – – – 18 3.41E−03
14 – – – 9 9.40E−04
15 – – – 25 1.68E−03
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predicted independently. This may cause lack of smoothness in the forecasted curve.
Such example in Fig. 8 is illustrated. For January 5, 2004, in the case of regression tree
model we can observe zigzag effect in the middle part of the curve.

5 Conclusion

The proposed model based on multivariate regression trees generates forecasts of the
time series many steps ahead in the same time. The model is constructed taking into
account not only the underlying relationships between input and output variables but
also the internal relationships between output variables. This can lead to improvement
in predictive performance especially when the output variables are correlated. The
multi-output tree is much smaller than a set of single-output regression trees con-
structed for individual outputs. So, the learning process is easier and less time con-
suming. Another advantage of multivariate approach is that the zigzag problem, which
appears when single-output model is used for forecasting output variables indepen-
dently, is eliminated.

In the proposed approach a time series is represented by patterns of seasonal cycles,
which simplifies the forecasting problem and allows the model to capture multiple

ARIMA ES Regression tree MRT1 MRT2

PE

0

1

2

3

4

5

Fig. 7. Boxplots for percentage errors generated by the models.

0 5 10 15 20 25
Hours

1.5

2

2.5

Lo
ad

, G
W

h

104

Real load
MRT1
MRT2
Regression Tree

Fig. 8. Real load and forecasts for January 5, 2004.
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seasonal cycles, trend and nonstationarity. Additional time series transformations such
as decomposition, detrending or differencing are not needed.

In the application example the proposed model was applied to forecasting electrical
load of power system. It provided as accurate forecasts as classical regression tree and
outperformed ARIMA and exponential smoothing models.
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Abstract. The paper presents a proposition of a system of protocol discovering
(Protocol Discoverer) developed on the basis of Grammatical Evolution tech-
niques. Unlike numerous other solutions based solely on observing messages
between participants of a conversation, our Protocol Discoverer is an active
participant which generates messages and sends them to the system for which
the protocol is to be identified. This solution allows not only for identifying
typical behaviors of participants within a protocol, but also for finding
anomalous behaviors (the ones which normally do not occur between partici-
pants using a defined protocol).
In order to generate the description of a protocol in the form of a context-free

grammar, the solution presented in the article is based on the evolutionary
approach using Grammatical Evolution by Grammatical Evolution. Universal
grammar is the basis for creating evolutionary solution grammars which
describe particular pairs of requests-responses appearing in the protocol.

Keywords: Protocol discovering � Grammatical evolution

1 Introduction

Protocol discovering is a process of finding some form of a description of a protocol on
the basis of samples of conversations between the participants of these conversations.

Protocol discovering has numerous applications, which include discovering models
of a software process [1], inferring business protocols of web services [2], workflow
mining in Enterprise Resource Planning (ERP), systems such as SAP, Customer
Relationship Management (CRM) software, Business to Business (B2B) applications
[3], discovering communication protocols used by hardware devices, inferring
application-level protocols in order to detect potential vulnerabilities [4], etc.

The discovered protocol can be described in various forms, for example, deter-
ministic and nondeterministic finite state machines (FSM), push-down automata, Petri
nets, regular grammars, and context-free grammars.
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There are several methods of discovering an unknown protocol, such as: data
mining techniques [5], using neural nets to identify FSM [6, 7], or using RNET,
KTAIL and MARKOV methods [1].

These techniques and their limitations in protocol discovery are strongly connected
with grammar inference, i.e. knowing positive samples of the language (sentences in
this language) and, optionally, negative samples of the language (sentences not possible
in this language), it is possible to infer a grammar that represents this language.
Theoretical aspects of the limitations of the process of grammar inference were widely
studied by Gold [8, 9].

An important conclusion of these studies states that finding even deterministic finite
state automata (which are equivalent to regular grammars, i.e. the simplest class of
grammar in Chomsky’s hierarchy) with a minimum number of states, given positive
and negative samples of the language, is NP-hard and it is impossible given only
positive samples of the language [8, 9].

Most protocol discovery methods are based on passive protocol discovering, i.e.
systems which only observe conversations between participants and do not generate
any messages [1, 2, 4, 10].

In the paper we propose and discuss an active Protocol Discoverer, i.e. a system
which takes an active part in conversations by generating requests to the other participant
of the conversation and tries to discover the protocol that is used by this participant.

The grammar of the protocol will be inferred in an evolutionary way using
Grammatical Evolution by Grammatical Evolution [11].

2 Meta-Grammar Genetic Algorithm for Protocol
Discovering

In our study we aim at discovering a bipartite protocol, i.e. a protocol that covers an
active conversation between two participants. It is assumed that each conversation
consists of consecutive pairs of request-response. Additionally, we take into consid-
eration only situations in which the request is always sent by the same participant of the
conversation. This situation is analogous to communication between a client and a
server, where a client is an active participant of the conversation and initiates it.

The objective of the study is to propose a mechanism which automatically gen-
erates requests (imitates an active participant of the conversation) and, on the basis of
responses received from the other participant, creates a description of the protocol used
by this participant.

To describe the protocol, context-free grammar is used. This formalism is capable
of describing the majority of protocols currently in use, as most specifications of known
protocols use Backus–Naur form of context-free grammar or regular expressions/
grammars (which are subsets of context-free grammars).

In the process of grammar inference describing a protocol an evolutionary approach
based on Grammatical Evolution (GE) [12, 13] is used. This process has numerous
applications, e.g. it allows for discovering some untypical web service behaviors that can
indicate possible web service vulnerabilities [14]. Because the solution sought by the
evolutionary process in this application is a grammar, a variant of the GE, called the
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Grammatical Evolution by Grammatical Evolution (GE)2, [11] is used, in which the
universal (meta) grammar dictates the construction of the solution grammar (grammar
describing a discovered protocol). Generating a solution grammar in an evolutionary way
on the basis of a meta grammar has many advantages, for example, it allows for finding a
proper grammar that can later be used in grammar-based Genetic Programming [15].

2.1 Meta Grammar

A meta grammar guides the evolutionary process of finding solution grammars i.e.
grammars that best describe the protocol being discovered.

In the study it is assumed that requests and responses in a communication protocol
may be expressed by any byte string1, so any context-free grammar (in Backus–Naur
form) that generates binary strings can be a solution grammar. A meta grammar should
make it possible to generate such solution grammars. A proposed meta grammar is
presented below.

<Grammar> ::= <Rule> 
      |  <Grammar> <Rule>
<Rule> ::= <RuleName> <Assign> <List> <LineEnd>
<RuleName> ::= <NT1> | <NT2> | <NT3> | <NT4> 
      |  <NT5> | <NT6> | <NT7> | <NT8>
<Assign> ::= "::="
<List> ::= <Term>
      |  <Term> <WhiteSpace> <List>
<Term> ::= <RuleName> 
      | <Byte>
<Byte> ::= "0" | "1" | "2" | "3" 
      |  "4" | "5" | "6" | "7"

| "8" | "9" | "A" | "B"
      |  "C" | "D" | "E"| "F"
      |  "10" | "11" | "12" | "13"

...
      | "FC" | "FD" | "FE" | "FF"
<WhiteSpace> ::= " "
<LineEnd> ::= "\n"

This meta grammar allows for generating solution grammars which contain up to
eight nonterminal symbols (NT1, NT2, …, NT8). The number of nonterminal symbols
is one of the parameters of the evolution.

An example of a solution grammar generated by (GE)2 with the use of the meta
grammar presented above is:

1 A byte string is a sequence of one or more bytes. The text string is a special case of a byte string, so
protocols that use text messages may be inferred by the proposed mechanism.
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<NT1> ::= 1C <NT1>
   |  F5 FC 2B <NT5> A8

| A5 <NT1> <NT8>
<NT5> ::= 49 4E
   |  51
<NT6> ::= 87
<NT7> ::= <NT1>
   |  B0

3 Protocol Decomposition

In the presented approach we assume that a conversation between two participants
consists of consecutive pairs of requests-response. One participant of the conversation
is active, i.e. sends requests, and the other is passive, i.e. sends responses to the
received requests. Moreover, the protocol is assumed to be stateless, which means that
a response to a particular request does not depend on previous requests; the possibility
of enhancing protocol discovery by removing this restriction is discussed in the last
section.

The system should be able to discover the protocol used by the passive participant
of the conversation, i.e. the form of correct requests and corresponding responses.
Because the passive participant of the conversation is treated as a ‘black box’, which
means that there is no extra information about the results of the conversation, (e.g. in a
semantic form), all knowledge about this system is based on the syntax of requests and
corresponding responses.

The idea proposed in the study employs an evolutionary approach with Gram-
matical Evolution (precisely, its GE2 variant) to infer a grammar describing the pro-
tocol being discovered. However, instead of looking for a complete grammar
describing the whole protocol (all correct requests and corresponding responses), the
proposed system infers separate grammars for each unique request-response pair.

Generally, the protocol may be designed in such a way that many different requests
trigger the same response. This can happen, for example, if requests differ only by
certain parameters, and responses do not depend on these parameters. Since it is
assumed that all our knowledge about the protocol is based only on responses for
generated requests (the passive participant of the conversation is a ‘black box’), all
requests generating the same response are treated as equivalent. Therefore, the whole
protocol is clustered into subprotocols for request-response pairs with the same
response. For each subprotocol the grammar is inferred (this grammar is called
Request-Response Grammar or RRGrammar) using GE2 technique, and, finally, the
grammar for whole protocol is created from grammars of subprotocols (which is dis-
cussed later).
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A general form of RRGrammar is as follows:

<RRGrammar> ::= <Request> <Response>
<Request> ::= // grammar for the request is inferred

// using GE
<Response> ::= // a particular response 

//(a sequence of bytes)

where:
<Request> is a nonterminal symbol defined by the grammar inferred for the

subprotocol. On the right hand side (RHS) of the production for <Request> there is a
start symbol of the grammar inferred for requests for the subprotocol.

<Response> is a particular byte string (a sequence of bytes). As mentioned above,
this byte string is unique for each subprotocol grammar.

The sequence diagram presenting the process of creating the grammar for the
discovered protocol is shown in Fig. 1.

: Protocol Discoverer : Unknown system

send generated request

response

generate grammar 
for subprotocol

create grammar
for protocol

loop

Fig. 1. The sequence diagram presenting interactions between Protocol Discoverer and the
system with an unknown protocol.
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4 The Process of Protocol Discovering

Applying the method of protocol decomposition and Grammatical Evolution by
Grammatical Evolution technique presented above, the proposed evolutionary process
of protocol discovering can be described as follows:

1. The initial generation of individuals (solution grammars) is created using a uni-
versal (meta) grammar

2. For each solution grammar the pool of sentences (byte strings) is randomly gen-
erated. Each generated sentence represents a request which is sent to the system
with an unknown protocol (the passive participant of the conversation)

3. Each generated request is sent to the system with an unknown protocol and the
response from the system is registered

4. If the response is new (never seen before), a new cluster for the subprotocol is
created. Such a cluster contains a separate population of individuals (solution
grammars) which represents the language of the request for this subprotocol. Each
cluster evolves independently of other clusters and the best grammar describing a
given request-response pair is identified. When a new cluster is created, the solution
grammar which has generated the request triggering a new response is added to the
population of individuals

5. On the bases of requests generated by it and the responses received, the value of a
fitness function is calculated for each solution grammar

6. On the basis of fitness values, candidates (solution grammars) for the next gener-
ation are selected within each cluster

7. The next generation of individuals is created for each cluster separately using
genetic operations (such as crossover and mutation).

8. The process loops to step 2, and co-evolution of each cluster continues until the stop
condition occurs

9. The grammar for the whole protocol is created as a composition of grammars for
particular subprotocols

4.1 Stop Conditions of the Evolutionary Process

There is no natural stop condition in the process of protocol discovering presented
above. In a general scenario the context-free grammar (or even regular grammar)
cannot be inferred using a finite set of samples (without extra knowledge about the
language). So, the transition from GE loop (step 8 in the description of the process
above and the loop fragment in Fig. 1) to creating the grammar for the whole protocol
must be triggered by artificial stop conditions, such as the maximum number of gen-
erations or exceeding the maximum time allowed for the process, etc. Of course, it
cannot be guaranteed that the description of the protocol obtained this way will be
complete. After generating the grammar for the whole protocol (step 9), the process can
return to the loop of the evolutionary algorithm in order to further improve the
description of the discovered protocol.
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4.2 Fitness Function

A crucial element of the described evolutionary process of protocol discovering is the
method of evaluation of particular individuals (solution grammars), which is tradi-
tionally named the fitness function. The fitness function is directly used for selecting
individuals (RRGramars) which best represent the subprotocol within clusters.

The fitness function for grammar G is defined as in Eq. 1:

fitness Gð Þ ¼ w1 �
X

s2S bðsÞþw2 �
X

s2S 1� b sð Þð Þþw3 �
X

s2S p sð Þ ð1Þ

where :
S is a set of all (distinct) sentences (requests) generated from grammar G in a given

generation
b(s) – is the membership function of sentences s to a given cluster. It is defined as:

bðsÞ ¼ 1if request s belongs to the cluster
0 otherwise

�
ð2Þ

Request s belongs to a particular cluster if the response to this request is the same as
defined for the cluster.

C is a set of all known (generated before and stored) requests that belong to a given
cluster

p(s) is defined as follows:

pðsÞ ¼ 1 if s is parsable by grammar G
�1 otherwise

�
ð3Þ

w1, w2, w3 – are scaling constants
The fitness function in the form described above prefers individuals (solution

grammars) which can generate the greatest number of requests belonging to a given
cluster, the smallest number of requests not belonging to a given cluster2, and is able to
parse the greatest number of requests known before belonging to a given cluster.

4.3 Genetic Operators

In this study genetic operators of mutation, crossover, duplication and pruning typical
for GE [12, 13] were used.

5 Preliminary Results

In this section the preliminary test results of the Protocol Discoverer are presented.

2 With the assumption that the scaling constant w1 is greater than w2.
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5.1 Testing Environment

Preliminary tests were conducted to discover the control protocol used in a
Pan-Tilt-Zoom camera.

Camera VISCA was chosen for testing Protocol Discoverer.
VISCA is a control protocol designed by Sony [16, 17] and used by many tele-

conference and surveillance cameras. This protocol uses RS-232 protocol as Data Link
Layer.

The testing environment is presented in Fig. 2

PTZ camera was linked to a computer with running Protocol Discoverer through
RS-232 Terminal Server. In the future such a solution can allow for simultaneous
connection of numerous appliances (cameras) for which a protocol is being discovered.
This will increase the speed of the discovery process, as the bottle neck in this process
is the waiting time needed for sending the request and receiving the response.

5.2 Process Parameters

The parameters of the process of protocol discovering used in preliminary tests are
listed in Table 1.

Fig. 2. Test environment

Table 1. Evolution parameters used in tests

Parameter Value

Max number of nonterminal symbols in solution grammar 8
Population size for each request-response cluster 100
Tournament size 5
Number of sentences (byte strings) generated in each generation from solution
grammar (max no of elements in set S from Eq. 1)

100

Fitness function scaling factor w1 2
Fitness function scaling factor w2 1
Fitness function scaling factor w3 1

102 D. Pałka et al.



5.3 Results

The results for the first 15 generations in the evolutionary process of protocol dis-
covering are presented below. The results obtained for protocol discovering with
random requests (byte strings) and sequential requests were used as comparative values
for assessing efficiency of the proposed process of protocol discovering.

Random requests were created by generating the same number of requests as gen-
erated in the evolutionary process, and the length of the request and the value of
particular bytes were generated in a random way with a uniform distribution. The
maximum length of the request generated in a random way corresponded to the maxi-
mum length of the request generated in a given generation by an evolutionary algorithm.

Sequential requests were created by generating consecutive requests in the form of
byte strings in the lexicographical order (that is [0], [1], [2],… [255], [0,0], [0,1], [0,2],…
[0,255], [1,0], [1, 1],…). The number of requests corresponded to their number generated
by an evolutionary algorithm in given generations.

The first cluster found by all techniques (GE, Random and Sequence) contained an
empty response (no response in a set timeout). It is the most frequent behavior of
devices with implemented VISCA protocol (it occurs when the structure of the request
is erroneous).

As can be seen in Table 2, both the presented Protocol Discoverer (GE) and random
requests yielded another cluster (the first without an empty response) after almost the
same number of generated requests (GE in generation 9 and Random in generation 10).

Table 2. The comparison of results obtained by Protocol Discoverer employing Grammatical
Evolution (“GE”) techniques presented in the paper, random requests, (“Random”) and
sequential requests (“Sequence”)

Generation no Number of requests Max length of request No of clusters
GE Random Sequence

1 40 6 1 1 1
2 40 6 1 1 1
3 98 3 1 1 1
4 91 2 1 1 1
5 97 2 1 1 1
6 103 28 1 1 1
7 119 37 1 1 1
8 195 40 1 1 1
9 459 43 2 1 1
10 591 34 2 2 1
11 661 535 6 2 1
12 848 979 8 2 1
13 1376 955 20 2 1
14 2365 1015 44 3 1
15 5135 1015 105 3 1
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In the process of further search the proposed Protocol Discoverer based on GE turned
out to be much more efficient – it found 105 clusters (i.e. requests generating various
responses) in the first 15 generations, while generating requests in a random way yielded
only 3 various responses (clusters). It results from the fact that the process of searching
for new requests based on the structure (grammar) of previously found requests is much
more effective (at least for the analyzed VISCA protocol) than a random search. Gen-
erally, messages for a given protocol have similar syntax, thus, finding syntax for one of
them facilitates finding syntaxes for the other ones. In the presented evolutionary
method crossover and mutation operators turned out to be crucial.

Creating sequential requests generated only an empty response, which was con-
nected with the fact that for a set number of generated requests in 15 generations (there
were 12218 requests altogether) only one- and two-byte requests were created.
According to the VISCA specification [16, 17], there are no correct requests (com-
mands) shorter than three bytes.

Examples of responses discovered by Protocol Discoverer
The evolutionary method of protocol discovering for a device with VISCA protocol

yielded requests generating correct (consistent with protocol specification) responses,
such as:

[90, 60, 41, FF]3 - where: 90 denotes the sender’s address 1 and the receiver’s
address 0 (controller); 60, 41- error message “command not executable”; FF - response
terminator.

Responses not consistent with the specification included a two-byte sequence [C6,
FF] generated to the request [88, AA, F7, A8, AA, F7, A8, AA, F7, A8, FF], which is
also not defined in the VISCA specification.

As can be seen in this example, the proposed mechanism allows for finding not
only requests that result in correct responses and responses defined in the specification
of the VISCA protocol, but also requests which generate responses not documented
previously.

6 Conclusions

Protocol discovering is useful in many situations in which - on the basis of interactions
between participants - we want to find a general description of a set of rules used by
these participants.

The paper presents active Protocol Discoverer, i.e. a discoverer which not only
creates the description of the observed protocol but also generates messages (an active
participant of the interaction), which allows it to obtain knowledge on the protocol used
by the other participant (whose protocol is unknown). To describe the protocol,
context-free grammar is employed, which is created in an evolutionary way on the
bases of (GE)2 techniques and clusters of the responses.

The proposed approach assumes that communication between two participants
within the protocol is conducted through exchanging pairs of requests-responses,

3 Presented values are given in the hexadecimal system.
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including an empty response (the lack of response) as a specific example of the
response. An additional assumption is that the protocol is stateless, which means that
requests sent earlier do not influence responses to the requests sent later. This
restriction can be partially mitigated by modifying the proposed scheme of protocol
discovering in such a way that the pairs of requests-responses are not considered
individually but in groups “request1-response1, request2-response2,…,requestn-
responsen” and treat the series “request1-response1,…requestn” as one request and
“responsen” as the response to this request. Groups should be selected in such a way
that requests from one group would not influence the responses of another group (i.e.
the protocol should be stateless from the point of view of the whole groups). Such
approach significantly increases the complexity of the whole process of evolution and
we intend to test its usefulness and efficiency in further studies.

Preliminary tests prove that the proposed technique is more effective in discovering
requests generating various responses than a random search (or sequential generation of
all possible requests). Additionally, even for a device with a relatively simple protocol
like VISCA, the proposed Protocol Discoverer can find requests (commands) triggering
responses incompatible (or not documented) in the specification of this protocol. The
results of preliminary tests imply that the method of protocol discovering presented in
the paper can also be used in examining incompatibilities of implementing the protocol
with the specification and in discovering potential vulnerabilities of the protocol to
attack attempts.
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Abstract. In this paper we propose a new method of speaker diarization that
employs a deep learning architecture to learn speaker embeddings. In contrast to
the traditional approaches that build their speaker embeddings using manually
hand-crafted spectral features, we propose to train for this purpose a recurrent
convolutional neural network applied directly on magnitude spectrograms. To
compare our approach with the state of the art, we collect and release for the
public an additional dataset of over 6 h of fully annotated broadcast material.
The results of our evaluation on the new dataset and three other benchmark
datasets show that our proposed method significantly outperforms the com-
petitors and reduces diarization error rate by a large margin of over 30% with
respect to the baseline.

Keywords: Speaker diarization � Speaker embeddings � Speaker clustering �
Deep neural network � Recursive convolutional neural networks � Convolutional
neural networks

1 First Section

Speaker diarization [1] aims at splitting an audio signal into homogeneous segments
according to the speaker identity. More precisely, the goal of speaker diarization is to
answer the question of “who spoke when” within a given audio stream. Its application
is required in many real-life applications related closely to information retrieval, such
as speech-to-text transcription [2] or speaker recognition [3]. Use case scenarios of
speaker diarization techniques include the analysis of phone conversations, political
debates or lectures and conferences, where determining how many people speak and
when they are active is crucial for the proper understanding of information.

Although several advancements in developing high-quality speaker diarization
algorithms have been made in the recent years [4–8], there are still many challenges that
have to be addressed, e.g. analysis of the overlapping speech or speaker’s voice mod-
ulations. A typical approach to solving those challenges is to split speaker diarization
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problem into three parts: voice activation detection (“speech/no speech”), speaker
change detection (“same/different speaker”) and speaker identification (“speaker
A/B/C”). This partitioning allows to simplify speaker diarization problem, nevertheless
it introduces several sub-optimal objectives to be optimized across different modules.

This paper address these shortcomings by learning a set of speaker embeddings that
can be used throughout the diarization process. We propose learning the embeddings
by training recurrent convolutional neural network for a speaker classification task and
prove that this leads to good generalization of the embeddings, even for the speakers
not included in the training dataset. Moreover, instead of using manually hand-crafted
spectral features such as MFCC [9], PLP [10] or RASTA [11], we apply a recurrent
neural network directly on the magnitude spectrograms (SFTF) to learn a set of
high-level feature representations also referred to as speaker embeddings. Our moti-
vation to use SFTF and not raw audio stream stems from the fact that deep architectures
were successfully used to learn Mel-like filters from power spectrum [12], while
applying them directly on raw audio data did not lead to classification performance
improvement [13–15]. Inspired by recent advancements in the speaker diarization
domain achieved with convolutional neural networks (CNNs) [16] and successful
applications of recurrent convolutional neural networks (R-CNNs) to other problems,
such as image classification [17] or birds’ sound classification [18], we propose to
employ a recurrent neural network architecture to speaker diarization problem. Our
motivation to use this approach is based on the observation that the temporal patterns
present in audio streams can be better aggregated and interpreted with recurrent
architectures, due to the specific feedback embedded in their design.

To show the superiority of our method over the state of the art, we evaluate it on an
exhaustive set of three publicly available datasets with over 720 h of recording and
over 1400 speakers. Additionally, we collect a new dataset of fully annotated audio
stream of broadcast news material and release it to the public. As far as we know, this is
the only publicly available broadcast dataset. We use this dataset to extend the com-
parison of our method with the competitive approaches and show that speaker
embeddings trained on other datasets generalize well to the new dataset. Our evaluation
results clearly show that our approach significantly outperforms the state-of-the-art
methods by reducing a classification error rate by a large margin of over 30%.

To summarize, the contributions of this paper are threefold:

• We bridge the gap between the raw audio signal and the output of speaker
diarization system using deep neural network architecture.

• To the best of our knowledge, this is the first attempt to use recurrent convolutional
neural networks to model low-level speaker embeddings.

• Finally, we introduce a new fully labeled dataset of news, interviews and debates
that contain over 6 h of recording that can empower future research in the domain
of speaker diarization.

The remainder of this paper is organized in the following manner: Primarily, we
discuss related work and state of the art methods. We then present our method along
with the input features and deep neural network architecture. Subsequently, we
describe our evaluation setup along with the datasets used for experiments. Finally, we
show the results of our evaluation along with the conclusions.
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2 Related Work

Over the recent years speaker diarization systems have been successfully used to
analyse human speech in various everyday scenarios - from phone calls [19] through
business meetings [20] to broadcast news [7]. In this paper, we mainly focus on the last
use case, i.e. the goal of our speaker diarization methods is to automatically annotate
broadcast TV and radio streams discussing current news and events.

Historically, the research done in the domain of speaker diarization was highly
influenced by the methods proposed for speaker verification. Most notable example is
the i-vector framework [7], currently considered as a standard speaker recognition
system1. An i-vector is an information-rich low-dimensional vector extracted from a
feature sequence that represents a speech segment, sometimes known as an audio
voice-print per analogy to fingerprints. The i-vectors are typically computed on the
MFCC features [9] which represent both speaker and channel features. For the proper
performance of the speaker diarization system based on i-vectors, it is therefore nec-
essary to add a disambiguation phase which relies on PLDA [21] - a clustering method
- and the resulting clustering scores. Since the quality of clustering highly depends on
the size of the analysed segments, processing short segments of speech with not enough
information leads to significant performance drop of the whole system [22].

To address the above-mentioned shortcomings of the i-vector frameworks, several
techniques of so-called anchor modeling were introduced [23]. They create a repre-
sentation of speech utterance from a set of pre-trained speaker models in order to get a
likelihood score of each anchor. Those representations are then grouped into charac-
terization vectors that describe individual speakers. The anchor modeling allows to
embed the information about the speaker into the speech segment representation and is
often referred to as a speaker embedding model. Similar embeddings have recently
been obtained through deep neural network training [24]. More precisely, a neural
network with three hidden layers was applied to Gaussian Mixture Universal Back-
ground Model (GMM-UBM) of MFCC features with the goal of speaker classification.
The activations of the so-trained neural network were then used as features of previ-
ously unseen speakers. Since then, several extensions of this architecture were pro-
posed, including additional LSTM units [25] and temporal-pooling layers [19, 26].
Once again, the activations of the resulting network were used as speaker embeddings.

In this paper we draw an inspiration from these works and propose a deep neural
network architecture to create speaker embeddings for speaker diarization system.
Contrary to the previous works, we postulate using recurrent convolutional neural
networks as our feature extractor. The motivation to use this architecture stems from
the fact that recurrent convolutional neural networks were successfully employed in
similar acoustic modeling applications [27] and show state-of-the-art performances on
many other related classification tasks, such as document [28], image [17], bird songs
[18] and music genre classification [29]. Furthermore, we decided to use CQT-grams
instead of raw audio signal, as an input to our recurrent convolutional neural network.

1 http://voicebiometry.org/.
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We motivate this decision by the inferior performances obtained for deep architectures
applied on the raw signals [15, 30].

3 Method

In this section we first define speaker diarization problem and show its relation to
speaker embeddings. We then introduce a set of features used as inputs of our method
and follow up with a brief description of the proposed deep neural network
architecture.

3.1 Problem Formulation

The goal of a speaker diarization system is to analyse an audio stream and output a set
of labels defining the moments when each individual speaker speaks. This can be cast
as a classification task, if all the speakers along with their identities are known
beforehand. In real-life applications, however, this is rarely the case. We therefore
address the speaker diarization problem using a two-step approach. First, we train a
neural network in a supervised manner with a goal of speaker classification. Then, we
use the pre-trained neural network to extract time-dependent speaker characteristics, the
so-called speaker embeddings. More precisely, we use activations from the last layer of
neural network as speaker embeddings. We aggregate the sigmoid outputs by summing
all outputs class-wise over the whole audio excerpt to obtain a total amount of acti-
vation for each entry and then normalizing the values by dividing them with the
maximum value among classes. The analysis of those embeddings in time allows the
system to detect speaker change and identify the newly appearing speakers by com-
paring the extracted and normalized embedding with those previously seen. If the
cosine similarity metric between the embeddings is higher than a threshold, fixed at 0.4
after a set of preliminary experiments, the speaker is considered as new. Otherwise, we
map its identity to the one corresponding to the nearest embedding.

Since the first stage of our approach involves training a neural network for a
speaker classification task, we formulate here the training objective of the network. The
input of our network is a weighted spectrogram and a set of ground truth labels defining
speaker identity. We train the network to minimize the cross-entropy of the predicted
and true distributions:

L y; ŷð Þ ¼ �
X

i¼1

N X

j¼1

C

y ji log ŷ ji
� �

; ð1Þ

where denotes the ground-truth label of sample i and refers to the prediction probability
estimated by the network; N and C indicate the number of training samples and classes
respectively.
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3.2 Features

As mentioned above, the input of our neural network architecture is a weighted
spectrogram. More precisely, we use basic time-frequency representation, i.e. a mag-
nitude spectrogram (SFTF), with some perceptual weighting filter banks applied on the
spectrogram to increase the method robustness to noise and pitch variability. Although
several previous works reported worse performances when using deep architectures
with SFTF instead of Mel-spectral features [29, 31], our preliminary results showed
that weighting SFTF with proper perceptual weighting filters may overcome those
shortcomings. Below we describe the weighting filters that were separately used to test
as input to network in our experiments:

• log-Mel: We transform an input spectrogram by applying Short-Term Fourier
Transform and compute Mel filter bank features [9] on the spectral output. To that
end, we warp the frequency axis to match the Mel frequency scale. The resulting
output is a 96-dimensional binned distribution.

• Gammatone: We apply a Gammatone filter [32] to an input spectrogram to obtain
Gammatone-grams. Gammatone filter can be interpreted as an approximative model
of the sound filtering performed by human hearing system. The resulting output is
again a 96-dimensional representation.

• CQT: We apply a Constant Q Transform [33] an input spectrogram to generate the
so-called CQT spectrograms (or CQT-grams). The transform is computed on four
octaves with 24 bins per octave and minimum frequency of 80 Hz. The resulting
output is also a 96-dimensional vector.

Before applying the filter banks on the spectrograms, we apply several prepro-
cessing steps that aim at normalizing the input signal. First, we transform a stereo audio
signal to mono by averaging over two channels. We take fixed-length audio signal
segments of 3.072 s (96 frames of 512 audio samples) as an input to the system. Each
segment is extracted every 250 ms, as this sampling frequency was reported to improve
clustering [21, 26]. We then downsample the signal to 16 kHz in order to grasp only
the frequency range that is most relevant to speaker identification. Afterwards we apply
a Hamming window of 512 samples (32 ms) with hop of 256 samples combined with a
pre-emphasis filter and Fast Fourier Transform (FFT). All the parameters of the pre-
processing steps were selected based on a set of preliminary experiments.

3.3 Network Architecture

In this section we present the architecture of the proposed recurrent convolutional
neural network (R-CNN) which is trained to model speaker embeddings.

Our network consists of 11 learnable layers: 4 convolutional blocks followed by 2
recurrent layers with 1 fully-connected at the end. Each convolutional block consists of
a convolutional layer, a batch-normalization layer [34] and ELU nonlinearity, as well
as a max-pooling layer.

We select hyperparameters of the convolutional blocks such as the sizes of
convolution kernels and a max-pooling operator, based on a set of preliminary results.
For each convolutional block we use the same size of convolutional kernel: 3 � 3.
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As far as max-pooling layers are concerned, following kernel sizes have been used
(2 � 2) in the first block, (3 � 3) in the second, then (4 � 4) in the third and in the
fourth. For max-pooling layer we use stride equal to kernel width to make those
operations non-overlapping. We treat the resulting feature map of size N � 1 � 15 as a
sequence of 15 N-dimensional vectors and feed them in recurrent layers with GRU
gating mechanism [35].

Our preliminary results suggest that employing exponential linear units (ELUs)
introduced in [36] instead of ReLUs slightly improves classification accuracy. Contrary
to the claim made in [36], we did not observe any speed-ups in learning. During
training we observed an internal covariate shift, i.e. the change in distribution of each
layer’s inputs resulting from the updates of parameters of the previous layers. This
typically slows down the training process and requires lower learning rates along with a
careful parameter initialization [34]. To address these problems, we extended our
architecture with an additional batch-normalization layer placed after each convolu-
tional layer.

We regularize the network with a dropout rate [37] of 0.1 after each convolutional
block, and a stronger rate of 0.3 after the recurrent block. We choose dropout rates
based on the preliminary results. To minimize the expression form Eq. 1 we employ
Stochastic Gradient Descent with mini-batches of size 128 with ADAM optimization
algorithm [38].

4 Experiments

In this section we first introduce datasets used to train and evaluate our method. We
then describe implementation details of our method and the baselines. Finally, we
present the evaluation metrics along with the results of our experiments.

4.1 Datasets

To evaluate our method and compare it with the state of the art, we use following
publicly available datasets: AMI meeting corpus [39] (100 h, 150 speakers), ISCI
meeting corpus [40] (72 h, 50 speakers), and YouTube (YT) speakers corpus [41]
(550 h, 998 speakers). Those datasets cover a wide range of different types of voices of
English speakers and various recording quality standards.

To extend our evaluation method, we collected a set of broadcast material from
major news stations: CNN, MSNBC, Fox News, Bloomberg, RT America, BBC. For
each of the channels we acquired 1 h of YouTube clips with 3.2 individual speakers on
average per clip and 36.4 speakers per channel. The average speech material for an
individual speaker is 2 min and 12 s. The resulting material is over 6 h long and
contains various types of news programs, interviews and debates. It was then manually
labeled with speakers names assigned to every speech segment. Since the dataset also
contains pointers to videos, it can also be used for speech recognition, face detection
and optical character recognition tasks. We release our Broadcast News Videos dataset
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(BNV) to the public2. One shall note that due to the license restrictions on the video
material, the dataset contains only tools and annotations and not raw video files. To
recreate a complete dataset, one shall use the download scripts available in the
repository.

The overview of the datasets can be seen in Table 1. In total, the datasets used for
evaluation cover over 1400 h of recording and over 720 individual speakers. Fur-
thermore, for evaluation purposes all datasets except for the Broadcast News Video
dataset are randomly split into training and testing sets with the proportion of 70% to
30%. Broadcast News Video dataset is used only for testing since its goal is to verify
the performance of our speaker diarization method on previously unseen material.
When evaluating the methods on Broadcast News Video dataset, the training is done on
a union of all the other datasets, that is on AMI, ISCI and YouTube speakers corpus.

4.2 Implementation

We implement our method that uses recurrent convolutional neural network in Python.
For acoustic feature extraction, we employ Yaafe toolkit3 and we derive magnitude,
Mel and CQT spectrogram using this software. To build a deep neural network
architecture we use Keras [42], together with Theano [43]. Our model was trained on
Nvidia Titan X GPU and the training took 18 h.

4.3 Baseline

The baseline for our comparison is a state-of-the-art LIUM Speaker Diarization system
[44]. LIUM is based on a GMM classifier and uses 13 MFCC audio features as an
input. The features are calculated using frames of 25 ms with a Hamming window and
10 ms overlap. It also relies on CLR clustering of speech segments into speakers.

Additionally, we compare the performance of our method with both convolutional
neural network (CNN) and recurrent convolutional neural network (R-CNN) that takes
magnitude spectrogram (SFTF) as an input. The goal of this comparison is to validate
our hypothesis that using filter banks improves the results with respect to the systems
that rely on magnitude spectrograms.

Table 1. Overview of the datasets used in the experiments. All datasets contain 728 h of
recordings and 1416 speakers.

Dataset # speakers #hours

AMI [39] 150 100
ISCI [40] 50 72
YouTubeSpeakersCorpus (YT) [41] 998 550
Broadcast News Videos (BNV)2 218 6

2 http://github.com/cyrta/broadcast-news-videos-dataset.
3 http://yaafe.sourceforge.net/.
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4.4 Evaluation Metric

As our performance evaluation metric we use Diarization Error Rate (DER) [1]. This
metric takes into account both segmentation and classification errors, as well as errors
from speech activity detection stage. The Diarization Error Rate is computed as:

DER ¼ ESpk þEFA þEMiss; ð2Þ

where ESpk is speaker error, defined as the time assigned to incorrect speakers divided
by total time, EFA refers to false alarm speech, defined as amount of time incorrectly
detected as speech divided by total time and EMISS refers to miss speech, defined as the
amount of speech time that has not been detected as speech divided by total time. The
definition of DER also includes acceptance margin of 250 ms which compensate for
human errors in reference annotation.

4.5 Results

The results of the evaluation can be seen in Table 2. Our proposed deep learning
architecture based on recurrent convolutional neural network and applied to
CQT-grams outperforms the other methods across all datasets with a large margin. Its
improvement reaches over 30% with respect to the baseline LIUM speaker diarization
method with default set of parameters.

The results of the R-CNN combined with other features, namely log-Mel-grams and
Gammatone-grams are on par with the best performing configuration, while significantly
outperforming vanilla convolutional neural networkswith the same inputs. In fact, all types
of input features combined with the R-CNN architecture give on average 12% improve-
ment with respect to the results of the CNN architecture. These results clearly show that the

Table 2. Diarization Error Rates obtained for all datasets. Our proposed R-CNN architecture
with CQT-gram features clearly outperforms the other methods. The performance improvement
over the baseline LIUM method reaches over 30%.

Method Features Datasets
AMI ISCI YT BNV

LIUM [44] MFCC 25.1 21.6 26.3 28.5
CNN SFTF 22.4 20.4 24.2 24.6

log-Mel 19.2 18.1 21.5 22.3
Gammatone 18.9 17.5 21.3 22.1
CQT 16.7 15.3 20.1 21.4

R-CNN SFTF 21.7 19.3 23.7 24.1
log-Mel 15.7 14.2 19.1 20.1
Gammatone 15.6 14.1 18.6 19.7
CQT 15.3 13.8 17.8 19.6
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recurrent character of our proposed method allows to better model speaker embeddings
and therefore leads to better overall accuracy of the speaker diarization system.

5 Conclusions

In this work we proposed a novel method that learns speaker embeddings for speaker
diarization problem using recurrent convolutional neural network architecture. To the
best of our knowledge, this is the first approach that employs recurrent convolutional
neural networks to model low-level speaker embeddings in the context of speaker
diarization. We evaluate our method on three publicly available datasets and a new
dataset we collected and released to the public. We prove that by using recurrent deep
learning architecture our proposed method is able to outperform the state-of-the-art
speaker diarization method by a large margin of over 30% in terms of Diarization Error
Rate across all evaluated datasets.

Our future research plans include verifying the effectiveness of deep neural network
architectures in the context of noise reduction and source separation. We also plan to
investigate unsupervised deep learning techniques, such as deep clustering [45] and
recursive autoencoders, on large datasets to obtain speaker embeddings that are able to
discriminate between bigger corpora of speakers.

Acknowledgment. The authors would like to thank NowThisMedia Inc. for enabling this
research.
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Abstract. Active thermography is a highly efficient and powerful technique
that enables us to detect the subsurface defects by heating the investigated
material sample and recording the thermal response using an infrared camera. In
this work a simple variant of the time-resolved infrared radiometry method was
used. The study was conducted for a sample made of the low thermal diffusivity
material with artificially produced aerial defects. As a result of experiment, the
sequence of thermograms was obtained. Heating and cooling curves for each
thermogram pixel were determined and treated as patterns describing local
features of the material. These patterns are recognized by classification tree and
classified into two categories: “defect” or “non-defect”. Advantages of classi-
fication tree is an automatic feature selection and strong reduction of the pattern
dimensionality. On the basis of simulation study, it can be concluded that
classification tree is a useful tool for the characterisation and detection of
material defects.

Keywords: Active thermography � Classification tree � Defect detection

1 Introduction

Non-destructive testing methods are used to detect material discontinuities (i.e. defects)
without changing their properties [1]. This enables us to control the manufacture
quality of the structural elements of devices, their components and even end products.
Typical application areas of the non-destructive testing include:

• aerospace industry,
• automotive industry,
• chemical and petrochemical industries,
• conventional and nuclear power industry,
• railways,
• construction.

In non-destructive testing various methods are used to ensure the quality of
products, e.g.: ultrasonic, radiological, eddy current, as well as the passive and active
thermography [1, 2]. The presence of defect in subsurface material layer can be stated
using a thermal wave theory [3, 4]. This theory plays a fundamental role in the defect
detection with the active thermography methods. According to the theory, when we
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subject a material sample to the periodic thermal extortion with amplitude TbA, the
temperature value at time s and at depth z can be described using a thermal wave
equation [1]:

Tðz; sÞ ¼ TbA � exp � z
l

� �
cos x � s� 2 � p � z

k

� �
ð1Þ

where: TbA – amplitude of the periodic thermal excitation, s – time, z – depth, l and k
are the thermal diffusion length and thermal wave length, respectively, expressed as [5]:

l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � K

x � q � cp

s
¼

ffiffiffiffiffiffiffiffiffi
2 � a
x

r
; k ¼ 2pl ð2Þ

where: K – thermal conductivity of the material, x – thermal wave frequency, q –

material density, cp – material specific heat, a – thermal diffusivity of the material.
The active thermography relies on the heating of the investigated material surface

and then recording the temperature field over the time [5–7]. Depending on the
experimental procedure, various thermal excitation sources are used. In particular, there
is possible to use the short energy pulse (pulsed thermography), periodically variable
heating (lock-in thermography) and long pulse with a low energy (stepped heating). In
each of these methods, a recording of the temperature field in the heating phase,
cooling phase or both of them is conducted. The presence of defect is stated on the
basis of the analysis of recorded temperature field. Different methods are used for this
case: methods based on the modelling of the heat transfer occurred in the investigated
material sample, digital processing methods or machine learning methods [5–8]. As a
result of the stepped heating method, data vectors with multiple features (representing
temperatures) are obtained. Therefore dimensionality reduction methods (e.g. PCA) are
required for classification purposes [8]. In this paper the classification tree is used to
analyze the sequence of thermograms. This method is equipped with built-in feature
selection mechanism, which is a valuable advantage in this application.

From the point of view of the experimental practice, the lock-in and the pulse
methods can be difficult to apply [1]. Therefore, in this work, a simple variant of the
time-resolved infrared radiometry method was used [1, 5]. In this variant, the geometry
of investigated sample is described by a two-layer model, wherein the second layer,
denoted as L2, represents a subsurface defect (Fig. 1).

Fig. 1. Two-layer model of the investigated sample.
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During the experiment, a temperature rise is monitored over the all excitation
period (i.e. the sample under investigation is constantly heated at low power for
a specified time). Eventually, as the result of experiments, the thermal image sequence
(the sequence of thermograms) is obtained.

In this work, on the basis of sequence of thermograms the heating-cooling curves
(H-CCs) are determined and analyzed. The classifier using the classification tree is
proposed to recognize “defect” and “non-defect” areas of the sample. The input pat-
terns of the tree are H-CCs.

The remaining sections of the paper are organized as follows. In Sect. 2, experi-
mental investigations using active thermography are described. Section 3 presents a
classification tree for defect detection on the basis of thermograms. In Sect. 4, we
analyze the thermograms and evaluate the performance of the classification tree.
Finally, Sect. 5 is a summary of our conclusions.

2 Experimental Investigations Using Active Thermography

The active thermography experiments were conducted with an experimental setup
presented in Fig. 2.

The setup comprises of:

1. Long-wave infrared camera IRS336-NDT (FPA detector, spatial resolution: 336256
pixels, NETD < 50 mK) used to record the thermal image sequence.

2. Digital interface GigEVision with GenICam used for linking the camera with PC.
3. PC equipped with the software for data acquisition and processing. It cooperates

with the heat excitation controller and the infrared camera.
4. Halogen lamp with 2.0 kW power equipped with a power amplifier controlled by a

heat excitation controller.
5. Sample under investigation contained artificial defects.
6. Heat excitation controller.
7. USB cable.

Fig. 2. The experimental setup used in the active thermography investigations.
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The sample under investigation was made of Plexiglas. Nine blind flat-bottomed
holes at different depths were drilled in the sample. The holes are made with different
diameters ranging from 2.0 mm to 3.4 mm. The thickness of the sample was equal to
10 mm. To avoid the effect of an external radiation, the heated surface of the sample
was covered with a paint of high band emissivity coefficient (e � 0.95). A scheme of
the investigated sample geometry is shown in Fig. 3.

In the experiments the surface of the sample was heated with a halogen lamp for a
120 s with 70% power. At the same time the sequence of thermal images was recorded
using the infrared camera. The recording was conducted at frame rate equals to 5 Hz.
Further, the cooling phase lasting 80 s without the lamp excitation was recorded as
well. As a result of experiment, the sequence of 1000 thermograms was obtained. Each
thermogram consists of 211 � 212 pixels.

Some examples of thermograms of the surface of investigated sample in Fig. 4 are
shown. They were recorded after time s = 20 s (early heating phase), s = 120 s (end of
the heating phase) and s = 199 s (late cooling phase). Analysing the results shown in
Fig. 4, you can observe the blur of the imaged defects, which is strongly dependent on
the time instant of recording. The blur is due to the nature of the heat transfer process
occurred in the investigated sample. Inside the sample the heat flows in all directions,
including the plane parallel to the surface under investigation. It affects the change in
surface temperature distribution. Between defect and non-defect areas the heat flow is
disturbed and the transition zones appear. The presence of the zones can cause prob-
lems at the data processing stage, especially when the transition pixels should be used
as a source for the training data in machine learning routines.

In Fig. 5 the H-CCs are shown measured in two points representing “defect” and
“no defect” classes. As can be seen from this figure the curve of class “defect” is above
the curve for class “non-defect”. This is because of the lesser local heat capacity in the
defect points, where the material layer is thinner. This phenomenon can be used for
defect detection. In the next section classification tree is proposed, which classify
H-CCs and thus recognizes defect regions.

Fig. 3. The scheme of the investigated sample geometry (each dimension in mm)
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3 Classification Tree for Defect Detection

Decision trees are popular tools of machine learning used for inductive inference. They
approximate a target function discreetly and represent it in a tree structure or alterna-
tively in the set of IF-THEN decision rules. The advantage of decision trees over other
methods of data classification and function fitting, e.g. neural networks, are their direct
interpretability (clear logical rules implemented in the tree) and the ability to act not
only on quantitative but also qualitative (nominal and ordinal) variables.

We focus on the variant of decision trees proposed by Breiman [9] called CART
(Classification and Regression Trees). In our case CART learns to solve the classifi-
cation problem, where the response variable y is a class symbol: “defect” or
“non-defect”. Input patterns are vectors x 2 ℝn representing H-CCs. The successive
components of x are temperatures at successive time instants. Each thermogram pixel is
represented by a pair (x, y), where x = [T1 T2 … Tn] is a H-CC measured for this pixel,
and y 2 {“defect”, “non-defect”}. For N pixels we have a set of N training instances
X = {(xi, yi), (xi, yi),…, (xN, yN)}.

An example of classification tree is shown in Fig. 6. The tree consists of inter-
mediate nodes (marked with triangles), which perform tests on input variables (com-
ponents of x), terminal nodes (leaves; marked with points) with labels indicating a
class, and branches connecting nodes. CART is a binary tree, i.e. each intermediate
node has only two children.

Fig. 4. Thermograms of the surface of investigated sample recorded at s = 20 s (left), s = 120 s
(middle), and s = 199 s (right).
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Fig. 5. The heating-cooling curves representing “defect” and “non-defect” classes.
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The tree is constructed with a top-down induction algorithm (recursive
tree-growing process). In the intermediate nodes the set of instances is split into two
subsets: positive instances that meet the test assigned to the node, and negative ones
that do not meet this test. In the case of continuous variables this is an inequality test of
the form:

vðxÞ ¼ 1; if xi\si
0; if xi � si

(
ð3Þ

where xi is a splitting variable and si is a split-point.
The splitting variables and split points are selected using the a greedy algorithm

which tests all variables (1000 successive temperature values of the H-CC in our case)
and all possible split-points. The best split is selected, which maximizes the drop in
impurity of the node defined by:

DIi ¼ I � pLIL � ð1� pLÞIR ð4Þ

where I is an impurity of the parent node, IL and IR are the impurities of the left and
right children nodes, and pL is the fraction of instances that will go to the left node
when test v is used.

As an impurity measure Gini’s diversity index is used, which for two classes is
defined as:

I ¼ 2qð1� qÞ ð5Þ

where q is the observed fraction of instances that are in category “defect”.
The stopping rule is: the node is pure (it contains only instances of one class) or

there is no reduction in impurity or there are fewer than L instances in the node. When
a node meets one of these conditions it becomes a leaf. The parameter L controls the
depth of the tree. Deeper trees with many leaves are usually highly accurate on the
training data, but tend to overfit. They are not guaranteed to show a comparable
accuracy on a test set. Shallow trees can be more robust and easy to interpret.

non-defect

defect

defect

defect non-defect

x176 < 323.5

x176 < 322.959

x95 < 314.929

x658 < 335.95

x176 >= 323.5

x176 >= 322.959

x95 >= 314.929

x658 >= 335.95

Fig. 6. Example of CART.
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4 Simulation Study

In this section we analyze the thermograms for the sample fragment of 39 � 39 pixels
around the middle hole /10. In Fig. 7 the H-CCs recorded for all 1521 pixels are
shown. They form two overlapped bands: upper band including curves for defect pixels
and lower band including curves for non-defect pixels. Pixels for which H-CCs lie in
the overlapping region can be unrecognized. As we can see from Fig. 7 the overlapping
band is not very wide. A narrow overlapping band means that the classes are well
separated, and that the temperature has a great discriminative power, i.e. the ability to
separate classes “defect” and “non-defect”. But the width of the overlapping band is
dependent on the time. This is shown in Fig. 8 presenting the number of pixels lying in
the overlapping region. For lower time instants the classes are poorly recognizable
because most of 1521 pixels lie in the overlapping region. For time instants greater than
about 100 the number of pixels in overlapping region decreases rapidly to several
dozen or even a dozen or so.

In Fig. 9 the thermograms recorded at time instant 50 (s = 10 s), 100 (s = 20 s),
and 600 (s = 120 s) are shown. The pixels within the defect area are marked with black
dots. Pixels lying in overlapping region are marked with rings. As can be seen from this
figure for s = 10 s pixels from the upper part of the thermogram and pixels from the
defect area lie in the overlapping region. Their temperatures are very similar. After a
time of s = 20 s, the differences in temperatures between “defect” and “non-defect”
pixels are more distinct. Temperatures in “defect” pixels are higher than in
“non-defect” ones. The pixels from the transition zone between defect and non-defect
areas lie in the overlapping region. There is 74 of such pixels. After s = 120 s their
number is reduced to 18. Thus, the temperature has the higher discriminative power for
s = 120 s than for 10 and 20 s.

Classification tree constructed for defect detection on the basis of thermograms in
Fig. 10 is shown. The training set consisted of 1521 labeled x-patterns representing
H-CCs for each pixel. The classification error estimated using 10-fold cross-validation
was 0.53%. As we can see from Fig. 10 only three points of the curves were selected as
splitting variables: T776, i.e. the temperature recorded after the time s = 155.2 s, T73,

Fig. 7. The heating-cooling curves representing “defect” (upper band) and “non-defect” (lower
band) classes for all pixels.
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i.e. the temperature recorded after the time s = 14.6 s, and T138, i.e. the temperature
recorded after the time s = 27.6 s. The embedded mechanism of variable selection is a
valuable property of decision trees. Note that for classification new instances we do not
need to provide entire H-CCs but only three temperature values.

The training set of 1521 instances was split in the root node using T776 into left
subset containing 1250 instances of “non-defect” class, and right subset containing 268
instances of “defect” class and 3 of “non-defect” class. The right subset is further split
using T73 into left subset having only two “non-defect” instances, and right subset
having 268 “defect” instances and one “non-defect” instance. Finally, the right subset is
split using T138 giving two leaves with one “non-defect” instance and 268 “defect”
instances. Note that all leaves of the tree are pure.

The division of the training set in Fig. 11 is shown. The vertical line represents
split-point for T776, which almost perfectly separates two classes. The horizontal line
represents split-point for T73, which separates two “non-defect” instances from the rest
of the data. Third split using T138 (not shown in the figure) separates one “non-defect”
instance from 268 “defect” ones.

In the last experiment we test how the reduction in the x-pattern length to
m < n first components will affect the classifier accuracy. Now patterns x include the
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Fig. 8. Number of pixels for which the heating-cooling curves lie in the overlapping band.

Fig. 9. Thermograms recorded at time instant 50 (left), 100 (middle), and 600 (right). Defect
area are marked with black dots. Pixels lying in overlapping region are marked with rings.

Classification Tree for Material Defect Detection 125



first parts of H-CCs, from T1 up to Tm. Figure 12 shows classification error depending
on m. When m is too small the temperatures measured on the surface of the sample do
not allow the tree to distinguish between classes. For m > *150 the error decreases to
about 1%, and stays at that level up to m = 776. Then the error unexpectedly jumps to
the level of about 0.5%, which is rather accidental.

5 Conclusion

In this work, we have demonstrated on the basis of simulation studies that the thermal
characteristics of the sample, i.e. the heating-cooling curves, are good information
carriers about the subsurface defects in the material. A classification tree used for defect
detection gave very low errors, even for short sequences of thermograms including
beginning of the heating phase (not less than 30 s). But it should be remembered that
our research concerned a simplified case: a fragment of a sample with only one distinct
defect, where the area of defect is close to the area of non-defect (balanced case). In real
applications, where there are many different defects, which total area is much smaller
than the area of the material, higher errors should be expected.

The recursive tree-growing process has embedded mechanism of feature selection,
which allowed the tree to select only three points of the heating-cooling curve out of a
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non-defect defect

x776 < 329.419   

x73 < 312.092   

x138 < 319.793   

  x776 >= 329.419

  x73 >= 312.092

  x138 >= 319.793

Fig. 10. Optimal CART and decision rules expressing the tree.
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thousand to classify perfectly all thermogram pixels as “defect” or “non-defect”. This
automatic selection of the most informative variables, as well as interpretability (a tree
can be expressed as a logical expression which is human understable) and rapid
classification are very suitable for material defect detection using active thermography.
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Abstract. This paper is devoted to the interactive visualization of search results
obtained by the search engine using the concept lattices. We provide a tool in
which the process is realized from the query input, the creation of the concept
lattice and then its visualization. The concept lattices are created using Formal
Concept Analysis which hierarchically organizes the results in the form of clusters
of particular objects composed of the documents with the shared attributes. The
resulted concept lattice is able to provide a structured view on the domain of query
to the user. This work uses Generalized One-Sided Concept Lattice (GOSCL) for
building a hierarchy of concepts. This model is able to create concept lattice from
input data tables that contain different types of attributes representing fuzzy sets.
Thus, the concept lattice is then shown as an interactive graph on which reductions
can be applied, increasing the clarity of the output visualization.

Keywords: Formal concept analysis · One-sided concept lattices · Information
retrieval · Reductions · Visualization

1 Introduction

The area of Information Retrieval (IR) deals with providing a structured view of results
in order to help understand the searched domain. One of the possibilities is to apply
methods from Formal Concept Analysis (FCA) [1] and use them for exploratory data
mining. In this case, users are provided with the hierarchical structure of clusters of
documents, which represent documents subsets with shared attributes defined within the
domain. In standard FCA-based methods work with binary input data tables (so-called
crisp case, where an object has/has-not an attribute). However, in practice, it is necessary
to process different types of attributes, and for this purpose, several fuzzy approaches
were introduced [2–5], or the approach known as Generalized One-Sided Concept
Lattice (GOSCL) is a model of one-sided fuzzification (only on one side of data table),
where it is possible to process heterogeneous data in the form of the generalized input
context with different types of attributes [6].
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FCA can be used to solve various problems of IR systems based on questioning and
navigation. The results returned by the search engine for the query input are typically
formatted as a list of URLs along with the title of the document and its snippet. In the
area of information retrieval, the FCA methods were used in systems such as CREDO
and its extension CRE-CHAIN-DO [7]. The basic step is to build input context for each
query that contains query results as objects and terms found in document title or snippet
as attributes. System CREDO is designed only for processing binary contexts that have
information about whether the word occurs in the document or not. From the context, a
structure consisting of the two-level hierarchy is created. System CRE-CHAIN-DO is
specific by creating concepts and joining them into a hierarchy that resembles a tree
structure. In this type of hierarchy - tree, the single concept has only one parent with
which it shares certain properties. However, this is not a representation of a concept
lattice. Hence, FCA is applied only partially. The idea of a concept lattice is to connect
concepts which share common attributes. This generally leads to the hierarchy-based
structure of domain in which the concepts have more parents and descendants.

Our vision is to apply FCA-based method suitable to work with fuzzy attributes (like
GOSCL) and also to provide visualization of the whole concept lattice within the simple
IR tool. Therefore, the purpose of this work is to create a structured visualization of
search results in the form of concept lattice, where it is possible to use also more complex
(fuzzy) attributes. For this reason, GOSCL algorithm is provided for the creation of one-
sided fuzzy concept lattices. The result of the work and the main contribution is a visu‐
alization tool (browser) which provides such functions and which was implemented and
experimentally tested on selected queries.

The paper is organized as follows: Sect. 2 provides some information on FCA,
Sect. 3 is related to the reduction of FCA outputs and Sect. 4 describes necessary details
regarding GOSCL model. In Sect. 5 the details about the provided tool and its func‐
tionalities and implementation are provided. In Sect. 6 we provide simple experiments
and discussion on the application of the system. At the end of the paper, we add some
conclusions and future work ideas.

2 Formal Concept Analysis (FCA)

When people talk about objects and attributes they formulate their knowledge about the
outside world. They express various arguments that some objects share the same values
for certain attributes (properties). These relationships between objects and attributes are
in most cases represented by a table, where the rows are objects and columns represent
attributes. One of the methods of analysis of tabular data is a formal concept analysis.
The term FCA is often replaced by term “method of concept lattices”, where the input
for analysis of data is tabular data. FCA is a method of exploratory data analysis. This
method gives the user non-trivial information about input data, which can be used
directly or may be used in the further processing of data.

It has been applied in different areas as knowledge discovery and data/text mining,
association rule mining, or information retrieval.
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FCA provides two primary outputs:

1. Concept lattice is hierarchically arranged set of clusters - formal concepts that are
contained in the input table of data. Formal concepts can be compared with each
other. Unless it can be compared, so we can say about them, that one is wider than
the other or specific. An important feature of concept lattice is its simple graphical
representation. The user can examine the data in graphical form, which incorporates
the hierarchical arrangement.

2. Attribute implications describe dependencies between attributes of input data.

There are several available algorithms [8] for the building of concept lattices as
NextClosure, UpperNeighbor and Generalized One-Sided Concept Lattice (GOSCL),
described in Sect. 4.

3 Concept Lattice Reduction Methods

As we mentioned in the previous section, FCA found its application in many different
areas, however, if it is used for analysis of medium or large size data, then generated
concept lattice usually contains a large number of concepts and links between them.
Such concept lattices are hardly understandable, so some reduction methods are needed
to make concept lattice more readable [18]. Basic reduction approaches are based on
thresholding (some ranking method is used to evaluate concept quality and concepts
with quality lower than the threshold are removed). Another simpler approach can be
based on removing concepts which contain less object than some threshold. Also, other
approaches were proposed and can be found in [19, 20], or reduction which transform
concept lattice into the tree-based structure in [21]. Other possible ways for concept
lattice reduction are based on clustering of similar concepts to separate groups and create
from them pseudo-concepts or reduce concept lattices based on some entropy-based
methods [22].

4 Generalized One-Side Concept Lattice (GOSCL)

For the purpose of this paper, we only describe some basic details regarding the theory
of GOSCL [6, 9], some other properties on heterogeneous concept lattices are described
in [10, 11]. For generalized one-sided formal context can be considered as a 4-tuple
c = (A, B, L, R) that meets the following conditions:

1. B is a non-empty set of all attributes and A is a non-empty set of all objects.
2. L: B → CL is a view of a set of attributes to a class all complete of lattices CL. L(b)

is the structure of truth values of attribute b for each attribute b.
3. R is a generalized incidence session, R(a,b) ∈ L(b) for all b∈ B a a∈ A. R(a,b)

represents the degree of L(b), which has an object a ∈ A in attribute b.

A data table for analysis represents the relation R. The ability to create concept lattice
from the table that contains attributes of different types is one main difference compared
to other approaches.
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This algorithm produces concepts of generalized one-sided concept lattice. It starts
with the one concept (defined as 1L in the algorithm) containing the largest value for
every attribute. Operator ∧ is standard lattice operation meet on attribute lattices truth
value structure defined by L. The notation x′ is used if we want to find all objects that
have at least x level of attributes (x is subset of attributes values defining the concept).
Similarly, we can use same notation for reverse function, e.g., if y is some subset of
objects defining the concept, then y′ is respective definition in attributes values.

5 Visualization of Search Results Using Concept Lattice

In this section, our proposed tool is described. It allows a user to enter a query that is
searched by the search engine Google1. From the results obtained, an interactive graph
of the concept lattice is created. The application creation process consists of 6 main steps
from obtaining the results to visualization of the concept lattice.

The first step is retrieving the results. The input of the process is the required query
and the number of documents which the user chooses in the application settings. This
information is processed by GoogleSearch, so it creates the correct request and sends it
to the Internet. The request is processed and the response sent to the search engine. The
result of the process is specific search results in JSON format.

The second step is processing of results. Based on the number of results in the
settings, a table with the number of rows corresponding to the number of results is
prepared. Thereafter, the documents are processed in a way, where each word from the
snippet passes through preprocessing. In this phase, stopwords are deleted, the remaining

1 https://www.google.com.
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words are transformed to lowercase, stemmed and after that, they create a column in the
table if the word has not yet existed.

The third step is devoted to the creation of input context. The input to this process
is a table with information about the count of occurrences of words in documents and
the type of context that is represented by the information retrieval model. The application
allows the user to choose between a Boolean and a Vector model. To describe the
Boolean model, we used a representation of data in the form of a binary value matrix,
so 0 if the word in the document is not found, 1 if the word in the document occurs. The
Vector model represents a matrix of values of 0 if the word in the document is not found
and the frequency of the term in the case that word in the document occurs. Based on
the context type selected in settings, the appropriate context is created.

The fourth step is the creation of a concept lattice and preparation for visuali‐
zation. The concept lattice is created through the GOSCL and for visualization of
concept lattice, we chose the JUNG2 project. The graph in JUNG is defined as a set of
nodes and a set of edges. Based on this, it is necessary to convert the concept lattice into
the appropriate form acceptable by JUNG, where the node will represent the concept
and edge relationship between the concepts. We created the node for each concept from
the concept lattice into which we inserted this concept. The concept is described by two
sets. The first is a set of the object which belongs to the concept and the second set is
the ordered set of values that the terms acquire, where the term is determined by the
position in the set. Based on this information, we created three ordered sets from the
table. The first set contains the actual document objects. The second set contains only
those objects of terms that have an occurrence value other than 0 and the third are the
occurrence values of these terms. Since the node represents the concept, it was necessary
to create a set of oriented edges for each concept of the concept lattice in all its top
concepts. Each such edge contains a set of terms that originate from the difference of
the term sets from the bottom and top nodes. The resulting nodes and edges are inserted
in a graph visualized by JUNG.

The fifth step is a reduction of concept lattice. The input to this process is the
concept lattice containing all the concepts (nodes) and all the edges between them. We
provide two types of reductions that can be selected in the application interface. Based
on the settings, the appropriate cropping of original concept lattice is performed and it
creates a newly reduced concept lattice. Our application allows the user to trim the
concept lattice in two ways. The first reduction method relates to the removal of only
the lower, i.e., the most specific node (usually did not contain any document). The second
type of reduction uses the support function [17]:

support (Y) =
|
|Y

′|
|

|A|
(1)

where A is set of all objects and Y is attribute set of some concept for which support is
computed. Based on support function we crop a concept lattice based on an input value
from a user in the range of <0,1>. It represents the percentage expression of the crop

2 http://jung.sourceforge.net/.
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boundary, which is calculated from the maximum count of documents. Thereafter, we
remove all concepts whose number of documents is smaller than the threshold.

The last, sixth step is a visualization of concept lattice. The input to the process is
a graph created by means of JUNG. Thereafter a visualization is created in which it is
defined in terms of the node layout to levels, the appearance of nodes and edges, the
interactivity of the graph. The result of the process is an interactive graph, which can be
seen in Fig. 1, where we present the user interface of the created application. For node
layout, the JUNG library provides a DAG algorithm that is used for directed acyclic
graphs. The DAG deploys the nodes through the layers using directed edges in a bottom-
up way. Each node with no incoming edges is placed at a zero level. In our case, this
node represents the most specific concept. The most generic concept is at the highest
level, and it is a node with no outcoming edges. In our application, you can zoom in and
zoom out using the mouse wheel within interactivity, using the right mouse button to
move the graph. For nodes, we have implemented the tagging, i.e. selecting the node
with the left mouse button. By marking the node changes color, size and can be moved
within the visualization area. The node representing the concept contains information
about words and documents (websites) that are displayed just after clicking on the node.

Fig. 1. Reduction of fuzzy concept lattice by support for the input query.

As you can see from Fig. 1 our application is divided into several parts:

• The top part is responsible for the input, which will give us the results of the search.
However, our system allows not only to process text documents that are currently
downloaded from the Internet but also text from the file by button From File in which
individual page snippets replace a part of the text contained on the page. The top part
is the Settings button that is described below.

• On the left side, there is an interactive visualization area showing a graph of the
concept lattice where nodes are organized using DAG layout.
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• In the upper right corner of this area, there are picture buttons. The Refresh button,
whose task is to redraw the same graph with a different layout of nodes within a level.
Part of the area is a blue button showing information about all the search results,
which will appear in the right part of the application after clicking on it.

• The right side of the application is responsible for providing two types of information.
Information about the documents displayed when the graph is first rendered and
information about the node when a node is selected in the graph. Documents infor‐
mation contain keywords, set of words that make difference for current node to its
upper (more generic) concept. Within the information provided to a particular result
(document), there is a section of words in which all the words appearing in all docu‐
ments are displayed. Information about the node consists of a list of words and docu‐
ments representing the concept. Each node can contain old words that node inherits
from higher concepts and new words marked in red that occur in the node for the
first time. In the Documents section, you can see a list of documents which share
common words. Also, a website for each document can be seen in the section Search
results.

6 Experiments

In this section, we describe experiments with our proposed application. The measure‐
ments within the experiments were repeated for ten different queries. For each meas‐
urement, we generated three curves showing the minimum, maximum, and average
values for a given measurement. We analyzed the results based on average values.

First experiments were related to the analysis (shown in Fig. 2) of the dependency
between the number of search results and the number of created concepts. The meas‐
urements took place in the following settings. A minimum number of words in different
documents with a value of 1, with no reduction of the concept lattice. As it can be seen,
the number of concepts grows almost linearly with the number of documents.

Fig. 2. The dependence of the number of concepts on the number of results for fuzzy concept
lattice.
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The next experiments (shown in Fig. 3) deals with the effect of support function on
the number of concepts of the concept lattice in reduction phase. The measurement
shows the percentage of uncut concepts for fuzzy concept lattice. We measured 100
results without reducing input data, where the minimum number of occurrences of words
in different documents is set to 1. As you can see, the value of support greatly reduces
the count of concepts. Already at the lowest tested value of support (0.1), the number
of concepts is reduced to 5%-6% in average. At 0.3, for binary and fuzzy contexts,
practically only 1% of concepts remains after the reduction phase.

Fig. 3. The dependence of the number of concepts on the support value for fuzzy concept lattice.

In conclusion, we would like to summarize that according to more experiments, the
concept lattice without the use of reduction, which is readable to the user, need to be
created from a maximum of 10 results. If we use support function, the graph’s readability
depends on its value. By our experiments, we found that for 100 results, we reached a
readable graph for support with a value of 0.2.

From the computation point of view, we have found that most consuming part of the
application are actually the step for the search of results through API, and the creation

Fig. 4. Application processing time for different queries (in seconds)
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of graph (but for a reasonable number of results it is mostly the problem of preparation
of JUNG-based visualization, not the computation of lattice). The processing times of
particular operations for 100 objects in results set (on different queries) is shown in
Fig. 4. For smaller query results sets (under 20–50 objects, depends on the usage of
reductions) with a reasonable amount of visualized concepts, the processing time of
application is usually under half of one second.

In the future we would like to apply our visualization tool not only in the context of
information retrieval or text-mining tasks [12, 13], but also in support of understanding
the documents from different domains, like e-learning [14], data on patients from
medical domain [15], or other data mining related domains [16].

7 Conclusion

The main aim of this paper was to provide information on the developed tool in Java
which is able to process the results obtained from web engine by the selected query and
to create concept lattice by one-sided fuzzy concept lattices. The results are hierarchi‐
cally organized, according to different specific combinations of different types of attrib‐
utes. The created graph of concept lattice in this tool is enriched with interactive features
which allow to create, show and reduce concept lattice based on requests of the user.
Based on the implemented solution and experiments we found that individual reductions
increase the clarity of the output visualization, improve navigation within the docu‐
ments. The application in the current state provides space for possible extensions. For
example, using fuzzy attributes for other information than just word count in a document.
For improving visualization more reduction approaches could be applied. Another
possible extension might be to rework the application into a web application using some
well-known javascript library for graphs.
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Abstract. The controllers are interesting type of information systems. Their
structure and parameters for atypical applications usually are selected by trial
and error method, which can be time-consuming. In this paper a controller
structure, which is an ensemble of PID controller and fuzzy system, and an
automatic evolutionary method for its construction is presented. The significant
feature of proposed method is that the controller elements, that increase its
complexity but do not improve the controller precision in the sense of the
adopted evaluation function, can be reduced. Moreover, this method allows to
use the knowledge of the controlled object. A typical control problem has been
used to test the authors approach.

Keywords: Evolutionary method � Controller � PID � FIR � Fuzzy system

1 Introduction

The controllers are interesting type of information systems. The controllers goal is to
affect an controlled object to obtain expected results (for example a specific state of the
object). The most often used in practice are PID controllers (see e.g. [1, 8]). These
controllers are based on three elements (three-term controllers): proportional (P),
integral (I) and differential (D). Using of P, I and D elements allows for processing
respectively: current error, accumulation of deviations from the past and predicted
future deviations. In the literature many controllers that use combination of P, I and D
elements can be found: PI with feed-forward [10], PID with additional low-pass [11],
PID with anti-windup and compensation mechanism [15], pseudo-derivative feedback
with feed-forward gain (PDFF) [4], PID controllers that process multiple input signals
[3, 13], etc. Among other types of controllers fuzzy systems based controllers (see e.g.
[16]) have a significant meaning. The fuzzy systems belong to computational intelli-
gence methods (see e.g. [2]). Their advantage is that their fuzzy rules contain inter-
pretable information about how to generate a control signal. However they cannot
process accumulation of deviations from the past and predicted future deviations.

In the process of controller construction the following properties are usually taken
into consideration: (a) rise time, (b) overshoot, (c) settling time, (d) steady-state error,
and (e) stability. Due to this reason it is important to use the filters on controller input
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signals [17]. Such signals are often burdened by noise or digital resolution of the
sensors used to measure them. One of the most commonly used filters are finite impulse
response filters (FIR, [1]). The feature of such a filter is that when its input is given as
a signal with finite length (in a time domain) the output value has also finite length.
This is due to the fact that the FIR filters (as opposed to infinite impulse response-IIR)
have no feedbacks. All this makes the design of the controllers for special applications
(for which there is no clear methodology in the literature and which is usually solved
by trial and error method) a complex issue [7].

In our previous work we discussed the controllers, which structure is an ensemble
of PID controller and fuzzy system with FIR filters (FIR+PID+FS, [9]). However, such
regulators use a full set of P, I, D processing elements for each input signal, and a full
structure of the fuzzy system (resulting from, for example, the set of input parameters).
The approach introduced in this paper enables the automatic reduction of the proposed
structure, which is a novel feature. This was achieved by using: (a) flexible (dynamic)
structure of the fuzzy system, and (b) dedicated evolutionary learning algorithm. This
solution has not been discussed before in literature. This is important because: (a) it
simplifies hardware implementation, (b) simplifies fuzzy rules writing, and (c) it makes
easier to interpret how the controller works.

The structure of this work is as follows: in Sect. 2 proposed controller is described,
in Sect. 3 an evolutionary method for controller construction is provided, in Sect. 4
a simulation results are presented, and in Sect. 5 a conclusions are drawn.

2 Description of Proposed Controller

The structure of proposed controller is presented in Fig. 1. It consist of four layers that
are described later in this section.

2.1 Filtration Layer

Finite impulse response filters (FIR) are one of the most commonly used filters. The
purpose of FIR filters is to smoothen the signal values. It is achieved by averaging
weighted values from consecutive time steps. The output value of the filter depends on
the filter length and its numerical parameters. Although FIR filters are used to improve
the quality of control and to reduce impact of signal noise, they might decrease the
controller efficiency [17]. This is due to the fact that the filtration adds a side effect -
phase delay of the filtered signal.

The filtration layer of the controller (see Fig. 1) contains a FIR filters. For each
controller input signal output values of filtration layer are calculated as follows:

eFILq kð Þ ¼
XsFILq �1

l¼0

bFILq;l � eSIGq k � lð Þ; ð1Þ

where sFILq stands for odd length of the filter (filter has to have a middle element),
q ¼ 1; . . .;Q stands for input signal index, Q stands for number of input signals,
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eSIGq k � lð Þ stands for input signal from k � l time step, bFILq;l stands for the weight of the
signal for k � l time step calculated as follows:

bFILq;l ¼
sin 2�p�ftFILq � l�0:5� sFILq �1ð Þð Þð Þ

p� l�0:5� sFILq �1ð Þð Þ for l 6¼ 0:5 � sFILq � 1
� �

2 � ftFILq for l ¼ 0:5 � sFILq � 1
� �

;

8><
>: ð2Þ

where ftFILq stands for frequency of the filters. In this paper values of parameters sFILq

and ftFILq are selected automatically.

2.2 PID Layer

The PID layer of the controller (see Fig. 1) contains three parallel placed elements (P,
I and D). Outputs of this layer are calculated as follows:

eCON3q�2 kð Þ ¼ KCON
3q�2 � eFILq kð Þ

eCON3q�1 kð Þ ¼ KCON
3q�1 �

Pk2¼k

k2¼0
eFILq k2ð Þ

eCON3q kð Þ ¼ KCON
3q � eFILq kð Þ � eFILq k � 1ð Þ

� �
;

8>>>><
>>>>:

ð3Þ

where KCON
3q�2 is enforcement parameter of element P, KCON

3q�1 ¼ Ts=T I (T I stands for

integral time constant, and Ts stands for control time step), KCON
3q ¼ TD=Ts (TD stands

Fig. 1. Proposed controller structure.
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for differential time constant) (i ¼ 1; . . .; n), and n stands for the number of parameters
multiplied by number of input signals (each filtered signal generate three outputs
n ¼ 3 � Q). The parameters KCON

1 ; . . .;KCON
n are selected automatically by proposed

evolutionary method.

2.3 Normalization Layer

The purpose of normalization layer of the introduced controller (see Fig. 1) is to adjust
(normalize) the signal values to fit the role of fuzzy system inputs. This normalization is
executed as follows:

eNORi kð Þ ¼ p3NORd2 ið Þ �
1

1þ exp � p1NORd2 ið Þ � eCONi kð Þ � p2NORd2ðiÞ
� �� � þ p4NORd2 ið Þ ; ð4Þ

where p1NORq , p2NORq , p3NORq , p4NORq stand for parameters of normalization function,
calculated as follows:

p1NORq ¼
� log � yCST

yCST�eMAX
q þ eMIN

q

� �
þ log �yCST�eMAX

q þ eMIN
q

yCST

� �
eMAX
q �eMIN

q

p2NORq ¼
�eMIN

q � log � yCST

yCST�eMAX
q þ eMIN

q

� �
þ eMAX

q � log �yCST�eMAX
q þ eMIN

q
yCST

� �
eMAX
q �eMIN

q

p3NORq ¼ yMAX � yMIN

p4NORq ¼ yMIN;

8>>>>>>>><
>>>>>>>>:

ð5Þ

where eMIN
q and eMAX

q stand for minimum and maximum of acceptable values of the

signals eSIGq kð Þ, yCST stands for small value resulting from an infinite medium of sigmoid

function, yMIN and yMAX stand for lower and upper values of normalization function.

2.4 Inference Layer

The inference layer of the controller (see Fig. 1) is based on a fuzzy system of the
Mamdani type. It works on the basis of fuzzy rules. The fuzzy rules allow for inter-
pretation of system behavior which is a significant advantage of such systems. In case
of considered in this paper Mamdani system with singleton fuzzification [16], the fuzzy
rules notation can be defined as follows (according to the controller notation used in
this paper):

Rb : IF e1ðkÞ is Ab
1 AND . . . AND enðkÞ is Ab

n THEN uðkÞ is Bb
� �

; ð6Þ

where b stands for fuzzy rule index (b ¼ 1; . . .;N), ei kð Þ stands for controller input
signals (i ¼ 1; . . .; n), u kð Þ stands for controller output signal, Ab

i stands for input fuzzy
sets determined by the membership functions lAb

i
�xið Þ (i ¼ 1; . . .; n), Bb stands for

output fuzzy sets determined by the membership functions lBbð�yÞ.
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Output signal �uðkÞ of the fuzzy system can be calculated with center of area method
(details can be found in our previous works, see e.g. [5, 8, 16]):

�u kð Þ ¼
PN
r¼1

�yr � S
N

b¼1
T sb eNOR kð Þð Þ; lBb yB

SYS
r

� �n on o
PN
r¼1

S
N

b¼1
T sb eNOR kð Þð Þ; lBb yB

SYS
r

� �n on o ; ð7Þ

where yBr stands for centers of output fuzzy sets (r ¼ 1; . . .;N), Sf�g and Tf�g stand
for triangular norms (t-norms and t-conorms, [6]). The firing level of the each fuzzy
rule (6) of system (7) is calculated as follows:

sb eNOR kð Þ� � ¼ T� lAb
1
eNOR1 ðkÞ� �

; . . .; lAb
n
eNORn kð Þ� �

;

CINP
1 � CSET

1;b ; . . .;CINP
n � CSET

n;b

( )
; ð8Þ

where CINP
i 2 f0; 1g and CSET

i;b 2 f0; 1g are binary “keys” that determine whether
respectively fuzzy system input or fuzzy set is active or reduced from the system
(element is active if the value of key equals 1, element is reduced if the value of the key
equals 0), and T�f:g is the weighted t-norm [16] in the form:

T� a1; a2;
w1;w2

� �
¼ T

1� w1 � ð1� a1Þ;
1� w2 � ð1� a2Þ

� �
¼e:g: 1� w1 � ð1� a1Þð Þ � 1� w2 � ð1� a2Þð Þ:

ð9Þ

Values w1 and w2 2 0; 1½ � in the formula (9) mean weights of importance of the
arguments a1; a2 2 0; 1½ �. Please note that T� a1; a2; 1; 1f g ¼ T a1; a2f g and
T� a1; a2; 1; 0f g ¼ a1.

3 Description of Evolutionary Method for Controller
Construction

Method of construction of the proposed controller is based on knowledge about
modelled object (process), which allows to automate controller selection phase without
risk of damaging of real object. Moreover, proposed method is on a genetic algorithm.
This algorithm belongs to computational intelligence methods that are used mostly to
solve optimization problems. Their main characteristic is that they are capable of
finding approximate solutions in acceptable time. Genetic algorithms are part of
population-based algorithms [16], where process of finding solution is based on
modification (processing) of the group of individuals (population). Each individual
encodes a complete solution to the problem under consideration.
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3.1 Encoding of the Individuals

The proposed encoding of the individuals is based on Pittsburgh approach, where
single individual Xch encodes information about controller. Presented controller consist
of numerical parameters of its elements and binary parameters that allow to reduce its
structure. Thus, each individual takes the following form:

Xch ¼ XPAR
ch ;XSTR

ch

� 	
; ð10Þ

where XPAR
ch contains numerical parameters defined as follows:

XPAR
ch ¼

sFIL1 ; . . .; sFILQ ; ftFIL1 ; . . .; ftFILQ ;KCON
1 ; . . .;KCON

n ;

xA
SYS
1;1 ; . . .; xA

SYS
n;1 ; . . .; xA

SYS
1;N ; . . .; xA

SYS
n;N ;

rASYS
1;1 ; . . .; rASYS

n;1 ; . . .; rASYS
1;N ; . . .; rASYS

n;N ;

yB
SYS
1 ; . . .; yB

SYS
N ; rBSYS

1 ; . . .; rBSYS
N

8>>><
>>>:

9>>>=
>>>;
; ð11Þ

where KCON
1 ; . . .;KCON

n represents all parameters from Eq. (3), xA
SYS
i;b and rASYS

i;b are
centers and sizes of chosen in this work Gaussian membership functions that represents

input fuzzy sets Ab
i , yB

SYS
b and rBSYS

b are centers and widths of chosen in this work
Gaussian membership functions that represents output fuzzy sets Bb. The binary
parameters XSTR

ch are defined as follows:

XSTR
ch ¼ CINP

1 ; . . .;CINP
n ;CSET

1;1 ; . . .;CSET
n;1 ; . . .;CSET

1;N ; . . .;CSET
n;N

� 	
: ð12Þ

3.2 Processing of the Individuals

Encoding of the individuals (10) enables using the population-based algorithms to find
a satisfactory set of parameters. Typical population-based algorithms are designed to
process exclusively the numerical or binary values. Therefore, mechanisms from dif-
ferent algorithms can be combined to process both types of values [5]. Used in this
paper optimization method is based on genetic algorithm. In the first step of the
algorithm a population of N init individuals is generated randomly. Next, these indi-
viduals are evaluated by fitness function that assigns them values that defines their
adaptation (quality) in the population. In the second step offspring population is gen-
erated. For this purpose parent individuals are selected from the base population (by
any type of selection mechanism, see e.g. [16]) and on their basis the offspring indi-
viduals are formed. To create them crossover and mutation genetic operators are used
to modify numerical values and binary genetic mutation operator is used to modify
binary values. The offspring individuals are evaluated by fitness function as well. Next,
the individuals for the next generation (iteration) of the algorithm are selected. The
common approach is the selection of best NPOP individuals (according to fitness
function values) from both parent and offspring population. In the last step of the
algorithm a stop condition is checked. If this condition is met (for example specified
number of iterations was achieved) the algorithm stops and the best individual is
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presented. In the other case the algorithm goes back to the second step. More details
can be found in e.g. [5, 12, 16].

4 Simulations

The simulations were aimed at showing the possibilities of reducing controller elements
and on increasing controller efficiency with active filters of the signals. Therefore, the
simulation variants shown in the Table 1 have been tested.

In the simulations the Mass-Spring-Dump problem was used [8] with the following
criteria used for evaluation: (a) RMSE between expected state of the object and actual
state, (b) oscillations of the controller output (OSC - see [8]), (c) overshooting of the
actual object state (OVH - see [8]), and (d) number of active fuzzy sets (SET). These
criteria were integrated in the fitness function (FF) used to evaluate the individuals
(encoded according to Eq. (10)):

ff Xchð Þ ¼ w1 � RMSEþw2 � OSCþw3 � OVHþw4 � SET; ð13Þ

where w1 ¼ 5:00, w2 ¼ 0:20, w3 ¼ 1:00, and w4 ¼ 0:02 stands for chosen weights of
fitness function components. According to Eq. (13) the smaller values of the fitness
function mean better performance of the individual. In case of greater number of
components of the evaluation function, formula (13) should be replaced by another
method of multi-criterion optimization.

The simulation goal is to put position s1 of mass m1 into expected position s� (the s�

changes in time) with smallest error of fitness function value as possible. More details
about simulation problem can be found in [8].

For the simulations the parameters of controller (see Fig. 1) were set as follows:
Q ¼ 3 (eSIG1 kð Þ ¼ s1 � s�, eSIG2 kð Þ ¼ s1, eSIG3 kð Þ ¼ s�), Ts ¼ 0:0001 s, type of trian-
gular norms: algebraic, the noise of the input signals: 1%.

For the optimization algorithm (described in Sect. 3, the following parameters were
set: number of individuals: 100, number of iterations: 1000, crossover probability:
0.90, mutation probability: 0.30, mutation range: 0.15, binary mutation probability:
0.10, selection method: roulette wheel, number of simulations for each case: 50 (the
results were averaged). The minims and maxims of parameters from Eq. (11) were set

Table 1. Considered simulation cases (‘*’ denoted a number of fuzzy rules).

Case
name

Possible reduction of
inputs (CINP)

Possible reduction
of fuzzy sets (CSET)

Binary parameters limitations

*NN No No CINP
i ¼ 1 and CSET

i;b ¼ 1

*NY No Yes CINP
i ¼ 1 and CSET

i;b 2 0; 1f g
*YN Yes No CINP

i 2 0; 1f g and CSET
i;b ¼ 1

*YY Yes Yes CINP
i 2 0; 1f g and CSET

i;b 2 0; 1f g
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as follows: sFILq 2 5; 25½ �, ftFILq 2 0:1; 0:5½ �, KCON
i 2 �1; 1½ �, xA

SYS
i;b 2 �1; 1½ �,

yB
SYS
b 2 �1; 1½ �, rASYS

i;b 2 0:1; 0:3½ �, and rBSYS
b 2 0:1; 0:3½ �.

The obtained results are presented in Table 2. The fuzzy rules notation and fuzzy
rules visualization for best controllers (according to fitness function value) are shown in
Fig. 3 and in Table 3. The simulations visualization of signals s1, s� and output of the
controller u kð Þ for examples of 3YN and 5YN controllers are presented in Fig. 2.

Table 2. Averaged simulation results (BST stands for best obtained RMSE, and PID stands for
average number of active P, I, and D elements). Significant results were marked in bold.

Controller/Case Filters N CINP CSET FF RMSE BST OSC OVH PID SET

PID+FS [8] No 3 Yes No 1.625 0.128 0.090 2.450 0.195 4.5 13.5
Cascade PID [14] Yes 3 No No 3.663 0.144 0.076 13.767 0.190 7.5 –

3NN (this paper) Yes 3 No No 2.858 0.191 0.091 3.644 0.575 9.0 27.0
3NY (this paper) Yes 3 No yes 1.603 0.170 0.088 2.081 0.105 9.0 10.5
3YN (this paper) Yes 3 Yes no 1.431 0.172 0.112 1.483 0.170 1.6 4.8
3YY (this paper) Yes 3 Yes Yes 1.532 0.197 0.129 1.647 0.142 1.5 3.5
5NN (this paper) Yes 5 No No 2.339 0.126 0.065 2.281 0.255 9.0 45.0
5NY (this paper) Yes 5 No Yes 1.702 0.127 0.084 2.548 0.137 9.0 18.8
5YN (this paper) Yes 5 Yes No 1.456 0.156 0.108 1.412 0.190 1.8 9.1
5YY (this paper) Yes 5 Yes Yes 1.501 0.165 0.128 1.715 0.137 1.7 8.8

Fig. 2. The simulations visualization of signals s1, s� and u kð Þ for examples of: (a) 3YN and
(b) 5YN controllers. The grey line stands for expected state of the object (signal s�).
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Simulation conclusions can be summed up as follows:

– The controllers based on fuzzy system (7) generated output signal with small
amplitude of oscillation (Table 2, column OSC).

– The controllers based on a fuzzy system with possible reduction of its elements had
smaller overshooting in comparison to controllers with static structure (Table 2,
column OVH) and lower complexity (Table 2, columns PID and SET).

– Using FIR filters slightly weakened controllers efficiency in the sense of fitness
function (13) (Table 2, column FF, PID-FUZZY vs. 3NN/5NN). However, the use
of controllers with possible reduction of its components eliminated this weakness.

– The best RMSE values were obtained by controllers with possible reduction of
fuzzy sets (Table 2, column RMSE, 3NY/5NY). Simultaneously controllers with
possible reduction of fuzzy sets and inputs were characterized by simplest structures
and satisfying RMSE (Table 2, columns: RMSE/PID/SET, 3YY/5YY)

– The controllers based on fuzzy system with higher number of fuzzy rules (N ¼ 5)
and possible reduction of fuzzy sets perform best in sense of fitness function (13). At
the same time, for 5NN and 5NY cases, obtained RMSE was better than in case of
controllers without using filters.

– The fuzzy rules presented in Table 3 and in Fig. 3 are simple and interpretable. At
the same time, the best obtained cases of controllers quickly adjust the position of
the mass (s1) to the expected position (s�) and their performance is satisfactory in
the sense of the adopted fitness function (13) (see Fig. 2).

Fig. 3. Fuzzy rules notation of best obtained controllers for: (a) N ¼ 3, (b) N ¼ 5. The fuzzy
sets for reduced inputs were skipped (eNOR2 kð Þ −eNOR5 kð Þ, eNOR7 kð Þ, eNOR9 kð Þ). At the same time the
reduced fuzzy sets were marked grey.

146 K. Łapa and K. Cpałka



5 Conclusions

The PID-fuzzy controllers with dynamic structure and evolutionary method for its
construction proposed in this work performed very well in the simulations. It allowed
to significantly reduce the complexity of the controllers while maintaining their
acceptable operating accuracy, overshooting and oscillation. The use of the reduction
also improved the performance of fuzzy controllers with FIR filters (in the sense of
accepted evaluation criteria) in comparison to the controllers without possible reduction
of their structures.

The evolutionary construction of the controllers with reducible structures can be
applied, among the others, for a system where the controller should perform accurate
and should be characterized by simple structure (due, for example, to the requirement
of hardware implementation).
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Abstract. Community detection aims to extract the related groups of nodes
from complex networks, by exploiting the network topology. Different
approaches have been proposed for community detection, where most of them
are based on clustering algorithms. In this paper we investigate how we can use
the clustering for the community detection in the academic social bookmarking
website: Bibsonomy. Our goal is to determine the most suitable clustering
algorithm for similar user detection in Bibsonomy. To realize that, we have
compared three clustering algorithms: The k-means, the k-medoids and the
Agglomerative clustering algorithms. Experimental results demonstrate that
k-means performs better than the other algorithms, for community detection in
Bibsonomy.

Keywords: Community detection � Data visualization � Clustering algorithms

1 Introduction

Community detection aims to extract set of clusters in large graphs. Each cluster con-
tains a group of nodes which have a high relationship between them. According to the
previous studies of Hotho et al. [1], a social network can be represented by undirected
hypergraph, called: Folksonomy. In this hypergraph, the nodes represent the set of users,
tags and documents. The edges represent the relations that connect these nodes. Several
approaches have been developed for the community detection in social networks. Some
of these approaches divide the entire graph to many subgraphs, where each subgraph
represents a community as in the Spectral algorithm [2] and the division algorithms
Radicchi [3]. Other approaches are based on subgroup discovery [4], genetic algorithm
[5, 6], random walks on graphs [7–9], Non-negative matrix factorization (NMF) [10], or
on the nature of overlapping communities in the real world scenario [11].

Clustering is one of the most used techniques in data analysis process. It aims to
regroup the objects into groups, where the similarity between the objects of a same
group is higher than the similarity between the objects from different groups. Many
studies have exploited the clustering algorithms to identify the contained communities
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in the network [12–15]. The k-means, the k-medoids and the agglomerative clustering
algorithms are most used in this area. In this paper, we aim to evaluate the impact of
these three clustering algorithms on the community detection in the academic social
bookmarking system: Bibsonomy [16]. To realize that, we have used a sample of
Bibsonomy users to construct a distance matrix. Then, we have applied the clustering
algorithms on the obtained matrix. To determine the number of clusters, we have used
the clustering validation measure: SSE(Sum of squared errors). This measure allows us
to determine the ideal number of clusters in the k-means and the k-medoids algorithms.
To evaluate the performance of each clustering algorithm, we have used the SSE
measure and a human evaluation, which aims to determine the number of similar users
in each obtained cluster. The rest of the paper is organized as follows: Sect. 2 provides
an overview of the related work in the area of similarity calculation between items.
Section 3 presents our method for measuring the distances between users. Section 4
describes the experimental and the computational details. Section 5 describes the
experimental results. Finally, we conclude the paper in Sect. 6.

2 Related Work

In social networks, finding the similar items, tweets or users, represents an important
step in recommendation systems [19–23], topic detection [17] and community detec-
tion [18]. Most of previous recommendation approaches calculate a similarity between
items and target users, a similarity between items, or a similarity between target users,
to select and recommend the most suitable items to user interests. Kumar and Talebi
[19] proposed a new movies recommendation approach, which calculate a similarly
between user’s tweets and scenarios of movies. They used a variant of k-NN algorithm
to predict movie tweets popularity. Zangeler et al. [20] proposed new approach which
recommends the appropriate tags to the user during the creation process of the new
tweet. Lu et al. [21] re-rank the tweets in the user timeline, by calculating a similarity
between the tweets and the user profile. The user’s previous tweets are used to con-
struct the user profile. Ricci et al. [22] proposed a new recommendation approach based
on the twofold similarity. This approach combines in a novel way content and
collaborative-based filtering techniques. Armentano et al. [23] developed a new rec-
ommendation algorithm which aims to recommend information sources to information
seekers in Twitter. This algorithm selects a set of candidate users and ranks them
according to the similarity between the content of published tweets by the candidate
users and the target user interests.

In the field of community detection in social network, many studies have exploited
the weights of social network edges which relate the social network nodes, to detect the
similar nodes. Steinhaeuser and Nitesh [28] proposed a new community detection
approach for social network based on edge weighting methods. They calculated the
edge weight between nodes using the clustering coefficient similarity (CCS), the
Common Neighbor Similarity (CNS) and the Node Attribute Similarity (NAS). Liu
et al. [29] proposed a new algorithm based on multiobjective evolutionary algorithm,
called MEAsSN. This algorithm can detect both the separated and overlapping com-
munities from signed social networks. Pizzuti [30] proposed a genetic based algorithm
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to discover communities in social networks. This algorithm introduces the concept of
community score and searches for an optimal partitioning of the network by maxi-
mizing the community score. Du et al. [11] proposed a new algorithm for community
detection in large-scale social networks, called ComTector (Community DeTector).
This algorithm is based on the nature of overlapping communities in the real world and
does not require any priori knowledge about the number or the original division of the
communities. Qi et al. [31] proposed an algorithm for community detection with edge
content. This approach exploits the structural and content aspects of the network with
the use of a matrix factorization approach.

Other approaches calculate a similarity between users to achieve different goals.
Lee et al. [24] proposed a new method for calculating the similarity between users,
using the user’s location information. They used the semantics of the location rather
than the physical location, in order to capture the user’s intention and interest. ElSherief
et al. [25] proposed a novel temporal similarity metric, based on matrix vectorization,
to determine the similar mobile users. Lv et al. [26] proposed a new approach to
measure user similarity for location-based social networks (LBSNs). This approach is
based on GPS trajectory mining, to extract the routine activities of the users. McKenzie
et al. [27] proposed a new approach which exploits sparse and unstructured data
provided by other users, to calculate user similarity. In our work, the user similarity is
based on the number of common tags with other users. The similarity between two
users is equal to the number of common tags they have used to annotate the bookmarks
in Bibsonomy. The next section represents the details of our method of calculating the
similarities between users.

3 User Similarity Calculation

In our work, the similarity between two users U1 and U2 is calculated according to the
number of common tags between them. This similarity is calculated as follows:

SimðU1;U2Þ ¼ tagsU1
\ tagsU2

�
�

�
�= tagsU1

[ tagsU2

�
�

�
� ð1Þ

Where:
tagsU1

: is the set of used tags by the user U1 to annotate his bookmarks.
tagsU2

: is the set of used tags by the user U2 to annotate his bookmarks.

This similarity is used to construct the distance matrix M. Each element of the
matrix M, represents the distance between two users. This distance is calculated using
the following formula:

M i; j½ � ¼ 1=Sim Ui;Uj
� �

if Sim(Ui;UjÞ[ 0
100000 if Sim(Ui;UjÞ¼ 0

�

ð2Þ
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Where:
Ui: is the user i in the distance matrix M.
Uj: is the user j in the distance matrix M.

Thereafter, the clustering algorithms will be conducted on this distance matrix.
These algorithms will allow us to extract the sets of similar users from the Bibsonomy
dataset, in order to find the similar communities in this social network.

4 Experimental and Computational Details

4.1 Data Description

In this paper, we will use the 2016-01-01 version of the BibSonomy dataset1. This
dataset contains three files:

1- The « Tas » file: contains the set of tag assignments. It contains a table that
indicates for each user the set of his used tags and bookmarks.

2- The « Bookmark » file: contains information about the bookmarks (The bookmark
URL, the uploading date of the bookmark and its description)

3- The « Bibtex » file: contains information about BibTeX data (scientific publica-
tions). We have chosen this version of dataset because it contains more information
than the old versions. The 2016-01-01 version contains 12296 users and 312584
tags. This large number of users and tags will increase our chance to find various
clusters with each clustering algorithm. In our study, we are interested in the « Tas »
file, because it contains the set of users and their used tags. This information allows
us to calculate the similarities between users and construct the distance matrix. To
provide useful data for our evaluation methods, the distance matrix will be con-
structed using the most popular tags and the most popular users.

4.2 Descriptive Statistics of the Used Dataset

In this section we give a descriptive statistics of the « Tas » file. These statistics are
obtained using some techniques of data visualization, such as: the self-organizing map
(SOM) and the bar graph. These techniques will be applied on the distance matrix and
the inverted file, where its rows represent the set of users and its columns represent the
set of tags used by these users.

4.2.1 Bar Graphs of no Maximum Values
To predict the number of similar communities in Bibsonomy dataset, we have com-
puted the number of no maximum values in the distance matrix. Then, we have created
the bar graphs from this matrix. These bar graphs will show us the distribution of users
according to their number of relations with others users. Figure 1 represents the

1 Knowledge and Data Engineering Group, University of Kassel: Benchmark Folksonomy Data from
BibSonomy, version of January 01st, 2016. http://bibsonomy.org/.
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obtained bar graphs. From Fig. 1(b) we can see that more than 600 users don’t have
any relations (The 0 value). We can see also, that more than 400 users have only 1889
relations in total and less than 100 users have only 10 relations. From Fig. 1(a) we can
see that more than 8000 users have relations with more than 100 users, and less than
2000 users have relations with more than 2500 users. The obtained information from
these bar graphs indicates that there is a high probability to find similar users among the
set of users which have more relations with other users. Hence, we have decided to use
only the most popular users to construct the distance matrix in the clustering step.

4.2.2 Self-Organizing Map (SOM)
The self-organizing map is generally used to map high-dimensional data into a
two-dimensional representation. SOM is a data visualization technique which reduces
the dimensions of data through the use of self-organizing neural networks. In our case,
we have constructed two inverted files from a sample of 100 and 300 most popular
users. To decrease the number of zero values in the inverted files, we have used the set
of the 1000 most used tags by these users. Then, we have applied the SOM on these
inverted files. Figure 2 show the unified distance matrix (U-Matrix) in each inverted
file. We believe that we can detect diverse communities when we observe diverse
colors, like in Fig. 2 (b). This is due to the disparity of users’ relations number in each
inverted file. This number is high when users use the same tags to annotate the doc-
uments. Figure 2 can’t give us an estimation of similar users groups, but it can help us
to predict the number of these groups.

(a) The ranges of values                                    (b) The exact values

Fig. 1. The bar graphs of no maximum values. It represents a sample of no maximum values.
The x-axis in (b) represent the exact values, where in (a) represent the ranges of values.
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4.3 Methodology Description

In this section, we describe our methodology of applying the clustering algorithms on
Bibsonomy dataset in order to extract the set of similar users.

4.3.1 Detection of the Similar Users Using the Agglomerative Clustering
Agglomerative clustering algorithm consists of building a hierarchy of clusters, by
merging the pairs of clusters until all clusters have been merged into one single cluster
that contains all documents. In our case, these clusters should contain a set of Bib-
sonomy users. To realize that, we have constructed the distance matrix that measures
the distances between users. According to theses distances, the users will be separated
into different groups. The distance between two users is small when they have similar
centers of interests and large when they haven’t any similar centers of interests. This
distance is calculated using the formula (2). Two users are similar, when they have tags
in common. Figure 3 shows the obtained dendrograms using the agglomerative clus-
tering algorithm on a set of 20 and 25 users from the entire set of users.

(a) 100 popular users                                        (b) 300 popular users           

Fig. 2. The U-Matrix of inverted files. The U-Matrix (a) and (b) are obtained respectively from a
sample of 100 and 300 users.

(a) 20 users                                           (b)  25 user 

Fig. 3. Obtained dendrograms using agglomerative clustering.
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4.3.2 Detection of the Similar Users Using the k-Means
and the k-Medoids
The k-means algorithm consists of grouping data into k clusters. The center of each
cluster represents the mean point of all data points which belong to this cluster. Each
data point in our case represents a Bibsonomy user. The k-medoids is similar to the
k-mean algorithm. However the centers of clusters in the k-medoids algorithm are
assumed as points from the set of the data points. The k-medoids attempts to minimize
the sum of dissimilarities between the data points of a cluster and the point designated
as the center of that cluster. The k-means and the k-medoids algorithms will be con-
ducted on users’ distance matrix. Figure 4 shows the k-means results with 5 and 10
clusters using a set of 100 users.

4.4 Determination of the Best Number of Clusters

The ideal number of clusters remains an important information to make this compar-
ison. To realize that, we have used the sum of squared errors (SSE) to detect the ideal
number of clusters in k-means algorithm. This number will be used also in k-medoids
and agglomerative clustering (to determine the cut-off point of the dengoram). Figure 5
shows the SSE of the k-means algorithm using a set of 100 users.

                             (a) 5 clusters                                               (b) 10 clusters 

Fig. 4. K-means clustering results.

Fig. 5. Line graph of the (SSE) versus number of clusters using k-means. The ideal number of
clusters for this dataset is 10.
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5 Experimental Results

In this section, we will compare three clustering algorithms: the agglomerative clus-
tering, the k-means and the k-medoids for similar users’ detection in Bibsonomy. We
will apply these algorithms on the distance matrix, which is constructed from a set of
100 users. To evaluate each approach, we will use (1) the SSE measure and (2) a
human evaluation. The human evaluation allows us to understand the meaning of the
obtained clusters (i.e. if the clusters are well made or not). We suppose that the best
clustering algorithm should determine various clusters. These clusters should have a
low SSE value and contain a high number of similar users. According to these criteria,
the clustering algorithms will be compared. Two users are considered similar if they
have similar topics.

5.1 Obtained Results

In our first comparison, we calculate for each obtained cluster, the number of similar
users. The clustering algorithms will be compared according to the average number of
similar users in the whole obtained clusters. Table 1 shows the obtained results with
each clustering algorithm using a set of 100 users. In Table 1 we can see that the
average number of similar users when using the k-means algorithm is higher than the
one obtained with the other algorithms. Our second comparison is based on the SSE
measure. Table 2 shows the SSE values with each clustering algorithm. From Table 2,
we can see that the k-means have the lowest SSE values in most cases. These results
indicate that the quality of the obtained clusters with k-means is better than the ones
obtained with the other algorithms. We conclude that the k-means algorithm is the most
suitable to detect the similar communities in Bibsonomy social network.

Table 1. Number of similar users with each clustering algorithm.

Algorithm cluster

1

cluster

2

cluster

3

cluster

4

cluster

5

cluster

6

cluster

7

cluster

8

cluster

9

cluster

10

Average

k-means 3 8 2 4 19 21 0 0 2 4 6

k-medoids 2 5 7 7 6 2 9 3 5 2 5

Agglomerative 4 0 0 3 0 14 16 0 0 7 4

Table 2. SSE values in each clustering algorithm.

Algorithm k = 3 k = 5 k = 7 k = 10 k = 15 k = 20 k = 25 k = 30 k = 40 k = 50 k = 60 Average

k-means 2002 1642 1600 1412 1240 1093 992 905 750 596 480 1155

k-medoids 2002 1688 1629 1541 1358 1094 938 917 724 624 490 1182

Agglomerative 2002 1715 1527 1539 1321 1200 1070 911 740 573 457 1186
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6 Conclusion

In this paper we have studied the impact of the clustering algorithms for the community
detection in Bibsonomy. The obtained results show that the k-means algorithm per-
forms better than the k-medoids and the agglomerative clustering algorithms for
community detection in Bibsonomy. In our future work, we aim to propose a new
recommendation approach which can help the Bibsonomy users to find relevant
bookmarks to their centers of interests. This recommendation approach will be based
on the k-means algorithm.
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Abstract. The aim of this paper is to apply predictive data mining (DM)
techniques in order to predict the average fuel consumption for trucks and
drivers resp., to identify the key factors that affect fuel consumption of vehicles
and also to identify best practices and driving styles of drivers. For this purpose
different models have been proposed to provide an overview of the key factors
affecting fuel consumption for individual vehicles and their drivers. Predictive
models enabled us to identify main influencing factors and provide recom-
mendations for a logistics company to reduce the fuel consumption. Data were
collected from Dynafleet information system of a small transport company. The
company is dealing with freight traffic, particularly trucks. We first describe
selected projects dealing with similar tasks in this area. Next, we explore and
analyze data using CRISP-DM methodology by appropriate methods designed
for data mining and then evaluate the results of the experiments.

Keywords: Data mining � CRISP-DM � Predictive data mining � Fuel
consumption � Dynafleet � Naive bayes � Neural network

1 Introduction

Countless data is collected in an important sector of the economy, the logistics. It is not
just about customers and their supermarket shopping. In order for the products to pass
through the cash register, it is necessary to perform the next steps related thereto. From
shipping planning and tracking, delivery and stock management to replenishment of
shelves in stores [1]. For the transport of such shipments, trucks are used most often
and provide an unmatched quantum of data through various devices, which can then be
explored by data mining [2].

Predictive data mining methods are aimed at finding and describing previously
unknown and non-trivial relationships and data contexts [3]. The data that were used in
this article comes from a logistics company. The company deals with freight transport,
namely trucks. Truck, semi-trailers and heavy-duty trailers are now an indispensable part
of the freight. Every truck operation has as it is a primary goal to save money or, reduce
company costs [4, 5]. Drivers’ driving skills and road conditions have a significant
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impact on fuel consumption and vehicle wear. There are activities that apply properly to
drivers, reduce fuel consumption, reduce the load on some parts, and reduce emissions.

2 Related Work

One of the goals described in the article [6] was predicting the average fuel con-
sumption for a specific vehicle and route. Vehicle fuel consumption models were
created based on different variables, for example, driving behavior, technical charac-
teristics of the vehicle, road characteristics and weather data.

In order to create meaningful models and evaluate fuel consumption, it was nec-
essary to combine data from different sources. First, the fuel-efficient vehicle data was
paired for every 60 s and then every 10 min. This resulted in a 10% dilution of the data
from the original dataset. These alternative data sets were used to train models to assess
whether a 10-minute frequency is sufficient to build a usable fuel consumption
prediction.

Data from other sources was also paired. After removing the missing values, from
the original 5 million only 2.7 million entries remained.

Prior to model training, the data was divided into a training, validation and test set.
The training set was used to train regression models. The validation set was used to
avoid classifier overfitting. Files were split by date. According to this distribution,
approximately 67% of the data was included in the training, 11% in the validation and
22% in the test set.

The results demonstrate that 10-minute datasets show a lower error rate than one
minute. For this reason, it would be more interesting to look at predictive models with
fewer samples to reduce the error rate. The results also showed that vehicle weight,
vehicle speed, slope, direction and wind speed are some of the most important variables
for all models.

Another case study [7] dealt with the impact of the driving style of individual
drivers on fuel consumption. The authors in this study used data from public transport
in Lisbon. The data was automatically retrieved from the CAN bus for three years. The
aim was to apply knowledge discovery techniques and identify the main factors that
affect the average fuel consumption, classify drivers by performance and identify the
most appropriate driving techniques and styles.

Subsequently, the data was divided into five classes with approximately the same
number of events. The result of this process was the distribution of fuel consumption
into five subclasses from 20 to 110 L per 100 km.

After the discretization process, the investigators used the Naive Bayes 14technique
to determine the main factors that could have a major impact on fuel consumption. The
main factors most affecting the reduction in fuel consumption were: reduce clutch usage,
maximize time spent in inertia, minimize excessive engine speeds, avoid traffic jams.

70% of the data was used for training and 30% of the data for testing. The accuracy
of the resulted model was lower in higher fuel consumption classes, mainly because
92.3% of the drivers were in the first three classes. The class with the lowest fuel
consumption had the highest (90%) success rate.
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The results show that fuel consumption can be reduced by 3 to 5 L per 100 km in a
suitable style, which is between € 20 and € 40 per day and € 1.5 million a year.

3 Methodology

We used the CRISP-DM methodology [8]. CRISP-DM is a data mining process model
[12] that describes commonly used approaches for data mining projects independent
from industry sector and technology used. CRISP-DM consists of six phases: Business
understanding, Data understanding, Data preparation, Modeling, Evaluation, and
Deployment.

Business understanding: Our aim was to process the acquired data from given
logistics company dealing with freight transport and analyze it by means of DM for
better freight management.

Data understanding: The data which we used comes from the Dynafleet Online
system. This is a web application that allows users to track their vehicles. This system
allows to collect data from every truck, which travels all around the Europe [9]. The
data used to create predictive models was collected between 2013 and 2016 (from June
21, 2013 to September 30, 2016). The company operates six Volvo trucks and employs
18 drivers (only men). The data which we analyzed concerns 14 drivers driving in 19
European countries [10].

Vehicle data come from two different types of data files. The first file type contains
evaluated fuel consumption data, and the second type of file contains specific vehicle
data for the selected time interval.

Data preparation: Firstly, we created a database and filled it with the data. We
worked with database platform SQL Server 2014 from Microsoft. SQL Server 2014 is a
complex and sophisticated system with a simple user interface that enables managers to
benefit from the concept of “self-service DM.”

All attributes (Coasting time, Brake/stop relation, Above-economy time, Over-
speed, Time at idle, etc.) are numeric except the Driver name attribute, which is
symbolic. Attributes representing performance are expressed in the system as per-
centage values:

• 80–100 = Good
• 60–79 = Average
• 0–59 = Improvable

The total score includes prediction, standstill, speed adaptation, engine and gear
utilization. The total score is a way of assessing the driver’s driving style over a given
period of time. Most of the data we had available was first discretized (for details see
next section).
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4 Experiments and Their Evaluation

Modeling: Using selected DM techniques, we analyzed the fuel consumption. In the
first three experiments, we decided to use the Naive Bayes technique because it was
very effective in one of the analyzed studies described above [7], and that was the main
reason for choosing this technique. In the last experiment, we used the Neural Network
technique, which can also be seen as a generalization of Bayesian approach to clas-
sification [13]. The Microsoft Neural Network implementation in MS Visual Studio
2013 uses a Multilayer Perceptron network, which consists of three layers. This is an
input layer, a hidden layer, and an output layer. This type of neural network works with
continuous and discrete values. It is also able to solve non-linear problems. We used
the default parameter settings of this module.

4.1 Experiment 1

The aim of this experiment was to identify the key factors that have the greatest impact
on fuel consumption.

We used the automatic discretization functionality and three fuel consumption
classes were created:

• bellow 29.91 l
• from 29.91 l to 37.90 l
• above 37.90 l

We also used automatic discretization functionality for vehicle weight:

• bellow 21 556 kg
• from 21 556 kg to 33 851 kg

Fig. 1. Key factors to improve fuel efficiency for two classes of fuel consumption
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• above 33 851 kg

In Fig. 1, we can see calculated discrimination scores between two of the classes of
fuel consumption. If a blue bar appears on the right or left hand side, it means that the
attribute value is dependent on that class. Using this analysis, we can determine which
attributes the drivers should “improve” in order to achieve lower fuel consumption.

If we focus on the highest fuel consumption class, we can see that the highest
probabilities have attributes that have been rated from 0 to 59. The highest fuel con-
sumption class is most influenced by the following four attributes:

• Above economy time
• Top gear
• Economy time
• Cruise control

Table 1 shows the confusion matrix of the results, with the predicted class in rows
and actual class in columns. The overall accuracy of the model is 74.74%. The highest
accuracy is achieved for the last class (79%) followed by the first class (69%).

In Fig. 2 we can see that drivers with high fuel consumption (above 37.90l) in most
cases traveled less than 72 km, the weight of their vehicle was over 33.851 tons and
drivers ride mostly in Norway.

Table 1. Confusion matrix (values are given in percentage)

Predicted class Actual class
<29.91 29.91–37.90 >37.90

<29.914 69% 28% 3%
29.91–37.90 44% 50% 6%
>=37.90 0% 21% 79%

Fig. 2. Key factors to improve fuel efficiency for the high fuel consumption class
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4.2 Experiment 2

In this experiment we have created models that provide an overview of key factors
affecting fuel consumption for individual drivers. The main aim of this experiment was
to identify these factors and provide drivers recommendations that would lead to
reduction in their fuel consumption. The analyses were conducted for drivers whose
total mileage was over than 60,000 km.

Figures 3 and 4 show results of the analysis of drivers A and G, respectively. We
can see the main factors that mostly affect the fuel consumption for these drivers.

The analysis for Driver_A shows a high probability of above economy time. This
means that if the driver reaches a rating from 0 to 59 for this attribute, there is a high
probability that the driver will achieve high fuel consumption.

Driver_G has the highest probability of coasting time and a lower probability of
attributes as average speed, top gear and economy time.

Fig. 3. Analysis of Driver_A

Fig. 4. Analysis of Driver_G
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4.3 Experiment 3

The purpose of this experiment was to determine if seasons and traffic peaks have some
influence on fuel consumption. The seasons were divided into spring, summer, autumn,
winter, and daytime periods of high traffic were defined from 6:00 to 9:00 and from
15:00 to 18:00.

The dependence between traffic peak and fuel consumption has not been demon-
strated, so this attribute has no significant effect on fuel consumption.

Figure 5 shows that winter in Norway has the highest dependency among the
season attributes. Somewhat less dependence have autumn and spring, also in Norway.
Norway is a country where snow often falls in winter and in autumn it often rains, so it
is assumed that due to bad weather, drivers could have higher fuel consumption in
these seasons. Low fuel consumption should be achieved by drivers in the summer and
spring in Germany.

4.4 Experiment 4

The aim of the fourth experiment was to develop a model that would recommend the
most appropriate driver based on the criteria (route, country, weight of the vehicle…)
given and would also predict the average fuel consumption for individual drivers.

After creating the model, we used the Singleton Query option to specify the
attributes (average vehicle weight and drivers) [11]. With function Predict we calcu-
lated the average fuel consumption that drivers should achieve.

We specified the weight of the vehicle in the range from 36 625 to 43 700 kg and
we chose the Driver_J (see the setup presented in Fig. 6).

Fig. 5. Comparing the lowest fuel consumption class compared to other classes
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In Fig. 7 we can see that Driver_J should have an average fuel consumption of
about 31.66 L per 100 km.

Evaluation: In the same way, we calculated the predicted fuel consumption for all
drivers. The worst driver had a fuel consumption of about 36.8 L per 100 km. Average
fuel consumption is 33.69 L. If we choose the right driver, the company should save
about 2 to 5 L per 100 km. Drivers ride a daily average of almost 500 km, meaning
that the company could save about 10 to 25 L a day per vehicle per day.

Deployment: The company currently uses 6 vehicles. After the correct implemen-
tation of the project, average fuel consumption per vehicle per day would be reduced
by an average of 3.5 L per 100 km per day, i.e. 17 L per day.

The average price of the fuel consumption in 2016 was 1 038€. One vehicle is in
operation for around 281 days per year, which means that about 4.777 L can be saved
per year on a single vehicle i.e. 4 959€. The company could save about 29 751€ per
year.

Fig. 6. Overview of selected specifications

Fig. 7. Fuel consumption of driver J

168 M. Muchová et al.



5 Conclusions

In this paper we presented our analytical work which we performed on real data from a
small logistic company in order to improve their transportation processes in terms of
reduced costs of their transportation processes. We used CRISP-DM methodology
starting from the problem understanding, through data understanding and preparation
up to the modeling, evaluation on proposition for deployment of discovered knowl-
edge. In this paper we focused on the results of the modeling phase describing of 4
experiments and their results. Using the Naive Bayesian technique, we determined the
factors that have the highest effect on fuel consumption, and by the Neural Network,
we determined the most appropriate driver for particular route on the basis of the
specified criteria. Finally, we evaluated the experiments also in terms of potential cost
savings which could be achieved when discovered knowledge will be deployed in the
company’s decision processes.

Further research will focus on extending the model to other factors that influence
decision making on driver choices. Based on the requirements of the logistics company
owner, as well as based on interviews with drivers and knowledge gained from our
analyzes, we propose a multi-criteria decision model using proposed driver and
delivery route models. The main objective of the project will be to design and create
a decision support system for assigning drivers to supply routes. With the consent of
the business owner, we will test this model and evaluate to what extent this system is
beneficial to the chosen logistics company.
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Abstract. Microblogging has emerged as a popular platform and a powerful
communication tool among people nowadays. A clear majority of people share
their opinions about various aspects of their lives online every day. Thus,
microblogging websites offer rich sources of data in order to perform sentiment
analysis and opinion mining. Because microblogging has emerged relatively
recently there are only some research works which are devoted to this field. In
this paper, the focus is on performing the task of sentiment analysis using
Twitter which is one of the most popular microblogging platforms. Twitter is a
very popular microblogging site where its users write status messages called
tweets to express themselves. These status updates mostly express their opinions
about various topics. The objective of this paper is to build a system that can
classify these Twitter status updates as positive, negative, or neutral with respect
to any query term thereby giving an idea about the overall sentiment of the
people towards that topic. This type of sentiment analysis is useful for adver-
tisers, consumers researching a service or product, companies, governments,
marketers, or any organization who are researching public opinion.

Keywords: Twitter � Data mining � Sentiment analysis

1 Introduction

Social networking sites have received more attention than ever nowadays. A clear
majority of people use the platform of social media to express and spread their opinions
continually about a variety of topics. With the rise in use of micro-blogging sites like
Twitter, people can express and share their opinions with each other on a common
platform. Microblogging sites such as Twitter provide rich sources of information
about people, products, personalities, and trends etc.

Twitter is one example of the impact that social media has on today’s society. With
continuously increasing popularity, Twitter has become a frontrunner in social net-
working, second only to Facebook. The primary advantage of Twitter over other social
media websites is its 140-character limit on Tweets. Thus, the status updates or tweets
posted byTwitter users are precise and to the point as compared to other socialmedia sites.

People continuously use Twitter to express themselves or to share advice, news,
facts, concerns, rumors, moods, and everything imaginable. Most of the data on Twitter
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is available publicly and this data can be used to perform sentiment analysis or opinion
mining which could prove extremely useful to companies launching consumer products.

Sentiment mining of people’s tweets is a fast and efficient method to analyze the
public opinion towards any topic of interest. This field has numerous applications which
include customer feedback, prediction of elections, advertising andmarketing, product or
service reviews, movie box office and stockmarket predictions. The purpose of this paper
is developing a system to perform the task of sentiment analysis, so as to summarize and
analyze peoples’ opinions about any particular event, product, service, person etc.

The rest of this paper has been organized as follows. The related work on sentiment
analysis and short text classification has been discussed in Sect. 2. The architecture of
the system proposed in this paper has been outlined in Sect. 3. The methodology and
implementation details have been discussed in Sect. 4. The results have been presented
and analyzed in Sect. 5, followed by the conclusions and future work Sect. 6.

2 Related Work

There has been quite a variety of research work done on opinion mining sentiment
analysis over the years. The immense data available on social networking sites and
these being popular venues for people to express their views has inspired researchers to
experiment on sentiment analysis models for retrieving sentiment from such resources.

In [1] an approach is proposed wherein a publicized stream of tweets from the
Twitter are gathered, preprocessed, and divided into positive, negative, and irrelevant
classes based on their emotional content. This paper also analyzed and compares the
performance of various classifying algorithms for sentiment analysis on Twitter data.
This work was focused on the identification of acceptable classifiers based on their
performance, which were used to divide tweets as polar, neutral, or irrelevant based on
the expressed sentiment and then polar class is further subdivided into either positive or
negative classes. In this study, the problems of opinion classification and sentiment
analysis of Twitter data has been analyzed, which is very different from other opinion
mining problems on detailed and structured messages.

A simple and elegant solution is provided in [2] for performing sentiment analysis
on Twitter data. Firstly, the data was collected for the Twitter corpus as positive and
negative tweets. Secondly, a simple sentiment classifier was built with the help of the
common Naive Bayes classifier to determine the sentiment of a tweet. Thirdly, the
classifier was tested against user tweets from five domains which are movies, news,
jobs, sport, and finance. The results showed that it is quite feasible to use the Twitter
corpus alone to classify a new tweet for certain domains. By using this approach, the
time complexity of the system was greatly reduced. This paper proved that using the
domain selection approach on the Naïve Bayes Algorithm to classify user sentiments
was more efficient than the traditional approach.

A method in which a machine can automatically analyze the sentiment short text
like tweets is proposed in [3]. This system was combined with manually labeled
datasets of tweets to perform opinion mining. This system was built in such a way that
the computer could automatically how to extract the tweets which contained polar
opinions by filtering out the non-opinionated tweets followed by determining their
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sentiment class of the opinionated tweets as either positive or negative. In this paper, a
system was designed which was a combination of supervised learning and opinion
extraction to classify tweets.

A method to assess these identified types of emotions in a tweet using opinion
mining is presented in [4]. A two-step approach is proposed, where firstly, to identify
the sentiment, extract the opinion words (a combination of the adjectives along with the
verbs and adverbs) in the tweets and subsequently use a novel algorithm to find the
emotion values of opinion words. The initial results show that it is a motivating
technique, which may find potential applications in business intelligence, government
policy making, amongst others. The paper presents a method to assess fixed set of
emotions (happiness, anger, sadness, fear and disgust) in a tweet or a set of tweets using
opinion mining. The proposed framework firstly identifies the sentiment by extracting
the opinion words (a combination of the adjectives along with the verbs and adverbs) in
the tweets and subsequently makes use of a novel algorithm to find the emotion values
of the opinion words. The overall value of the emotions in the set of tweets is then
calculated using a linear equation.

The movie reviews were used as both training set and testing in [5]. This paper
proposes an approach which combines adjective analysis and the naive Bayes classifier
and classifying the sentiment of tweets. Firstly, naive Bayes was applied on the testing
set which resulted in two sets of tweets (polarized tweets and ambiguous tweets).
Adjective analysis is performed on the set of ambiguous tweets wherein they are
divided into polar and non-polar tweets with the help of the polarity adverbs and
adjectives. Naïve Bayes classifier is used to classify the polarized tweets into truly and
falsely polarized tweets. The falsely polarized set was further processed by using
adjective analysis to decide the tweet polarity. The polar tweets are finally divided into
positive and negative classes. The efficiency of the system increased proportionally as
more adverbs and adjectives were added to the corpus.

A unique solution to sentiment analysis of short and informal text is proposed in [6]
with the focus on tweets. This paper focused on the processing of informal statements.
The use of sentiment features such as emoji or emoticons has been widely prevalent in
tweets. These sentiment features help in determining the sentiment of the text. Thus, a
sentiment feature generator module was used to assign scores to sentiment features like
emoticons. A higher weightage was given to these sentiment features in the calculation
of the sentiment scores. A hybrid method was proposed in this paper to perform
sentiment analysis of short text. This method was compared against the three most
common classifiers of this field which are Maximum Entropy, Naïve Bayes and
Support Vector Machines According to the experiments it was believed that with
respect to sentiment analysis, using sentiment features rather than conventional text
analysis yielded a greater accuracy.

From these works, it could be inferred that, the Naïve Bayes classifier is the most
suitable machine learning algorithm to be used for the task of sentiment classification
of short text. Most of these papers have made the use of tools such as WEKA (a data
mining tool) for sentiment classification because their purpose has been to test the
accuracies of different machine learning algorithms. On the other hand, the purpose of
this paper is to build a generalized system to perform sentiment analysis by imple-
menting an algorithm based on the Naïve Bayes classifier.

Twitter Sentiment Analysis Using a Modified Naïve Bayes Algorithm 173



3 System Architecture

Firstly, tweets are collected from Twitter with respect to a query term and stored locally
on the disk. The next step is to preprocess and clean the data to get the tweets in the
proper format to sentiment analysis. Next, each tweet is tokenized (split) into mean-
ingful words. After this, a custom Naïve Bayes algorithm is used to classify the tweets
into positive, negative, and neutral tweets after which the results are analyzed and
represented visually to get the summary of the overall opinion towards that topic.
Figure 1 demonstrates the architecture of the system proposed in this paper.

4 Methodology

4.1 Data Collection

The first step was to stream proper data from Twitter which would be the test data. This
was done by sending requests for data through a Twitter API called Twitter4 J by
querying a search term or phrase. The number of tweets received depends on the
Twitter data stream and is variable. But usually for popular search terms, at least a few
thousand tweets are returned which are then stored locally on the disk. After receiving
the data, the data is cleaned and pre-processed to provide a proper testing data set upon
which sentiment analysis can be performed.

The training set for the Naïve Bayes classifier has been downloaded from Senti-
ment140 [7] which consists of manually labelled datasets of tweets as positive and
negative. The training set was also pre-processed to increase the efficiency of the
algorithm.

Test Set: thousands of tweets which are collected in real time through Twitter API
Twitter4J.

Training Set: set of manually labelled positive and negative tweets downloaded
from Sentiment140 [7]

4.2 Data Preprocessing

The data pre-processing steps include the following:

• Removal of tweets which are not in English
• Removal of usernames (marked by @ symbol)
• Removal of hashtags (marked by # symbol)
• Removal of hyperlinks (URLs)
• Removal of email ids
• Removal of stop words which are irrelevant in sentiment classification
• Removal of retweets symbol (marked by RT)
• Removal of numbers
• Removal of other unwanted special characters and unnecessary punctuation
• Compression of words (elimination of many repeated letters)
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Fig. 1. System architecture

Twitter Sentiment Analysis Using a Modified Naïve Bayes Algorithm 175



After cleaning the dataset into the proper format the next step is to tokenize (split)
the tweet into separate words which is then used to perform sentiment analysis using a
modified Naïve Bayes algorithm.

4.3 Algorithm for Performing Sentiment Analysis

A customized version of Naïve Bayes algorithm is used to determine the sentiment of
the text. The Naive Bayes classifier uses a probabilistic model to decide which class
best matches for a given input text. This classifier is called naive because it assumes
independency between different features i.e. the value of a feature is independent of the
value of any other feature for the given class.

Naïve Bayes classifiers belong to a family of probabilistic classifiers in the field of
machine learning and are implemented by applying Bayes theorem with the assumption
of independence between its features. The probabilistic model of the Naïve Bayes
classifier is as follows:

With the help of Bayes Theorem, the conditional probability is calculated as given
in Eq. (1)

pðCk xj Þ ¼ pðCkÞ pðx Ckj Þ
pðxÞ ð1Þ

where pðCk xj Þ is the posterior probability to be calculated i.e. probability that instance
x belongs to class Ck; p Ckð Þ is the prior probability of class Ck; pðx Ckj Þ is the
likelihood of instance x belonging to class Ck and pðxÞ is the evidence i.e. the prob-
ability of instance x occuring.

In plain English using Bayesian terms, the previous equation can be rewritten as
Eq. (2)

posterior ¼ prior � likelihood
evidence

ð2Þ

The naive Bayes algorithm uses a combination of this probabilistic model with a
decision rule. The common rule is to select the hypothesis which has the most prob-
ability of occurring. The corresponding classifier, a Naïve Bayes classifier, is the
function that assigns a class label ŷ ¼ Ck for some k, can be represented as Eq. (3)

ŷ ¼ argmax
k2f1;...;Kg

pðCkÞ P
n

i¼1
pðxi Ckj Þ: ð3Þ

Equation 3 denotes that the instance x is assigned the label ŷ and belongs to the
class Ck with the highest posterior probability among the calculated posterior proba-
bilities of all classes.

This function is a common probabilistic Naïve Bayes classifier which has a variety
of applications. In this paper it is being used for the task of sentiment analysis. The
algorithm proposed in this paper is built upon this Naïve Bayes classifier with some
modifications.
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The unigram (bag of words) model is used in this algorithm. A modified version of
the probabilistic model of the Naïve Bayes classifier is used to build this algorithm. The
sentiment score for each tweet is calculated using the algorithm. This is done for all the
tweets in the test data and the overall sentiment about that topic is analysed.

The modified algorithm used in this paper has been built around the Naïve Bayes
classifier to classify the sentiment of short text such as tweets. A clause to perform
negation handling has also been incorporated into this algorithm which is the major
contribution of this paper to the Naïve Bayes algorithm.

Negation handling aims to increase the efficiency of the Naïve Bayes algorithm by
correctly identifying the sentiment of double negatives or false positives. This is done
by checking if the preceding word belongs to the set of negation words and thereby
changing the sentiment score accordingly. The set of negation words consists of words
such as no, not, never, can’t, doesn’t etc. For example, for the text “This is not bad” a
normal Naïve Bayes classifier would assign it a negative sentiment score. But this
modified algorithm recognizes “not bad” as a double negative and thus will assign the
text a positive sentiment score. Similarly, the text “Rain is never good” would be
normally identified as a positive sentiment but this algorithm would correctly identify it
as a negative sentiment. Thus, negation handling increases the efficiency of sentiment
classification.

The modified version of the Naïve Bayes Algorithm implemented is as follows:
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Note: In some cases, P (Ti | Cpos) = P(Ti | Cneg) = 0 (because no words in Ti exist
either in Cpos or Cneg) so Ti is classified as neutral or irrelevant.

The sentiment scores for all the tweets in the test set are calculated and compared
thereby giving the sentiments for all the tweets in the dataset. The last step involves
summarizing the sentiment scores of the classes (positive, negative, or neutral) by
making use of proper data visualization tools.
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5 Results

The Figs. 2, 3 and 4 show the outputs of the system and represent the overall senti-
ments towards the topics searched. Table 1 shows the overall sentiment about the
entered keywords or phrases based on the user tweets collected from Twitter at the time
of running the application. For the sake of clarity, the most polar results are depicted.
From Table 1 it is evident that this system can be used to analyze the overall sentiment
of any general topic, company, person etc. and not only domain specific search terms.

With the help of these results, companies, people, governments, customers, orga-
nizations, and other interested parties can make informed decisions before making their
intended decision. This will also help keep things in perspective and give them an
opportunity to analyze any missteps they have made, thereby allowing them to take the
necessary steps to rectify or amend their mistakes. In any case, knowing the public
opinion or sentiment is of utmost importance especially for elections and advertisement
companies. Other applications can include product or service reviews, movie box office
or stock market predictions. This is also a useful tool for companies to get customer
feedback about their products.

Fig. 2. Overall sentiment summary for the search term “facebook” and “microsoft”

Fig. 3. Overall sentiment summary for the search term “united airlines” and “trump”
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6 Conclusions and Future Work

Social networking websites have become very popular and have attracted the attention
of people worldwide to create social relations and collaboration in society. Opinion
mining and sentiment analysis on Twitter data will only become more popular as time
passes. Statistics prove that an increasing number of people are using this
microblogging site to put forth their opinions. The huge amount of data contained in
Twitter makes it a very attractive source of data for sentiment analysis. However,
performing opinion mining or sentiment analysis on twitter data is a challenging task.
The primary reason for this is that tweets include ambiguous words. People write in a

Fig. 4. Overall sentiment summary for the search term “sony” and “google”

Table 1. Overall sentiment

Search term Overall sentiment (in %)
Positive Neutral Negative

Accenture 48.3 12.5 39.2
Airtel 37.1 6.6 56.3
Apple 48.1 7.4 44.5
Bsnl 39.7 10.6 49.7
Facebook 62.5 6.5 31.0
Google 61.3 8.9 29.8
Irctc 34.3 14.3 51.4
Jio 64.9 4.0 31.1
Micromax 22.5 19.1 58.4
Microsoft 49.1 18.0 32.9
Oneplus 53.0 7.3 39.7
Redmi 34.7 1.0 64.3
Samsung 61.3 2.2 36.6
Sony 52.1 4.2 43.7
Trump 23.6 2.1 74.3
United Airlines 16.9 1.6 81.5
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different way than they intend to (words which are spelled differently but pronounced
similarly or word with the same spelling but with different meanings). Here an algo-
rithm based on the Naive Bayes classifier is designed to correctly predict the sentiment
of short text such as tweets. This system uses a generalized training dataset to predict
the sentiment of the tweets. There is a vast impact of this domain in many contem-
porary fields and a variety of applications are developed frequently in which sentiment
analysis is used in many ways. Additional filters, modifications or tweaks can be added
to this approach which include techniques to perform sarcasm detection, comparison
handling, domain classification etc. To increase the accuracy of the system, the dataset
can be made domain specific.
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Abstract. The class imbalance problem is encountered in real-world applica‐
tions of machine learning and results in suboptimal performance during data
classification. This is especially true when data is not only imbalanced but also
high dimensional. The class imbalance is very often accompanied by a high
dimensionality of datasets and in such a case these problems should be considered
together. Traditional feature selection methods usually assign the same weighting
to samples from different classes when the samples are used to evaluate each
feature. Therefore, they do not work good enough with imbalanced data. In situa‐
tion when the costs of misclassification of different classes are diverse, cost-
sensitive learning methods are often applied. These methods are usually used in
the classification phase, but we propose to take the cost factors into consideration
during the feature selection. In this study we analyse whether the use of cost-
sensitive feature selection followed by resampling can give good results for
mentioned problems. To evaluate tested methods three imbalanced and multidi‐
mensional datasets are considered and the performance of chosen feature selec‐
tion methods and classifiers are analysed.

Keywords: Class imbalance problem · Feature selection · Cost sensitive learning ·
Classification

1 Introduction

One of the greatest challenges in machine learning and data mining research is the class
imbalance problem which exists in real world applications. Examples of these kinds of
applications include biological data analysis, text and image classification, web page
classification, medical diagnosis/monitoring and many others. In most of the mentioned
cases identifying rare objects is of crucial importance. It is more significant to classify
correctly the minority class samples in comparison to the samples of the majority class,
although the minority class is much smaller than the majority one. Unfortunately, the
use of conventional learning methods for imbalanced data often results in constructing
a decision model biased toward the majority class and consequently all objects are
assigned to the dominant class.

Another problem in machine learning is high dimensionality of data. A deluge of
information which can be observed nowadays is reflected in occurring the sets of data
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with hundreds or even thousands of features. High degree of irrelevant and redundant
information which may greatly degrade the performance of learning algorithms, causes
the suitable data manipulation is critical to cope with data overload. Moreover, the
traditional feature selection methods do not consider the imbalance problem since they
assign the same weighting to samples from different classes when these samples are
used to evaluate the suitability of each feature.

Analyses show that in the case of strong data imbalance a lot of feature selection
algorithms choose those features which are characteristic for the majority class. It
worsens the classification accuracy of the minority cases. This is due to the fact that
many of these methods are based on an instance,1. That is the ability to estimate the
quality of features is highly dependent on the number of instances from different classes.

To our knowledge, the unambiguous guidelines how to deal with the problem of
multidimensionality within the context of data imbalance do not exist. The problem is
still open and needs more research efforts. Therefore, in the presented study we analyse
whether considering the costs at the stage of feature selection can help in this issue.

The content of the paper is as follows. In the next section we discuss the matters
concerning feature selection and class imbalance problem and give an overview of the
related work. In Sect. 3 the proposed approach is outlined. There is also a short descrip‐
tion of data used in our experiments as well as information about applied classifiers and
their evaluation metrics. The results of the performed tests and the discussion of the
outcomes are given in this part of the paper too. Finally, Sect. 4 presents the conclusions
of the conducted research and suggests further research trends.

2 Background Knowledge

The problem related with imbalance of data is not new. Many machine learning
approaches have been developed for the last decade to cope with imbalanced data clas‐
sification. Despite the sharp rise in the number of publications in this area there are still
many issues in this topic to deal with, particularly relating to learning from not only
imbalanced, but also multidimensional datasets [1].

2.1 Data Imbalancing

As already mentioned, samples of the minority class are often more important than those
from the majority one and their correct recognition is the main objective of the predic‐
tion. It means that bad recognition of the minority examples has much more serious
consequences for the user than the creation of so-called ‘false alarm’, when the examples
of the majority class are assigned to the minority one. It is particularly noticeable in
identifying the rare and serious diseases. Unfortunately, typical search strategies opti‐
mize global criteria, such as error or entropy measures, which often result in constructing
a decision model to the majority class.

1 They are known as instance-based filtering methods.
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A lot of various methods for handling class imbalance have been reported in the
specialized literature [2]. One of the ways to remove skewed class distribution is
sampling of dominant data and choosing a number of examples of each category which
is too large in relation to others. This approach is called undersampling. Another method
can be the replication of the examples of minority class and artificial ‘reproducing’ the
examples of all categories with less cardinality. It is called oversampling.

The simplest preprocessing methods are both random undersampling and random
oversampling. The major drawback of random undersampling is that it can discard
potentially useful data which could be important for the learning process. On the other
hand, for random oversampling the overfitting may occur more frequently because in
this process the exact copies of existing instances are generated. To prevent this situation
another solutions have been proposed. A good example is synthetic minority over-
sampling (SMOTE) [3], whose main idea is to form new minority class object by inter‐
polating between several minority class examples which are adjacent. New instances
are created by taking the existing example and its nearest neighbours. Accordingly, new
examples combine features of the target case with features of its neighbours.

2.2 Data Multidimensionality

Dimensionality reduction may be achieved by feature selection or feature extraction. In
the first approach variables with little impact on the result are rejected while in the second
approach a new, low-dimensional vector of features is created, which consists of a
combination of the input characteristics [4].

Feature selection methods, as a preprocessing step for learning algorithms, provide
several benefits such as reduced computational costs, e.g. training time or storage
requirements, and can also improve the performance of the prediction. Furthermore,
reducing the number of features can improve significantly the understandability of the
machine learning models and it often helps to build models with better generalization [5].

It seems that the best method for feature selection is to enumerate all the candidate
subsets and then apply the appropriate measure to evaluate them. Unfortunately, the
exhaustive search is often infeasible because the space of possible solutions is very large.
An alternative way is the usage of a random search method where the candidate feature
subset is generated randomly or the method called the heuristic search where the
heuristic function is employed to search the optimal subset of features [5–7].

Existing feature selection techniques can be divided generally into three categories:
filter, wrapper and embedded methods. They vary in a way of combining the selection
algorithm and the model building:

• Filters select features regardless of the model. They are based only on general prop‐
erties e.g. the correlation with the variable to predict. The fact that filters work without
taking the classifier into consideration makes them very computationally efficient
and more versatile [8].
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• Wrappers use learning techniques to evaluate which features are useful. Evaluation
of subsets of features is done by applying a classification model2. It means that the
same model is used both to the selection and later to the classification, so feature
subset found in the selection process is tailored to the particular algorithm.

• Embedded techniques merge the feature selection step and the classifier construction.
The optimal set of features is built when the classifier is constructed, and the selection
is affected by the hypotheses which are made by the classifier [8].

2.3 Feature Selection in Term of Data Imbalance

Good feature selection method should meet some criteria, namely: reliability, validity,
reproducibility [9, 10]. Unfortunately, there are factors which can cause that these
criteria are not fulfilled. One of them is a small number of samples in high-dimensional
data.

It has been experimentally verified that the relatively small number of samples in
high-dimensional data is one of the main sources of the instability problem in feature
selection [11]. In [12] the authors have concluded that at least thousands of samples are
needed to achieve stable feature selection.

Another source of instable results of feature selection is imbalance of the classes
[13]. One of the ways to deal with the mentioned problem is to generate a number of
artificial training samples. Then feature subsets can be assessed using both the generated
data and the original ones. In our previous studies [14, 15] we tested some oversampling
methods followed by some methods of feature selection. We have shown that such
solution can have a positive impact on the classification accuracy. Nevertheless, various
combinations of data balancing and feature selection methods are not always equally
effective. This means that a lot of tests must be done to find possibly the most appropriate
combination.

Currently, we analyse whether the inclusion of the costs at the stage of feature selec‐
tion and performing it before oversampling with the use of SMOTE method can help to
deal with the mentioned problem.

In our mentioned above papers the filters, wrappers as well as embedded methods
were tested, and their advantages and disadvantages were discussed. In this study three
feature ranking methods: Chi-square, Gain ratio and ReliefF were chosen.

1. Chi-square evaluates the worth of an attribute by computing the value of the chi-
squared statistic with respect to the class. It is a two-sided metric, which measures
the independence of the feature from the class labels based on the confusion matrix.
This happens by assuming that there is a non-zero probability for an exact value to
be drawn from the distribution, which leads to extremely small expected counts of
feature values.

2. Information gain metric uses entropy to score the attribute relevance. It can be
defined as the expected reduction in entropy caused by partitioning the examples
according to a given attribute. It is biased towards attributes which have many values
what may result in overfitting, i.e. in selecting the non-optimal set of attributes. Gain

2 Selection is ‘wrapped’ around the model.
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ratio is the modification of information gain that reduces its bias. It corrects the
information gain by taking the intrinsic information of a split into account. This
means that information about the class is ignored.

3. The ReliefF is an instance-based filtering method. It evaluates the worth of an
attribute by repeatedly sampling an instance and considering the value of the given
attribute for the nearest instance of the same and different class. For each feature in
randomly selected sample, if that feature has a value different for that same feature
for a nearest sample in the same class, then the algorithm takes this as not desirable
and subtracts the distance from the weight of the attribute. If the value of the feature
is different for a nearest sample in the different class, the algorithm decides this
situation is desirable. It calculates the distance for that attribute and increases its
weight.

Each of the above ranking methods (rankers) sorts features based on assigned worth
and then chooses the best (first) and rejects the worst (last). The additional parameter,
so called threshold, determines the cut. This may be a fixed number of features that
should be left or the value of the index evaluation. In presented research we initially
assumed to halve the number of features.

3 Cost-Sensitive Feature Selection - Experiments

The concept of the proposed approach is as follows.

1. Chosen methods of feature filtering are used for high dimensional datasets. The
reduction is implemented using filter both with and without consideration of cost
matrix. If the base evaluator can handle instance weights, then the training data is
weighted according to the cost matrix, otherwise the training data is sampled
according to this matrix.

2. For the datasets with the reduced vector of features the SMOTE method is introduced
to oversample minority class.

3. The classification task is performed for data prepared in the above described way.
In order to assess the performance of the filters with and without considering
weighting some metrics, suitable for imbalanced data, are tested.

4. To make the analysis more complete, the obtained results are also compared with
these reached on the basis of the original set of data (i.e. with full set of feature and
without pre-selection of feature.

The choice of appropriate values for the cost matrix is a difficult task. Often, the
weights are selected in such a way that the total cost of misclassification for each class
is the same. This approach does not work in all cases and it is often necessary to choose
other values which will better balance the negative effects of data skewness. In the
presented research the higher costs are assigned for the misclassification of examples
from the positive class with respect to the negative one. The cost for the minority class
is calculated as the quotient of the number of samples in the majority class and the
number of samples in the minority one.
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It should be emphasized that both the feature selection and the oversampling were
included inside the cross-validation procedure. The differences in classification accuracy
are evaluated by Student t-paired test with 95% significance level. A general overview
of the proposed concept is shown in Fig. 1.

Fig. 1. The proposed scenario of the experiments

3.1 Experimental Setup

The research was performed using the Waikato Environment for Knowledge Analysis
software Weka 3.7.13 [16] and R software environment [17]. Ten-fold cross-validation
was used in the experiments and the final performance estimation was obtained from
averaging of the results of the tenfold. It was stratified validation, which means that each
fold contained roughly the same proportions of examples from each class.

For used feature selection methods and classifiers default values of parameters were
applied, unless otherwise specified.

Data Sets
To evaluate tested methods three different datasets were used. An overview of the data‐
sets is given in Table 1.

The first of listed sets was obtained from the epidemiological population-based study
whose aim was to examine which parameters were important for prediction of osteo‐
porotic fractures.
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Table 1. Overview of datasets

Dataset No. of samples No. of features %Minority class in the whole set
OSTEO 729 88 7.41
SECOM 1097 591 6.1
MADELON 1233 501 20

The second and third datasets were retrieved from the UCI Machine Learning Repo‐
sitory [18]. SECOM data was obtained by monitoring of a semi-conductor manufac‐
turing process. It contains values of signals collected from sensors and other process
measurement points.

MADELON is an artificial dataset which was the part of NIPS 2003 feature selection
challenge. It was preliminary prepared by us, to simulate class imbalance problem.

Classifiers used in the tests
In the first phase of the research a set of the classifiers was defined to be used in the
experiments. Following the Occam’s Razor principle: use the least complicated algo‐
rithm that can address your needs and only go for something more complicated if strictly
necessary’ [19] and taking into account the classifiers which we used in the previous
studies, for presented tests three algorithms of classification were chosen:

1. Naïve Bayes (NB). This classifier is based on the Bayes’ theory which assumes
independence between every pair of features in a given class and their equal contri‐
bution to the final model [20]. If an object is described by the values of n conditional
attributes, the most probable class to which this object will be assigned is a class
which maximizes the conditional probability.

2. K-nearest neighbours (KNN). The idea of KNN classifier is that similar examples
belong to the same classes [21]. Hence, in order to assign a new example to a class,
a certain number of its nearest neighbours is considered. In presented experiments
one neighbour was selected for determining the output class. The LinearNNSearch
with the Euclidean distance metric was used as the nearest neighbour search algo‐
rithm.

3. C4.5 decision tree3. It is one of the most widely used learning algorithms. It is the
successor to ID3 developed in 1986 by Ross Quinlan [22] and it converts the trained
trees, i.e. the output of the ID3 algorithm, into sets of if-then rules. The accuracy of
each rule is then evaluated to determine the order in which the rules should be
applied. In the next step pruning of too big branches is done by removing a rule’s
precondition if the accuracy of the rule improves without it. In the tests performed
for C4.5 classifier the confidence level was set to 0.25 and the minimum number of
item-sets per leaf to 2.

Evaluation metrics for data classification
A lot of metrics which allow to assess the performance of a classification can be found
in the subject literature, but for the imbalanced data only some of them are especially
essential [23]. In presented study the following metrics were analysed: specificity,

3 In Weka data mining tool the implementation of the C4.5 algorithm is called J48.
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sensitivity, geometric mean (GMean), balanced accuracy (BAcc) and Receiver Operator
Characteristic (ROC).

Sensitivity can be regarded as the percentage of positive cases/instances correctly
classified as belonging to the positive class, while specificity as the percentage of nega‐
tive cases correctly classified as belonging to the negative class. GMean, for binary
classification, is the squared root of the product of the sensitivity and specificity.
Balanced accuracy is the arithmetic mean of the sensitivity and the specificity. ROC
chart visualizes the trade-off between the benefits (Sensitivity) and costs (1-Specificity).
The area under curve (AUC) is calculated for the ROC chart, using the trapezoid method.

3.2 Results and Discussion

To make our experiments more intelligible their description is divided into some stages.
For each of them, the research goals and scenarios are first presented, and then the tests
results are discussed.

Stage #1
Three methods of filtering described in point 2.3 were used for each of the tested datasets
which were presented in point 3.1. Each method was applied both for filters with the use
of cost matrix4 and without.

Thanks to this 2*(3*3) = 18 datasets with the reduced feature vectors were obtained.
The SMOTE method was introduced to oversample minority class for these datasets

and 3 original ones. Each minority class was oversampled at 100% and 200%5 of its
original size. This resulted in 3*21 = 63 datasets for further tests.

Stage #2
For all above mentioned datasets three classifiers – Naïve Bayes, KNN and C4.5 were
tested in this step. Ten-fold stratified cross validation was used. Each test was repeated
10 times and obtained values were averaged.

Summarizing, this gave a total of 3*63*100 = 18900 runs of the classification tasks.
Each time 5 metrics: sensitivity, specificity, BAcc, GMean and AUC were evaluated.

The results achieved for selected classifier and filter are presented in Table 26.
These results concern the SECOM dataset, in respect of which C4.5 classifier and

Chi-Squared filter were used.
One can see that employing Chi-Squared filter which assigns higher weight for

minority class gives better results than obtained for the original sets of feature. The
observed differences are statistically significant. The comparison with the outcomes for
the filter without considering the costs is not so clear. For example, according to the
AUC metric, the version without weighting is the best for SMOTE 200 dataset.

4 In the presented research the cost for the minority class was calculated as the quotient of number
of samples in the majority and minority classes.

5 In the following paragraphs it is denoted as SMOTE 100 and SMOTE 200.
6 The standard deviation was determined for all of the analysed metrics, but unfortunately due

to volume limitations it is presented only for AUC.
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According to Sensitivity, BAcc or GMean metrics the cost-sensitive version of this filter
is better.

Table 2. Performance measures for C4.5 classifier and Chi-Squared filter

Balance Set of featuresa Sensitivity Specificity BAcc GMean AUC
Original Original 0.09 0.962 0.526 0.294 0.57 ± 0.12

Chi-Squared 0.06 0.95 0.505 0.239 0.57 ± 0.07
Chi-
Squared_weighted

0.119 0.968 0.543 0.339 0.661 ± 0.12

SMOTE
100

Original 0.463 0.937 0.7 0.659 0.69 ± 0.12
Chi-Squared 0.455 0.935 0.695 0.652 0.71 ± 0.08
Chi-
Squared_weighted

0.56 0.949 0.755 0.729 0.73 ± 0.07

SMOTE
200

Original 0.602 0.941 0.772 0.753 0.76 ± 0.09
Chi-Squared 0.632 0.926 0.778 0.765 0.81 ± 0.05
Chi-
Squared_weighted

0.637 0.92 0.779 0.766 0.79 ± 0.05

a Original denotes full set of features – i.e. without pre-selection of features. Chi-Squared and Chi-Squared_weighted denote
reduced vectors of features. The reduction was implemented using filter both not considering and considering cost matrix,
respectively.

Raeder et al. in [25] draw attention to the fact that the choice of the evaluation metric
can affect the assessment of which tested methods are considered to be the best. Our
results confirm that the various combinations of the classifiers and filters can be ranked
differently by various evaluation measures.

Fig. 2. Evaluation of SECOM dataset classification
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This fact is additionally illustrated for BAcc, AUC and GMean metrics in Fig. 2.
There are presented the outcomes for combinations: SECOM dataset, ReliefF filter and
KNN classifier. In this case the use of the filter which considers cost matrix gives the
best results for all presented metrics. However, the granting of the second place in the
ranking depends on the analysed evaluation measure.

The outcomes for OSTEO dataset, for which Naive Bayes classifier and Chi-Squared
filter were used, are presented in Fig. 3. The chart of ROC curves for mentioned

Fig. 3. Evaluation of OSTEO dataset classification

Fig. 4. ROC curve for Naïve Bayes algorithm and OSTEO dataset
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combination of the classifier and the filter and for the minority class oversampled at
100% of its original size is additionally given in Fig. 4.

It can be noted that using Chi-Squared filter and taking into account the cost matrix give
good results in this case. The application of cost-sensitive Chi-Squared filter before over‐
sampling with SMOTE method allowed to obtain AUC = 0.73 ± 0.08. It is better result
than that attained for the version without the prior feature selection (AUC = 0.67 ± 0.08)
as well as compared to the feature selection in the variant without using cost matrix
(AUC = 0.696 ± 0.07). Observed differences are statistically significant.

Stage #3
Each of the analysed classifiers was assessed in terms of its cooperation with different
filters. In this phase we created filters’ rankings for each of 3 analysed classifiers and
separately for three balancing levels of each dataset (3*3). This gave a total of
3*3*3 = 27 rankings. The set of ranking positions obtained for each analysed dataset
was the basis for the average values’ calculation for each classifier. The number one in
the ranking was assigned to the filter which allowed to achieve the greatest value of
AUC for considered classifier7.

It was concluded that C4.5 classifier works the best with the GainRatio filter (first
ranking position). This can be explained by the fact that this classifier uses the gain ratio
as the splitting criterion during the construction of decision trees. For KNN classifier
the best results were obtained in a juxtaposition with the outcomes of the ReliefF filter.
On the other hand, for Naive Bayes comparable results were achieved for the Chi-
Squared and GainRatio filters. In this case a combination with the ReliefF filter gave the
worst results.

It should be also noted that the results depend strongly on the characteristic of
a dataset. Some differences in positioning of particular filters in rankings created for
various datasets were observed. For example the Chi-Squared test works well for
nominal values, but significantly worse for continuous ones. The use of the Chi-
Squared_weighted filter and then the Naive Bayes classifier for OSTEO dataset resulted
in a 4–10% increase of classification accuracy depending on the evaluation measure.
The application of the same combination of the filter and classifier for SECOM and
MADELON datasets gave significantly worse results. For some metrics even worse than
those obtained for the original set of features. This was due to the fact that all the features
in these datasets were of continuous type while in OSTEO some of the variables had the
discrete values.

7 Due to volume limitations we do not present all of the rankings, but only discuss their results
in the text.
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4 Summary

One of the main objectives of reducing the dimensionality of the features is to decrease
the cost of their extraction and storage. This is especially important in the case of imbal‐
anced data, where the majority of the cases belong to the less significant one. The reduc‐
tion of computational complexity and execution time of classification is also not
insignificant.

Moreover, reducing the number of features is sometimes necessary to make the
machine learning model more understandable. Unfortunately, the feature vector reduc‐
tion can sometimes cause a decrease of the classification accuracy, especially in the case
of imbalanced data. The results presented in this paper show that applying the costs at
the stage of feature selection may minimize any loss of accuracy or even improve it.
However, this requires the thorough analysis of both the characteristic of tested data and
the possibility to use different combinations of feature filters and classifiers in respect
of the data.

The presence/absence of noisy or strongly correlated variables is a prerequisite for
the success of any feature selection algorithm, but benefits achieved with feature selec‐
tion also depend on the characteristics of the dataset. That is, inter alia, due to the fact
that various feature selection algorithms promote various types of features. As shown,
some algorithms are better at coping with continuous variables, while others prefer
discrete ones. Therefore, the appropriate selection of the features selection method to
the nature of the data is necessary.

In presented research the fixed number of features chosen by tested feature selection
methods was assumed. Some researchers point out that proper setting of parameters can
significantly improve the final result of classification task [24]. Therefore, to explore the
presented problem better, each ranking method should be tested for various number of
attributes. Selection of the optimal feature subset is a separate research problem and it
will be the subject of further analyses. Besides, we plan to consider other cost functions,
because the optimization of weighted cost may bring the superior performance of imbal‐
anced multidimensional data classification.
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Abstract. Constraint-based methods for mining patterns have been developed
in recent years. They are based on top-down manner to prune candidate patterns.
However, for colossal pattern mining, bottom-up manners are efficient methods,
so the previous approaches for pruning candidate patterns based on top-down
manner cannot apply to colossal pattern mining with constraint when using
bottom-up manner. In this paper, we state the problem of mining colossal pattern
with pattern constraints. Next, we develop a theorem for efficient pruning candi‐
date patterns with bottom-up manner. Finally, we propose an efficient algorithm
for mining colossal patterns with pattern constraints based on this theorem.

Keywords: Bottom up · Colossal patterns · Data mining · Itemset constraint ·
High dimensional databases

1 Introduction

Frequent pattern mining (FPM) has been a vital subject in the field of data mining first
introduced by Agarwal [1] and has been a focused theme in research for over three
previous decades. Frequent patterns (FPs) are referred to itemsets, subsequences, or
substructures whose appearance frequency in the target dataset is not less than a user-
specified threshold value. FPM plays a fundamental role in association rule mining
[33, 34], correlation mining [4], sequential pattern mining [15, 24], episode mining [3,
35], partial periodicity [14], classification [13], clustering [6], etc. FPM has multiple
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applications such as market basket analysis [21], weblog analysis [29, 30, 37], DNA
sequence analysis [22] and prediction [20].

Although numerous efficient algorithms have been proposed to solve frequent pattern
mining or some of its variants, and the interest in this problem still persists [11], espe‐
cially for FPM on huge database.

One of the main reasons for the high level of interest in FPM algorithms is due to
the computational challenge of the task. The search space of FPM is enormous, which
is exponential to the length of the transactions in the dataset. This is challenges for
itemset generation when the support levels are low.

In 2007, Zhu et al. [36] proposed Pattern-Fusion algorithm for mining colossal
patterns. This algorithm overcomes the huge search space by only mining K good
frequent patterns. Dabbiru and Shashi [8] proposed the CMP (Colossal Pattern Miner)
algorithm for mining colossal patterns. Next, Sohrabi and Barforoush [25] proposed a
method named BVBUC for mining colossal patterns in high dimensional databases
which uses a bottom-up strategy based on transactions. The BVBUC joins 1-transactions
together to generate 2-transactions, and so on, until the number of transactions reaches
minimum support threshold (minSup). Moreover, the authors also proposed a formula
to prune branches that cannot expand to reach minSup to reduce the search space.
Although BVBUC is faster than CMP and Pattern-Fusion, it has some limitations.
Therefore, Nguyen et al. [17] proposed two algorithms, named CP-Miner and PCP-
Miner, for efficient mining colossal patterns. CP-Miner is based on CP-tree to efficient
mine colossal patterns while PCP-Miner is based on CP-Miner and pruning strategies
to efficient prune nodes in CP-tree.

Although there are a lot of algorithms developed to solve the problem of mining
colossal patterns, no algorithm is developed for mining colossal patterns with
constraints. In fact, the users can put their constraint to mine the patterns that they
concern. For example, they may want to mine patterns that contain an item in a set of
items or patterns that contain a pattern.

For pattern constraints, there are many contributions related to mine frequent patterns
with pattern constraints [5, 7, 9, 12, 16, 23, 26], mine class association rules with itemset
constraint [18] and classes constraint [19], mine erasable itemsets with subset and
superset constraints [28]. However, all of them are based on top-down manner to prune
candidate patterns. Therefore, proposed strategies in these works cannot apply to
colossal pattern mining with pattern constraint using bottom-up manner.

In this paper, we propose a method for mining colossal patterns with pattern
constraint. The main contributions of this paper are as follows:

1. We state the problem of mining colossal patterns with pattern constraint.
2. A theorem is developed to prune nodes in CP-tree.
3. Based on the theorem, we propose an algorithm for fast mining colossal patterns

with pattern constraint.

The rest of this paper is organized as follows. Section 2 presents some works related
to FPM and FPM with constraints and mining colossal patterns. Section 3 presents basic
concepts and problem statement. Section 4 presents a new theorem for fast pruning
candidates. An efficient algorithm for mining colossal patterns with pattern constraint
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is also proposed in this section. In Sect. 5 we compare the proposed algorithms with post
processing of PCP-Miner. Finally, Sect. 6 gives our conclusions and some future
research directions.

2 Related Works

2.1 Mining Colossal Patterns

The concept of colossal patterns was developed to solve the problem of mining patterns
in high dimensional databases [36]. Pattern-Fusion algorithm was proposed to mine K
best patterns from the database with the number of items is large. A heuristic-based
approach to approximate mine colossal patterns is also developed in Pattern-Fusion. To
mine all colossal patterns, Sohrabi and Barforoush [25] proposed the BVBUC algorithm,
which uses bit vectors to present the pattern in each transaction, and uses vertical bottom-
up traversing in transactions to mine colossal patterns. BVBUC only mine patterns that
their support is equal to minSup, the other patterns that support greater than minSup are
pruned because their patterns are the subsets of the mined patterns.

Although BVBUC can solve the problem of mining all colossal patterns by using a
bottom-up manner, which is very efficient when minSup is small. The search space of
BVBUC increases very fast when the number of transactions or minSup increases.

Therefore, Nguyen et al. [28] developed CP (colossal pattern)-tree and CP-Miner
algorithm for efficient mining colossal patterns. CP-Miner also uses bottom-up manner
like BVBUC. It, however, uses efficient pruning techniques (such as (i) early pruning
transactions; (ii) fast computing the pattern of a set of transactions; (iii) early pruning
nodes that cannot be colossal patterns) to reduce the runtime and memory usage. PCP-
Miner, an improved version of CP-Miner, was also developed by Nguyen et al. [28].
Like CP-Miner, PCP-Miner uses CP-tree to mine patterns. A sorting strategy is devel‐
oped to efficient prune candidate patterns and therefore, the runtime and memory usage
of PCP-Miner reduce significant compared to CP-Miner.

2.2 Mining Pattern with Constraints

There are three approaches for mining FPs with constraints: The first approach is called
post-processing method. They are based on Apriori [2], Eclat [31, 32] or FP-Growth
[10] to mine all FPs and then filter out the FPs satisfy the constraint. This approach
generates many candidates, meaning that it is time-consuming. In the real world, the
users are interesting in a small set of FPs which satisfy conditions. The second approach
is called pre-processing. In this approach, firstly, they discarded all the records do not
satisfy the constraint. Then, based on the rest of database they mine all FPs. For example,
dataset filtering [30] and MCFPTree [12]. And, the last approach is called constraint
FPs. The authors integrated constraint into the mining process so that it was generate all
the FPs which satisfy the constraint. Example CAP [16] and MINE_FS_CONS [27].
This approach can mine enough the constraint FPs for end users.
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3 Basic Concepts and Problem Statement

Definition 1 (Support of a pattern) [36]. Given a transaction dataset D, the support
of a pattern X, denoted by sup(X), is the number of transactions that contain X.

Definition 2 (Frequent pattern) [36]. Given a transaction dataset D, a pattern X is
frequent if sup(X) ≥ minSup.

Definition 3 (Core Pattern) [36]. Given a pattern Y, a pattern X ⊆ Y is said to be a τ-
core pattern of Y if sup(Y)/sup(X) ≥ τ, 0 < τ ≤ 1 (τ is called the core ratio).

For a pattern Y, let C–Y be the set of all its core patterns, i.e., CY = {X | X ⊆ Y and
X is a τ-core pattern of Y}.

Definition 4 (Colossal pattern) [36]. FP is a set of all frequent patterns in a transaction
database D. A pattern X is called a colossal pattern in FP if and only if there does not
exist an itemset Y such that X ⊂ Y and X is a τ-core pattern of Y.

The problem of mining colossal patterns is to find colossal patterns that satisfy the
core ratio τ.

Based on the problem of mining colossal patterns, we state the problem of mining
colossal patterns with itemset constraint as follow:

Definition 5 (Colossal pattern with pattern constraint). Given a transaction dataset
D, a core ratio τ, and a pattern X, mining colossal patterns with pattern constraint is to
mine all colossal patterns in D that their patterns contains X.

For example: Consider an example database shown in Table 1 with τ = 0.375 and
X = DE, we have colossal patterns with X-constraint as shown in Table 2.

Table 1. An example database

Tid Items
1 B, E, F, H, G, K
2 B, C, D, E, F
3 A, D, E, F, L
4 G, K
5 A, D, E, J
6 H, K, L
7 A, B, C, D, E, G, K
8 A, B, C, D, E, F, H
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4 Proposed Algorithm

In this section, we develop a theorem to fast prune candidate patterns that cannot satisfy
pattern constraint. After that, we propose an efficient algorithm for mining colossal
patterns with pattern constraint.

Definition 6 (Subsuming of a pattern). Given two patterns P1 and P2, if P1 ⊆ P2 then
P1 is subsumed by P2.

Theorem 1 [28]. If pattern X of a node is subsumed by any colossal pattern, then all
patterns created from this node cannot be colossal patterns.

Theorem 2. Given a node n in the CP-tree, if n.pattern does not satisfy pattern constraint
then all its child nodes cannot satisfy pattern constraint.

Proof. According to Definition 5 and the hypothesis, n.pattern does not contain X, i.e.
n.pattern ∩ X ⊂ X. Besides, Y is a child node of n then Y ⊂ n.pattern. It leads to Y ∩ X ⊂
X or Y cannot satisfy pattern constraint.

For example: Consider X = CDE from the database in Table 1. When we join two
nodes 1 × BEFHGK and 2 × BCDEF into node 12 × BEF, because BEF does not satisfy
X (i.e., BEF does not contain X) ⇒ all child nodes of 12 × BEF do not satisfy X-constraint.

Figure 1 presents the CPCP-Miner algorithm for mining colossal patterns that satisfy
the core ratio τ and pattern X. Basically, it is based on PCP-Miner [28]. Main different
of these two algorithms is in Lines 2 and 15. In these lines, CPCP-Miner is based on
Theorem 2 to prune nodes early.

Table 2. Colossal patterns with DE-constraint

# Colossal pattern
1 CDE
2 DEF
3 CDEF
4 ADEF
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Input: Transaction database D, core ratio τ, and pattern constraint X.
Output: Colossal patterns CP that satisfy X.
Method: 

1. minSup = ⎡ ⎤|D|×τ ;

2. D’ = D after filtering items that do not satisfy minSup, removing zero transactions
and removing items that cannot satisfy X; // by Theorem 2

3. [∅] = {{t1,1}, {t2,1}, ..., {tm,1}} from D’;
4. CP = ∅;
5. CPCP-Miner([∅], CP, minSup);

Procedure CPCP-Miner([T], CP, minSup)
1. Sort-Pattern([T]);
2. If  T.sup = minSup-1 then 
3. For all n in [T] do
4. If Checking-Colossal(n.pattern) then
5. Insert n.pattern and n.sup to CP;
6. Else
7. For all ni in [T] do
8. If (ni.sup + |[T]| - i ≥ minSup) then
9. [T1] = ∅;
10. For all nj in [T] with j > i do
11. Y.pattern = ni.pattern ∩ nj.pattern;
12. Y.sup = ni.sup +1;
13. If  (|Y.pattern| = | nj.pattern|) then
14. Remove nj from [T]; // by Theorem 1
15. If (X ⊆ Y.pattern) then // by Theorem 2
16. Add Y into [T1];
17. CPCP-Miner([T1], CP, minSup);

Fig. 1. CPCP-Miner algorithm for mining colossal patterns with pattern constraint

5 Experiments

5.1 Experimental Environment and Databases

All experiments presented in this section were performed on a PC with an Intel Core i5
3.2 GHz, and 4 GB of Ram, running on Windows 7 operating system, with the Visual
C# 2010.

Table 3. Characteristics of the experimental databases

Database # of items # of transactions
Accidents 468 340,183
Connect 130 67,557
Retails 16,470 88,162
Pumsb* 7,117 49,046
T10I4D100 K 1,000 100,000

200 T.-L. Nguyen et al.



We made experiments on five databases, as shown in Table 3, which were down‐
loaded from http://fimi.cs.helsinki.fi/data/.

5.2 Comparison of the Runtimes

Figures 2, 3, 4 and 5 show the runtimes for PCP-Miner with post processing and CPCP-
Miner.

Fig. 2. Comparison of two methods in Retails database with the number of transaction is 2000

Fig. 3. Comparison of two methods in Accidents database with the number of transaction is 150

Figures 2, 3, 4 and 5 present the results from experimental databases with some
minSup values (We random items in X with |X| = 3 for all experiments).

Results show that CPCP-Miner is always more efficient than PCP-Miner with post-
processing. For example, consider Accidents database with minSup = 4, the number of
transactions is 150 and the number of items is 773, the runtime of CPCP-Miner is 141.9 s
while that of PCP-Miner with post-processing is 223.8 s.
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6 Conclusions and Future Work

This paper has proposed a new method for mining colossal patterns. First of all, the CP-
tree structure is developed. Then, Theorem 2 for quickly mining colossal patterns and
pruning nodes is designed. Based on these theorems, we propose the CP-Miner algorithm
for mining colossal patterns. CP-Miner mines colossal patterns using the CP-tree and
pre-processing techniques to reduce the search space. Based on CP-Miner, a theorem
for quickly checking duplicated patterns and one for rapidly checking non-colossal
patterns are developed. These two theorems provide support for PCP-Miner, an
improved of CP-Miner algorithm, which is able to efficiently mine colossal patterns.

One of the weaknesses of bit vectors is that when the database is very sparse and the
first position of bit 1 at the beginning and the last position of bit 1 at the end of each bit
vector is very far, the number of bits in each bit vector is very large, although it contains
a small number of bits 1. Although we have used DBV to solve this problem it only
removes bits 0 at the beginning and the end. In future work, we will study how to
compress this case of databases in the tree. We will also apply the CP-tree to mining
frequent closed patterns and frequent maximal patterns in high dimensional databases.

Fig. 4. Comparison of two methods in Connect database with the number of transaction is 150

Fig. 5. Comparison of two methods in Pumsb* database with the number of transaction is 150
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Abstract. Brighthouse is a column-oriented data warehouse that supports the
compressed databases as well as analytic querying. For the faster query pro-
cessing, Brighthouse creates packages from the data rows. While the query is
resolving, it decompresses only those packages that partially satisfy the condi-
tion of the query to avoid accessing all the database. However, Brighthouse used
a constant parameter to create packages, this may create incompact packages
and lead to large number of packages that are processed in each query. In this
paper, at first, we define the task of partitioning data table into blocks as an
optimization problem, then discuss the time complexity of the problem and
propose an efficient algorithm, which creates dynamically data packages for
efficient queries in databases. The experimental results shown the advantage of
the proposed approach in package range reduction.

Keywords: Bright-house � Data pack � Sequence of time � Compress data

1 Introduction

In traditional data warehouse, tables are stored in row-oriented format, known as the
N-ary storage model. Tables can also be stored in column-oriented model. The last
format optimizes performance for SQL queries that involve a small set of columns.
However, data updates or join operations in multiple columns architecture become
time-consuming. A compromise between these two models is to divide a data table
horizontally into blocks. Within blocks records are stored in column-oriented format.
The idea was introduced in the PAX (Partition Attributes Across) architecture. In PAX
model [1] a table is horizontally partitioned into pages. In each page, all values of each
attribute are grouped together, which greatly improves cache performance. The idea of
automatic creation and usage of higher-level data about data has also developed in the
Brighthouse [8]. In the InfoBright project, the authors have proposed an algorithm to
generate metadata, which helps optimize the queries by reducing data row access when
calculate the query values. Knowledge Nodes are used in place of the traditional query
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indexing methods and thus reduce the storage space and runtime needed to calculate
query values. In this approach, the authors referred database compression in
stated-of-the-art [6, 7, 9, 10]. This method has an interesting point, it uses rough set to
quickly determine the relevant/suspect/irrelevant data packs.

Other similar approaches have been discussed in [2–5]. The common feature of the
proposed approaches is that it breaks a data table into blocks with a fixed size, inde-
pendently of the data distribution. It can show drawback when data have a random
distribution. This leads to more suspect packs presented inside the queries and thus slow
down the querying time, since the queries must load physical data from these packs. In
this paper, we propose an efficient method to create the data packs based on the data
distribution. The partition task can be defined as the clustering problem with some
additional constraints. There are different heuristics solving the problem. In the paper.
we propose a linear heuristic, which can split stream data into blocks in dynamical
manner.

First, we normalize the difference between the min and max value for adjacent data
values by column. Next, on the ith row, we search for the max value from the nor-
malized values and call it ni. If max value of a row is less than or equal to a specified
threshold n, that row and its following row are belonged to the same pack, i.e., we only
split pack when ni > n. With this method, we adjust the threshold value n to balance
between the metadata storage space and limit the physical data stream reading (assume
the data has a very large number of data rows).

The rest of the paper is organized as follows: Sect. 2 presents problem related to
packed approach. Section 3 describes the computational complexity of the packing
problem. Section 4 presents the proposed algorithm and an example is also given while
Sect. 5 shows experimental results on the standard database. Finally, conclusions and
future works are described in Sect. 6.

2 Partition Problem Formulation

The problem of splitting data table into continuous blocks that minimize range within
blocks and maximize a gap among blocks can be defined as clustering problem with
some constraints.

Definition 1 (Data table)
Data table is a triple D = (U, Id, A), where U is a finite set of records and A is a set of
attributes and Id is the indexing function or briefly the index. Formally, if |A| = n and
|U| = m, the index is the bijection: Id: U ! {1, 2,…, m} and each attribute ai is a
function ai: U ! R for all ai 2 A.

Definition 2 (Partition)
Let D = (U, Id, A) be a given data table. The partition of U into k blocks is a family of
subsets of U, which satisfied the following conditions:

– U = U1 [ U2 [… [ Uk;
– 8x,y (x 2 Ui) ^ (y 2 Uj) ^ (i < j) ! Id(x) < Id(y)
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Definition 3 (Range of block and total range of partition)
Let D = (U, Id, A) be a given data table. For any ai 2A and subset Uj � U, the
normalized range of attribute ai within subset Uj is defined as follows:

Range ai;Uj
� � ¼ max ai Uj

� �� ��min ai Uj
� �� �

max ai Uð Þð Þ �min ai Uð Þð Þ

Let Uj � U. The range of block Uj is defined as:

Range Uj
� � ¼ X

i

Range ai;Uj
� �

The total range of partition U = U1 [ U2 [… [ Uk is defined as:

TotalRange Uð Þ ¼
Xk
i¼1

Range Uið Þ

The optimal partition problem can be defined as follows:

Partition problem:
Given: Data table D = (U, Id, A) and a constant k.
Task: Divide U into k blocks U1 [ U2 [… [ Uk with minimal total range.

Let us notice the similarity between the partition problem and the clustering
problem. The difference is that in the packing problem the order of records is remains.

3 Computational Complexity of the Partition Problem

The exact (optimal) algorithm for the partition problem has the following schema:

Step 1: Create all possible of partitions of Id set into k disjoint blocks.
Step 2: For any partition P calculate TotalRange(P).
Step 3: Choose the partition with the min TotalRange.

Theorem: The exact algorithm runs in time O(nk).

Proof: The problem of partition of an n-element set into k disjoint blocks is equivalent
to the problem of distributing n identical objects into k distinct boxes. It is known that
the number of ways to distribute the objects is:

Ck�1
nþ k�1 ¼

nþ k � 1ð Þ!
k � 1ð Þ!n! ¼ nþ 1ð Þ nþ 2ð Þ. . . nþ k � 1ð Þ

k!
¼ O nk

� �

Unfortunately, when database contains millions of records, the exact algorithm is
useless. In the next section, we propose heuristics, which in linear time generate a
sub-optimal solution.
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4 Proposed Method

In this section, we present a method to create packs based on a threshold n. To do that,
following equation is used to normalize the gap between min and max values of each
row.

ni ¼ max
max vij; viþ 1j

� ��min vij; viþ 1j
� �

P
vij2Colj vij

( )n

j¼1

ð1Þ

where vij is value at row i, column j of the matrix and Colj is the column jth.

4.1 Algorithm

The purpose of this problem is to find a best splitting to partition data rows into packs
such that we can reduce reading physical data. Assume that we want to divide data
rows into k packs. To solve this problem, we present a heuristic method, named
Dynamic Pack Approach (DPA), to partition data into packs based on a threshold n.

Input: Database (D) with m rows and n columns, n[ 0
Output: packs to compress data rows for query
DPA (D, n): Dynamic Pack Approach Algorithm
Step 1: Compute min and max value of two adjacent rows
Step 2: Compute the normalize value (ni with i 2[1, m-1]) of each row using Eq. (1)
Step 3: Splitting data rows into each pack based on n and n
Step 4: Computing values for each pack.

4.2 An Illustration of Example

In this section, we use the database in Table 1 to illustrates the process of DPA with
n = 0.05.

Table 1. An example training dataset

ID A B

1 100 2000
2 50 1800
3 200 2100
4 50 1900
5 1500 20
6 1000 40
7 500 60
8 1000 50
9 50 1000
10 100 800

(continued)
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Table 1 has 20 rows containing two attributes A and B. Assume that we compute
the min and max between two adjacent rows such as {1,2}, {2,3}, …, {19,20}. We
have the results in Table 2.

For example, min(a1, a2) = 50 and min(a5, a6) = 1000; similar max(a1, a2) = 100
and max(a4, a5) = 1500, respectively. Then, we compute ni for each row and the results
are shown in Table 3.

Table 1. (continued)

ID A B

11 80 1100
12 60 1000
13 120 900
14 400 90
15 300 120
16 480 100
17 500 110
18 1500 600
19 1400 500
20 1300 550

Table 2. Min and max of attributes A and B

Two adjacent rows Min A Max A Min B Max B

{1,2} 50 100 1800 2000
{2,3} 50 200 1800 2100
{3,4} 50 200 1900 2100
{4,5} 50 1500 20 1900
{5,6} 1000 1500 20 40
{6,7} 500 1000 40 60
{7,8} 500 1000 50 60
{8,9} 50 1000 50 1000
{9,10} 50 100 800 1000
{10,11} 80 100 800 1100
{11,12} 60 80 1000 1100
{12,13} 60 120 900 1000
{13,14} 120 400 90 900
{14,15} 300 400 90 120
{15,16} 300 480 100 120
{16,17} 480 500 100 110
{17,18} 500 1500 110 600
{18,19} 1400 1500 500 600
{19,20} 1300 1400 500 550
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For example, consider n = 0.05, the values of the first three rows are smaller than n,
so rows 1, 2, 3, and 4 are in same pack (Pack 1). At row fourth, we have n4 > n, it
means rows 4 and 5 do not belong to the same pack (i.e., row 5 belongs to Pack 2). Do
the same way, because n8, n13 and n17 are greater than n, we have 5 packs as follows:
Pack 1 contains rows 1, 2, 3, and 4; Pack 2 contains rows 5, 6, 7, and 8; Pack 3 contains
rows 9, 10, 11, 12, and 13; Pack 4 contains rows 14, 15, 16, and 17; and Pack 5
contains rows 18, 19, and 20.

5 Experiments

The experiments were implemented by C# in .NET 2010 environment on a PC with
following configuration: Windows 8.1, CPU core i7-7500U 2.70 GHz, RAM 8 GB.

Experiments are evaluated on the real database (Coal mine) and their characteristics
are showed in Table 4.

Table 3. The gaps bigger then threshold n

Two adjacent rows ni
{1,2} 0.013477089
{2,3} 0.020215633
{3,4} 0.014031805
{4,5} 0.135640786
{5,6} 0.046772685
{6,7} 0.046772685
{7,8} 0.046772685
{8,9} 0.088868101
{9,10} 0.013477089
{10,11} 0.020215633
{11,12} 0.006738544
{12,13} 0.006738544
{13,14} 0.05458221
{14,15} 0.009354537
{15,16} 0.016838167
{16,17} 0.001870907
{17,18} 0.09354537
{18,19} 0.009354537
{19,20} 0.009354537

Table 4. Characteristics of experimental databases

Database #attributes #rows

DatabaseTest 2 20
CoalMine-1 2 3,860
CoalMine-2 2 79,893
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Table 5 shows the numbers of packs and rows in each pack in experimental
databases with some thresholds.

To show the efficient of proposed algorithm, we compute the sum of the distances
between max and min values in each column in each pack. Figures 1 2, 3, 4, 5 and 6
show the comparison of DPA and the method based on partition the data table into
equal-frequency packs presented in Slezak et al. [8].

Results from Fig. 1 shows that DPA is better than other method. For the first two
packs, they have the same rows, so the sums of (max-min) are the same. For pack 3, the
sum of DPA is 370 while that of Slezak et al. method is 350. It means our method is not
better than Slezak et al. method. However, for the rest packs, the corresponding values
of DPA are 230, 300 while that of Slezak et al. are 1170, 1490. Figure 2 shows the
sums of all values from packs of two methods.

Table 5. Number of packs and rows in each pack

Database n Number of packs Rows belong to each pack

DatabaseTest 0.05 5 1..4; 5..8; 9..13; 14..17; 18..20
CoalMine_1 0.05 5 1..2555; 2556; 2557..3844; 3845; 3846..3760
CoalMine_2 0.02 5 1..416; 417; 418..37738; 37739..37761; 37762..79893

Fig. 1. Comparison of two methods in
DatabaseTest with n = 0.05

Fig. 2. Sums of all values from packs of
two methods in DatabaseTest with n = 0.05
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6 Conclusions and Future Work

In this paper, we have proposed an efficient method to partition data with a dynamic
creating data packs based on the normalization values between two adjacent rows. This
method can solve the problem of chosen the number of packs and the gap of values in
each pack is not large. This leads to reduce scanning physical data rows in each query.
In future work, we are going to compute the runtime for queries and compare our
method with Bright-house. In addition, we plan to investigate how to use the compress
database for mining instead using the original database.
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Fig. 3. Comparison of two methods in
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Fig. 4. Sums of all values from packs of two
methods in CoalMine-1 with n = 0.05

Fig. 5. Comparison of two methods in
CoalMine-2 with n = 0.02

Fig. 6. Sums of all values from packs of
two methods in CoalMine-2 with n = 0.02
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Abstract. Contemporary software on servers is usually configured through
editing configuration files. Surprisingly, to the extent of our knowledge, the
diversity of configuration file formats remains unstudied. Our goal in this work
is to determine what data structures are used in configuration files and what
formats are being used to encode them, in order to have a foundation for
semantic analysis of their contents in the future. We examine 14133 files in 3409
packages comprising the whole set of software available in Debian stable
repositories that has configuration files in the /etc directory. After eliminating
files that are not configuration (such as init scripts), we assign them to categories
using various criteria, some of them being the data structure they express or
whether the order of statements matter. In this examination we find that even
custom configuration formats can usually be expressed using one of several
commonly used data structures. Some software packages, however, are con-
figured in a Turing-complete programming language, usually the same one that
the configured program was written in, and are therefore unsuitable for static
analysis. Regardless, we provide a taxonomy of configuration formats, and
highlight common themes in custom formats used by various packages. Ulti-
mately, we describe a data structure that is able to hold information about all of
these configuration files for further analysis.

Keywords: Configuration management automation � Data modeling �
Configuration � Static analysis � System configuration

1 Introduction

Contemporary software on servers is usually configured through editing configuration
files. These files are instructions on how a configured program should behave, and
usually, but not always, can be thought of as data structures. Being data structures, they
are static, or at least not Turing-complete, and it is possible to analyze and modify their
contents without running the configured program or any other program dedicated for
this purpose.

There is another meaning to the word configuration, usually referred to as runtime
configuration - that is, the contents of the aforementioned data structures during the
execution of a program. Sometimes, this runtime configuration can be changed without
modifying the corresponding configuration files. We ignore that fact completely and
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focus exclusively on configuration files. The reason is that it is not always possible to
extract runtime configuration from a running program, when it is, every program has a
different method of accessing it, and regardless, it is considered a good practice to
reflect any runtime changes in the configuration files, so that it may survive restarting
the service, or rebooting the whole server.

Our ultimate goal is to provide a method for automatic verification of correctness of
a whole system’s configuration, in contrast to just checking one configuration file. This
is motivated by the fact that a lot of software systems’ failures are caused by mis-
configurations [2, 3, 9, 10, 18]. Although there are many different approaches to
alleviate that problem, some based on automatically generating and managing con-
figuration files [11–17], others on verification of existing configurations [5, 8, 9],
instrumenting configured applications to detect errors earlier [4], and static analysis of
the program’s source code to detect potential errors [19], the problem is not yet solved
[6, 7]. In automated configuration management, it would be useful to have means to
identify potential problems introduced by it. This publication is a first step towards a
new approach to the problem, detailing what kinds of data can be expected in con-
figuration files. Therefore, this analysis is in context of later verification of configu-
ration – we do not consider, for example, how to transform data back into the text of a
configuration file.

Our contribution comprises three parts: we define a taxonomy of configuration files,
list classes of errors that might arise in these files, and propose a data structure that can
hold the configuration described in these files in a way that allows for further analysis
of whether any of these errors have occurred.

In this article, we first present the methodology of our research in Sect. 2, then
discuss findings in Sect. 3. Later, we move on to describing our proposed taxonomy in
Sect. 4, discuss the possible error classes in Sect. 5. In Sect. 6, we define a data
structure that can contain configuration data found in the analyzed configuration files
while allowing to check for error classes described in Sect. 4. At last, in Sect. 7 we
draw conclusions.

2 Methodology

We begin by searching for all packages in Debian jessie (the current stable release) that
contain configuration files. This is accomplished in the following way:

apt-file search -x ’/etc/.*’ | grep ’: /etc’ | grep -vP 
’: /etc/init.d’ | cut -d: -f1 | uniq 

We filter out packages containing only files in /etc/init.d, as these files are
not configuration, and including these packages would be useless. We search for files in
/etc, because it is the standard place for configuration in Unix systems. This yields
14133 files in 3409 packages.

Each of these packages is then downloaded, and extracted. We then analyze each
file manually, and examine differences between them. We have chosen to answer the
following questions for all configuration files:
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1. Does order of configuration entries matter?
2. What type of structure does the file use?
3. Do the values in the file have complex types?
4. Do values reference other parts of the file?
5. What syntax or programming language is the configuration written in?
6. What is the syntax for comments, if they are possible?

3 Findings

One of the most easily visible aspects of a configuration file is its syntax. We have
found that most configuration files employ one of several popular configuration formats
to express their configuration. The two most popular formats were XML and INI. INI
files do not have a formally specified syntax, and different programs vary in some
specifics. Consider the short examples shown in Fig. 1.

The differences are mostly in whether there is an implicit “global” section, what
character is used for comments (which can be easily inferred by checking whether the
file contains lines starting with either # or;), and whether the = character is used to
separate the key from its value. Sometimes, quotes are used to denote the beginning
and end of a value, and they should not be treated as a part of it. Note that the last
example wouldn’t be traditionally considered an INI file, but it has the same structure
and semantics as other configuration files. These files describe configuration as a list
key-value pairs, where the keys are strings, and values vary in their type [1].

One important difference between different programs and sometimes even state-
ments in a configuration file is whether multiple values for a key are allowed, and how
are they expressed. Consider the configuration file for the Linux DNS resolver (/etc/
resolv.conf), as shown in Fig. 2.

# Comment
a key = value
[section]
b key = value

; Comment
[general]
a_key = value
[section]
b_key = "value"

# Comment
a_key value
b_key value

Fig. 1. Three examples of configuration files that contain key-value data

search example.org example.com
nameserver 8.8.8.8
nameserver 8.8.4.4

Fig. 2. Linux dns resolver configuration
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This file uses two methods to denote multiple values: in the case of search, the
value contains multiple space-separated entries, while in the case of nameserver
there are two keys with the same name, but different values. In both cases, the order of
the values matters. In other programs’ configuration files, multiple keys may not be
allowed, and if they are, the order might not matter. Unfortunately, this is not some-
thing one can infer just from analyzing the contents of a file.

Figure 3 shows that the same issue may arise even in XML files.

In this example (taken from the dacs package), they can be many <rule> tags,
and their order matters, but there is also the order attribute. This attribute contains a
list of values, separated by a comma. Therefore, an assumption that, even in XML files,
values are scalar would be incorrect.

Which leads to another differentiating factor between configuration files: what
kinds of values are allowed?

Many configuration files accept only numbers and string values that have no
intrinsic meaning, such as names for various things. These are scalar values - they
usually cannot be decomposed further. However, some values are filesystem paths,
URIs, IP addresses, or even more complex data structures.

For example, Fig. 4 shows a line from a Systemd mount unit that contains a key
called Options, with a value that is a list of key-value pairs. Their syntax is almost
the same as an INI file, except that commas are used instead of newlines, and some
keys have no values, as they are flags. The values in this list can be further decom-
posed. For example, the value of lowerdir is a list of filesystem paths. Even umask,
despite it appearing to be a number, can be decomposed to reveal its true meaning: that
there are no restrictions on the owner and group of files in this mount, but others can’t
execute them. This is because filesystem permissions in Unix systems are concisely
expressed as a number in which every bit has its separate meaning.

Therefore, as we can see, any program attempting to analyze the semantics of
configuration files must be able to understand not only the syntax of the file itself, but
also what is the type of values for given configuration parameters - if only to
decompose them into smaller components. Sometimes, as seen above, this knowledge
must extend beyond what the configured program knows about the value. In the
example of the mount options, Systemd does not understand the contents of these; it
just passes them to the mount utility, which in turn passes them to the filesystem driver
without further analysis. However, what is usually important for a system administrator
configuring such a thing is whether it will ultimately do what’s expected, instead of, for
example, returning an error.

<rule id="r1" order="allow,deny">
<allow id="a1">

dacs_admin()
</allow>

</rule>

Fig. 3. A fragment of an xml configuration file containing a non-scalar value in an attribute
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There is one more special case that can be encountered with string values: they
might contain references to variables defined elsewhere in the configuration file or
available by default. One program that allows for this is Nginx.

Figure 5 shows a fragment of a configuration file for Nginx. Aside from the fact that
it is not a simple key-value configuration file (which will be discussed later), it shows the
use of variables in strings. There are two challenges that must be overcome when
analyzing these values. Firstly, while the strings contain references to variables, they are
not composed of them - they might contain other text as well. Because of that, both an
analysis of the string as a whole must be possible, and checking what variables are used
(and whether their type is correct, if applicable). Secondly, the domain variable is
defined by a capture group in a regular expression. In order to know that, one must be
able to parse the particular regular expressions flavor used by Nginx. Similar challenges
arise in configuring other programs. It has to be noted, however, that it is still possible to
determine what variables are available - this might not be a case with programs con-
figured in various programming languages, such as Python, Ruby, or Javascript.

Some configuration files need a more complex structure than a key-value store
would allow. Web servers often have such configuration files, one example being
haproxy (Fig. 6).

Options =
lowerdir=
/mnt/a:
/mnt/b,

upperdir=/mnt/c,
workdir=/mnt/d,
user=nobody,
umask=001,
ro

Fig. 4. A fragment of a system mount unit configuration. Note that this is a single line, and is
split into multiple in order to show the hierarchy of parameters

server {
server_name "~^(www\.)?(?<domain>.*)$";
location / {
fastcgi_split_path_info ^(.+\.php)(/.*)$;
fastcgi_param SCRIPT_FILENAME $document_root

$fastcgi_script_name;
fastcgi_param HTTP_X_DOMAIN $domain;

}
}

Fig. 5. A fragment of a configuration file for Nginx. Line 5 (SCRIPT_FILENAME) is wrapped
due to space constraints.
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This seemingly simple example is quite difficult to analyze semantically, compared
to many other configuration files. Firstly, the first line opens a section. However, there’s
no statement closing a section, as the only method to do so is to open another section.
This is similar to INI files, but unlike those, there are several keywords that start a new
section. Because of that, even a partial parser would have to know all of them. Another
aspect is that many of the options take optional arguments. For example, bind takes
ssl and crt <path> as options, and the latter is semantically valid only if the
former is used, that is - it is an error to use crt without ssl. Then, there is the
option keyword, which allows one to set various flags in haproxy. The issue here is
that what is being set is not exactly a flag - it has additional data in the form of
except <address> that is only valid in the forwardfor option. Haproxy, in its
documentation, decides to treat option forwardford and other options as separate
statements, that is, option itself does not have any meaning. There’s also a question
of how much to parse in the reqadd statement. Its value should be a valid http header,
but haproxy will accept any string. Additionally, since haproxy allows for using
variables inside strings, it might be undecidable whether it is a correct http header.
Finally, if options are supported in several statements. These options contain one of
more predicates, of which all must be true for the statement to take effect. Each
predicate is either a rule name, which must be defined earlier, and not later, in the file,
or an ad-hoc specification for a rule. Because the order of defining rules matters, an
analysis engine must know what the current contents of the rule are at the time of its
use. When analyzing such complex files, an analysis engine must not ignore these
details and be able to express the complex data structures seen here, for example
“maybe a http header” in reqadd.

4 Taxonomy of Configuration Files

We have analyzed how configuration files structured in applications available in
Debian repositories. We propose a taxonomy to classify them in Fig. 7.

First of all, we discard configuration files based on Turing-complete programming
languages. One could parse and try to analyze them if they contain only assignments,
but such a subset can be classified in other categories. Files in this category are usually
written in the same programming language as the program itself.

frontend front
bind 0.0.0.0:80
bind 0.0.0.0:443 ssl crt /etc/haproxy/ssl.pem
option forwardfor except 172.16.0.0/12
reqadd X-Forwarded-Proto:\ https if { ssl_fc }
acl is_authenticated http_auth(users)
http-request auth realm restricted\ area 
if !is_authenticated { ssl_fc }

Fig. 6. A fragment of a haproxy configuration. The last line is wrapped due to space constraints.
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Next, we make another distinction between imperative and declarative configura-
tion files. An imperative configuration file is a list of instructions (as opposed to a list of
data values). An example would be firewall configuration, which is stored as a list of
firewall rules to be applied. Each line in such a configuration file is an instruction to
add, remove or modify rules in the firewall, modifying its state. Of course, in most
configuration files, only additions would be used, but nevertheless, structurally it is a
list of instructions, and not just data.

Declarative configuration is easier to analyze. The simplest form of configuration is
a single string value. Although rarely, it can be seen in some programs, that usually just
display the contents of the file to a user in a certain situation. Examples would be
“message of the day” files, or http error pages. Adding the first dimension to the
configuration, there are files that contain lists of values. These values are scalars,
usually either filesystem paths or regular expressions. One important distinction is
whether their order is important or not.

A lot of configuration files store a list of pairs, as it a format both easy to parse and
use in a program, and to reason about. Although the syntax varies greatly, the most

Fig. 7. The taxonomy of configuration file formats
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important semantic difference is whether keys can contain sections and non-scalar
values. In this category, keys have predefined names.

If there is a need for more than one value for a key, often a table is used. There are
files that contain two column tables. These differ from key-value lists described above
in that while there might be a primary key value, it is still a value, and not a name that
is defined in the program. In some cases, fields in the table can contain non-scalar
values, which is also important for analysis.

A relatively uncommon data structure for a configuration file is a generic tree, as is
used in xml. The main differentiator for this category is that there is no method of
validating the structure of the tree syntactically. Some programs will report errors when
there is unknown data in the tree, others will not. Again, in this case, the values might
be non-scalar, as is described in the previous section.

Lastly, there are configuration files that, while declarative, have more complex
structures. All of them can be expressed as trees, however their structures are more
constrained. In these cases, a given tree node has a type, which decides what types of
children it might have. It is important to note that these nodes might also have values in
addition to their types. In files in this category, it is often possible to use variables
referring to other parts of configuration - either predefined, or defined in the configu-
ration file itself.

5 Errors in Configuration

With this taxonomy, we proceed to define the types of errors that might arise in
configuration files. We find the following classes of errors to be possible:

• value equals X,
• value does not equal X,
• value is less than X,
• value is more than X,
• wrong order of values,
• invalid syntax,
• invalid key,
• undefined variable (in case where it is possible to define them),
• invalid variable (in case where it is not possible to define new variables),
• presence of a key when it is forbidden by another part of configuration,
• absence of a required key,
• multiple values where only one is allowed,
• more than X values for one key,
• less than X values for one key,

where X can be:

• a simple value,
• a value of another configuration setting, possibly of a different program,
• or a value representing a part of the current state of the configured system (for

example its current IP address).
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The “key” in these categories is either a key in a list of key-value pairs, a field in a
table, or a type of a single node in a tree.

These categories encompass a variety of smaller use cases, such as two services
using the same resource on the same system, or having multiple values for a key where
only one is allowed.

6 Universal Configuration Description

In order to analyze these configuration files holistically, we must find a common data
structure to encode all variations of these files. We focus on declarative configuration
and propose the following structure to hold information about the values in configu-
ration files:

ConfigValue: (type: String, 
 value: Scalar?, 
 children: (List<ConfigValue> | Dictionary)? 
) 
Dictionary: List<(String,ConfigValue)> 
Scalar:(value:Number|String, 
 usesVariables:List<String>, 
 definesVariables:List<String>, 
 setsVariables:List<String> 
) 

For further reference, we call this the Universal Configuration Description (UCD).
Because complex values exist in various configuration files, the data structure is nec-
essarily recursive. Both value and children fields of ConfigValue are optional,
as denoted by “?” at the end of their type declarations. Each value has a type –

expressed in terms of the configured program, for example a server configuration in
haproxy would have a “HaproxySever” type, and a Dictionary <String,
ConfigValue> value, because it has multiple named fields that are unordered. Scalar
values, in addition to having their content, contain information about the variables they
use, define, and set (or redefine), so that a simple analysis of whether they can be used
in a given context may be performed. Analysis of the content of values that use
variables remains an open question, however, and is out of scope for this document.

With such a structure, a configuration file becomes a single ConfigValue con-
taining its content. If the file contains a string or a list, the transformation can be
performed directly, as there are appropriate data types in the structure. In the case of
key-value pairs, if they contain sections, the file would contain a dictionary with section
names as keys and dictionaries as values. The order of keys is always preserved for
dictionaries, as it is easily possible to simple ignore it during analysis if it is not
important. One important detail is the case of multiple values for one key. Such values
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shall be always represented as multiple key-value pairs, as it is the only method that can
preserve their order relative to other keys. Tables in configuration files are expressed as
lists of dictionaries if they don’t contain primary keys, and dictionaries of dictionaries if
they do. Trees are expressed as nested lists or nested dictionaries, depending on
whether the branches have names.

Strings, lists, key-value sets, and trees have the type field set to their respective type
names. Tables and any other structures must have their own type names per structure
type, so that an analysis engine can check whether its contents match a predefined
structure. For example, the /etc/passwd containing a table with information about a
system’s users would have a “Passwd” type, not “Table”, as it’s a specific table with
specific fields. The contents of any complex structure are encoded in the same manner
as trees.

In order to explain how the transformation to UCD could be done, we present the
transformed version of the configuration fragment found in Fig. 5:

ConfigValue { 
    type = "NginxServer", 
    value = null, 
    children = [ 
        ("server_name", ConfigValue { 
            type = "Regexp", 
            value = Scalar { 
                value="^(www\.)?(?<domain>.*)$", 
                usesVariables=[], 
                definesVariables=["domain"], 
                setsVariables=[] 
            },   
            children = null 
        }), ("location", ConfigValue { 
            type = "NginxLocation", 
            value = Scalar { 
                type="String", 
                value="/", 
                usesVariables=[], 
                definesVariables=[], 
                setsVariables=[] 
            }, children = [ 
                ("fastcgi_split_path_info", ConfigValue { 
                    type = "Regexp" 
                    value=Scalar { 
                        value="^(.+\.php)(/.*)$", 
                        usesVariables=[], 
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                     definesVariables= 
["fastcgi_script_name", "fastcgi_path_info"], 
                        setsVariables=[] 
                    } 
                    children=null 
                }), 
                ("fastcgi_params", ConfigValue { 
                    type = "Dictionary" 
                    value=null  
                    children = [  
                        ("SCRIPT_FILENAME", ConfigValue { 
                            type="String" 
                            value=Scalar { 
                                value= 
"$document_root $fastcgi_script_name", 
                                usesVariables=  
["document_root", "fastcgi_script_name"], 
                                definesVariables=[], 
                                setsVariables=[] 
                            } 
                        }), 
                        ("HTTP_X_DOMAIN", ConfigValue { 
                            type="String" 
                            value=Scalar { 
                                value="$domain", 
                                usesVariables=["domain"], 
                                definesVariables=[], 
                                setsVariables=[] 
                            } 
                        }), 
                    ] 
                }), 
            ] 
        }) 
    ] 
} 

It should be noted that both the server_name and fastcgi_path_info
settings define variables, although the reasons for that are different: server_name
specifies a name for a regular expression group that can be used later as a variable,
while fastcgi_path_info always defines its variables, even though they are not
mentioned anywhere in the value itself.

Additionally, the two fastcgi_params settings were merged into one dic-
tionary so that further analysis might be easier. This is possible because their order does
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not matter. A counter-example would be the location setting – the order of these
settings is important, both among themselves, and relative to other settings, so they
cannot be grouped into a dictionary.

7 Conclusion

In this work, we analyzed data structures used in system configuration files to have a
foundation for the semantic analysis of their contents in our future research in the file of
automated configuration management. We found that even custom configuration for-
mats can usually be expressed using one of several commonly used data structures.
However, some software packages are configured in a Turing-complete programming
language, usually the same one that the configured program was written in, and there
are therefore unsuitable for our analysis. Regardless, we provided a taxonomy of
configuration formats, and highlight common themes in custom formats used by var-
ious system software packages. Ultimately, we describe a data structure that is able to
hold information about all of these configuration files for further analysis. Our analysis
has been applied to configuration files available in the Debian Linux distribution,
described classes of errors that may arise in them, and defined a data structure that can
contain data in these configuration files in a common format, suitable for later analysis.
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Abstract. We propose a general framework for systems of the Internet of
Things based on ideas of reliability trust, transaction gain, and risk. The major
contribution of this work is the integration of the reliability trust estimated at the
perception layer and risk estimation based on global control information pro-
vided by the cloud layer. We propose establishing a decision-making process on
a random variable-based gain-loss model and methods of choice under risk. The
proposed approach is general – it can be used for a wide range of trust-based
decisions undertaken in the perception layer, such as routing, sensor selection,
data aggregation, intrusion detection, and others.
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1 Introduction and Background

1.1 IoT Architecture – Outline

The Internet of Things (IoT) is a communication system paradigm in which the objects of
everyday life that are equipped with microcontrollers, wireless or wired transmitters, and
suitable protocol stacks that allow them communicate with one another and, via ubiq-
uitous cloud, also with users, become an integral part of the Internet environment [1].

Here, we will consider an IoT model consisting of three major levels:

• “Perception” (or “things”) layer, which encompasses a wide range of “smart”
devices ranging from RFID and NFC enabled tags, environmental sensors and
actuators, home appliances and mobile terminals.

• “Core” (or network) layer providing heterogeneous communication infrastructure
based on multiple network standards including well established L1/L2 technologies
such as Wi-Fi, 3G, and Ethernet together with the standard internet protocol suite
(IPv4/IPv6 and transport layer UDP/TCP stack) as well as relatively new standards
such as 4G LTE, Z-wave, ZigBee, 6LoWPAN, VLC, mIP [2], and others.

• “Cloud” (or application) layer for integrating, managing and analyzing IoT devices.
The cloud not only gathers data and manages the “things” and “core” layer, but acts
as a ubiquitous service provider for end-users, according to the Service Oriented
Approach (SOA) paradigm.

The above IoT model is compatible with the reference architecture model proposed
by the EU FP7 IoT-A project [3] and the IoT-A tree structure [4].

© Springer International Publishing AG 2018
L. Borzemski et al. (eds.), Information Systems Architecture and Technology: Proceedings
of 38th International Conference on Information Systems Architecture and Technology – ISAT 2017,
Advances in Intelligent Systems and Computing 655, DOI 10.1007/978-3-319-67220-5_21

http://orcid.org/0000-0002-0869-2828


1.2 IoT Applications

IoT is widely, although mostly anecdotally, known as a network of household appli-
ances – from PC equipment and peripherals to fridges, coffee machines, etc. However,
the scope of IoT deployments is much wider, and covers the following areas [1, 5–7]:

• “Smart Cities” – structural health monitoring, noise mapping, traffic congestion
monitoring and “smart roads”; smart lighting; waste; security and physical intrusion
detection.

• Smart agriculture and farming – fertilizer, pesticide and irrigation monitoring, crop
level monitoring; hydroponic plant monitoring and control; animal tracking.

• “Smart environment” – weather monitoring; disaster early warning systems, e.g.
flood detection and volcano monitoring); water quality monitoring; chemical
leakage and pollution level detection.

• “Smart Grid” – energy consumption monitoring and management; monitoring and
optimizing performance in small green energy plants (e.g. solar or bio-gas).

• Industrial Security and Emergency –gas level and leakage detection in industrial
environments, radiation level measurement.

• Retail and logistics – supply chain control, NFC payment, intelligent shopping,
product management; item location; fleet tracking.

• eHealth – patient surveillance in medical facilities; assistance for elderly or disabled
people living independently.

• Home automation (“Smart homes”) – energy and water use monitoring, remotely
controlled appliances, intrusion detection systems.

It is worth noting that in many of the above areas, especially regarding environ-
mental and agricultural monitoring, industrial security and smart city applications, large
networks of power- and resource-constrained wireless sensors are used. This type of
IoT infrastructure will be our major focus in this work.

1.3 Trust in IoT

The two traditional methods of protecting IT systems, including IoT environments, are
cryptography and access control. They can be considered to be “hard” security mea-
sures, which guarantee system security – if implemented correctly. However, in
heterogeneous IoT environments, cryptography alone cannot guarantee security, as
compromised network nodes can generate false or misleading information while still
providing valid cryptographic credentials. Similarly, access control mechanisms are not
immune to internal malicious attacks, and traditional centralized access control is not
suitable for distributed environments. However, trust management, considered to be a
“soft” security measure, can resolve the above-mentioned issues, not necessarily by
substituting, but rather by augmenting the “hard” security measures.

The difference between “hard” and “soft” security measures was first described by
Rasmussen and Jansson [8], where the term “hard security” was used for traditional
mechanisms like authentication and access control, and “soft security” for “social
control” mechanisms in general – of which trust is an example. The idea of trust is a
central concept in decision-making processes, especially those decisions involving

Risk-Based Decision Making in IoT Systems 231



access control schemes, security policy execution, and networking (e.g. routing, data
aggregation, localization, node selection, attack detection, etc.). Despite being seen as
of paramount importance, trust is a fuzzy concept – no single definition of it exists, and
it is defined, calculated and used in various and often contradicting ways [9].

The concept of trust in computer science emerges from the sociological, psycho-
logical and economical environments. The origins of computational trust date back to
the 90s, when Marsh [10] analyzed its basic properties and replicated social and
psychological factors of trust in a computational setting. Since then, numerous trust
management systems for different applications and environments have been developed.
Trust has been investigated heavily in various networking environments, namely
Peer-to-Peer (P2P) networks [11], Wireless Sensor Networks (WSNs) [12], Mobile
ad-Hoc Networks (MAHNs) [13] and Grid Computing systems [14]. Surprisingly, up
until now, there has been very little effort made to tackle the issues of trust management
specifically in IoT environments [15] and even less attention devoted to analyzing risk
in distributed systems. In this work, we will focus on the “soft” reputation-based trust
model1 that relies on the history of interactions between peers, as it is agreed that in
mid- and large-scale distributed systems, reputation-based trust or a combination of
reputation-based and policy-based trust is the right choice [9].

A natural evolution path for researching trust in IoT is to extend the work conducted
for P2P systems and WSNs [12]. However, developing a trust framework for the IoT
environment is more complex than in the case of P2P or WSNs, as these systems are
rather more homogenous than the IoT environment. In WSNs, all nodes share identical
or similar architecture and communicate on the same network abstraction level. More
complex WSN systems are based on the “sensor, router, sink” paradigm, but they still
have simpler architecture and are smaller in scale than IoT systems. In P2P systems, the
network consists of identical nodes, or in some cases, two distinct groups of nodes
operating on the same resources and based on the same application-level protocol. The
case is very different for IoT – there is a fundamental difference in resource availability,
architecture and protocols used between the perception, core and cloud layers. The
major problem with establishing a trust model in this environment comes down to the
issue of propagating trust information and trust control across the three IoT layers. This
work presents a model that aims to address this issue.

1.4 Scope of This Work

In this work, we will propose a general framework for IoT systems which is based on
ideas of reliability trust, transaction gain, and risk. The major contribution of our
approach is the integration of the reliability trust estimated at the perception layer and
risk estimation based on global control information provided by the cloud layer. The
approach is general – it can be used for a wide range of trust-based decisions under-
taken in the perception layer.

1 An alternative is policy-based trust, which is based on predefined rules and credentials, and is in fact
a `̀ hard'' security measure.
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Yan, Zhang andVasilakos [16] define ten trust objectives that should be accounted for
in a trustworthy IoT system. The scope proposed by the authors is broad and ranges from
data transmission trust to issues relating to human-computer trust interaction. From these
objectives, we have selected the following which are addressed by our risk-based model:

• Data perception trust (DPT) – concerns mainly the perception layer, and includes
properties like sensor sensibility, preciseness, security, reliability, and persistence.

• Trust relationship and decision (TRD) – provides an effective way to evaluate trust
relationships of the IoT entities in order for them to securely communicate and
collaborate with each other.

• Data transmission and communication trust (DTCT) – related to the security and
privacy properties of an IoT system in which light security/trust/privacy is needed.
Trusted routing and key management are two important issues required to achieve
this objective.

• Quality of IoT services (QIoTS) – implies that the IoT services should be per-
sonalized and offered at exactly the right place and time to the right person. This
objective is mainly about the trust management in the application layer, but requires
support from the other layers.

• Identity trust (IT) – concerns the objective properties, e.g. identity privacy, and
subjective properties, e.g. user hope.

The paper is structured as follows: in Sect. 2 we discuss the notion of trust in the IoT
perception layer and in IoT systems in general. In Sect. 3, we describe the proposed
model and discuss its properties. Section 4 summarizes the presented work.

2 Trust and Risk in Sensor Networks and the IoT
Environment

A full discussion of all the aspects of trust in IoT systems is beyond the scope of this
paper, so we refer the reader to recent surveys on this subject – [16, 17]. Here we would
like to discuss the most important aspects of trust in IoT. We commence with trust
management issues in WSN and MAHN, and extend these issues to the cloud layer of
the IoT system. We shall start with a definition of reliability trust characterized in the
“transactional” way (after [18, 19]):

Definition 1. Reliability trust is defined as the subjective probability estimate p, by
which the trustor expects the trustee to successfully execute the transaction commis-
sioned by the trustor.

The above definition is commonly accepted when modelling trust in distributed
systems, because it captures the essential issue of using trust in the decision-making
process: to execute a remote transaction, i.e. to delegate some action to another network
node (trustee), the trustor must subjectively estimate the probability of success. The
transaction’s scope can be broad, e.g. (1) routing both atomic packet forwarding deci-
sions and more complex actions (such as accepting a forwarding rule or forwarding table
from a peer node); (2) sensor (group) selection (to carry out a specific task or provide
specific data); (3) data aggregation (data is aggregated “on the fly” as it moves through
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the sensor plane towards the core and cloud); (4) authentication and key management (a
trust-based approach to key management protocols is an alternative to deploying a
hierarchical PKI-based key management system in distributed large scale systems, as
this is problematic [20]. In trust-based key management systems, transactions relate to
building security associations between peers [21] and acceptance of locally issued
certificates [22, 23]); (5) intrusion detection (hostile – compromised - nodes may try to
disrupt the system. In Local Intrusion Detection Systems [LIDS], intrusion detection is
performed among trustworthy participating nodes); (6) access control (trust is used to
determine whether or not to grant access to certain resources or rights).

The second important aspect of trust given in Definition 1 is its “subjectivity”.
Reliability trust is derived from a combination of experience, i.e. 1-to-1 interactions
(direct trust) and received referrals (indirect trust). Hence, the trust in the trustee to
behave in a given way is generally aggregated from different sub-trust factors: direct
and indirect functional trust (relating to trusting the given party to execute a transac-
tion), referral trust (trust in providing reliable reputation information, i.e. trust esti-
mation for other system nodes), and identity trust (a measure of the correctness of a
claimed identity over a communication channel). Because of the subjectivity of trust,
there is a difference between a trustor’s beliefs (reliability trust) and the actual trust-
worthiness2 of the trustee. This discrepancy leads to risk. Risk always arises in the
decision-making process; the trustor’s goal is to minimize it in a given transaction.

Many schemes for estimating trust have been proposed for WSNs, MAHNs and
IoT systems. In general, trust computation in such distributed systems is implemented
by estimating the current trust level on the basis of transactional history. Various
approaches for this include a simple weighted approach with time fading coefficients
and fuzzy logic, Bayesian models, Dempster-Schafer belief theory and belief com-
bining via beta distribution are also commonly used. A useful tool for combining
direct, indirect, functional and referral trust is subjective logic formalism [24].

In the overwhelming majority of cases, authors of various trust models or
trust-based security schemes analyze their design under two factors: resilience to
various attacks specific to the given transaction type, and communication efficiency.
This leads to highly specialized algorithms which satisfy performance and security
measures but only in their very narrow role. For example, in the recent survey [20],
Cho and Swami enumerate over 20 different trust-based routing algorithms for
MAHNs. In the next chapter, we will present a more general framework for a
trust-based decision-making scheme in the IoT.

3 Model Description

In the perception layer, we will define the set of actions available to each
perception-layer node as X. We will consider two mutually exclusive actions: to
engage or not to engage in a transaction with a given principal: X = {xA, xN}. S is the set

2 Trustworthiness is usually defined as the objective probability that the trustee will perform a
particular action on which the interests of the trustor depend.
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of objective states which indicate whether the given principal was trustworthy or not
(i.e. whether the principal was willing to execute the transaction as the trustor expected
or not): S = {sT, sF}. The consequence function maps all possible combinations of
actions and states to a real value: c x; sð Þ : X � S ! R. The probability function p(s)
expresses the trustor’s beliefs, i.e. reliability trust, and reflects the outcome of the
estimation of success of a given transaction from the node’s trust computing subsys-
tem. The utility function maps consequence to utility, or gain. Its arguments are:
consequence c and state 1 : u1ðcÞ : R ! R. 1 is taken from the set of all possible node
states, which may be represented by a single value or a vector of values. In order not to
lose generality, we will not assume a particular domain for a node’s state. We will
name the outcome of the utility function as “gain”, reflecting the fact that the purpose
of the transaction execution is to achieve some measurable gain. In the case of failure,
gain will be negative.

In economics, utility is a measure of satisfaction experienced by the consumer of a
good or service [25]. Utility functions are often used in distributed systems for opti-
mization of parameters such as energy, transmission rate, QoS, etc. Here, the usage of
the utility function reflects the fact that the positive or negative outcome of a given
transaction as returned by the consequence function should be considered in the context
of both the local node state and the global system state. An example of a local state
parameter may be available energy: the utility of an energy-consuming operation, such
as communication, diminishes as energy resources are depleted. The shape of the utility
function determines risk attitudes. For example, the agent would be risk averse if for
positive gain, u was a concave function, meaning that, at a particular moment, utility
gain from a certain transaction outcome is less that the actual value of the same
outcome. The application of utility to trust and risk was proposed in [19], and an
example of network optimization via utility functions may be found in [26].

Utility will be our primary measure; hence we will use following gain values:

• gS – gain from successful transaction execution by peer,
• gF – negative gain, or loss, when the transaction was commenced but not executed

by peer,
• gN – negative gain, or loss, when trustor abstained from commencing the transaction

that the trustee was willing to execute.

Note that the following must hold:

gS [ 0 and gF\gN\0 ð1Þ

Table 1 shows the mapping of action-state combinations to utility (gain). Taking
into account the a-priori probability p (as computed by the trust estimation subsystem),
we can calculate the expected gain of engaging in the transaction.

The expected loss (negative gain) of abstaining from transactions should also be
considered: 1� pð Þ � gN . This reflects a situation where the decision is made not to
trust the peer, but the peer should be trusted, hence we experience a loss of abstaining
from action.
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When should a decision to go ahead with a transaction be taken? Obviously, when
the expected gain exceeds expected loses:

p � gS þ 1� pð Þ � gF [ 1� pð ÞgN ð2Þ

In a simple (and too simplistic) case, we are able to calculate the gain directly, and
depending on the value of expected gain g being larger or smaller then 0, decide
whether the transaction should be commenced or not:

g ¼ p � gS þ 1� pð Þ � gF � 1� pð ÞgN ð3Þ

In reality, we should rather assume that gain values are represented by random
variables represented by their relevant distributions: GS – gain from successful trans-
action execution by peer3, GF – loss when the transaction was commenced but not
executed by peer; GN – loss when the trustor abstained from commencing the trans-
action that the trustee was willing to execute:

G ¼ p � GS þ 1� pð Þ � GF � 1� pð ÞGN ð4Þ

In such a case, the decision whether to commence or abstain from a given trans-
action depends on the evaluation of random variable G (6) in the context of the
distribution of intrinsic gain random variables. If probability density functions (pdfs) of
GS, GF, GN are known, we can calculate the pdf of G as given in (4) and establish the
risk accordingly:

Transaction Risk is evaluated on the basis of the gain (or loss) represented by a
random variable G (4).

Figure 1 summarizes the idea of a transaction gain calculation. Values of gain gS,
gF, gN and gain distributions GS, GF, GN are illustrated. A normal distribution is used in
this example. Reliability trust has a value of p, scalar gain value is indicated as g and
combined gain distribution as G. This example shows that when gain is modeled by
random variables, there may be a non-zero probability of negative gain (loss), even if a
simplified gain calculation shows positive gain. Hence, risk calculation must be
employed in the final decision stage.

Table 1. Utility and risk for all action & state combinations; x represents the action, s the state.
Gain is shown in the left table. Risk (gain multiplied by the probability) is shown in the right
table.

3 We will denote random variables with capital letters. FG(g) is the cumulative distribution function of
G.

236 G.J. Blinowski



An important issue concerns the types of gain distributions that should be used in
practical applications. From an analytical point of view, a normal distribution would be
the best choice since it provides simple formulas for calculations of its functions.
However, this would be too idealistic an approach. Real world models call for fat-tailed
and negatively skewed distributions. If cumulative distribution function FG(g) of G can
be calculated, then the decision to trust the peer can be made simply by calculating
FG(0), which will give the probability of generating negative gain (loss) in a given case.
The decision can be made on a simple probability threshold, e.g.: “We are willing to
accept a 5% chance of loss”.

More complex measures based on known risk quantification methods may be
applied. The general theory of choice under risk stems from financial mathematics,
where risk measures are used to determine the amount of an asset (e.g. money) to be
kept in reserve. Because of the subjective nature of risk perception, defining an
appropriate measure is controversial and many approaches have been proposed, each
one with its own advantages and limitations. Using [27] as a guide, we define risk
measure q as a mapping between a set of random variables and real numbers:
q : X ! R, where X is a prospect space (a linear space of random variables). The risk
measure should satisfy the postulates of (1) Normalization: q 0ð Þ ¼ 0; (2) Monotonic-
ity: if X � Y almost surely then q Xð Þ ¼ q Yð Þ; (3) Translational invariance:
q Xþmð Þ ¼ q Xð Þþm for all m 2 R. We refer the reader to the work cited above for a
more rigid mathematical formulation.

Expected value and standard deviation risk estimation: this risk quantification is
expressed as: qvarc ¼ l Gð Þþ cd2 Gð Þ, where l Gð Þ is the mean of G, d2 Gð Þ is the
variance and c[ 0 is some allowed-spread scaling constant. Alternatively, standard
deviation may be used instead of variance: qvarc ¼ l Gð Þþ cd Gð Þ. It should be noted
that the measures defined above may fail to satisfy the monotonicity requirement. We
refer the reader to [28], where risk measures that combine the expected value and the
standard semi-deviations are discussed in detail.

Value at Risk (VaR) is a popular financial measure which shows the size of loss
under given probability. It is defined as VaRa Gð Þ ¼ inf g 2 R : 1� FG �gð Þ� af g
This definition is equivalent to Vara(G) being the negative a-quantile of G.

In order to evaluate risk associated with G, we must know what the distributions of
intrinsic variables GS, GF, GN are, and calculate G accordingly (or at least its mean and

Fig. 1. Example of risk calculation from elementary gains/gain distributions and reliability trust.
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standard deviation). In general this is not possible at the nodes of the perception layer
because of two reasons: (1) Local perception nodes do not have the data necessary to
quantify intrinsic random variables; (2) Even if the intrinsic gain distributions are known,
in most cases the function G cannot be calculated analytically, and numeric methods
must be used, but perception layer nodes lack the computational resources for this task.

The calculation of G and associated risk may be delegated to the cloud layer. In such
a case, risk should be evaluated for each executed transaction, but it may be determined
with the use of lookup tables precomputed at the cloud level and fed to the sensor layer
on a time-to-time basis. This solution is viable for the following reasons: (1) G is
parametrized with both the local node state (e.g. available energy level), and possibly
some global variables (e.g. a measure of data quality or importance); (2) The cloud layer
possesses all the data necessary to determine the parameters of the gain distributions
since it integrates data from the perception layer and is aware of the state of the system;
(3) The cloud layer possesses the necessary resources to carry out all the computation
(numerically, if needed); (4) Since the decision about the transaction is binary, pre-
calculated lookup tables will be compact, e.g. assuming 100 intervals for p, local node
energy level and a global parameter, the lookup table will be 1 million bits, or 122 kB in
size without compression; (5) The risk calculation can be universal, i.e. broadcasted to
all sensor nodes, but also individually adjusted to particular sensor’s needs. Figure 2
illustrates the general communication scheme for risk estimation: reputation is

Fig. 2. Communication architecture.
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established in the perception layer, trust data is propagated towards the cloud, and risk
lookup data is distributed to the perception layer. In the example, sensor node S1 must
determine whether to commence a transaction with sensor-router node SR2. With rep-
utation data calculated from its own transaction history and the information received
from the perception network (dashed lines), it computes reliability trust p. Next, it uses
precomputed gain and risk estimation obtained from the broker to make the decision.
The perception network sends data to the cloud layer via sensor-router nodes (orange
lines). This data is used in the cloud layer to extract gain/risk related information, which
in turn is fed back to the perception layer via data brokers (blue lines).

An example of IoT tailored protocol that suits the needs of risk-related commu-
nication is Message Queue Telemetry Transport (MQTT) [29]. MQTT utilizes the
publish/subscribe pattern to provide transition flexibility and simplicity of implemen-
tation. Its variant MQTT-SN [30] was defined specifically for sensor networks and is
based on UDP transport. MQTT can be used with our model for two-way communi-
cation: from perception to cloud layer, via brokers with which sensors register; and in
the opposite direction: from the cloud to the sensors, which in this case subscribe to
risk-based information brokers.

4 Summary

We have proposed a risk-based decision-making framework for the perception layer of
IoT systems. Its major feature is that local decision making (done by the sensor node) is
based on risk estimates precalculated at the cloud level. This approach is suitable for
large-scale perception layer systems, since it keeps the trust-based “fine-grained”
decision purely local (i.e. it is based on reliability trust estimated by the reputation
system). On the other hand, the risk information used to measure the feasibility of
transactions in a given global context is provided by the cloud level.

The framework that we have described in this work is general, and important details
need to be worked out in practical implementation. These details include protocols and
data formats for delivering risk information to the sensor layer, methods for integrating
trust information in the cloud layer, and models for gain distributions and risk calcu-
lations. This is the scope of further work on our model. Finally, it is worth mentioning
that a logical extension of our model is an evaluation of multiple trustees in order to
choose the one with the lowest risk value.
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Abstract. The majority of networking devices currently available are equipped
with a few communication interfaces. However, in most cases, only one of them
is used for data transfer as dictated by the design premises of the fundamental
transport protocol – TCP. Recently, a variant of TCP – Multipath TCP
(MPTCP) – that allows for simultaneous transmission over different paths has
been developed. While it allows for spreading the data stream among different
interfaces and paths, the way it is actually performed has been left for further
investigation. The stream splitting can be optimized according to different
quality indicators. The paper discusses the implementation properties of an
energy-aware load balancing method tested in a physical networking environ-
ment. A comparison with the reference solution is also provided.

Keywords: Multipath TCP � Load balancing � Energy efficiency

1 Introduction

Since the beginning of Internet era the bulk of data exchanged among the communi-
cating devices is subject to the control of the TCP protocol. Over the years, TCP has
evolved, adjusting to user demands. However, the majority of its variations concentrate
on the congestion control aspects. The communication path is fixed for the duration of
connection. If due to any reason (routing events, channel fading, noise, etc.) the applied
path is deteriorating in its transmission capabilities, the connection is maintained until
the sender interface eventually fails. Even worse – if the path breaks outside the local
network, then the TCP connection will be stalled. Such an approach is hardly justified
nowadays when the devices are equipped with a few network interfaces (NICs), e.g.,
Ethernet, Wi-Fi, or cellular, that can be used to shape the transmission more efficiently.
Nevertheless, a static usage policy is typically applied, i.e., until one of the interfaces
fails – say Ethernet – neither Wi-Fi, nor LTE is activated for the Internet traffic. Mul-
tipath TCP (MPTCP) [1, 2] has the potential to elevate the end-point transfer efficiency,
and thus the user application performance, by employing simultaneously multiple paths
between the communicating parties. Even though the fundamental framework of
MPTCP has been standardized [3, 4], some research problems remain unsolved. One of
those research challenges is the development of methods of MPTCP stream splitting
into multiple sub-streams, controlled by the single path (legacy) TCP – SPTCP.
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An advantage of MPTCP is its agnostics to both the application and infrastructure
particularities. The appropriate changes are applied inside the TCP stack only.

The popularity of smartphones, tablets, mobile computers, and associated increase
of their functional capabilities, has outgrown the progress in battery design. Those
devices suffer from fast energy depletion which limits the end-user experience. The
majority of energy is consumed by the display and coprocessors, offloading devices, and
additional cores run to handle the application data. Therefore, in order to improve the
energy economy of an Internet connection, one should shorten the time of data transfer
and allow the users to switch off these subsystems or reduce the clock speed. Although
addressing similar problems as in the current literature [5–8], the solution presented here
differs both in the objectives and in the way the traffic is distributed among the inter-
faces. It specifies the load-balancing operation of the MPTCP scheduler – in the
described approach – the way the MPTCP stream is split into sub-streams. The actual
volume of data in a particular flow is determined as a solution of optimization problem
formulated for a mathematical model of power consumption. In order to achieve the best
results the possibility of acquiring additional information from the link layer driver is
explicitly taken into account. A similar approach has been presented in [8], however, the
design of the scheduler has been restricted to the TCP layer only there. It makes that
solution complex and difficult to implement in a real system.

The theoretical background of the presented load-balancing solution has been
covered in [10]. Here, the properties of its physical implementation are discussed. The
task is performed on the basis of Linux kernel and using real networks, common
devices, and ordinary traffic patterns. The theoretical results have promised significant
gain in the actual implementation. It is confirmed through numerous experiments
involving physical equipment.

2 Problem Statement

The considered architecture is illustrated in Fig. 1. The research objective is to provide
a load-balancing algorithm for the traffic scheduler. The scheduler acquires all the
information necessary for the algorithm implementation from the NIC drivers and
SPTCP states. In the analyzed communication scenario, the user application seeks to
send B bits of data to a remote peer. The data is placed in the TCP output buffer held by
the local MPTCP controller. The controller opens n sub-channels and distributes the
traffic among the corresponding flows that are regulated by the ordinary
SPTCP. The SPTCP control is executed separately for each sub-channel. In the stan-
dardized MPTCP implementation [4], three schedulers are designed: “roundrobin” that
implements an unweighted round-robin algorithm, “redundant” where the data are
flooded over all sub-paths, and the “default” where the sub-path with the lowest SRTT
(Smoothed Round Trip Time) is selected. The MPTCP design committee recommends
the “default” scheduler. It offers overall good performance, but augments jitter (latency
variability). If jitter is problematic for a given application [9], then the “redundant”
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implementation should be selected. However, it is inconsiderate with respect to the
energy expenditure. The solution advocated here joins the benefits of those schedulers
while avoiding their major pitfalls.

The scheduler implementation presented in this work leaves the standard behavior
of MPTCP (e.g., LIA, OILA) [11] and ordinary TCP [12, 13] intact. The path manager
“fullmesh” is always selected, i.e., the number of possible paths is a product of usable
interfaces on the client and server side, as detailed in Sects. 4 and 5.

3 Analytical Background

The amount of energy consumed by a networking device depends on many factors.
Sometimes handling the NICs prevails, but usually the related activities, e.g., powering
the display, GPU, and data processing hardware, dominate. The NIC energy expen-
diture is related to its type, the transmission power, noise level, number of retrans-
missions, and control plane activity. These factors differ among interfaces and their
mode of operation [10].

Table 1 summarizes the properties of popular interfaces according to [8]. But it is
necessary to remember that the actual values may deviate much. The measurements
presented in [10] show them change more than twice in a short interval.

The theoretical aspects of the energy-aware scheduling solution chosen here for
implementation have been discussed in [10]. For convenience, the major points are

Fig. 1. Assumed MPTCP architecture. The first mile links are likely bottleneck ones.
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recalled below. In order to reduce the transmitting device energy expenditure one needs
to optimize E0 given by

Eo ¼
Xn
i¼1

Ei þPD max
i

Ti; s:t:Ti [ 0; ð1Þ

where

Ei ¼
ZTi
0

piðtÞdt[ 0 ð2Þ

is the total energy dissipated by interface i 2 [1, n], pi(t) > 0 is the power necessary to
transmit data through interface i at time t, Ti is the total transmission time, and PD > 0
is the power consumed by the system to handle data. pi(t) [W] is a function of the
power efficiency of NIC – ~piðtÞ [W/bit] and the number of bits sent through channel i –
bi:

piðtÞ ¼ ~piðtÞbi þ popi ; ð3Þ

where popi [W] is the power necessary to keep the NIC in the operational state. ~piðtÞ and
popi are highly variable [8, 10]. Their profiles can be obtained using the chipset data-
sheets but in practice real time measurements are necessary (such an approach is
suggested in [5]). The optimal E0 is achieved when the following condition is satisfied

8
i; j2½1;n�

bi
bj

¼
~Pj�ci
~Pi�cj

; ð4Þ

where ~Pi ¼ ~pi þ ~PD=n – see [10] for derivation details.

4 Implementation

It has been decided to implement the energy-aware scheduler as a new module in Linux
kernel 4.3, incorporating the publicly available sources [4]. In this way, the work on the
scheduler is conducted in parallel to the development within the main branch of that
project, taking advantage of its improvements.

Table 1. Comparison of different MPTCP scheduling methods [8]

4G 3G Wi-Fi Ethernet

Median upload speed [Mbps] 5.64 0.72 0.94 100
Median download speed [Mbps] 12.74 1.10 4.12 100
Download efficiency [mW/Mbps] 52 122.1 137 2
Upload efficiency [mW/Mbps] 438.4 869 238.2 2
Operational power pop [mW] 1288 817.9 132.9 90
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In the discussed implementation, the sessions are established at the beginning of
MPTCP transmission using the module “path manager”. Path manager decides which
sub-paths will be selected for the forthcoming data flows. During the algorithm eval-
uation, the “fullmesh” path manager was used. It creates SPTCP logical sub-paths that
link each NIC of the client with each NIC of the server. Next, the user program fills its
buffers and requests to send data. The TCP protocol stack, if the peer is determined to
be MPTCP aware, splits the data stream into active sub-flows. The introduced new
module is responsible for performing the flow division.

The assumptions taken in the derivation of (4) do not allow one to implement the
presented energy-aware method of load balancing directly. First of all, the applied
mathematical model neglects the congestion control influence of SPTCP and the
scheduler requires the channel capacities and power consumption to be measureable.
Secondly, it does not discriminate between short (where the slow-start phase prevails)
and long-lived (where the congestion control algorithm is active) connections. An
efficient scheduler implementation should take these restrictions into account. It should
also be independent of the specifics of SPTCP and application flow continuity.

The analyzed scheduling algorithm assumes �ci is the link layer capacity [10], but
the existing drivers do not supply such information – it needs to be assessed at a higher
level. Besides, the bottleneck can be anywhere on the path – not necessarily at a local
link. Therefore, in the discussed implementation, �ci is replaced by the TCP-level
capacity:

2
ĉi
¼ si; if w ¼ 0;

si=w; otherwise,

�
ð5Þ

where si is SRTT for path i, and wi describes “in-flight” data for path i (the “in flight”
data is the data already sent but not yet acknowledged). These values are available in
the current SPTCP implementations.

As mentioned above, full implementation of the scheduler requires measuring the
energy consumption. Unfortunately, the typical hardware devices available on the
market sink about 50% of the max current even if the corresponding driver is not
loaded (LTE interface has to be connected via an externally powered USB hub). On the
other hand, off-the-shelf drivers lack power monitoring functions, thus enforcing
modifications of the associated electronics. Therefore, it has been decided to
“mock-up” the energy consumption function and allow for statically assigned (but
externally controlled) values. This approach extends the solution delivered in [8],
which considered only the median values. Still, to take the full advantage of the
proposed energy-aware solution, the hardware should provide such functionalities. In
the implementation discussed here, struct net_device has been augmented to
handle the interface power during upload, download, keeping in operational state
statistics.

The following changes relative to the “default” scheduler have been introduced in
the get_subflow_from_selectors function:
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The value intf_pwr cannot be too large to avoid overflowing during integer
multiplications on 32-bit devices as it might result in difficult to interpret misbehavior.

Note that the proposed changes address also one of the principal drawbacks of the
“default” scheduler – the ‘sticky’ behavior [15]. With the “default” scheduler, even if
the approximation of SRTT on the chosen paths is close in value (e.g., 100 ms and
101 ms), the one with the shortest SRTT is used exclusively until the congestion
window fills up. The flows are balanced in a long term only. As a result, the jitter in the
MPTCP layer increases and larger buffers are necessary. After applying the proposed
amendment, the sub-flows are used uniformly in a short term as well. Contrary to the
original solution, this beneficial effect is obtained without tricky heuristics.

Short-lived streams
The modification of the “default” scheduler presented above works well for long-lived
streams. In turn, the mobile devices, that are the principal consumers of data nowadays,
open mostly short-lived sessions [14] (e.g., http requests). For short-lived connections,
evaluating the quotient pi=�ci in (4) fails. The existing hardware and device drivers do
not allow for acquiring �ci directly, and its approximation ĉi is highly unreliable.
However, for short-lived sessions all the data are expedited before the first acknowl-
edgement arrives so SRTT is roughly known. Moreover, establishing a single
short-lived session is uncommon. While requesting popular sites, like polish news
portal “wp.pl”, many other sessions are opened in the same time period (e.g., 25–47
sessions as determined in the laboratory tests we performed 24th Apr. 2017,
14:30-15:00). The actual number of sessions depends on the site content, ad-blockers,
or spy-blockers enabled and it cannot be predicted by the kernel. For the upload
direction, the majority of sessions are short-lived. They should not be split between the
available MPTCP paths.
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As a consequence of these observations, it has been decided to change the
scheduler behavior only if all the sub-streams are in the slow-start phase and assign
subsequent sessions in a static way. When a given interface is selected, its weight is
increased by the current power coefficient associated with this interface. In the next
round of selection process, the sub-stream is associated (a) with the same interface if
pointer to struct mptcp_cb is the same as the previous one, and (b) with the
interface with lowest weight if a new stream is encountered. After a period of inactivity
since the last slow-start phase (in the current implementation 1 s) the selection process
is reinitiated. This intentional modification reduces the duration of the series of
short-lived sessions thus having positive impact on the “browser” traffic pattern typical
for mobile devices [14].

5 Evaluation

In order to test the scheduler implementation the setup presented in Fig. 2 is applied.
The popular low-end Raspberry Pi device has been chosen as a client and a high-end
virtual machine in the local data center as the server. During all tests the server runs
unattended. An influence of developed algorithm on the server is not monitored. To
facilitate solution analysis, the client has been equipped with two, while the server with
only one interface. As “fullmesh” path manager is selected, exactly two paths are
established among the client and the server. Both paths have no common bottlenecks.
In our opinion, such system properly approximates a typical usage scenario. The tests
were conducted in Apr. 2017, at different times of the day. Except the typical back-
ground activities, only iperf3 program together with tcpdump were running on the
communicating devices. When SPTCP uses the DSL-path the maximum throughput
oscillates around 7.5 Mbps, and for the LTE one – 2-5.5 Mbps. The scheduler prop-
erties have been evaluated on the basis of the pcap file using the popular Wireshark
program. It has been decided to test the solution using open Internet instead of a closed
laboratory network, as it leads to more practical conclusions (also, in the Internet
environment, the measurements are hardly replicable). In order to avoid particular
networking conditions, numerous tests have been conducted at multiple days. Each test

Upload flowClient
Raspberry Pi

Server
Virtual PC

DSL
7 hops, 

RTT=70-85 ms

LTE
9 hops, 

RTT=90-400 ms

Fig. 2. Test setup. The path properties are detailed in the “clouds”.
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encompasses a 10 s measurement using the “default” scheduler followed immediately
by a 10 s test using the assessed energy-aware one. Different patterns of power con-
sumption have also been evaluated (inter alia leaving or arriving the access point
coverage area – linear changes, leaving or entering building, switching BTS – step wise
changes, link layer retransmissions – oscillatory changes).

5.1 Long-Lived Streams

Table 2 presents example values of power dissipated by the client device in different
networking conditions. For Ethernet (DSL path) it has been assumed 90/7.5 = 12
[mW/Mbs]. Consequently, the interface power dissipation ratio Eth/LTE is about 40
and such value has been selected to validate the implementation. The bias of
application-induced power consumption is assumed as PD = 600 [mW]. In the majority
of tests one can observe non-negligible energy savings. The algorithm’s gain drops if
congestion windows are exhausted on some paths. If so, scheduler works in handi-
capped way – only one path is active. The scheduler cannot place data on sub-stream,
which is temporary blocked.

The outcomes presented in Table 2 are obtained for fixed power coefficients ~Pi. The
coefficients vary with time, however, as a result of natural fluctuations and retrans-
missions. After having tested different kind of change patterns no significant influence
of fast oscillations of ~Pi on the overall energy consumption has been observed. Only
when changes are much longer than SRTT, the effect becomes noticeable. It relaxes
potential requirements concerning power measurements.

It has been observed as an opportune side effect that the tested scheduler works
better than the “default” one even if power coefficients ~Pi are all equal. The proposed
scheduler allows for sending 0–10% more data in the same time frame as the “default”
solution. The gain increases during rush hours, and lowers almost to zero at night,
owing to better approximation of the path capabilities. Additionally, a reduction of the
number of subsequent segments expedited by the same interface has been obtained.
The number decreased from several (sometimes over 30) to 2–4 segments thus

Table 2. Results of experiments: BD – Throughput [Mbps] of DSL channel, BL – Throughput
[Mbps] of LTE channel, T – Time of transmission [s], E – dissipated energy [J], G – gain in
applying energy-aware solution [%]. R – rush hours, W – wee hours.

“default” scheduler Proposed scheduler G When
BD BL T E BD BL T E

7.3 2.0 8.58 5.26 7.4 2.8 7.89 4.85 8 W
7.2 2.2 8.2 5.22 7.1 3.5 7.54 4.65 11 W
6.8 1.8 9.35 5.71 6.7 2.1 9.08 5.55 3
6.7 1.4 9.82 5.99 6.7 2.9 8.15 5.14 14
5.5 1.4 11.59 7.04 5.4 3.4 9.09 5.56 21
3.0 0.7 22.55 12.98 3.1 1.8 16.60 10.02 23 R
2.8 0.7 22.82 13.73 2.7 2.8 14.60 8.83 36 R
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reducing jitter. Such behavior is especially important for applications using low-end
devices typical for Internet of Things [16, 17]. The discussed positive effect eliminates
the necessity of incorporating the “redundant” scheduler in most cases.

Particularly promising results have been obtained for non-persistent streams, i.e.,
the streams whose throughput is constrained not by the network but by the overlaying
application (Internet radio, interactive sessions (vnc, ssh), or video-on-demand). When
a session with higher power consumption has a lower SRTT, the power savings in
using the energy-aware scheduler instead of the “default” one can be as high as 90%.
For such sessions, the congestion window fills up infrequently, so the “default”
scheduler favors the path with the smaller SRTT, but not the most “green” one.

5.2 Short-Lived Streams

The short-lived sessions are often neglected during the assessment of TCP variants.
However, as pointed out in [14], such sessions prevail over long-lived ones during
upload for the typical usage pattern involving mobile devices. A single short-lived
stream does not influence the effectiveness (both time and power) significantly. It
becomes an issue when the congestion windows are small (owing to background activity,
or many short sessions opened at the same time). The proposed solution decreases the
time of data transfer (tested using iperf3 with 10 parallel sessions and 10 segments per
session). Nevertheless, essential gain has not been observed (only up to 5–7%) even if
hundreds of short-lived sessions are created. Careful investigation of the tcpdump log
shows that the path manager, i.e., the piece of software responsible for establishing the
paths, constitutes the bottleneck. Irrespective of the actual needs, the “fullmesh” version
establishes all possible paths. The time of such operation is comparable with the time of
transferring the data and is the primary source of perturbation. Therefore, the scheduling
solution for short-live sessions should be complemented by a modification of the path
manager so that additional sub-streams are opened only when necessary.

6 Summary and Conclusions

The paper discusses practical evaluation of a new scheduling algorithm designed for
the MPTCP traffic handling. The scheduler implementation, built on the basis of the
“default” one, has been tested in a real networking environment, involving the Internet
connectivity and physical devices. As opposed to the original – heuristic – solution, the
new one originates from analytical optimization. Numerous tests conducted in a real
networking environment show its superiority over the “default” scheduler. The
improved efficiency is achieved at negligible computational cost. Its current imple-
mentation is suboptimal due to the lack of hardware support but open for an easy
extension. Even statically introduced data about the power consumption allows saving
approximately 20% of the energy spent by the networking device on serving the
transmission. The algorithm responds properly to (artificially injected) fluctuations of
energy consumption. Further work on the problem will be focused on improving the
energy ratings during short-lived sessions as well as simultaneous control of upload
and download streams.
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Abstract. Problems related to the monitoring of environmental parameters, and
in particular air-pollution in urban agglomerations, are some of the more publicly
discussed public issues in recent times. This paper presents the concept, func‐
tionality, main hardware and software components, and test results of low-cost
prototype of the system, enabling monitoring of environmental parameters such
as air-pollution, temperature, humidity, pressure and UV radiation. The main
features of this solution are its low cost, relatively high precision of measurement
and the ability to operate in mobile version, without wired power supply and
communication, including GPS coordinates as one of the measured parameters.
The prototype can be an alternative to expensive professional solutions and a base
for developing more advanced sensor networks. For home use it can be used as
a home weather station with an air pollution sensor, being an extension of the of
Personal Area Network of the recently popular Internet of Things solutions.

Keywords: Mobile monitoring system · Air pollution monitoring ·
Environmental parameters monitoring

1 Introduction

Popularization of wireless communications and miniaturization of computer compo‐
nents has enabled humanity to develop the concept of Internet of Things. It can be
described as a combination of miniature devices with the Internet connection, so that
they can fulfill their functionalities.

The main sources of air and soil pollution are industry, traffic and urban transport.
Therefore, the society of threatened cities starts taking actions to reduce pollution and
constant monitoring of pollutant levels in order to avoid contact with contamination in
case of its emergence. One of such an air quality control system is located in Cracow It
consists of several measuring stations located in the city center and on its outskirts. Data
collected from each station are displayed in graphs on the website of the Provincial
Inspector of Environmental Protection in Cracow.

These measurement stations, however, are an expensive solution that only large insti‐
tutions can afford. However, the previously mentioned Internet of Things gives us the
opportunity to create a smaller, more accurate and cheaper alternatives that can be applied
in home conditions. The prototype of such a device, called “SmogoMetr”, has been
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developed and described in the presented article. The developed device provides the
possibility to carry out research in the field of air pollution monitoring, without purchasing
expensive measuring infrastructure. Device mobility and wireless connectivity ensure that
the station can be moved to any location while maintaining its functionality.

2 Related Works

The issue of monitoring environmental parameters is a science and research field that
requires the integration of solutions in the fields of mechanics, electronics, power engi‐
neering, computer networks and measurement systems. Such systems are used in a wide
range of research, from weather monitoring systems [5], air pollution [12], environ‐
mental conditions of animal life [6]. Air-pollution issues are recently very popular not
only in Poland but also in the world [8, 12]. Examples of such research are works in
Mauritius, concerning creation of a network of air pollution monitoring sensors and a
system that aggregates these data into a common database [1].

Issues related to monitoring environmental parameters involve many aspects of
engineering such as sensor networks [10], integration of various types of data [7, 13],
sensor fabrication [9], calibration [3] and error detection [11] to ensure the quality of
the readings returned by those sensors, networks and systems. A separate issue in such
systems is to consider them as mobile systems, taking into account the GPS coordinates
of their systems [2, 10].

Until recently, such research was conducted on the basis of large expensive instal‐
lations that only large scientific research centers or government organizations could
afford [12]. With the miniaturization of computer components and the popularization of
the Internet of Thing solutions, an increasing number of low-cost solutions have
emerged, allowing for similar research based on considerably less financial resources
[4, 14].

The goal that the authors of this work have put forward is to implement a system
that, while maintaining the quality of measurement, will be inexpensive, flexible and
will allow easy testing at various locations. Similar systems have been developed in the
research previously, but usually covered different ranges of measurement parameters
and other hardware architectures of the solution [2–4].

3 Solution Concept and System Architecture

The goal of the project presented in this article was to develop a mobile environment
monitoring system, whose main functions are:

• real-time monitoring of selected environmental parameters (dustiness, temperature,
pressure, humidity and ultraviolet radiation),

• archiving of monitored parameters,
• mobility of the system: own power supply and combining measurements with GPS

parameters,
• graphical representation of monitored parameters (virtual map).
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The above functionality is presented in Fig. 1.

Fig. 1. Main system functionalities.

In order to implement a system providing such functionality, it was necessary to
design a system, the main component of which was the Raspberry Pi controller. Hard‐
ware-related part of the project was an assembly and configuration of hardware sensors
(pollution, pressure, humidity and UV radiation) and GPS and GSM modules. In addi‐
tion, a graphical user interface has been implemented that enables the presentation of
the results collected by the system. The last stages of work on the system were the system
calibration phase and analysis of the results obtained with the system.

The development of the software part of the prototype included software for reading
sensor parameters and sending the collected data to the server. The server-side appli‐
cation processes the received measurements, places them in the database, and presents
them in a graphical user interface, that can be used by system users to check current
weather conditions and environmental pollutant parameters. The technologies used to
implement the components of the system are shown in Fig. 2.

• SmogoMetr measurement scripts have been implemented using the Python language,
• The server uses PHP to receive a SmogoMetr message and a MySQL database engine

to archive the entry,
• Client requests are handled by the server using JSON and PHP scripting language,
• WEB interface was developed using HTML, JavaScript, and JQuery.
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Fig. 2. Technologies, protocols and programming languages.

The prototype platform launch measuring scripts every 2 min, resulting a total of 30
measurements per every hour of operation. Each measurement is sent by established a
connection via the GSM module to a server, which has a static IP address or domain
name. Communication between system components is shown in Fig. 3.

SmogoMetr does not receive any response about result of data processing by the
server by default. This action is intended to counter attack by unauthorized use of brute-
force algorithms. In addition, the data received from the sensors are full of redundant
information that is removed before the measurements are sent. The entire process of
extracting the desired information is performed just after receiving the measurements
from each sensor.

Calculation of the air-pollution and UV radiation values is based on the arithmetic
mean of a series of measurements taken at 1 s for air-pollution and 0.5 s for UV. This
results with accuracy at relatively short waiting times. In order to compensate for errors
resulting from the occurrence of individual disturbances, a series of 10 measurements
is performed, on the basis of which their arithmetic mean is calculated. Measurement
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series are performed at two-minute intervals, which allows for 30 measurements per
hour of system operation.

Fig. 4. Part of measurements in the database.

Other measurements did not require additional solutions because of their repeata‐
bility and reliability, as shown in Fig. 4. Also, the result for the temperature, pressure
and humidity was the value obtained from a single measurement.

The main drawback of the presented system, compared to similar solutions in this
field is the weather-sensitive hardware architecture (shield, ventilation). It may cause
problems with testing under low temperatures, high winds or high humidity conditions
such as steam condensation or freezing of components (short-circuits, problems with
stability). In the next planned version of the system, amendments will be made to
improve these aspects of the system.

Fig. 3. Communication schema.
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4 Calibration and Performance Tests

The development of the prototype version of the SmogoMetr system allowed to carry
out a series of tests of main functionalities of the system.

4.1 Display Measurements and Their Location

The first and one of most crucial tests performed right after the completion of system
prototype, was to check that the system performs measurements of all parameters, writes
them to the server and displays them correctly on the graphical user interface, taking
into account their GPS coordinates. The presentation of these functionalities is presented
in Figs. 5 and 6.

Fig. 5. Values of pollution, humidity monitored by the system.

Mobile Monitoring System for Environment Parameters 257



Fig. 6. Localization of measurement points.

In Fig. 5 values of air pollution and humidity parameters are presented. Values of
the following parameters, which are not shown in the drawing, are placed in the interface
below humidity graph.

Figure 6 shows the map of Poland, with the coordinates of the three measurement
points in which the tests were performed. When user clicks on a particular measurement
point, the interface returns measurement data from the selected location.

4.2 Sensor’s Measurement Precision Testing and Calibration

One of the most important experiments was to verify that the values indicated by the
sensors were consistent with actual values. The basic calibration of the measurements
in the vicinity of Krakow Balice Airport, where a meteorological station performs
measurements of parameters such as temperature, pressure and humidity. The second
place where the accuracy of the sensors was tested, was area of Kurdwanow air-pollution
measurement station managed by the Provincial Inspector of Environmental Protection
in Cracow, where the compliance of the air-pollutant measurement with the measure‐
ment station was checked. The test of the UV light sensor was based on the estimation
of the results on the basis of the values read on the Internet page of the Institute of
Meteorology and Water Management for Katowice and Zakopane, because of the
shortest distance from Krakow

Tests for the first three sensors (temperature, pressure, humidity) were successful.
The digital barometer required improvement, due to a value that was about 25 hPa lower
than referenced device. Other sensors worked properly, resulting a deviation below 1%.
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The air-pollution sensor test consisted of ten measurements at two minute intervals
between each measurement. Then the mean and standard deviation were calculated. The
next step was to calculate the value of the divisor factor by dividing the obtained from
the average by the expected value taken from the WEB portal WIOŚ (referenced device).
The resulting factor was encoded in the prototype script as a divisor of the measured
value to calibrate the sensor. The last step was to re-execute ten measurements to verify
the correctness of the solution used.

The results are presented in Table 1. The tests were successful, the mean value after
the divisor factor was considerably close to the expected value while decreasing the
standard deviation.

Table 1. Dust sensor calibration, expected value 
22

μg
m3.

Original measurements Calibrated measurements
ID Value ID Value
1 215,7 1 21
2 204,6 2 23
3 205,8 3 22
4 204,3 4 23
5 190,2 5 22
6 194,7 6 24
7 195,9 7 23
8 207,6 8 23
9 181,8 9 24
10 194,1 10 22
Average 199,47 Average 22,7
Standard deviation 7,029 Standard deviation 0,9

4.3 Dust Sensor Re-Testing

The greatest importance during prototype testing was attached to the dust sensor. There‐
fore, to ensure reliable and repeatable measurements, after the sensor calibration phase,
it was decided to conduct tests at two subsequent measurement stations in Krakow. For
this purpose, the measurement points of the Inspectorate at ul. Starowiślna and Nowa
Huta, due to easy access to the stations. PM-10 Air-pollution values returned from
prototype compared with the values read from the WIOŚ website in Cracow, which
presented values from referenced devices. Tests were performed directly at the meas‐
uring stations, several meters away from the reference measuring station.

The results presented in the table (Table 2) confirm the reproducibility and reliability
of SmogoMetr measurements..
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Table 2. Dust sensor tests, after calibration.

NowaHuta measurement station,
expected value 64

μg
m3

Starowiślna measurement station,
expected value 36

μg
m3

ID Value ID Value
1 62,5 1 37,0
2 54,2 2 35,7
3 68,1 3 37,4
4 67,6 4 35,9
5 63,8 5 35,7
6 66,0 6 33,0
7 72,9 7 36,3
8 60,2 8 38,1
9 62,4 9 33,5
10 63,9 10 37,4
Average 64,16 Average 36,0
Standard deviation 4,8 Standard deviation 1,58

5 Summary

This paper presents the design, implementation and initial results of a prototype system
that enables accurate measurements of air pollution, pressure, humidity, temperature
and UV intensity. The system was calibrated based on existing, accurate, high-budget
installations for monitoring these parameters, and in the testing phase showed high
convergence of results with reference devices. The system can be used as an alternative
to expensive, commercial solutions used by large organizations such as the Provincial
Environmental Protection Inspectorate. The system has an additional advantage over
the aforementioned devices, due to wireless communication, internal power supply
source and compact size. This allows to carry out measurements at any location, while
adding additional measurement values – GPS coordinates of the measurement system.

The presented prototype can be a basis for further development towards the creation
of a sensor network based on elements modeled on the prototype. This would enable to
perform tests at different locations at the same time, and to examine environmental
variable influences such as altitude, wind speed and other environmental parameters that
cannot be effectively tested using a single device. The prototype can also be considered
as a low-cost environment monitoring station for households, which may be an attractive
Internet of Thing module extension for Personal Area Networks solutions for monitoring
of air pollution in urban environments.
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Abstract. Centralized and hybrid container orchestration systems are a bottle‐
neck for the scalability of cloud applications. Due to data replication costs the
cluster can consist only of a handful of servers. A decentralized peer-to-peer
systems are needed. We propose such a system whose architecture is the same as
the microservice architecture of the cloud application it manages. It can poten‐
tially offer performance improvements with respect to the existing centralized
container orchestration systems.

Keywords: Cloud computing · Swarm intelligence · Virtualization containers

1 Introduction

Traditional enterprise applications were monolithic and typically ran on a single
computer. Over time, the enterprise systems became bigger and more sophisticated. The
problems associated with implementation of large systems led to the componentization,
applications began to be built as a collection of related modules. However, the modules
were closely coupled. The development of networks has enabled the service-oriented
architecture which generally is based on cooperation of loosely coupled modules.
Despite this, the relationships between modules were still too strong. Too strong
coupling led to cascading failures: one failing service could take down the entire system.
Nowadays software architecture based on microservices [1] became more flexible solu‐
tion. This architecture advocates creating a system from a collection of small, isolated
services, resilient to failure and own their data. Each microservice is independently
scalable. System based on microservices is far more flexible than a typical monolithic
system. One of the important issues is the decomposition of the system into small isolated
subsystems communicating over well-defined asynchronous protocols and decoupled
in time and space. Another important task is the creation of infrastructure for monitoring
and management microservces based application. Examples of such microservices
orchestration tools are Google Kubernetes [2], Apache Mesos [3], and Docker
Swarm [4].
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The actual realization of a distributed orchestration system in the cloud requires that
we instantiate and place software components responsible for microserevices moni‐
toring and management on real machines. In traditional centralized architectures a single
server or a group of servers implements most of the software components. In decen‐
tralized peer-to-peer architectures all nodes more or less play equal roles. Many real-
word distributed systems are often organized in a hybrid fashion combining elements
form both centralized and decentralized architectures.

Docker Swarm and Kubernetes are built using a centralized architecture. When the
Docker Engine runs in swarm mode, manager nodes implement the Raft Consensus
Algorithm to manage the global cluster state. The reason why Docker Swarm is using
a consensus algorithm is to make sure that all the manager nodes that are in charge of
managing and scheduling tasks in the cluster, are storing the same consistent state.
Having the same consistent state across the cluster means that in case of a failure, any
Manager node can pick up the tasks and restore the services to a stable state. For example,
if the Leader Manager which is responsible for scheduling tasks in the cluster dies
unexpectedly, any other Manager can pick up the task of scheduling and re-balance tasks
to match the desired state. For performance reasons Docker recommends maximum 7
manager nodes, 3 from which may fail. Mesos employs hybrid architecture. There is a
central manager as well as a distributed system of frameworks responsible for applica‐
tion scheduling. Each application needs a separate framework.

It is known that cloud based decentralized architectural models offer better perform‐
ance than traditional Client-Server, Peer-to-Peer, and Hybrid architectures (see e.g. [5]).
In connection to this, in this paper we propose a completely decentralized microservice
management system based on swarm algorithm and analyze its performance on non-
homonegeous hosts in different scenarios. Its system architecture is the same as the
architecture of the underlying application. In practical realization our system can act as
a second-level scheduler for Mesos. In this case no separate framework for each appli‐
cation would be needed because the application will automatically act as a framework.

This paper is organized as follows: in Sect. 2 the concept of a live migration of
virtualization containers is presented. In Sect. 3 a swarm-like algorithm of container
migration in the cloud is introduced. In Sect. 4 some preliminary experimental results
for a simple cloud consisting of three hosts are given. We finish with summary and brief
remarks in Sect. 5.

2 Live Migration of Containers

The container is a group of processes isolated from the rest of the system. The use of
containers is one of the methods of microservices implementation [6]. Interest in the
containers is associated with their performance. Public cloud virtual machines have to
boot a full operating system and for every time it takes up to several minutes. In contrast
to this the startup time for a container is around a second. Containers are ideal for the
implementation of the independent parts of the system. This technology is not new but
before Docker there was no common interface for container management and there was
no standard format of how container is described in the system. However, using Docker
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we cannot provide live migration. Docker was created for different purpose, an auto‐
mated application deployment, but there is commonly-used, container-based virtuali‐
zation software, Parallels Containers, which supports live migration [7]. The results
discussed in this paper were obtained using OpenVZ, an open source version of Parallels
Containers.

Container live migration allows a user to start a microservice on any node of the
cloud after which it can transparently move to other nodes to make efficient use of
resources. The basic idea is that overall system performance can be improved if micro‐
services are moved from heavily loaded to lightly loaded machines. However instead
of offloading machines we can imagine that code is moved to make sure that a machine
is sufficiently loaded. For example migrating complete virtual machines to lightly loaded
machines in order to minimize the total number of nodes being used is a common practice
in optimizing energy usage in data centers [8]. Another advantage of live migration is
the ability to put the code processing the data close to where the data reside. This allows
minimizing communication what is an important issue in todays distributed cloud envi‐
ronments [9]. In this paper we try to model all these scenarios by assigning different
capacities to the hosts.

3 Swarm Algorithm for Non-homogeneous Hosts

The question of the optimal distribution of the containers on the hosts can have multiple
variants. One of them is the uniform distribution of the containers on the hosts. This
scenario is the following: we have S hosts (servers) and P containers (processes). At the
start containers are arranged in a way that there is not the same number of them on every
host. Uniform distribution means that the targeted number of containers on every host
is equal n = P/S, and the goal of the algorithm is to achieve a state of balance. A decen‐
tralized algorithm for controlling the uniform distribution of tasks between nodes of a
simple computational cloud was presented in [10]. In that approach, mobile virtualiza‐
tion containers use only local interactions and no communication to give the desired
global behavior of the cloud providing dynamic load balancing between the servers.
Each container only knows how many hosts S we have and how many other containers
P are there, and can calculate the number N of neighboring containers located on the
same host. If N > n the container tries to migrate on another, randomly chosen, host.
The probability of this migration is given by the equation p = (N-n)/N. The modified
algorithm was presented in [11], and it offers potential improvement of performance
over centralized orchestration systems. In this approach each host is described by a
pheromone p which can be either repulsive 0 < p < 1 or attractive p < 0. Attractiveness
or repulsiveness is associated with the number of containers already on the host. In
practice pheromone is equal to migration probability of a container. This probability can
be modified p = (N-n-Q)/(N-Q), where Q is the number of containers queued for migra‐
tion in the kernel queue.

In above mentioned papers, it was assumed that the containers are similar and have
almost the same memory requirements. An analogous assumption was made for the
hosts: it was adopted that performance of each host is similar and we can treat hosts as
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homogeneous. However, in cloud environments, hosts can differ regarding CPU,
number of cores and memory. Hence, optimization towards an equal distribution of tasks
across available hosts does not seem to be optimal in each case. We will consider the
situation when host performance is varied among hosts. Regardless of the actual
performance of hosts, we may want to limit the burden of the selected host, for example,
in order to exclude it from the operation of maintenance.

In this section we describe a swarm-like algorithm for containers migration in a cloud
consisting of heterogeneous hosts. We assume that each container knows how many
hosts we have and how many other containers are there, can calculate the number of
neighboring containers located on the same host, and reads the available performance
of this host. In addition, container can read the available performance of the host to
which it intends to migrate and can count attractiveness or repulsiveness of such host.
The container can update these values dynamically at runtime by probing other
containers and hosts using ICMP echo/reply protocol. This protocol is implemented by
ping. The available performance of the i-th host is denoted as hi (note that hi are different
for different hosts). We can count the whole performance of all hosts as ∑ hi. Let us
denote by ci the number of containers on i-th host at the beginning, hence the whole
number of containers P is equal to ∑ ci. Consequently the target number of containers
on i-th host is

ei =
P* hi∑

hi

. (1)

Let us denote by Ni the number of containers on i-th host during the preparation to
migration. Hence the probability of migration is given by the equation

p =
Ni − ei∑

Ni

. (2)

Taking into account the containers ready to migrate this probability can be modified
as

p =
Ni − Qi − ei
∑(

Ni − Qi

) (3)

where Qi is the number of containers queued for migration in the kernel queue from i-
th host. The complete algorithm executed by a dedicated process running inside the
container is the following [10, 11]:
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1: loop
2: Count the pheromone value p of the host.
3: Generate a random number 0 < r < 1.
4: if r < p
5: repeat
6: Randomly choose a host.
7: Get the pheromone value of the chosen host.
8: until chosen host has an attractive pheromone 
9: Ask the host to migrate to chosen host.
10: Wait until migration to another host is complete.
11: 
2: 

end if
1 end loop

To ensure the autonomous operation of containers we have added a special system
function to the hosts’ operating system kernel. Thanks to this containers can initiate their
migration. In the algorithm presented above we assume, that this call (performed in step
9) is a no blocking.

4 Experimental Results

The experiments were performed on 3 hosts equipped with Intel Dual Core E-5500 CPU,
with potentially 2 GB of RAM, each connected by a dedicated Fast Ethernet network.
All hosts were running Debian GNU/Linux operating system with OpenVZ software
installed. The Linux kernel was modified by adding some new system functions
including one mentioned in Sect. 3. Available host memory was chosen as a measure of
host performance. The experiment was divided into three scenarios.

The first scenario corresponds to the situation when it is necessary to disable a single
host, for example, for maintenance or repair. At the initial time 24 = 3*8 identical
containers were launched on every host, 8 on each. Each container had a size in memory
of about 55 MB. From measurements we know that its migration to another host takes
about T = 12 s. Starting all the containers took about 1 min i.e. 5 T. In this scenario the
performance values of all hosts were set to 0, 2, and 2 GB respectively. This means that
the first host should be freed. After starting on all containers, the Python script read start
values and counted target number of containers, in this scenario they were respectively:
0, 12, and 12 containers. After that script entered a loop (algorithm steps 1-12) in which
it counted the probability of migration (step 2) and decided with probability p whether
to migrate to another host. Next in the loop, container counted the pheromone value
(step 7) of host for which it would like to migrate, and if host was attractive, container
was attached to the migration queue. On the host a monitor program was running and
periodically (period 5 s) checked the number of containers N in the filesystem and the
number of containers queued for migration Q in the kernel queue (access to this data
from a user process was possible by a custom system function added to the kernel).
These data were available for containers. More than two hundred tests for the first

266 W. Karwowski et al.



scenario were performed and several typical results were identified. Generally they can
be grouped and classified as regular and irregular.

In Fig. 1 we have typical regular case. It is seen from inspection of this plot that the
containers can arrive to the destination hosts in parallel thus network bandwidth was
apparently not a problem during this experiment. We notice that real migration process
started around t ≃ 5 T and ended around t ≃ 16 T. A few time discrepancies are visible:
host 1 (red) reached zero later (≃ 16.5 T) than host 2 (green), which reached target
value ≃ 15.5 T. It can be explained by some delay in checking.

Fig. 1. Number of containers on each host versus time. The first scenario - regular case.

In Fig. 2 we have the example of irregular case. We notice, as before, that real
migration process started around t ≃ 5 T and ended around t ≃ 31 T. Number of
containers at host 2 (green) exceeded the target number between t ≃ 12 T and t ≃ 25 T.
Later on number of containers at host 3 exceeded expected number between t ≃ 26 T
and t ≃ 31 T. Finally system was stabilized. Two exceeds occurred because the migration
process was inherently a probabilistic one. At the same time more than expected
containers decided to migrate into host 2. Because the number of containers on host 2
reached too high value there had been a migration in the opposite direction into host 3.
Probabilistic nature of algorithm caused that too many containers migrated into host 3,
but finally target values were reached. In this scenario 27% of cases were regular, 73%
irregular. Stabilization time for all regular cases ranged between 16 T and 18 T. Stabi‐
lization time for irregular cases was longer and ranged between 17 T and 40 T. However,
three quarters of irregular cases were contained within the range [20 T, 28 T].

The second scenario corresponded to the situation when we have non-homogeneous
hosts. Such situation may be caused by the need to free some resources on particular
hosts. At the initial time 24 identical containers were launched, 8 on every host exactly
like in the first scenario. Each container had a size in memory of about 55 MB. This time
the performance values of all hosts were set to values 0.3, 1.2, and 2.0 GB respectively.

Swarm Based System for Management of Containerized Microservices 267



In this scenario target numbers of containers were: 2, 8, and 14. More than one hundred
tests for the second scenario were performed. Results in this scenario are very regular.

Typical result is presented in Fig. 3. The number of containers on the host 2 remained
unchanged (we have to notice that pheromone of host 2 was 0) and containers from host
1 did not even attempt to migrate into host 2. Migration proceeded only from the host
1 to host 3. All cases were regular and more than 81% of them were contained within
the range [12 T, 14 T]. Only a few had a longer stabilization time, the latest stabilization
has occurred for 20T.

Fig. 3. Number of containers on each host versus time. The second scenario.

Third scenario was a bit different than two previous ones. At the initial time 24
identical containers were launched, 6 on the host 1, 12 on the host 2, and 6 on the host

Fig. 2. Number of containers on each host versus time. The first scenario - irregular case.
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3. Each container had a size of about 55 MB. The performance values of all hosts were
set to values 2, 1, and 2 GB respectively. In this scenario target numbers of containers
were respectively: 10, 4, and 10. More than eight hundred tests for the third scenario
were performed. Three groups of typical results were identified. The first group can be
classified as regular cases. Typical regular case is presented in Fig. 4. The migration
process occurred only from host 2. It started around t ≃ 5 T and ended around t ≃ 15 T.

Fig. 4. Number of containers on each host versus time. The third scenario – regular case.

The second group of tests can be classified as slightly irregular cases. Typical slightly
irregular case is presented in Fig. 5. The migration process occurred only from host 2

Fig. 5. Number of containers on each host versus time. The third scenario – slightly irregular
case.
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as before. It started, as previously, around t ≃ 5 T but generally ended later than t ≃ 20
T (22 T in Fig. 5). The temporary exceeding of the target number of containers occurred
only on one host (host 1 or host 3; in Fig. 5 host 3) and was connected with probabilistic
character of migration.

The third group can be classified as strongly irregular cases. Typical situation from
this group is presented in Fig. 6. The migration process, as before, occurred only from
host 2. It started around t ≃ 5 T but ended much later than in the second group, typically
about t ≃ 30 T (32 T in Fig. 6). This case is strongly irregular because overrun took place
both on host 1 and host 3. As we see in Fig. 6, firstly number of containers on host 1
exceeded target number, after that (around t ≃ 20 T) number of containers decreased on
host 1 and increased on host 3. Finally situation was stabilized about t ≃ 32 T. The
apparent stabilization (around t ≃ 22 T), results from certain delays in checking.

Fig. 6. Number of containers on each host versus time. The third scenario – strong irregurality.

In third scenario 28% of tests were regular, 64% slightly irregular and 8% strongly
irregular. Stabilization time for all regular cases ranged between 15 T and 17 T. Stabi‐
lization time for slightly irregular cases was longer and ranged between 18 T and 38 T.
However, nine-tenths of slightly irregular cases were contained within the range [18 T,
27 T]. Stabilization time for strongly irregular cases was much longer and ranged
between 25 T and 50 T.

5 Conclusions

The aim of this work was to examine self-organized migration of containers in a heter‐
ogeneous environment. The swarm-like algorithm prepared for this task was tested on
a small “cloud” consisting of three nodes. Three scenarios were examined. In the first
scenario initially all hosts were equally loaded on startup and one host had to be turned
off. In the second scenario, at the beginning all hosts were equally loaded on startup but
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ultimately, the load on the hosts has to be diversified. In the third scenario both at the
beginning and at the end the load on the hosts was different. This time it was necessary
to migrate from the host of the most heavily loaded to hosts initially less loaded. The
performance of the algorithm was satisfactory in all three cases. The best performance
of the algorithm was in the second scenario. To further improve the algorithm, in a future
work we plan to choose the host to migrate to when leaving the migration queue and not
when entering it as in this paper. Such an improved algorithm will be not only tested
experimentally for small number of hosts but also simulated using a cellular automaton-
like model. Such simulation would allow us to study the scaling of the algorithm with
number of hosts and compare it to the behavior of typical clouds consisting of thousands
of hosts.
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Abstract. The aim of this work is to propose effective solution to eliminate the
problem of excessive resource locking by idle computational services. In order
to achieve this, a dedicated execution scheme and software tools were developed
and tested in several scenarios. The results show that resource locking may be
significantly decreased and the overall resource consumption in service system
can be minimized as well. The approach is dedicated for computational services,
which perform operations upon data delivery, returning the results after finishing
their tasks.

Keywords: Service execution · Resource allocation · Service oriented
architecture · Web services

1 Introduction and Related Work

Resource allocation problem in service systems in inherently connected with quality of
services and fulfilling the client’s demands. There exist many solutions, which evolved
along with service-oriented architectures. For example, the Q-RAM model (QoS-based
Resource Allocation Model) was developed in 1997 [1]. It assumes distribution of
resources among applications with multi-criteria quality constraints (including security
parameters), guaranteeing minimal resources needed to fulfill requirements to each one.
Unfortunately, it does not address distributed environments and multi-machine resource
locations.

Also, there exist solutions which rely on auction mechanisms [2]. In these
approaches, participating subjects are divided into the sets of clients and service
providers. All bids concerning resource allocation are directed to the central manage‐
ment module, called Auctioneer. It sorts queries in decreasing order, and offers in
increasing order, and assigns tasks to the “highest bidder”, just like it happens in stock
market. The same mechanism, with some modifications, was applied to service cloud
environments [3]. In this case, users are served by service provider (Cloud Service
Provider – CSP). His task is to provide dynamic sharing of resources among cloud users,
which may involve auction approach. In the system described in [3] a generalized second
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price algorithm was used, which means that offers are sorted in decreasing order, and
bids are allocated to them starting from the highest, until offered resources are exhausted.

It should be noted, that auction mechanisms require additional functionalities which
have to be provided to the clients. They must have interfaces for submitting bids and
offers, there is also some processing overload, introduced by the auction system itself.

Some solutions address (and exploit) virtualization, starting from assumption, that
a single virtual machine supports a service [4]. The resources are then assigned to the
virtual machines, in order to maximize service efficiency. Such approaches typically use
service types, which means that services are categorized and divided into groups, each
relying on the extensive use of certain types of resources (computational, communica‐
tion, memory, etc.). For example, in Windows Azure, types are used to match services
with virtual machines, for which the amounts of available resources are known. The
management module analyses (in time intervals) the requirements of the service queries,
and compares them with the averaged pool of resources available at virtual machines.
If there is a danger of not meeting the requirements of the service queries, it is possible
to start new virtual machines. Services have also time constraints, and it was shown that
they are fulfilled in 90% of the cases, with this approach [4].

Quasar [5] is a cluster management system, utilizing coordinated resource allocation
and placement. It does not use resource reservation (reservation-centric approach),
applying performance-centric techniques instead. Advanced classification schemes are
used in order to evaluate the effectiveness of various coordination schemes, and infor‐
mation gathered is used to infer the optimal resource localization. In most cases it leads
to almost complete utilization of available resources.

In [6] various models of directing service queries were evaluated. The distribution
of resource consumption and probabilities of service availability was checked for
various scenarios involving single and multiple servers with virtual machines and
diverse pools of resources. In this approach idle service queries (waiting for resource
allocation) were placed in queues.

Service-oriented QoS framework ROAR (Resource Optimization, Allocation and
Recommendation System) concentrates on service applications’ effectiveness [7]. The
quality constraints are user-defined, and a special language (GROWL - Generic
Resource optimization for Web applications Language) was designed for it. Its state‐
ments are parsed by the service management systems and after that, the Docker
containers are set up for the service applications. Containers are also tested for their
performance, and test results are used to assign services to containers.

At the moment, cloud platforms gain popularity in a big way, many of them adver‐
tising themselves as “capable of delivering any amount of resources, fulfilling client’s
demands”. For example, Microsoft Azure offers “automated scaling” of resources [8, 9].
It allows client to choose from the predetermined set of types of virtual machines, and to
define the timeframes, the client wishes to use them. There are also mechanisms for
dynamic scaling of resources, according to the their actual consumption by the client’s
services. Similar approach is offered by Amazon Cloud Services [10], where the users can
create groups of services and define the minimum and maximum numbers of their
instances, along with conditional plans of rescaling these numbers. The same is possible in
Google Cloud Platform [11].
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Summarizing these efforts we can say, that there is a number of approaches, ready
to apply, and there are also commercial products, utilizing them. However, there is one
important problem outstanding – none of these solutions address the issue of resource
locking, in cases where a service is active, and the resources are reserved for it. Compu‐
tational services require significant amount of memory and computational power, but
their actual resource consumption strictly depends on the number (and frequency) of
queries. Thus, in many cases, we have running services, which waste the resources while
being active (when their resources are allocated and locked, but there are none or small
numbers of queries directed to them).

Taking this into account, this paper proposes a novel system, dedicated to the
management of computational services with time constraints guarantees and dynamic
resource allocation optimization.

The rest of the paper is organized as follows: Sect. 2 describes the proposed approach
and the architecture of the system, Sect. 3 presents the formal definition of execution
management problem, Sect. 4 introduces the proposed solutions for the defined problem,
Sect. 5 depicts empirical research results and finally, Sect. 6 summarizes our research
results and briefly presents plans for further research.

2 Service Management System

Basing on our experiences and the results from the works cited in the preceding section,
we decided to use “serve on demand” approach (resources are allocated to services when
they are needed). In most of the existing solutions, virtual machines (VM) are used to
do so, but there is a factor of large delays, inevitable when the VM starts. Hence, in our
case a Docker container technology was chosen. It was also decided to abandon the
popular approach of keeping numerous VMs and starting a service on one of them. In
our approach each service (with known amount of resources required to run it) is active,
and there is a number of its instances (containerized). This also allows to create new
instances of services, with predetermined amount of instances allocated. This prevents
assignment of excessive resources to services (like in the case of running single-thread
service on multicore VM).

Another feature of our approach is the priority of the effective query execution –
time limits determine the configuration of the container which hosts the service. After
service execution, the container is immediately shut down, freeing the resources allo‐
cated to it.

The architecture of our system requires at least two servers: Management Server,
(MS) which is a center of the architecture, and one (or, in most cases, multiple) worker
server on which the services are executed.

The outline of server configuration is presented in Fig. 1.
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Fig. 1. Exemplary architecture, with managing and service-executing servers.

The clients generate computational service queries. They are unaware of the MS,
and, from their point of view, the queries are sent directly to the services. The MS is
transparent for the clients, hence they can use any standard client (e.g. Postman or one
of programming libraries with http client) for sending their requests to web services
available in the system. A sample request (in Postman) with dedicated http header iden‐
tifying SLA connected to the request is presented in Fig. 2.

Fig. 2. A query directed to the MS via the Postman.

The MS gathers all of the queries and checks their time constraints (deadlines). Then,
it uses a number of strategies (strategies are defined in the next section) to chose a server
on which the container for the instance of a service will be created. After that, the query
is directed to the container hosting the service. The MS was implemented in C#, .Net
Core version.

All servers run the Docker virtualization platform (which, in contrary to the VM,
takes less time to be created, and consumes less resources). The MS creates the
containers for the services, and forwards client’s query to them. Upon completion of the
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query container is shut down, freeing all of the resources (operations are executed via
Docker API, version 1.26, in Docker version 1.13.1).

Docker containers are instances of images of file systems and execution environ‐
ment’s settings [14]. The images are being queried from Docker Hub repository or
private Docker repository.

The MS mode of operation is presented in Fig. 3. For the clarity of presentation it
does not involve request execution retries during error occurrence (for example, if the
container cannot be created).

Fig. 3. The management server’s workflow.
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3 Problem Formulation

Let’s define the set of servers:
S = {S1,… , Sn}, where n is the total number of servers available, and
Zn = {Z1,… , Zn}, is the number of available resources on the server (processors, cores,
memory, etc.). We have also the set of services:
U = {U11,… , U1j,… , Ui1),… , Uij}, where i is the total number of services, and j is
the number of versions of the i-th service.

The queries arrive at the time t. Each of them has a size of R expressed in bytes,
unique ID i, and the SLA definition, containing the deadline T. There are two conditions
for the query execution: its time should not exceed the deadline:

tr + to ≤ T (1)

Where to is query processing time (which, in our case is constant, and equals to
1300 ms.), and tr is an expected time of query execution, which is estimated by linear
function:

f
(
Ui j

)
= a + b * R = tr (2)

The parameters a and b are computed with linear regression method for each of the
service’s instance.

The second condition is the capability to run the service on the chosen server:

fr

(
Zn(t)

)
− fr

(
Uij

)
≥ 0 (3)

Zn(t) stands for the server’s available resources, and fr is a function which returns
the resources needed to run the service. It is defined as follows:

fr(Z(Uij)) = 0.5 * fnRAM(Z(Uij)) + 0.5 * fnCPU(Z(Uij)) (4)

Where Z(Uij) is the amount of resources needed to execute j-th versions of service i
(defined in the same way as Zn), fnRAM returns a normalized (from 0 to 1) requirement
for RAM, and fnCPU returns a normalized number of processing cores.

Our aim is to find the most effective strategy for the MS, considering the key param‐
eters: the number of queries rejected 

(
Lo

)
, the number of queries not meeting the deadline

(
Ls

)
, average CPU usage 

(
AvCPU

)
, and average RAM consumption RAM 

(
AvRAM

)
. We

have applied the following equation for the overall effectiveness:

fe

(
Lo, Ls, AvRAM , AvCPU

)
= 0, 4 * Lo + 0, 3Lf + 0, 3 * 1

n

n∑
k=1

(
AvRAM(k) + AvCPU(k)

)
(5)

Which implies, the less effectiveness value means the strategy is better.
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4 Algorithms Managing the Execution of Computational Services

In order to solve the problem of computational services execution management the
original problem was decomposed into two sub-problems: (1) selection of a computa‐
tional server on which service will be deployed and executed, (2) selection of one of
service versions ensuring compliance with defined SLA (each version has different
needs of resources).

For the selection of computational server two approaches were proposed:

• carousel – every request is launched on next server from server list.
• fill server – when resources on server run out, then change server to the next from

the list

For the selection of service version the following approaches were and developed:

• fastest first – launch largest (in terms of required resources) possible service version,
which ensures fastest request execution.

• minimize usage – launch smallest (requiring smallest amount of resources) service
version which predicted execution time meets SLA.

Finally, through combination of these approaches, following strategies for managing
the execution of computational services were developed:

• Strategy 1 – combination of carousel and fastest first approaches.
• Strategy 2 – combination of carousel and minimize usage approaches.
• Strategy 3 – combination of fill server and fastest first approaches.
• Strategy 4 – combination of fill server and minimize usage approaches.

5 Study of Developed System Efficiency

Empirical tests (simulations of clients’ behavior) of proposed strategies have been
performed to define the efficiency of proposed solution.

Hardware infrastructure consisted of eight worker virtual machines with Ubuntu
14.05.4 deployed on a blade server. To each one of them 8 GB of RAM and 4 processor
core was assigned. Real time resource usage was measured with Docker software and
an custom agent for resource usage information gathering which were installed on test
machines. The prepared virtual machines with Docker software were acting as a small
computing cluster in this research. The MS and test software were deployed on a dedi‐
cated management server with 8 GB of RAM and 8 processor cores.

The tests utilized 3 services with following algorithms: quicksort, matrices addition
and knapsack problem solver. Each of the services utilized REST API and was deployed
in three different versions presented in Table 1. For each service prepare 3 different
service versions.
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Table 1. Test service versions.

Algorithm Quicksort Add matrixes Knapsack problem
Version S M L S M L S M L
RAM 1 2 4 1 2 2 1 2 2
CPU 1 2 4 1 2 3 1 2 4

Seven test were prepare to study system efficiency (Table 2). During each test 50
request was send to MS. Requests were randomly choose from set of 30 predefined
requests. Each request in this set had a request url, data as JSON file and SLA agree‐
ment id.

Table 2. Test specification.

Test name Test1 Test2 Test3 Test4 Test5 Test6 Test7
Number of clients 2 2 2 5 5 5 10
Minimum break between
requests (ms)

1000 1000 1000 1000 1000 1000 1000

Maximum break between
requests (ms)

10000 5000 1500 10000 5000 1500 1500

In order to simulate multiple clients’ requests, in the dedicated test application
each client was represented by a dedicated thread. Each of the threads after sending
request to MS thread was put to sleep for randomly chosen time in range from
minimum break between requests to maximum break between requests. Each of the
tests has been conducted five times on two different clusters: (1) containing of 4

Fig. 4. Test results for 4 worker servers (mean value of efficiency function).
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worker servers, (2) containing of 8 worker servers. The results of conducted experi‐
ments are presented below (Figs. 4 and 5).

Fig. 5. Test results for 8 worker servers (mean value of efficiency function).

The comparison of proposed strategies (Figs. 4 and 5) shows that, as it was expected,
the proposed strategies are able to achieve best values of the efficiency function for low
rate request streams, while they are also able to prevent resource locking, which directly
increases the average resource availability in the system. This characteristic was
different only for the strategy 3 (combination of fill server and fastest first approaches),
which had a stable value of efficiency function in all tests, except the last test with high
rate request stream.

Also, the results clearly indicate that strategy 2 (combination of carousel and mini‐
mize usage approaches) was the most effective strategy, due to the fact that in all test
cases this strategy achieved to minimal mean values of the efficiency function among
all of the tested strategies. It was especially effective in case of low rate request streams
and it provides resource locking prevention mechanisms.

6 Conclusions

The aim of our work was to propose an effective solution for resource locking by idle
computational services. In order to achieve this, a novel and flexible mechanism of
service execution management was designed and implemented. It uses (increasingly
popular) container technology, which allows fast, on-demand, service configuration and
start-up, along with the possibility of its fast removal from the system. Also, service
versioning is used, and service instances may have different sets of resources assigned.
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A number of service management strategies were designed and experimentally tested
on real services, which allowed choosing the most effective ones.

Summing up, our solution minimizes the overall costs of service-oriented environ‐
ments, and the most important factors contributing to this result are:

– elimination of idle services, running when they are not needed and locking resources,
– containers (assigned to user queries) have small costs of set-up and removal,
– multiple service instances increase resilience in the case of errors,
– effective service management strategies, and mediation of all queries by Manager

Server (which hides dynamic addresses of the services).

Our approach is dedicated to service systems which do not deal with large number
of user queries (coming every second), it rather addresses scenarios which involve
significant possibility that the services will wait for queries, unnecessarily locking
resources in the process.

The most important issues which will be worked on in the near future will be devel‐
oping prediction methods to accurately estimate resource consumption of the services
(which may depend on the size and the content of user queries), and methods for deter‐
mining parameters and the number of the instances of any given service.

Our approach was tested on real-life examples of service repositories. Further
research will be concentrated on adaptation of the developed methods to various service
repositories and the development of dedicated algorithms for faster decision making for
resource allocation. The next experiments will be run using bigger repositories and
basing of the resources of recently set up Laboratory of Computing Clouds which is a
part of national Polish PL-LAB2020 infrastructure.
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Abstract. Many methods are used to reduce the time required to download web
page completely. Most of them based on different techniques such as media
elements and scripts compression, parallel resource download or caching. One
of such techniques based on resource sharing and CDN usage. Resource sharing
is an effective design for web pages with a considerable amount of media
elements. In this paper, the author introduces his own software to determine, if
selected web page uses CDN or external resources. In addition, questions about
the correlation between web-page size, category and CDN usage are taken into
account.

Keywords: Web performance � Content delivery network � External
resources � Internet infrastructure

1 Introduction

One of the link quality estimation methods between user and selected web page is a
page speed index. This concept has many influential factors and user interface per-
formance is one of them. In case of desktop applications, interface performance is often
defined by application architecture, when its organization and complexity are based on
primary functionality. Desktop software usually works on the client side, what means,
that software has to be installed on the machine before it can be used. Product
installation is related to integration of its component into the system for requirements
verification. Thus, interface performance depends on both program architecture itself
and machine hardware configuration.

Web applications, in contrast to desktop software, require a stable Internet con-
nection, because they are delivered through it. When a user enters a web page, he or she
starts using all the needed functions without installing any software. The functionality
of a web application is still based on its main intention and interface has to fulfill
performance and flexibility requirements. On each stage of user interaction, graphical
interface is a primary tool that firstly has to be delivered to the user device. The
majority of services that are intended for measuring a website performance, have to
download the entire page with external resources to analyze it and provide reasonable
analytics. From this point, we can assume that the speed of user interface delivering (in
other words, page load speed) in some sense is the most valuable characteristic of a
web page [4]. That assumption means that the less time user will wait for the entire
page to download the more comfortable and pleasant his experience will be.
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For the webmasters, one of the most important web page parameters is page load
speed. In web browsers, this metric can be calculated basing on the DOMCon-
tentLoaded event, which occurs when the entire HTML document is loaded and parsed
without waiting for the external resources [1]: script files, CSS styles or media ele-
ments. Another very similar index is Load event [2] that fires when complete HTML
document with external resources has been entirely downloaded. In theory, if
DOMContentLoaded event usually fires just after 2–4 s after the user clicks on the link,
the Load event can be delayed for a considerable amount of time because of waiting for
external resources. If a web page does not use an async or defer attributes that define
how the JavaScript file should be loaded [3], the browser will download all script files
in a sequential order. In both cases, the Load event indicates a juncture when a web
page is fully functional, and thus the most important for the user.

There are existing methods for reducing page load time. In this paper, we will
discuss one of the oldest but effective technique to handle a huge amount of incoming
requests but provide a very fast content delivery – CDN. Content Delivery Networks
have received huge popularity among both clients and researchers in the last few years.
Despite being an old technology (first networks of this type appeared in late 1990s [5]),
CDN started to be a very effective and profitable solution with the growth of media
streaming services such as Netflix, Spotify or YouTube. The use of “server farms”
when many hosts were delivering content from one or few networks was not enough
because of the main problem: many servers could not provide reasonable page load
times if they were located in a great distance from user [6]. The architecture of content
delivery networks requires being geographically dispersed to be as close to the end user
as possible. From the web page perspective, the CDN technology is closely related to
resource sharing which has to comply the specification of Content Security Policy,
which implies how static resources can be delivered to the end user.

The rest of this paper is organized as follows. Section 2 gives a brief overview of
the content delivery network architecture. Additionally, it describes base principles of
cross-origin resource sharing. Section 3 describes the applied method that was used to
obtain data for the analysis. The internals of implemented application that was used in
present research is introduced in Sect. 4. Finally, Sect. 5 includes the conclusions from
this paper. It outlines the future work as well.

2 Technology Stack Overview

2.1 External Resources and Content Security Policy

External resources usage is very common nowadays. With saturation of the Internet
with media content, many web pages started to declare the majority of necessary assets
as external elements. This technique helps to distribute required assets across multiple
domains to improve both page loading time and reduce server load. As media elements,
scripts, CSS styles and fonts are static resources, web site owners are able to separate
static and dynamic content between multiple servers. This helps to improve server
performance, which can be customized basing on a data character. Dynamic content is
generated by the server in the moment of data request, usually by sending queries to the

284 V. Deyneko and I.J. Jóźwiak



database retrieving necessary data. Static content is located on the server in the
ready-made form, which means it is prepared to be used instantly. In this case, the
server will send the identical response with the same content for all requests.

For the web page, static content is always a part of the page body. The HTML
document, which describes the page structure, usually includes many required ele-
ments, which are loaded from external web pages. This mechanism is controlled by the
Content Security Policy [7, 8] that defines the constraints of external resources fetching
or execution. By using this technique, web page owners can limit and lock down their
applications in a various ways, to prevent from content injection vulnerabilities to occur
(for example, it can help to prevent Cross-Site-Scripting attacks). This policy can be
applied to a wide variety of resources and is presented as a set of directives. Each of
these directives has a number of associated algorithms and is responsible for control-
ling specific resource types and behaviors. By the time, when this article was written,
available specification (Content Security Policy Level 3, 13 September 2016) includes
following sets of directives:

• Fetch directives controls a whitelist of sources, from which an assets can be
downloaded. For example, the HTML Content-Security-Policy header with a de-
fault-src ‘self’value will tell the browser to fetch resources only from the same
domain;

• Document directives regulates types of document properties and working envi-
ronments, for which the policy applied. In this set, the plugin-types directive
manages the set of plugins that can be embedded and used in the HTML document;

• Navigation directives are used to take control under the URLs that are used as
targets for forms submission;

• Reporting directives defines target endpoints to which the reports will be sent
when the error or policy violation occurs.

The available set of rules helps to organize flexible and effective control mechanism
to manage resources sharing across the entire page. CSP is one of the primary methods
to improve overall web page security.

2.2 Content Delivery Network

As was discussed in the previous paragraph, static and dynamic content create different
server load types. Dynamic content creates high demand on CPU resources, I/O for the
database and memory. Static content puts high demands on the network performance
and on IO operations for non-cached resources. Such different types of server load can
noticeably decrease its performance because of mixing different requirements for
hardware. Because of this, many companies started to separate the application content
by type through different servers worldwide. Eventually, new providers that turned this
into a part of their business appeared on the market.

Content Delivery Network gives great performance boost because of its architecture
design. In such network, many servers are situated worldwide in such a way that user
receives static content from the geographically closest possible server. This technique
makes it possible to achieve lower latency times and, in addition, to save costs on
paying for the external traffic (if talking about large ISPs). Furthermore, CDN makes it
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possible to scale easier web applications to the larger sizes. That means that CDN offers
greater stability for web applications in time of clients activity surge. For example, that
could be a demand for a new version of software package, when many users want to
download an updated installation file or a game archive.

Content delivery networks are based on many replica servers, which are situated in
the geographical locations with high Internet traffic. Practically, the CDN works as
follows:

1. User sends request to the example.com host to retrieve an HTML-page. At this
stage, depending on the CDN configuration, static content can be downloaded from
the origin server or already from the CDN edge server. If a CDN server does not
have necessary resource copy, then it will download it and return to the user.

2. Next requests to the origin server (for static resources) will be redirected by BGP
protocol to the CDN replica servers that will send a response. A dynamically
generated content will still be retrieved from the origin host.

At this stage, BGP routers of user’s provider are already aware of the best route
paths to the edge servers, because they have received submissions with corresponding
IP addresses from their neighbors. Sometimes, cached static data can be available to the
user earlier that the source HTML-page. At this moment, we can affirm that CDN is an
effective solution for companies, which need to return static content to a wide user
base. The situation can be even more complicated, if there are many users on different
continents.

3 Applied Method

The main purpose of this article is to verify two primary hypotheses:

1. The possibility of CDN usage depends on the number of external resources;
2. The CDN popularity depends on the number of Internet users in selected geo-

graphical region.

To verify these theses, a specialized application was implemented. This tool helps
to analyze individual pages or a set of web pages from the perspective of external
resources and CDN usage. Generated report consists of few web page parameters that
help to tell how many internal and external resources are on the page. In addition, based
on attributes analysis, the tool tries to detect the usage of CDN resources by specified
web page. Usually, most of page resources (script files, media elements or CSS styles)
are integrated into HTML document by using corresponding HTML tags. Except for
the inline scripts and styles, all these assets have to include an appropriate attributes
that can be parsed. By analyzing these attributes, it is possible to extract a collection of
necessary HTML objects from the Document Object Model (DOM). Next, by com-
paring values of certain object properties (e.g. value of the src attribute) with the origin
server URL, it is possible to say if the web page is using a resource sharing. Moreover,
by comparing these values with the list of prepared known CDN URLs we can assume
that the page use a CDN service.
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The implemented tool was used to research a list of the 500 most popular host-
names that was based on The Moz Top 500 List [9]. The hostname inclusion in the list
is based on its LRD (Linking Root Domains) index. For the web page, this index
indicates the number of domains, which have links to this website. Higher LRD index
demonstrates higher popularity. The Moz Top 500 list was generated based on 31
billion domain names [9]. As it will be revealed later in this article, the majority of
domains are located in America, Europe and Asia. Thus, collected statistics are valid
for these three regions. In addition, such situation indicates the regions where the
Internet popularity and growth are at its highest level.

For every analyzed website, the implemented application returns a number of
internal and external resources (except the resources that are loaded with JavaScript),
an autonomous system number (AS number), IP address, location country and town (if
available). This data helps to organize analyzed hostnames and to categorize them by
geographic region. The list of CDN services was generated basing on the most popular
and used providers of this type. The list that was used to identify CDN service is
presented in Table 1. Presented CDN providers can be separated into two groups:
public and private. That means only that they have different business models.
Public CDN providers set up their price basing on the market average price. Pri-
vate CDN providers work on the basis of private agreements, which doesn’t mean that
they are smaller than public services.

The data for the analysis was collected as follows: the list of the hostnames was
analyzed a few times to eliminate corrupted values and supplement blank ones if they
existed. Such data could have resulted from failed connections between the client
(application) and the server. Repeated analysis also avoids questionable data that could
have resulted from invalid parser results, which relies on rules described in HTML
specification version 4.01 and 5.

Table 1. The list of CDN services that were used in comparison algorithm

CDN Provider

cdn –

akamai.net, akamaized.net, akamaiedge.net, akamaihd.net,
akamaitechnologies.fr, edgesuite.net, edgekey.net, srip.net

Akamai
Technologies

azureedge.net Microsoft Azure
cloudfront.net Amazon

Cloudfront
cloudflare.net Cloudflare Inc.
facebook.com, facebook.net, fbcdn.net Facebook Inc.
fastly.net Fastly
google, googlesyndication, doubleclick.net, googlehosted, gstatic, youtube Google Inc.
llnwd.net Limelight

Technologies
twimg.com Twitter Inc.
yimg, yahooapis Yahoo Inc.
wp.com WordPress
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4 Implemented Application

For the purpose of this paper, a specialized tool, which analyzes web pages for external
resources and CDN service usage, was built. The tool is called CDNChecker. It makes
it possible to test a web page from the user’s perspective, which is very important if we
are talking about distributed services. The tool comes in a form of a lightweight
executable file, which can be shared across the Internet to maximize data collection
from different sources. In such way, we can obtain how user geographic location can
affect the results. CDNChecker is built to minimize its influence on page download.
Such architecture makes it possible to analyze offline HTML pages in situations when
there is no available network access. In this case, some statistics such as AS number, IP
address or hostname country are not available.

For the entered hostname, CDNChecker downloads the HTML page and analyzes it
by the parser to distinguish appropriate object from the document object model. Next,
with the help of lexical analyzer, the tool filters only that objects (script files, media
elements, CSS styles), which have an appropriate attribute values. The grammar for this
type of computation is defined in simple form and is presented below:

• For script files: HTML script tag with type or/and src attribute.
• For CSS styles: HTML link tag with rel or/and href attribute.

For images: HTML img tag with src attribute.
As a result, for a set of pages, application generates a report in CSV format, which

contains a collection of strings. Each of these strings represents a record that charac-
terizes specific page and includes a set of parameters:

• hostname - name of the target host;
• scripts-count - number of external script files;
• styles-count - number of external CSS styles;
• img-count - number of image objects;
• is-using-cdn - field that defines if the target hostname uses CDN;
• cdn-references - number of external resources, which are located on CDN service;
• country - the country of the hostname server location;

Statistics, which are presented in the next section, stand on such reports. After a few
iterations (report generation for the entire list of hostnames), wrong (corrupted value)
and blank values (unavailable host) were rejected and the number of hostnames
reduced to 482 records.

5 Results

As were discussed in previous chapters, two main questions that stands in front of this
research paper are related to the CDN usage detection and its correlation between
number of external resources and host geographical position. Table 2 shows statistics
about numerical distribution of occurrences of external resources (in brackets, the
number of occurrences of both internal and external assets).
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From the data in Table 2, we can say that the majority of web pages try to use such
optimizations to minimize web service load. Such statement is based on the number of
external resources: nearly 60.7% of script files and 68.9% of graphics are external
assets. Despite the continuous page size growth in the last years [10], web masters try
to keep the performance of their services under control. Greater number of external
resources means that the browser can download different assets from various servers in
parallel [11].

To find the correlation between the number of external resources and CDN usage
possibility, the data was separated into the four groups. The separation was based on
the quartiles values. For every quartile, the average number of external resources and
CDN usage was calculated. These data is presented in Table 3.

From Table 3, we can see that CDN usage probability does not depend on the
number of external resources. As was said earlier, the necessity of CDN is usually
dictated by the server load and users geographic position, but not by the number of
static resources. Next, Table 4 represents statistic data, which shows the numbers of
web pages (among analyzed) that use CDN grouped by region.

From this table, we can see that CDNs are the most popular in American region –

51.7% of tested web pages use these services (North America and South America). In
the European region, the situation is slightly different – only 44.68% of hosts use
CDNs. In the Asian region, this number is 38.98% of all tested hosts. Such data
demonstrates that there is a high demand for media content in American region
(specifically in North America). Services such as YouTube, Netflix and Facebook have
a high influence on content generation. Thus they use CDN (usually, built by them-
selves) to ensure the best possible experience for their users.

In both Europe and Asia, there is a smaller demand on CDN. This fact can be
explained by smaller CDN infrastructure in these regions. Such situation may be

Table 2. Statistical spread of external resources

Script files Styling files Images The number of CDN references for all assets

Average 9.91 (16.33) 2.91 (4.22) 28.026 5.302
Minimal 0 0 0 0
Maximal 155 26 1179 188

Table 3. Statistical spread of CDN usage by group

Group bounds (min
and max number of
external resources)

Average
number of
external
resources

Number
of hosts
in the
group

Number of
CDN usage
occurrences

Percentage
of hosts
that use
CDN

Group 1 <0, 9.75> 2.64 125 58 46.4%
Group 2 <9.75, 30> 20.57 136 67 49.3%
Group 3 <30, 58> 41.21 130 63 48.5%
Group 4 <58, 1258> 118.10 127 61 48%
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caused by lower demand on such services or higher link quality, usually with lower
price. In addition, received data makes it possible to say, that the number of Internet
users in the region does not correlate with a high CDN popularity.

6 Conclusion and Future Work

Internet growth and evolution depends on user’s needs. Different new usage scenarios
appear. To make web applications faster, webmasters adjust their servers to perform
better depending on the content type. Resource sharing and CDN services are com-
bined to achieve maximum gain.

In this paper, the author has presented a brief overview of these technologies and
provided a research on this topic. By summarizing the results, we can see that CDN
services are used when there is a necessity to provide many users with static content.
We observed that the number of Internet users in the region has not any considerable
impact on CDN popularity either. Independently of the number of external resources,
CDN is useful when there is high content demand on content of specific type. Static
content such as page assets or media content are great candidates to be shared across
edge servers.

The implemented application is on its first stage of development. The presented
algorithm can be improved to dynamically detect loading resources, e.g. by JavaScript.
Such heuristic methods can greatly improve overall detection quality to handle com-
plicated HTML pages. After all, many companies can use CDNChecker to detect the
configuration correctness from the user’s perspective to achieve better results in net-
work performance.
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Abstract. In the paper we present parallel implementations as well as execution
times and speed-ups of three different algorithms run in various environments such
as on a workstation with multi-core CPUs and a cluster. The parallel codes, imple‐
menting the master-slave model in C+MPI, differ in computation to communica‐
tion ratios. The considered problems include: a genetic algorithm with various ratios
of master processing time to communication and fitness evaluation times, matrix
multiplication and numerical integration. We present how the codes scale in the
aforementioned systems. For the numerical integration code that scales very well
we also show performance in a hybrid CPU+Xeon Phi environment.

Keywords: Parallel programming · Multi-core CPU · Cluster · Intel Xeon Phi ·
Parallelization

1 Introduction

In the current high performance computing landscape, there are a variety of powerful
compute devices that can be exploited with parallel programming. This includes multi‐
core CPUs such as Intel Xeons with typically 2 CPUs per workstation with up to 48
cores and 96 threads with Xeon E7-8894 v4 CPUs, up to 72 physical cores of the Xeon
Phi x200 7290 processor. Apart from such CPUs, typically workstations and cluster
nodes are equipped with GPUs. The latest NVIDIA V100 features 5120 CUDA cores
and 16 GB HBM2 VRAM.

In terms of parallel programming paradigms, several can be distinguished including:
master-slave, geometric parallelism, pipelining and divide-and-conquer. In this paper,
we focus on three parallel master-slave applications that differ in compute-communi‐
cation ratios and demonstrate how this affects speed-ups using various compute devices,
including a multi-core CPU, a cluster and a hybrid CPU+Xeon Phi x100 coprocessor
environment. This allows readers to predict speed-ups of other parallel applications with
similar compute-communication ratios. Furthermore, it is a step towards building a
precise model for such applications and systems in the MERPSYS execution time and
energy simulation environment [1, 2].
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The structure of the paper is as follows. Section 2 contains review of related works on
parallelization of master-slave computations. Section 3.1 presents our testbed environ‐
ments while Sects. 3.2, 3.3 and 3.4 our three representative parallel applications along
with results of test runs performed in the aforementioned environments. Section 4
includes conclusions that summarize obtained results and link to the future work based
on this paper – simulation of created applications in the MERPSYS environment designed
for modeling and simulation of execution time and energy consumption [1, 2].

2 Related Work

There are several works that address parallelization and scheduling of master-slave
processing schemes in high performance computing environments. These are possible
with several programming APIs such as MPI, OpenMP and CUDA [3].

Paper [4] deals with off-line and on-line scheduling on heterogeneous master-slave
platforms, including metrics such as total completion time, makespan, maximum
response time. The authors have concluded that heuristics taking into consideration
communication links’ parameters offer best results. Experiments were conducted with
MPI.

Work [5] presents very interesting theoretical modeling of evolutionary master-slave
computing in terms of speed-ups for assumed both network and processing parameters.
The authors present both theoretical and practical experiments showing almost linear
speed-ups for around 100 slaves, however with an assumption that fitness evaluation in
a slave requires 0.25 s/individual. The authors have used Distributed BEAGLE - their
implementation of the master-slave architecture. The authors considered a Beowulf
cluster made of homogeneous computers and a 100 Mbits/s Ethernet switch.

Paper [6] analyzes parallelization of a genetic algorithm for image restoration
including various components that contribute to execution time: computations to be
parallelized on the slave part T_np, sequential computations on the master T_nq as well
as communication time T_nc. It has been concluded that observable parallelization can
be seen on condition T_np≫T_nq+T_nc.

Paper [7] presents a Double-Layer Master-Slave Model (DMSM) that is targeted for
distribution of independent tasks among cluster nodes (through MPI) and then processed
within a node by a number of threads using OpenMP. The HPCVL developed DMSM
library realized the proposed processing scheme in Fortran 90 and C. The authors
presented that DMSM allows to reduce work imbalance of optimizations of the H2O2
molecule with fixed angles and varying bond lengths to 20% over 16 Sun T5140 nodes
and presented benefits of their approach compared to MPI or OpenMP only solutions.
It should be noted that recently, apart from the classic cluster systems with multi-core
CPUs, more and more accelerators and coprocessors have been engaged for parallel
processing. On one hand, such devices such as GPUs or Intel Xeon Phi x100 coproces‐
sors (many-core CPUs in the latest x200 series) offer very good performance/Watt. On
the other hand, exploiting full potential of such devices is not easy because it requires
highly scalable code due to many more but less powerful cores compared to a standard
multi-core CPU.
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Paper [8] analyzes both performance and power consumption of several applications
on an Intel Xeon Phi coprocessor, a SandyBridge Xeon CPU and Tesla C2050. The tests
use the SHOC application benchmark. Tests for FFT, GEMM, MD and reduction show
limits up to which the applications scale.

Paper [9] presents KernelHive – a framework for parallelization of computations
and data - a set of independent data chunks and OpenCL processing kernels are distrib‐
uted and scheduled across compute devices such as CPUs and GPUs in a cluster or even
among clusters. The system is able to optimize kernel configurations including the
numbers of groups and work items and take communication costs into consideration.
The paper presents scalability of a parallel MD5 password-breaking application using
brute force on a cluster with 16 nodes and a heterogeneous configuration with various
CPUs and GPUs. A similar application is presented in [10] for encryption and decryption
of large amounts of data using for various CPUs, GPUs and in a cluster environment,
demonstrating good scalability for up to 4 nodes.

Paper [11] presents parallel computation of similarity measures between large
vectors in a hybrid environment with multi-core CPUs and Intel Xeon Phi coprocessors.
It is demonstrated how to best partition input data in such an environment, what the best
numbers of threads per CPUs and Xeon Phis are as well as gain from overlapping
communication and computations. It is shown that the implementation benefits from
adding new compute devices in a heterogeneous environment.

Papers [12, 13] analyzed master-slave parallelization of matrix multiplication and
numerical integration for various numbers of nodes and various data sizes.

3 Applications and Experiments

3.1 Testbed Environments

As two default testbed environments we used a workstation with two multi-core CPUs
and a cluster of machines with multicore CPUs, both located at the Faculty of Elec‐
tronics, Telecommunications and Informatics, Gdansk University of Technology,
Poland.

The multi-core workstation includes two Intel® Xeon™ CPUs E5-2680 v2 with 10
2.80 GHz physical cores with HyperThreading, 25 MB Cache and 128 GB RAM. It is
running Linux kernel version 2.6.32. We used Intel’s implementation of MPI and
launched 1 master and slaves on physical cores. In the case of one of the three master-
slave applications analyzed and benchmarked in this paper we extended the aforemen‐
tioned multi-core testbed environment with 2 Intel® Xeon Phi™ coprocessors which
consist of 60 physical 1.052 GHz cores each with the possibility to use four logical
processors per one core. We call this environment hybrid because of various perform‐
ances of the CPUs and the Xeon Phis.

The cluster environment consists of 3 racks, each with 36 Intel® Xeon™ E5345
CPUs with 4 physical 2.33 GHz cores and HyperThreading, 4 MB cache and 8 GB RAM.
Each node is running Linux kernel 2.6.32. For the cluster we used Open MPI. It should
be noted that the performance of the workstation CPU is considerably higher than that
of the cluster node CPU.

294 A. Krzywaniak and P. Czarnul



3.2 Parallel Genetic Algorithm

The first representative application is a parallel genetic algorithm in which the master
is in charge of execution of successive iterations with successive populations. The master
sends chromosomes for evaluation to slave processes. Slaves calculate the value of the
fitness function and send the best individual back to the master. The master, based on
results received from slaves, generates a new population and redistributes new individ‐
uals to slaves to repeat the procedure with a new generation. The application runs for
given number of generations and returns the best achieved result.

Scalability of the solution will largely depend on the ratio of the time spent by the
master (t_m) compared to the sum of the time of calculations performed by a slave (t_s)
with the time of master-slave communication (t_c). In our initial Traveling Salesman
Problem implementation using the genetic algorithm this ratio is large because fitness
evaluation is just computing the path length. But it is easy to imagine that the length of
the route between combinations of nodes (cities) is not the only factor that could be
optimized. Other examples of fitness functions for the same set of data prepared by
master (combination of nodes) could be evaluating e.g. difficulty level or cost of each
path. Optimal conditions for different criteria for the same combination of nodes result
in a complex optimization problem that was modeled by us in the paper. Because of that
we tested a few ratios of (t_m/(t_c+t_s)) (calculated for 1 master+1 slave configuration).
As a representative we have chosen solution of a problem for 50 nodes run for 500
generations of the genetic algorithm. The size of the population was set to 2000. Different
ratios of (t_m/(t_c+t_s)) were obtained by multiple execution of fitness function during
fitness evaluation in a slave node for one individual. Complexity of the optimization
problem was modeled for 1, 100, 500 and 1000 loops of fitness function evaluation.
Various ratios were marked respectively in the figures showing the tendency of

Fig. 1. Execution time of genetic algorithm application for various ratios of (t_m/(t_c+t_s)) for
multi-core CPUs (left chart) and cluster (right chart) versus the number of slaves.
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improving scalability and speed-up for decreasing (t_m/(t_c+t_s)) ratios. The applica‐
tion was run on both of the two default testbed environments mentioned in Sect. 3.1.
Figure 1 presents execution times while Fig. 2 presents speed-ups.

Fig. 2. Speedup of genetic algorithm parallel application for various ratios of (t_m/(t_c+t_s)) for
multi-core CPUs (left chart) and on cluster (right chart) versus the number of slaves.

3.3 Parallel Algorithm for Matrix Multiplication

Matrix multiplication is the next problem that was considered by us in this paper in the
context of parallelization in order to shorten the time of calculations. For the purpose of
resolving this problem we have implemented another master-slave application. The
algorithm we used assumes division of an output result matrix into sub-matrices and
calculation of each sub-matrix using the standard algorithm. In our solution the master
loads two multiplied input matrices and distributes the data required for each sub-matrix
calculation among all the slaves. Slaves are designed to calculate sub-matrices (of a
given size) of the result matrix. In order to be able to perform the calculations the master
must prepare a data package containing proper columns and rows from two input
matrices. A slave sends the result sub-matrix back to master and waits for the next
calculation task. Therefore, the size of sub-matrix given to slaves to be calculated
impacts strictly the size of data exchanged by a pair of master and slave in each iteration.
That also – as in the previous genetic algorithm example, results in different communi‐
cation to calculations ratios which affects the final scalability of the application.

For the purposes of this paper we chose multiplication of two square matrices of size
8000 × 8000. The size of the considered computational problem was determined by the
least size of RAM available in considered testbed environments. The sizes of sub-
matrices calculated by slaves varied during test runs starting from 800 × 800, through
400 × 400, 200 × 200 down to 100 × 100. Figure 3 presents execution times obtained
during test runs for each sub-matrix size while Fig. 4 presents speedups. Both present
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the results for various numbers of slaves. The application was run in both testbed envi‐
ronments. The best scalability and execution times were obtained with the largest sub-
matrices (800 × 800).

Fig. 3. Execution time for the matrix multiplication application in a multi-core testbed
environment (left chart) and in a cluster (right chart) in relation to number of slaves.

Fig. 4. Speedup for the parallel matrix multiplication application in a multi-core testbed
environment (left chart) and in a cluster (right chart) in relation to number of slaves.

3.4 Parallel Algorithm of Integrate Calculation

The third considered problem is numerical integration. We implemented numerical
integration in a master-slave paradigm as before, with a trapezoidal rule for computation
of subranges. The master is responsible for distribution of subranges to be calculated by
slaves as long as there are any left. Slaves perform integration of a given function for
each subrange received from the master and send the result back. Complexity of
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computation blocks in slave nodes depends on the given accuracy of calculation set by
PRECISION parameter. The tests were run for several values of the aforementioned
parameter.

The results presented below were obtained for integration of the exp(sin(x)) function
in the range of [−5,1500]. The PRECISION parameter during test runs was decreased
100 times per each run starting from the value 0.1 down to 0.0000001 and the size of
subranges sent to the slaves was fixed and set to 1 in each case. Therefore, complexity
of slaves’ computation blocks was increased 100 times in each next test run while the
communication and size of exchanged data remained the same. The communication to
computation ratios were different again in each of the presented test runs.

Fig. 5. Execution time for the integration application in a multi-core testbed environment (left
chart) and in a cluster (right chart) in relation to number of slaves.

Fig. 6. Speedup for the integration in a multi-core testbed environment (left chart) and in a cluster
(right chart) in relation to number of slaves.
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The aforementioned application was run not only in both default testbed environ‐
ments but also in a hybrid environment i.e. with two multi-core Intel Xeon CPUs with
one or even two Intel Xeon Phi coprocessors added. The execution times and speedup
values for the multi-core testbed environment and the cluster are presented in Figs. 5
and 6 respectively. The results allow to compare execution times as well as scalability
between testbed environments also in the computation complexity context.

In the hybrid testbed environment we run the tests only for the best scaling case with
the PRECISION parameter set to 0.0000001. The execution times and speedups for
aforementioned hybrid testbed environment are presented in Figs. 7 and 8 respectively.
It should be noted that the speed-up values were calculated against the performance of
a single CPU core which is much more powerful than a single Phi core added for new
slaves run on the Phi. Nevertheless we can see decrease in execution times and improve‐
ment of speed-ups when adding more slave threads that utilize cores of the first and the
second Intel Xeon Phi coprocessor.

Fig. 7. Execution time for the integration application in the hybrid multi-core CPUs+Xeon Phi
coprocessor(s) testbed environment in relation to number of slaves.

Fig. 8. Speedup for the integration application in the hybrid multi-core CPUs+Xeon Phi
coprocessor(s) testbed environment in relation to number of slaves.
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4 Summary and Future Work

In the paper we presented parallel implementations of three different C+MPI master-
slave applications that differ in computation to communication ratios. The applications
include a genetic algorithm, matrix multiplication and numerical integration. We ran
experiments in two environments: a workstation with multicore CPUs and a cluster with
nodes with multicore CPUs.

For the genetic algorithm as well as parallel matrix multiplication and numerical
integration we presented conditions that are needed for obtaining good speed-ups in a
parallel environment. Parallel matrix multiplication appeared to be a middle scaling
application while the embarrassingly parallel numerical integration was scaling very
well not only in a shared memory multicore CPUs machine and in a cluster but also in
a hybrid CPUs+Xeon Phis environment.

Obtained speed-ups and growth for the genetic algorithm are in line with observa‐
tions from [6], which suggests that good values are possible on condition that fitness
evaluation is considerable compared to communication and synchronization costs in
terms of time required. Speed-ups and their growth obtained for the matrix multiplication
and numerical integration are similar to those obtained in [12] and in [13] respectively.
In [13] adaptive integration generated subranges recursively based on a particular func‐
tion. The subrange integration phase, however, is analogous to the one performed in this
work. Differences in values stem from various startup times, bandwidths, synchroniza‐
tion costs, specific to the given environment.

We implemented the algorithms and obtained results as representative (in terms of
various speed-ups) applications to be used next in our MERPSYS simulator for modeling
and simulation of execution time and energy consumption [1, 2] for even greater sizes
of input data and sizes of the environment. Another outcome of this work to readers is
the possibility to assess potential scalability of such frequently used algorithms in
various modern parallel environments.
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Abstract. Developing realistic Web traffic models is essential for a reliable
Web server performance evaluation. Very significant Web traffic properties that
have been identified so far include burstiness and self-similarity. Very few
relevant studies have been devoted to e-commerce traffic, however. In this
paper, we investigate burstiness and self-similarity factors for seven different
online stores using their access log data. Our findings show that both features are
present in all the analyzed e-commerce datasets. Furthermore, a strong corre-
lation of the Hurst parameter with the average request arrival rate was discov-
ered (0.94). Estimates of the Hurst parameter for the Web traffic in the online
stores range from 0.6 for low traffic to 0.85 for heavy traffic.

Keywords: Web traffic � HTTP traffic � Web server � E-Commerce � Web
store � Log analysis � Burstiness � Self-Similarity � Hurst parameter � Hurst
index

1 Introduction

Numerous studies on the analysis and characterization of Internet traffic have confirmed
its specific properties. Two very significant traffic features are its burstiness and
self-similarity. Burstiness means that the traffic is highly variable, with traffic “bursts”
observable on multiple time scales. The resulting time series, which is bursty on a wide
range of time scales, may be statistically described as a self-similar process [1].
Burstiness and self-similarity have been identified both in the network traffic [2–5] and
in Web server workloads [1, 6–9].

In reality, bursts in request arrival rates on the server may lead to transient server
overloads and consequently, to a degraded server performance. Even a small amount of
the traffic burstiness may degrade the server throughput [10, 11]. That is why this
phenomenon has to be taken into account in Web server performance evaluation using
the synthetic workload: to achieve reliable results of experiments testing the system
performance, it is essential to model and generate bursty Web traffic [12–17].

In this paper we consider an arrival process of HTTP requests on Web servers
which host B2C e-commerce websites, i.e., online stores. The motivation for our study
was the fact that very few previous Web traffic analyses have been dedicated to
e-business sites and the relevant literature lacks the comparative analysis of burstiness
and self-similarity factors for multiple e-commerce environments. We obtained 24-hour
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access log data for seven various Web stores, differing in the type and size of the store
offer, the website structure, and site popularity, and we used them to estimate burstiness
and self-similarity factors for the e-commerce sites. To the best of our knowledge, there
has not been such a wide study of the e-commerce traffic so far.

The rest of this paper is organized as follows. Section 2 explains a concept of
self-similarity and discusses methods used to evaluate the traffic burstiness and
self-similarity. Section 3 presents achieved results and Sect. 4 concludes the paper.

2 Approach for Evaluating Self-similarity and Burstiness
of the Web Traffic

2.1 Definition of Self-similarity

Self-similarity may be defined in the context of the time series distribution [1]. Let
X = (Xt; t = 1, 2, …) be a zero-mean, stationary time series. The m-aggregated series
X(m) = (Xk

(m); k = 1, 2, …) is defined by summing the time series X over nonoverlap-
ping blocks of length m. Series X is H-self-similar if for all positive m, series X(m) has
the same distribution as X rescaled by mH:

Xt ¼ m�H
Xtm

i¼ t�1ð Þmþ 1
Xi ð1Þ

for all m 2 N. H-self-similar series X has the same autocorrelation function: r kð Þ ¼
E Xt � lð Þ Xtþ k � lð Þ½ �=r2 as the series X(m) for all m.

The degree of self-similarity may be estimated by determining the Hurst parameter
(Hurst index), denoted by H. For a self-similar series this parameter is higher than 0.5.
The higher H is, the higher degree of self-similarity is revealed by the series.

Various statistical tests may be applied to assess the Hurst parameter. Popular tests
operating in the time domain are the aggregate variance method and the R/S plot
method. Other common tests, operating in the frequency domain, include the
periodogram-based method, the wavelet-based estimator, and the Local Whittle esti-
mator. Less common methods are multifractal analysis, detrended fluctuation analysis,
and the Arby-Veitch estimator.

2.2 Estimation of the Hurst Parameter Using the Aggregate Variance
Method

To verify the self-similarity of the traffic, we apply the aggregate variance method,
which has been widely applied in previous Internet traffic analyses [1, 2, 5, 8, 9, 11, 13,
17, 18]. This test uses the fact that for a self-similar process variances of the sample
mean are decaying more slowly than the reciprocal of the sample size [20].

Based on request timestamps read from log data a time series X = (Xt; t = 1,
2,…, N) is created, covering the time interval T. In our case each original series X has a
duration of T = 24 h = 86400 s.

Value of m, i.e., duration of a subinterval, is given in seconds, m 2 2;N=2½ �.
Consecutive values of m are generated as a geometric sequence 2 k, k ¼ 1; 2; . . .;
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so that m <= N/2. The m-aggregated series X(m) are created for consecutive values of
m and the variance of series X(m) is determined.

The variance of X(m) is then plotted against m on a log-log plot and approximated
by a straight line by using the least squares method. The slope of the line –b is
computed and used to determine the Hurst parameter, given by:

H ¼ 1� b=2: ð2Þ

2.3 Estimation of the Burstiness Factor

For each analyzed e-commerce dataset the request arrival data is first plotted on many
time scales to visually inspect the traffic burstiness. Then, a more rigorous analysis of a
burstiness factor is performed in the following way [19].

Let L be the total number of requests that arrived on the Web server in the time
interval T. Let k be the average request arrival rate, given by:

k ¼ L
T
: ð3Þ

Let the time interval T be divided into n equal subintervals of duration m. Let lk be
the number of requests that arrive in subinterval k and kk be the arrival rate of requests
during subinterval k, given by:

kk ¼ n
T
� lk: ð4Þ

where k = 1, 2,…, n. Let l+ be the total number of requests that arrive in subintervals in
which the subinterval arrival rate kk exceeds the average arrival rate k. The burstiness
parameter bm is defined as the fraction of time during which the subinterval arrival rate
exceeds the average arrival rate:

bm ¼ Number of subintervals for which kk [ k
n

: ð5Þ

If the traffic is not bursty, it means that it is uniformly distributed over all subin-
tervals and consequently, b = 0. On the other hand, for the bursty traffic b > 0.

For each analyzed e-commerce dataset we compute the burstiness parameter, bm,
for m = 2, 4, 8, 16, 32, 64, 128, and 256 s. We also determine the mean value of the
burstiness parameter, bmean, to compare the burstiness across the multiple datasets.

3 Results

3.1 Empirical Data Description

We analyzed access log data of e-commerce websites obtained from seven online
retailers (the identities of the websites are not revealed for confidentiality restrictions).
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The analyzed websites vary in the type and size of the store offer, the website structure
and the traffic level in terms of the number of HTTP requests received in a 24-hour
period. The highest traffic was registered for the online bookstore site (SiteB), offering
books, films, and multimedia (89,486 requests in total) and for the website offering
products and services for elderly people (SiteE, 70,352 requests). Two datasets were for
the automotive branch e-stores: SiteA1 (10,472 requests) and SiteA2 (20,378 requests).
Two other datasets, differing significantly in the numbers of samples, were for websites
offering tourist equipment and clothes: SiteT1 (2,616 requests) and SiteT2 (37,819).
The last dataset, SiteH, was for the site offering devices and systems for house
equipment and contained only 7,666 samples (the corresponding website was not well
positioned at that time).

General information on the analyzed Web stores’ data is summarized in Table 1.
Note that although dates of data collection differ between the individual websites, time
samples in each dataset cover the total time interval of 24 h.

3.2 Burstiness

Figures 1, 2, 3, 4 and 5 illustrate request arrival rates at different time scales (per
subintervals of m = 4, 8, 16, 32, and 64 s) for the most numerous dataset, SiteB.
Depending on the subinterval duration, data shown in the figures covers various
observation windows. For example, Fig. 1 illustrates request arrival rates for 1200
4-second subintervals so the plotted data corresponds to an 80-minute time span. The
higher the value of m is, the longer observation window is reflected in a figure.

Data in Fig. 5 corresponds to the whole one day (24 h). In this case a clear diurnal
pattern of request arrivals is visible, with the least intensive traffic at night time, the
gradually increasing traffic since 5 am till the peak traffic period starting at about 2 pm
and lasting till about 10 pm.

A visual inspection of the plots confirm that the Web traffic arriving at SiteB is
evidently bursty across several different time scales. Plots for other datasets are not
presented in the paper due to space limits but they lead to similar conclusions on the
traffic burstiness.

Table 1. Basic information on the analyzed e-commerce datasets.

SiteB SiteE SiteT2 SiteA2 SiteA1 SiteH SiteT1

Branch Books For
elderly

Tourist Auto-motive Auto-motive For
house

Tourist

Date of data
collection

Apr 1,
2014

Jan 25,
2016

Mar 29,
2015

Apr 3, 2015 Nov 12,
2016

Apr 10,
2015

Feb 24,
2015

Number of
requests, L

89,486 70,352 37,819 20,378 10,472 7,666 2,616

Average request
arrival rate, k

1.04 0.81 0.44 0.24 0.12 0.09 0.03

308 G. Suchacka and A. Dembczak



0

5

10

15

20

25

30

35

0 300 600 900 1200

R
eq

ue
st

s/
s 

 

Time (slots of 4 s)

Average request arrival rate
Request arrival rates in 4-second subintervals

Fig. 1. Burstiness of the Web traffic on SiteB in slots of 4 s.
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Fig. 2. Burstiness of the Web traffic on SiteB in slots of 8 s.
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Fig. 3. Burstiness of the Web traffic on SiteB in slots of 16 s.

0
1
2
3
4
5
6
7
8
9

0 300 600 900 1200

R
eq

ue
st

s/
s 

 

Time (slots of 32 s)

Average request arrival rate
Request arrival rates in 32-second subintervals

Fig. 4. Burstiness of the Web traffic on SiteB in slots of 32 s.
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Burstiness visible on the plots of request arrival rates at different time scales is
confirmed by estimates of the burstiness parameters, determined according to (5).
Table 2 presents burstiness parameter values for different subinterval durations (2, 4, 8,
16, 32, 64, 128, and 256 s) and mean values of the burstiness parameter, denoted by
bmean. Figure 6 plots the burstiness parameter vs. subinterval duration for all the
datasets. It can be seen that in general the burstiness factor tends to increase with the
increase in the time scale. An exception from this tendency is the Web traffic registered
for SiteT1 and SiteA2.
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Fig. 5. Burstiness of the Web traffic on SiteB in slots of 64 s.

Table 2. Burstiness factors for the analyzed datasets.

SiteB SiteE SiteT2 SiteA2 SiteA1 SiteH SiteT1

b2 0.12 0.05 0.19 0.32 0.07 0.05 0.02
b4 0.16 0.08 0.13 0.52 0.11 0.08 0.04
b8 0.25 0.12 0.12 0.43 0.18 0.12 0.07
b16 0.38 0.10 0.15 0.36 0.16 0.10 0.13
b32 0.39 0.13 0.20 0.31 0.19 0.13 0.23
b64 0.42 0.13 0.25 0.26 0.21 0.13 0.14
b128 0.42 0.17 0.28 0.25 0.24 0.17 0.12
b256 0.41 0.24 0.31 0.26 0.30 0.24 0.15
Mean burstiness (bmean) 0.32 0.13 0.20 0.34 0.18 0.13 0.11
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Fig. 6. Burstiness factor vs. subinterval duration.
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3.3 Self-similarity

A visual inspection of the traffic burstiness and the determined burstiness factors
suggest the presence of self-similarity in the Web traffic on all the analyzed
e-commerce sites – even though the traffic stationarity at higher time scales is ques-
tionable. This is confirmed by estimates of H, all of which exceed 0.5 (Table 3).

We examined the correlation between the H estimates and the burstiness parameters
for different durations of a data aggregation subinterval, m. In the case of low values of
m (2, 4, 8, 16, and 32) and bmean there was no linear relationship or it was very weak
(below 0.4). However, the relationship between H and b64 was moderate (0.64) and the
relationships between H and b128 and b256 were quite strong (0.73 and 0.80,
respectively).

Figures 7, 8, 9 and 10 show variance-time log-log plots for the analyzed time
series. In all cases the shape of the line approximating the data significantly differs from
–1, resulting in values of the Hurst parameter ranging from 0.6 to 0.85, depending on a
dataset. These estimates confirm previous findings on H for e-commerce traffic, which
was estimated as 0.66 for the traffic with the average arrival rate of 0.65 requests/s in
the study [7] and ranged from 0.73 to 0.8, depending on the H estimating test, for the
peak e-commerce traffic in the study [8].

We observed that higher traffic intensity levels on e-commerce sites correspond to
higher values of the Hurst index. It is confirmed by a very high correlation between
H and k, equal to 0.94. This conclusion is also consistent with some previous findings
for the non-e-commerce Web traffic [1, 6], stating that although self-similarity is not
necessarily an invariant in all Web server workloads, it is evident in heavy workloads.
However, in contrast, we identified the self-similarity in all the analyzed e-commerce
server workloads, even for the websites subject to very low traffic levels.

Table 3. Hurst parameter determined for the analyzed datasets.

SiteB SiteE SiteT2 SiteA2 SiteA1 SiteH SiteT1

H 0.85 0.77 0.69 0.65 0.69 0.66 0.60

Fig. 7. Aggregate variance plot for SiteB (left) and SiteH (right).
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Fig. 8. Aggregate variance plot for SiteE (left) and SiteA1 (right).

Fig. 9. Aggregate variance plot for SiteA2 (left) and SiteT1 (right).

Fig. 10. Aggregate variance plot for SiteT2.
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4 Concluding Remarks

In our study we verified burstiness and self-similarity of Web traffic on seven different
e-commerce sites. The resulting estimates of the burstiness parameters (including mean
burstiness factors ranging from 0.11 to 0.32, depending on a site) confirm the very
variable character of the workloads on all the analyzed e-commerce servers.

Moreover, in all cases the Hurst parameter exceeds 0.5 which proves the presence
of self-similarity in the e-commerce traffic (H estimates range from 0.6 for low traffic
level to 0.85 for heavy traffic). Our results are consistent with older reports on H index
for e-commerce severs with moderate [7] and heavy [8] traffic levels, estimated as 0.66
and 0.73-0.8, respectively. Our study also confirms some previous conclusions that a
degree of self-similarity of Web traffic is a bit higher on e-commerce sites than on other
sites [9].

In contrast to some previous related work for non-e-commerce Web traffic, we
identified the self-similarity property in all seven analyzed e-commerce datasets, even
for the websites subject to low traffic levels. Furthermore, we discovered that the more
requests arrive at an e-commerce server, the higher degree of self-similarity is revealed
by the traffic – there is a very strong correlation of the Hurst parameter with the average
request arrival rate, equal to 0.94.

Our study advances the state-of-the-art on properties of the Web traffic on
e-commerce servers. The use of several datasets for online stores differing in the offered
products, the website structure, and the site popularity allows us to generalize the
results to multiple e-commerce scenarios. Our findings may be useful in developing
representative models of e-commerce workloads for Web server performance
evaluation.

Acknowledgment. This paper is based upon work from COST Action IC1304 Autonomous
Control for a Reliable Internet of Services (ACROSS), supported by COST (European Coop-
eration in Science and Technology).
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Abstract. Wavelet-based coders are noteworthy alternative to popular hybrid
coders due to natural feature of scalability. By using a scalable wavelet coder it
is possible to provide a video content for a wide range of customers who are
using networks with different bitrates and devices with different screen sizes. In
the paper results of experimental research of compression efficiency in the case
of a frequently scene change was presented. For the need of experiments a new
parameter SC was defined. The parameter indicates how often the scene change
is performed. The scene change was simulated by changing the order of frames
in video sequences. Effectiveness of video compression has been estimated by
performing the series of experiments with a set of suitable prepared video
sequences. Quality measurements were performed for the luminance component
by calculating the mean value of the PSNR for all pictures in a given sequence.
Table 1 presents the experiment results as PSNR values for SC parameter varies
from 32 to 0 for various bitrates. The results show differences of the com-
pression effectiveness depending on a frequency of scene change.

Keywords: Video coding � Wavelet transforms � Scene change � Video
sequences � Scalability

1 Introduction

Nowadays compression of video sequences is commonly used technique to reduce size
of a multimedia data. It is used in many fields both for transmission and storage the
data. The compression is used in such areas as: stationary devices, mobile devices, in
amateur and professional applications. It is applied by large number of users of mobile
devices, for example smartphones, tablets, etc. In many cases, users are not aware that
they are using advanced compression techniques. In recent years there are prepared a
number of coding standards (e.g. H.264, H.265) that are based on hybrid coding
techniques. Hybrid codecs are very popular and have a lot of advantages, however they
have also disadvantages. One of them is an inconvenience in obtaining scalability.
Scalability in hybrid codecs can of course be achieved by introducing into the data
stream additional layers. This solution ensures scalability and the number of layers
depends on the particular application. Nevertheless, usage of the scalable extension
(Scalable Video Coding Extension) contributes to a slight drop in the coding efficiency
compared to a situation where this extension is not used [1, 2].
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Another group of video codecs are wavelet video codecs. Many researchers are
interested in wavelet video coding, mainly because of valuable features these types of
codecs. The most important advantages are: fully embedded bitstream (it is possible to
progressive decode with single coded data stream, SNR scalability), natural scalability
in spatial domain (it is possible to get from single data stream correct video sequences
at reduced spatial dimensions), natural scalability in time domain (it is possible to get
from single data stream right video sequences at reduced frame frequency), facility to
get exact bitrate (through to fully embedded bitstream).

Specified above advantages of wavelet codecs have special importance in such
application as wireless systems or inhomogeneous networks [3, 4]. In these applica-
tions flow capacity can change in time. Usage fully scalable wavelet video codecs
enables broadcasting of video content for wide group of users (e.g. users using net-
works with variable speeds, users using devices with different screen sizes).

Like in other video coding techniques, also in wavelet coders, similarities between
adjacent frames are used in order to reduce redundancy. It is obvious that from time to
time in a video sequence there is a scene change. Such situation can take place when
recording camera has been changed. In this situation similarities between adjacent
frames are generally small. That is why an encoder can’t encode video material as
effectively as in the case when scene change doesn’t occur. As a matter of fact in the
real footage a scene change does not occur frequently. However, the faster is camera
movement, the more unlike are adjacent frames. Also quickly changing background in
a movie e.g. rippling surface of water or flying confetti may cause significant dis-
similarity between adjacent frames. In such cases we can often talk about scene change.

In the literature the issue of a scene change in a video sequence is mainly treated as
a problem of detecting shots in the video. This is carried out for the purpose of
segmentation and classification of video materials. The division of the sequence into
shots is used, among others, for indexing and archiving of a video [5–7]. Amer et al. [8]
shows a modified method of processing video sequences in case of a scene change. Xu
et al. [9] proposes a new rate control algorithm based on variation of GOP in scene
variation conditions. Poobalasingam et al. [10] proposes a strategy for GOP selection in
HEVC, as well as classification of the studied sequences was performed, due to their
dynamics, content and the occurrence of a scene change. In this paper a scene change is
treated as case when sequence has more than one camera view and thus the scene
changes. The above mentioned works mostly refer to hybrid encoders and focus on
improving coding efficiency. However, there is no work presenting the decrease in
compression efficiency in the case of frequent scene change and the impact of coded
content on the compression quality. It is known that the scene change in a sequence
have an adverse influence on compression efficiency. The question is how strongly the
influence is and what effect the content has on the deterioration of the quality of the
encoded images.

In the paper experimental results are presented on wavelet video coder under
simulated condition of scene change. Research was carried out using a representative
group of video test sequences. The selected sequences are commonly used to assess the
effectiveness of video sequence compression. The video sequences were modified in
order to obtain simulated scene change at predetermined frequencies.
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2 Wavelet Video Coding

The key role in wavelet video coding plays time domain subband analysis with motion
compensation (MCTF – Motion Compensation Time Filtering) [11–13]. Successive
frames in a video sequence in most cases are very similar to each other, sometimes are
almost the same. Reduction of a redundancy that exists between successive frames
enables an elimination of unimportant information. The input pictures of a sequence
are in first step grouped into groups of pictures (GOP) and processed jointly. The GOP
size is based on number of levels of wavelet analysis in time domain. The size of the
group of pictures is equal to k-th power of 2, where k is the number of levels of a
wavelet temporal analysis [14].

In the Fig. 1 a simplified temporal filtering scheme is presented for a group of eight
pictures. The analysis starts at the first level of temporal decomposition (k = 1) and
consists in filtering successive threesomes of input pictures x2t, x2t+1, x2t+2. As a result,
each of the three produces two filtered images: the low frequency component lt and the
high frequency component ht (Fig. 1). At the next level of the temporal decomposition
(k = 2), only low frequency components are processed, producing their own low fre-
quency component l and the high frequency components h. The same scheme is
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Fig. 1. Three levels of temporal wavelet video analysis based on the LeGall 5/3 filters [14].
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repeated in the following decomposition levels, until only one low frequency and one
high frequency component have been obtained. For a group of eight pictures, the final
result is: one low frequency component and seven high frequency components. Typ-
ically, time domain analysis is performed for the five levels of temporal decomposition,
which means that the GOP size is equal to 32 [14].

In the absence of similarities between successive images of video sequence (images
from x0 to x8 in Fig. 1), this will adversely affect to effectiveness of the analysis in the
time domain. Such state can cause termination of temporal analysis for example after
the second stage of wavelet analysis in time domain (k = 2) because execution of next
level of temporal decomposition may be inefficient.

In practice, a wavelet analysis is performed with the use of the so called lifting
structure [15–17]. Lifting implementations of the temporal filters in wavelet video
coders include motion-compensated prediction and update operations. Motion com-
pensated temporal analysis is performed with the use of the lifting scheme [18] and
based on the LeGall 5/3 filters [19]. Components produced in the process of motion
compensated temporal filtering are in the next step analyzed in a two dimensional
spatial domain [20]. The Daubechies 9/7 wavelet filters are used in this step of analysis
[21, 22]. As a result, we obtain a three-dimensional wavelet analysis of the input video
sequence (one dimension in time and two dimensions in 2D space) [11].

3 Methodology

The main aim of the experimental research was to examine behavior of a wavelet video
coder in frequent scene change conditions. Occurrences of a scene change in video
sequences imply a less effective analysis in time domain. Such situation is resulting
from a lack of similarity between adjacent frames on the border of the scene change.
This in turn can cause a significant redundancy decrease in an input video sequence. In
research on wavelet video codecs that are available in a literature, there are used video
sequences without scene change. The research are focused mainly on search for
solutions that raise compression efficiency [23], reduce a coding delay which is a
drawback of this codec [24], optimize coder parameters for special purposes [14] as
well as use wavelet coders in medical applications [25].

For the experiments, six test video sequences were taken: Basket, City, Crew,
Harbour, Ice and Soccer in format CIF 30 Hz (352 � 288) and with a length of 6.4 s
(192 images). The sequences selected are commonly used to assess the effectiveness of
video sequence compression. They are characterized by variable dynamic both in the
foreground and in the background [14]. In the experiments, the MC-EZBC codec was
used [26] with some modifications.

In the paper there was introduced SC parameter. The value of the SC parameter
determines how often a scene change occurs in an input video sequence. It was
assumed that in the research will be used test video sequences, for which the SC
parameter will receive values: 32, 16, 8, 4, 2, 1. Accordingly, the least frequent scene
change will take place every 32 images, next every 16 images, while the most frequent
every one image. Thus, for the value of SC parameter equal to 1, every frame of a video
sequence will be dissimilar to next or previous frame in the video sequence.
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Furthermore, it was assumed that for the value of SC parameter equal to 0 the scene
change doesn’t occur. Video coding in this case will be performed with usage of the
test video sequences without the scene change.

In the research it is very important to properly choose the material for experiments.
The content of analyzed images for a given sequence should be the same for each value
of the SC parameter. That is why it was decided to use original test video sequences in
which order of images was changed. Test video sequences used in the research were
modified in such a way as to contain the same contents regardless of assumed value of
the SC parameter.

In order to simulate a scene change, the original test video sequence that consists of
192 pictures has been divided into two equal fragments. The first portion was suc-
cessive pictures in the sequence from 1st to 96th, the second portion was successive
pictures from 97th to 192nd (Fig. 2). In the next step, pictures from first and second
portion were joined alternately. The number of successive combined pictures of each
part depends on value of the SC parameter. For example, for a scene change every
4 pictures (SC = 4), in the resulting sequence were stored successive pictures from 1st
to 4th, then pictures from 97th to 100th, afterwards from 5th to 8th, then 101st to 104th
and so on. The successive pictures are taken from the original video sequence (Fig. 2).
With such a method, every four pictures the simulated scene change occurs. Pic-
tures 4th and 5th then 8th and 9th of the new sequence are dissimilar enough. We can
thus say that the change of scene took place.

Such actions make that a nature of newly created sequence (dynamics, colors) is
preserved. The new sequence was created with the same images, but only in different
order of appearance. For each original test sequence there was created six modified
video test sequences for values of the SC parameter equal to: 32, 16, 8, 4, 2, 1. For
example, based on the original test sequence Basket, were created the following test
sequences: Basket32, Basket16, Basket08, Basket04, Basket02, Basket01 (digits in
names correspond to the value of the parameter SC). Therefore for the experiments,
there were created in total 36 modified test video sequences.

...
a) 1 2 3 4 5 6 7 8 97 98 99 100 101 102 103 104

b) 1 2 3 4 97 98 99 100 5 6 7 8 101 102 103 104

a) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 15

Fig. 2. Reordering scheme of frames in the sequence for SC parameter equal to four; (a) image
numbers of the original sequence, (b) image numbers of the modified sequence.
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4 Experimental Results

In this section of the paper results of experimental studies will be presented. The tests
were executed on PC computer with Intel Core i7 2700K and 8 GB RAM. To measure
the quality, the PSNR (Peak Signal-to-Noise Ratio) was used. The measurements were
performed for the luminance component by calculating the mean value of the PSNR for
all the pictures in a given sequence. This method is widely applied by many researchers.
The experiments consisted in encoding and then decoding test video sequences with ten
various assumed bitrates: 256, 384, 512, 640, 768, 896, 1024, 1152, 1280, 1408 kb/s. In
total, 462 encoding/decoding operations (77 operations for each of the 6 video
sequences tested) were performed.

A decoded sequence was compared to the original sequence, and the quality of the
decoded sequence was measured. In the paper the Video Sequence PSNR Difference
(VSPD) measure, defined as (1) is introduced:

VSPD ¼ PSNR0 � PSNRSC½dB� ð1Þ

where:
PSNR0 – the PSNR value in the event of the absence of a scene change,
PSNRSC – the PSNR value in the event of the presence of a scene change.

This measure defines the difference between the PSNR value in the absence of
a scene change and the PSNR value in the presence of a scene change.

Table 1 shows the obtained values of the PSNR for particular SC values, for the
tested video sequences and bitrates from 256 kb/s to 1408 kb/s. Table 2 shows the
obtained values of the VSPD (PSNR decrease) for increasing frequency of scene change
from 32 images to 1 image. The values are shown for all tested video sequences and for
all bitrates. The biggest drop in the PSNR value was recorded for the City sequence – on
average 5.44 dB, from 0.71 dB for SC = 32 and bitrate equal to 1280 kb/s to 11.78 dB
for SC = 1 and bitrate equal to 1408 kb/s (Table 2). Whereas the smallest drop in the
PSNR value was noted for the Crew sequence – on average 0.43 dB, most of 2.30 dB
for SC = 1 and bitrate equal to 512 kb/s (Table 2). For the remaining video sequences
the maximum decreases of the PSNR values were (Table 2):

• 6.07 dB at 1408 kb/s for the Basket sequence, on average 2.33 dB,
• 6.58 dB at 1408 kb/s for the Harbour sequence, on average 2.60 dB,
• 5.77 dB at 640 kb/s for the Ice sequence, on average 2.81 dB,
• 6.08 dB at 1408 kb/s for the Soccer sequence, on average 2.59 dB.

For all tested video sequences the VSPD values are the greater the more often the
scene change occurs. The drop in the PSNR value is bigger for sequences with smooth
movement and low dynamic (e.g. City) in contrast to sequences with high dynamic (e.g.
Crew, Harbour). It is due the fact that for video sequences with high dynamic, differences
between successive frames are smaller than in video sequences with lower amount of
motion. Accordingly, the occurrence of a scene change in sequences with high dynamic
cause a smaller decrease in PSNR compared to the sequences with less dynamics.
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Table 1. PSNR values depending on SC parameter value and bitrate.

Sequence
name

SC PSNR [dB] at a given bitrate
256 384 512 640 768 896 1024 1152 1280 1408

Basket 0 12,79 24,91 26,56 27,89 28,88 29,66 30,50 31,15 31,75 32,34
32 12,72 24,35 26,05 27,37 28,34 29,18 30,02 30,67 31,32 31,96
16 12,69 23,89 25,66 26,96 27,93 28,79 29,54 30,28 30,91 31,48
8 19,57 23,39 25,09 26,31 27,35 28,18 28,89 29,70 30,31 30,94
4 20,44 22,87 24,33 25,50 26,42 27,25 28,01 28,69 29,45 29,98
2 20,65 22,26 23,45 24,33 25,20 25,93 26,61 27,26 27,86 28,47
1 20,40 21,48 22,31 23,06 23,67 24,33 24,83 25,34 25,83 26,27

City 0 34,51 36,66 38,01 39,04 39,84 40,37 41,10 41,63 42,00 42,47
32 32,92 35,21 36,50 37,89 38,77 39,45 40,00 40,71 41,29 41,64
16 31,72 34,04 35,66 36,90 37,91 38,70 39,38 39,94 40,60 41,14
8 29,98 32,08 33,66 35,03 36,16 37,10 37,92 38,63 39,15 39,72
4 28,28 29,86 31,29 32,35 33,33 34,37 35,21 35,94 36,69 37,33
2 26,83 28,03 29,00 29,87 30,66 31,35 32,01 32,64 33,33 33,90
1 25,65 26,56 27,24 27,85 28,40 28,98 29,46 29,90 30,31 30,69

Crew 0 31,63 33,13 34,32 35,11 35,86 36,60 37,11 37,68 38,17 38,56
32 31,88 33,43 34,62 35,50 36,24 36,98 37,58 38,07 38,57 39,02
16 31,71 33,26 34,46 35,35 36,07 36,86 37,44 37,98 38,45 38,93
8 31,49 33,00 34,23 35,10 35,83 36,63 37,17 37,75 38,25 38,67
4 31,17 32,69 33,91 34,78 35,57 36,28 36,95 37,54 37,97 38,49
2 30,66 32,09 33,31 34,21 35,00 35,69 36,46 36,98 37,51 37,98
1 29,73 31,00 32,02 32,95 33,69 34,37 34,99 35,62 36,22 36,65

Harbour 0 28,46 29,98 31,08 31,95 32,68 33,30 33,86 34,53 34,94 35,50
32 27,82 29,43 30,45 31,44 32,22 32,88 33,39 34,04 34,52 35,05
16 26,94 28,64 29,68 30,68 31,47 32,15 32,78 33,28 33,99 34,39
8 26,64 28,21 29,20 30,16 30,93 31,67 32,28 32,80 33,27 33,89
4 26,29 27,71 28,66 29,52 30,26 30,88 31,48 32,10 32,56 33,04
2 25,17 26,90 27,89 28,59 29,35 29,92 30,47 30,98 31,44 31,88
1 22,05 23,76 24,79 25,60 26,26 26,89 27,46 27,98 28,56 28,92

Ice 0 35,09 37,35 38,85 40,37 41,43 42,41 43,45 44,29 44,95 45,60
32 33,99 36,28 37,85 39,33 40,43 41,42 42,34 43,23 44,00 44,68
16 33,43 35,74 37,30 38,81 39,96 40,93 41,74 42,79 43,58 44,17
8 32,86 35,15 36,75 38,18 39,43 40,40 41,26 42,25 42,94 43,68
4 32,28 34,45 36,03 37,26 38,58 39,57 40,41 41,22 42,21 42,81
2 31,58 33,48 35,19 36,43 37,53 38,70 39,61 40,40 41,17 41,96
1 29,83 31,78 33,23 34,60 35,72 36,75 37,83 38,72 39,62 40,41

Soccer 0 30,98 32,81 34,25 35,41 36,33 37,27 38,04 38,75 39,38 39,89
32 30,20 31,82 33,16 34,15 35,09 36,01 36,77 37,37 37,98 38,59
16 30,00 31,64 32,97 33,99 34,88 35,80 36,50 37,16 37,80 38,39
8 29,70 31,24 32,47 33,45 34,32 35,03 35,89 36,56 37,12 37,71
4 29,40 30,75 31,93 32,79 33,60 34,34 35,05 35,69 36,27 36,79
2 29,01 30,25 31,16 31,99 32,65 33,28 33,90 34,43 35,02 35,43
1 28,43 29,52 30,28 31,02 31,58 32,07 32,53 32,99 33,42 33,81
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Table 2. VSPD values depending on SC parameter value and bitrate.

Sequence
name

SC VSPD [dB] at a given bitrate
256 384 512 640 768 896 1024 1152 1280 1408

Basket 32 – 0,56 0,51 0,52 0,54 0,48 0,48 0,48 0,43 0,38
16 – 1,02 0,90 0,93 0,95 0,87 0,96 0,87 0,84 0,86
8 – 1,52 1,47 1,58 1,53 1,48 1,61 1,45 1,44 1,40
4 – 2,04 2,23 2,39 2,46 2,41 2,49 2,46 2,30 2,36
2 – 2,65 3,11 3,56 3,68 3,73 3,89 3,89 3,89 3,87
1 – 3,43 4,25 4,83 5,21 5,33 5,67 5,81 5,92 6,07

City 32 1,59 1,45 1,51 1,15 1,07 0,92 1,10 0,92 0,71 0,83
16 2,79 2,62 2,35 2,14 1,93 1,67 1,72 1,69 1,40 1,33
8 4,53 4,58 4,35 4,01 3,68 3,27 3,18 3,00 2,85 2,75
4 6,23 6,80 6,72 6,69 6,51 6,00 5,89 5,69 5,31 5,14
2 7,68 8,63 9,01 9,17 9,18 9,02 9,09 8,99 8,67 8,57
1 8,86 10,10 10,77 11,19 11,44 11,39 11,64 11,73 11,69 11,78

Crew 32 −0,25 −0,30 −0,30 −0,39 −0,38 −0,38 −0,47 −0,39 −0,40 −0,46
16 −0,08 −0,13 −0,14 −0,24 −0,21 −0,26 −0,33 −0,30 −0,28 −0,37
8 0,14 0,13 0,09 0,01 0,03 −0,03 −0,06 −0,07 −0,08 −0,11
4 0,46 0,44 0,41 0,33 0,29 0,32 0,16 0,14 0,20 0,07
2 0,97 1,04 1,01 0,90 0,86 0,91 0,65 0,70 0,66 0,58
1 1,90 2,13 2,30 2,16 2,17 2,23 2,12 2,06 1,95 1,91

Harbour 32 0,64 0,55 0,63 0,51 0,46 0,42 0,47 0,49 0,42 0,45
16 1,52 1,34 1,40 1,27 1,21 1,15 1,08 1,25 0,95 1,11
8 1,82 1,77 1,88 1,79 1,75 1,63 1,58 1,73 1,67 1,61
4 2,17 2,27 2,42 2,43 2,42 2,42 2,38 2,43 2,38 2,46
2 3,29 3,08 3,19 3,36 3,33 3,38 3,39 3,55 3,50 3,62
1 6,41 6,22 6,29 6,35 6,42 6,41 6,40 6,55 6,38 6,58

Ice 32 1,10 1,07 1,00 1,04 1,00 0,99 1,11 1,06 0,95 0,92
16 1,66 1,61 1,55 1,56 1,47 1,48 1,71 1,50 1,37 1,43
8 2,23 2,20 2,10 2,19 2,00 2,01 2,19 2,04 2,01 1,92
4 2,81 2,90 2,82 3,11 2,85 2,84 3,04 3,07 2,74 2,79
2 3,51 3,87 3,66 3,94 3,90 3,71 3,84 3,89 3,78 3,64
1 5,26 5,57 5,62 5,77 5,71 5,66 5,62 5,57 5,33 5,19

Soccer 32 0,78 0,99 1,09 1,26 1,24 1,26 1,27 1,38 1,40 1,30
16 0,98 1,17 1,28 1,42 1,45 1,47 1,54 1,59 1,58 1,50
8 1,28 1,57 1,78 1,96 2,01 2,24 2,15 2,19 2,26 2,18
4 1,58 2,06 2,32 2,62 2,73 2,93 2,99 3,06 3,11 3,10
2 1,97 2,56 3,09 3,42 3,68 3,99 4,14 4,32 4,36 4,46
1 2,55 3,29 3,97 4,39 4,75 5,20 5,51 5,76 5,96 6,08
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It is noteworthy that for the City sequence for SC equal to 32 and 16 (partly also for
SC = 8) there was observed negative value of the VSPD. This means that in these
cases, occurrence of scene change causes an increase the PSNR value compared to
a situation when there is no scene change. Additionally, for the Basket sequence in
three cases for bitrate equal to 256 kb/s there was obtained very low level of PSNR
values, around 12,7 dB (Table 1). These sequences were not properly decoded due to
too low bitrate budget. Therefore, for this sequence the VSPD for bitrate 256 kb/s were
not calculated (Table 2).

The presented results show, that in most cases, change of bitrate for the given SC
value does not cause a significant change of the PSNR value. The VSPD value remains
at a similar level (Fig. 3a). Only in few cases the value of the VSPD depends clearly on
the bitrate. This is the case for the sequence Basket for SC = 1 and SC = 2, and for the
sequence Soccer for SC = 1, 2, 4, 8 (Fig. 3b). It follows that the transmission speed has
a relatively small influence on the VSPD value at particular values of the SC.

5 Conclusion

In the paper, results of experimental research on three-dimensional wavelet video codec
under simulated condition of scene change are presented. For the experiments, video
sequences were modified in order to obtain simulated scene change at predetermined
frequencies equal to: 1, 2, 4, 8, 16 and 32 pictures. The selected sequences are com-
monly used to assess the effectiveness of video sequence compression. The results
obtained in case of the presence of scene change were compared to the results, where
there is no scene change. The research shows that a scene change in video sequences
leads to drop in the PSNR value. The more frequent is the scene change, the bigger is
the drop of the PSNR. Moreover, the less dynamic is a video sequence, the greater is
decrease of the PSNR value. For sequences with very high dynamics, the drop of the
PSNR values was almost five times smaller than the drop of the PSNR values for
sequences with low dynamics.

Fig. 3. The VSPD values for the testing sequences (a) Ice and (b) Soccer for SC parameter equal
to: 32, 16, 8, 4, 2, 1.
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Abstract. The digital workflow and the set of tools described in this article
support machine vision engineering during specification, design and implemen‐
tation in numerous ways. In addition to the core idea of cad based vision system
development, a generic data container format, simulation tools for real-time and
photorealistic rendering using measured material BRDF data, and a MATLAB/
ROS-controlled two-lightweight robot setup for experimental verification of
simulation results are presented as parts of a semi-automatic planning process for
a laser triangulation system. The planning process includes the annotation of CAD
data with GD&T tolerance information using the ISO/PWI 10303-238 (STEP-
NC) standard, initial system configuration by a machine vision expert, image
formation simulation, system performance evaluation based on metrics applied
on synthetic images and the capturing of real images with camera and laser light
source, each mounted to a 7-axis KUKA LWR IV lightweight robot. The
economic benefits of time and cost reduction of machine vision system planning
are discussed as well as drawbacks and limits of the suggested workflow and
tools.

Keywords: Machine vision · Optical inspection · CAD based vision · CAD based
inspection planning · Sensor planning · Virtual vision · Simulation

1 Introduction

Engineering a machine-vision system can be a technically challenging and resource
intensive process [1]. Many different inspection methods, camera, illumination, low-
and high-level image processing algorithms, system and algorithm parameters span a
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large design space and the system engineer must pick and configure a possible solution
to address the requirements of application and process. Computer aided inspection plan‐
ning (CAIP), already being good practice in purely mechanical touch probing inspection
systems [2], e.g. using coordinate measurement machines (CMM), could help to narrow
down the solution space of vision systems to an easier to handle smaller number of
possible system constellations or even automate system design. But although being a
research topics more than two decades [3, 4], CAIP for vision systems did not make its
way into widespread industrial application so far, because compared to mechanical
inspection, the formation of an image is a much more complex physical process,
involving object geometry, optical surface properties, light transport, optical and sensor
characteristics. But while the sensor-realistic simulation of image formation is still a
challenging task and subject to computer graphics research work [5], machine vision
system planning can already benefit from computer aided inspection planning tools at
different stages of the engineering process.

In the following we present concept and implementation of CAIP support tools for
optical inspection. Beginning with annotation of CAD model files with tolerance infor‐
mation, followed by real time GPU-based rasterization for fast evaluation of system
constellations (a constellation is set of parameters which fully describe the setup) and
global illumination image synthesis for sensor-realistic image rendering. In Sect. 3.6 a
versatile two-robot-setup is described, which allows to freely position camera and illu‐
mination in the hemisphere above the object of interest to create real images for a given
system constellation.

2 Related Work

In their survey paper on CAD-based vision, Tarabanis et al. [6] introduced 4 categories
of strategies of using computers to support the planning of optical inspection systems:
1. generate-and-test, 2. synthesis, 3. sensor simulation. 4. expert system. For a deep
insight into the four groups, please refer to Tarabanis et al. [6].

Generate-and-test, e.g. the System HEAVEN [4], narrows down the solution space
for a vision system design task by sampling it and testing all constellations against certain
criteria, e.g. surface visibility. The synthesis approach, e.g. the work of Cowan [7],
analytically calculates the positions of camera and light source for a given vision task.
Expert systems, e.g. the work by Novini [8], are based on a knowledge database of
already implemented vision systems or best practices and try to offer possible solutions
to a new problem based on this knowledge. The work of Burla et al. [9] is based on a
hybrid solution for expert system and generate-and-test by determining the visibility of
surface patches using ray-tracing. Gronle et al. [10] extended this concept by adding
viewpoint planning optimization. Work on the field of sensor simulation has gained
attention with increasing computing power of CPU’s and GPU’s. Khawaja et al. [11]
described an automated approach for finding the optimal positioning of camera and
illumination for inspection of an assembly. Lanzetta et al. [12] used CAD-based
synthetic images to optimize their error detection algorithm for a visual inspection
application. Reiner [13] wrote about basic requirements to a rendering system for
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machine vision prototyping. He gave a general overview and presented results he
achieved with simulating light sources using IES data files. He also wrote about simu‐
lating surface defects to optimize camera and illumination setup in an inspection appli‐
cation. Yang et al. [14] described how to use computer graphics based image synthesis
to simulate the image acquisition of a surface defect.

Meister and Kondermann [15] and Retzlaff et al. [16] discussed general aspects of
using synthetic images for machine vision algorithm parametrization, optimization and
performance evaluation.

3 Toolset and Digital Planning Workflow

The components of our toolset and their location inside the planning and implementation
workflow of the inspection system is shown in Fig. 1. Compared to the state of the art
of engineering industrial vision systems, no physical sample parts are involved in the
process any more. The key aspects are of the proposed workflow are: 1. Specification
of inspection tasks in a machine-readable CAD format. We suggest using the ISO/PWI
10303-238 (STEP-NC) standard for this task. Being a software manufacturer inde‐
pendent format, STEP ensures interoperability of different CAD-systems. 2. Assigning
optical surface properties to faces of the CAD model. We used a goniometer, similar to
the one described by Höpe and Hauer [17], to acquire the bidirectional reflection distri‐
bution function (BRDF) of material samples cut out of a sand-casted cylinder block and
fitted different mathematical reflection models to the measured data, e.g. the Cook-
Torrance and Diffraction (CTD) model by Holzschuch and Pacanowski [18]. 3. Simu‐
lation of the image formation using a hybrid approach consisting of a real-time GPU
rasterization rendering and a physical correct rendering using the Mitsuba renderer [19].
4. Evaluating the results expected from image processing by calculating the lateral

Fig. 1. Overview of the cad based planning workflow for a machine vision system [20].
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resolution and laser line detection uncertainty of the 3D reconstruction point cloud based
on synthetic images. 5. Evaluating the system constellation options by using 2 industrial
robots to position camera and laser.

3.1 System Overview

See Fig. 1

3.2 CAD File Annotation

The STEP AP 238 standard was used to add tolerance information and inspection tasks
descriptions to faces of the CAD model as shown in Fig. 2. The geometrical dimen‐
sioning and tolerancing information was added according to the standard (ASME)
Y14.5-2009 and saved away along with the geometric description (BREP) of the CAD
model.

Fig. 2. Annotation of CAD files with tolerance information and inspection tasks description using
STEP-NC Machine by STEP Tools (free for research use). (http://www.steptools.com/)

3.3 IPIL Data Container

In the next step, a 3D mesh was created from the CAD model, also using the STEP
Tools library. We created our own application based on this library which in addition
preserves the grouping of the vertices and triangles to their source faces in the CAD
model. Using the open source 3D modeling tool blender1, BRDF information was

1 https://www.blender.org/.
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added to the face groups. The 3D mesh, the material information and the inspection
tasks are written into the self-developed, XML-based file format IPIL (Image
processing intermediate language) [20], shown as a shorted example in the following
listing:

<IPIL class_id="0" tracking_level="1" version="0">

<ImageProcessingTask class_id="1" version="0">

<GeometricToleranceToMeasure class_id="2">

<ToleranceName>flatness_tolerance</ToleranceName>

<ToleranceValue>0.001</ToleranceValue>

<TolerancedShapeAspect>784</TolerancedShapeAspect>

<Color class_id="3" tracking_level="1" version="0">

<R>243</R>

<G>195</G>

<B>0</B>

</Color>

<FaceIdsTolerance class_id="4">

<id>438</id>

<id>388</id>

</FaceIdsTolerance>

</GeometricToleranceToMeasure>

</ImageProcessingTask>

</IPIL>

IPIL file(s) can hold all information about the inspection system, including geometric
configuration, camera and illumination data, “shot”-configurations describing the
parameters to acquire a single frame and information about the image processing algo‐
rithm blocks and parameters. Once the digital planning is done, the vision system can
be built based on the information contained in the IPIL file.

3.4 System Simulation

The real-time simulation tool which is based on GPU rasterization rendering and custom
shader programs for BRDF calculations is used for interactive visualization of the
expected camera sensor output as well as for a “free view” on the whole scene, allowing
a fast exploration of the setup by a machine vision expert at interactive framerates
(>30fps on a NVIDIA GeForce 760), shown in Fig. 3.
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Fig. 3. “Free view” perspective in the real-time simulation tool for fast, interactive exploration
of the system constellations.

3.5 System Evaluation

To evaluate the expected performance of the inspection system, different metrics are
applied to the synthetic images as described by Mohammikaji et al. in [21, 22]. The
lateral resolution is calculated using the real-time simulation tool which can evaluate
the visibility of a surface patch from the light source(s) and the camera(s) with high
speed (>30 fps). Using more GPUs in parallel would increase this number significantly.
The second metric, the uncertainty, is calculated for each point on the surface by prop‐
agating the errors expected in the positioning of camera and laser and the line laser line
detection error caused by object geometry and BRDF to the 3D reconstruction output
[21] (Fig. 4).

Fig. 4. Visualization of performance metrics applied to synthetic images created by the real-time
simulation tool. [22] Left: Lateral resolution of the resulting 3D point cloud. Right: Visualization
of object areas passing and/or failing constraints for metrics provided to the optimizer.

Figure 5 visualizes the result of the surface inference method, described by
Mohammadikaji et al. [23]. The surface inference value is an indicator for the amount
of information for a point the object surface which can be gained from a measure‐
ment process.
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Fig. 5. Visualization of the surface inference result for the cylinder block manifolds.

3.6 2-Robot Setup for Image Capturing

In the KIT IAR/IPR-Lab a two-robot-setup, shown in Fig. 6, is used to acquire real
images for evaluation of simulation results. In the setup, camera and laser are each
mounted to a KUKA LWR IV lightweight robot. With this setup, camera and laser can
be positioned freely in the hemisphere above the object to be inspected, only limited by
the range of the robot arm and by collision avoidance. The robots are controlled via the
Robot Operating System (ROS), see Fig. 7. Mission planning takes place in MATLAB,
which communicates with the ROS using the MATLAB Robotics Toolbox. Mission
control also triggers image acquisition, which is performed by a separate tool interfacing
with the camera using GigE-Vision. Our self-developed tool “pgcapture” manages the
camera parameters and saves images in raw and png format along with a JSON file
containing the image and scene metadata. This metadata can be loaded in the real-time
simulation tool to recreate the real system constellation in the simulation environment
without manual interaction. The camera used in the setup is a FLIR (formerly PTGrey)
BFLY-PGE-23S6C-C, the laser is a COHERENT SNF-501L-660FT-35-60.

Fig. 6. Photo of the IPR lab setup showing the two-robot-setup and a sample cylinderhead object
to be inspected.
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Fig. 7. System overview of the experimental setup. It consists of two KUKA LWR IV lightweight
robots, controlled via the robot operating system ROS using the KUKA Fast Research Interface
FRI. Images are captured using a self-developed tool “pgcapture”, utilizing the API of the
PointGrey camera. The tool provides a HTTP WebAPI interface to be controlled from external
applications.

4 Image Acquisition Simulation and Real Images of a Laser
Triangulation Setup

The experimental setup is used to acquire images for system constellations which have
been selected as candidates to solve a given measurement task within the provided
constraints. Figure 8 shows a collage of three images from different sources as a quali‐
tative comparison tool for the system expert. The setup can also be used to perform scans
of objects by simultaneously moving camera and laser robot in scanning direction.

Fig. 8. A collage showing the results output of real-time simulation (left), Mitsuba rendering
(center) and real camera (right) for the same system constellation (triangulation angle = 30°).
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5 Summary and Discussion

In this paper, a digital workflow and a software toolset for computer aided inspection
planning was presented. Using this workflow, planning of machine vision systems can
take place without the dependency on physically available object samples. The digital
workflow is enabled to include automatic optimization. As further steps of system plan‐
ning, performance metrics to evaluate expected image processing results and an exper‐
imental setup to capture real images using two lightweight robots carrying camera and
laser are described.

The workflow relies on the availability of CAD models of the objects to be inspected
as well as models and parameters for camera(s) and light source(s) used. Since CAD
models also contain intellectual property of the product owner, the availability of these
models in industrial application is restricted or often not given. In this case, the suggested
workflow is not an option. As a workaround, one could perform a 3D scan of the objects
to acquire the 3D point cloud to work with, but this measurement itself introduces errors
which propagate through to the simulation output. The availability of the BRDF data
[20] of the objects is an important requirement. BRDF databases are very rare and their
data is not acquired using comparable measurement devices and strategies. Since BRDF
acquisition is a time and resource intensive process, machine vision companies could
share already measured information to build up a common database of BRDF data or
even start up a common measurement facility.
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Abstract. The conversion rate is a key determinant of effectiveness of an
e-commerce platform. The impact of web pages’ load time on conversion rate of
an e-commerce platform was studied. During the experiment, the behavior of
real store’s users on the Magento platform was monitored. The popular Google
Analytics reporting tool was used to collect data. The level of acceptance of
page load times has been determined by the Apdex index. The results of the
research showed that average page loading times have a direct impact on the
e-commerce conversion rate and customer satisfaction. It was found that the use
of Apdex index in different countries requires a recalculation of limits of tol-
erance and satisfaction.

Keywords: E-commerce conversion rate � Apdex � Google analytics

1 Introduction

The performance analysis of an e-commerce platform is a key element in its design,
construction and management process. The level of customer satisfaction with system
performance can have a direct impact on the level of conversion achieved in an online
store. Starting up an inefficient service will result in sustaining financial losses.

To measure the effectiveness of online stores E-commerce Conversion Rate [1] is
used. It is the percentage of visits which resulted in an e-commerce transaction. It
determines the effectiveness of a site’s marketing and design: whether its advertising
attracts the most likely buyers and whether the site design makes it easier for them to
shop.

The authors of this paper aimed at analyzing the performance of an online store
running on the Magento platform [2] using the Google Analytics tool [3]. The tool is
used to collect statistics from websites. It is capable of capturing, analyzing, and
reporting the performance of a site from the perspective of the end user. Reports thus
collected also help to identify critical areas of the site.

With the defined purpose in mind, the authors hypothesized that the conversion rate
of an online store is dependent on the acceptability of the loading time of its pages,
which may be expressed by the Apdex (Application Performance Index) [4].
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2 Related Work

In 2009, Hasan et al. investigated whether advanced web metrics, calculated using
Google Analytics software, could be used to evaluate the overall usability of
e-commerce sites, and also to identify potential usability problem areas. They showed
that this metrics cannot do is provide in-depth detail about specific problems that might
be present on a web page [5].

In 2010, Borzemski and Suchacka raised the issue of quality of Web service
(QoWS) in e-commerce with the focus on request admission control and scheduling
from the profit perspective of the owner of an e-business site. They presented a new
approach to B2C service differentiation using RFM (Recency, Frequency, Monetary
Value) analysis. They discussed a simulation model of the B2C Web server system and
some results of the system performance for their approach [6].

In 2014, Poggi et al. to help set performance objectives for maximizing user sat-
isfaction and sales, while minimizing the number of servers and their cost, they pre-
sented a methodology to determine how user sales are affected as response time
increases. They also presented the evaluation of high response time on users for
popular applications found on the Web [7].

In 2015, Wang and Wang suggested that user satisfaction be a key measure of
computer system success. In Internet of Things, systems aim to satisfy users by
assigning a suitable process sequence to massive services under users’ dynamic
influence. The authors proposed a dynamic priority assignment algorithm through
service data distribution forecasting and user satisfaction based regulation. They cal-
culated user satisfaction based on Apdex [8].

In 2016, McDowell et al. examined empirical associations between website features
and online conversion rates through regression analysis. Results indicated that certain
website design features do explain a sizeable portion of the variance converting
e-commerce visitors to purchasers [9].

In 2017, Stępniak and Nowak analyzed the effectiveness of methods accelerating
the process of loading applications of SPA type, including the mechanisms offered by
the HTTP/2 protocol. The results indicate that the most effective technique accelerating
the process of loading an SPA application is the minification of JavaScript code, which
significantly reduces the size of transferred resources. The removal of unnecessary CSS
rules, despite the small difference in reducing CSS files, undoubtedly has a positive
impact on accelerating an SPA application [10].

3 The Measure of Application Performance

Achieving high performance of a web application is a critical issue. Apdex can be used
to determine it. It is an open index developed by an alliance of companies that have
defined a method standardizing the concept of system performance. It involves the
processing of multiple measurements into a single number from 0 to 1 (0 = no satisfied
users, 1 = all users are satisfied). The advantage of using Apdex is that it can be used
for any source of end-user performance measurement. If one is in possession of a
measurement tool that collects millions of results on page loading times, Apdex can
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help to standardize them. The measure allows one to translate a lot of response times,
assessed at the user level into a single number determining the performance of a web
system. Application response time is defined as the time measured from the time the
user interacts with the system until the system completes the request (the user is
allowed to proceed to another process) [4].

The index is based on the three user satisfaction zones:

Satisfaction. The user is fully efficient. Activities undertaken on the site are not
hampered by application response time. System response times are fast enough to
satisfy the user who is able to concentrate fully on his or the work with minimal impact
on their thinking process.

Tolerance. The user experiences sluggish system performance but tolerates it. System
responses are longer than those from the satisfaction zone. The threshold is crossed at
which user performance deteriorates. System responses are returned in a time that is far
from ideal, but do not in themselves compromise system performance.

Frustration. Users resigning from taking further action on the site.
Assignment to the appropriate zone is based on the response time of a given
application.

To evaluation a particular system with the Apdex index, the tolerance limit (F), and
the satisfaction limit (T = F/4) of the total page load time must be specified. To get the
Apdex index results, the loading times of a given page should be measured and
assigned to the appropriate zone and then the results should be used in the formula (1).

Apdex ¼ Number of satisfactionsþ Number of tolerances
2

Number of users
ð1Þ

Documentation of the presented indicator shows the method of evaluating results in a
scale form. Naturally each researched system should be approached individually. The
ratings, along with the values of Apdex that they determine are listed below:

• 0 � 0.5 – unacceptable system performance,
• 0.5 � 0.7 – poor system performance,
• 0.7 � 0.85 – acceptable system performance,
• 0.85 � 0.94 – good system performance,
• 0.94 � 1 – excellent system performance.

As can be seen, the results which vary between 0 � 0.5 are not acceptable, so in
these cases the reason for such low performance of a web system should be analyzed.
Results from 0.5 � 0.85 range are acceptable, but not quite satisfactory. Above 0.85 the
Apdex index indicates very good system performance.
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4 Experiments

4.1 Introduction

Among the many data collected by Google Analytics, the average webpage load time
was qualified for analyses. To measure the level of satisfaction of web site users, the
Apdex index was used. In order to mark it, the authors analyzed the distributions of
average load times of the webpages as they directly affect the conversion level achieved
(e-commerce service performance benchmark). The analysis was based on data from
the top 5 most popular countries in terms of the number of unique sessions. It helped to
understand the distribution of customer satisfaction according to webpage loading
times in a given country.

Segmentation. The purpose of using additional segments during the analysis of the
collected data was to select a subset useful to determine the value of the Apdex index.
The segments also served to define the tolerance and satisfaction limits in each study.
As a result of their use, the authors were able to analyze such subsets of data that may
suggest the dependency of the conversion ratio on the level of satisfaction of the site
users. Separate segments were prepared for individual experiments.

Sampling. Sampling is an analytical method involving a selection of a small random
subset of data from a whole set of traffic information within the site. It allows Google
Analytics to calculate data for reports faster than in the case when absolutely all
information is considered. The analysis of the data subset yields similar results as in the
case of full set analysis, with a much shorter processing time. Due to the use of
segmentation, Google Analytics returned data samples for further analysis.

4.2 Research Position

For their research purposes the authors used a genuine online store selling clothes designed
for young people from around theworld. TheMagento platform onwhich the store is based
has the largest market share among other available platforms. As orders come from around
the world, tracking and analyzing the data collected from different countries allowed us to
look at the impact of the geographic location of the end-user on the percentage of con-
versions in the selected country. The research was based on data collected using Google
Analytics in the period from 01.11.2016 to 30.01.2017. For the time of research, the store
was correlated with Google Analytics by adding JavaScript code directly to the page (right
before the closing head tag). Table 1 summarizes the basic statistics of the surveyed store.
A large number of unique sessions and a variety of locations made it possible to compare
the webpage load times and the level of customer satisfaction effectively.

When choosing the countries that were used in the research, two principles were
followed:

• the total number of unique sessions – the greater the number within a given range of
dates, the more diverse were the statistical data collected,

• e-commerce conversion rate – the larger the rate, the more sessions in a given
country ended in a transaction.
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Table 2 shows selected countries with two coefficients determining their choice.

The dominance of users from Germany is evident in the overall number of sessions.
The least promising is the USA, where the conversion factor compared to the total
number of sessions is surprisingly small. Interestingly, Austria and Denmark, with a
low number of sessions, achieved a conversion rate close to or over 2%.

4.3 Description of Experiments and Discussion of Results

Experiment 1: Distribution of the entire system. Based on the collected data (ag-
gregated mean loading times for site pages), the Apdex index was calculated. The study
was conducted on a sample provided by Google Analitics. Due to its large size – in this
case 25,325 – the study was a reference in the other analyzes. Marking the Apdex index
for the entire store allowed us to investigate whether a particular country departs from
it. In order to calculate the Apdex index for the first experiment, the following steps
were taken:

Table 1. Basic statistics of the surveyed online store.

Name Description Value

Sessions Number of sessions in a specified date range. 808,768
Members The number of unique users with at least one session in the

selected date range.
519,702

Views The sum of all site view for the selected range of dates
(including repetitions).

2,984,278

Pages/session Average number of subpages visited during a session. 3
Average session
duration

Average length of the session. 1 min.
56 s.

Bounce rate The percentage of visits on the page that ended with exit from
the entrance side.

47.15%

E-commerce
conversion rate

Percentage of all sessions ending in a transaction. 1.26%

Transactions Total number of transactions in the selected range of dates. 10,201

Table 2. Selected countries participating in the study.

Country Sessions % of all sessions E-commerce
conversion rate

Germany 275,315 34.04% 1.39%
France 98,168 12.14% 1.49%
Austria 51,033 6.31% 2.17%
USA 47,695 5.90% 0.37%
Denmark 44,112 5.45% 1.83%
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1. Performing the analysis of the aggregate average loading times of the site
webpages.

2. Determining the tolerance limit of the Apdex index (F) based on the value of the
conversion index.

3. Calculating the satisfaction boundary (T).
4. Counting the satisfied and tolerant users in the sample based on the selected Apdex

limits.
5. Calculating the Apdex index and determining the level of satisfaction.

The analysis from point 1 was based on segmentation. Due to the nature of the study
two segments were used:

• All users – the total number of BitterSweet Paris users in the selected period.
• Made a purchase – the total number of transactions across the store (condition:

transactions per user > 0) within the specified range of dates.

The use of both segments resulted in generating a report with the indicated parameters
(Table 3).

As can be seen, the size of the sample considerably decreased in the case of people
who made a purchase. Unfortunately it resulted in a decrease in the conversion
achieved.

For further analysis, load times for all pages of the site (views) visited were
determined on a sample of all visitors to the site and those who made the purchase. In
each interval the conversion factor was determined according to the relationship:

% conversions ¼ Numerousness of range in Made a purchase segment
Numerousness of range in All users segment

* 100%

ð2Þ

Table 3. The results of segmentation in experiment #1.

Segment Avg. page load time [s] Number of
loading pages

Sample size for
loading pages

All users 4.77 2,991,661 25,325
Made a purchase 4.14 350,295 1,971
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Fig. 1. Conversion rates for individual time ranges of page loading.
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Figure 1 shows the determined conversion ratios within the respective time inter-
vals. Based on this, the authors determined the moment when the conversion rate
drastically decreased relative to the page load time (range of 21 � 25 s of page load
time). In this way, the tolerance limit (4T = 25 s) and the satisfaction limit (T = 6.25 s)
of the Apdex index were established.

The next step was to sum the size of ranges in a segments all users to the satis-
faction limit (0 � 6 s) and to the tolerance limit (6 � 25 s). The result of adding is
presented in Table 4. The number of satisfied users is the number of satisfaction, while
the number of tolerant users is the number of tolerances.

Having collected all the data, the authors marked the Apdex: 18480þ
4443
2

25325 � 0; 82. The
result obtained determines the researched site as acceptable in terms of its performance.
The tolerance limit established by the authors proved to be a very good choice, as the
result of the Apdex index did not reach a value close to 0 nor a value above 1 (ideal
system performance). Approximately 9.5% (2,408 users) might have negatively pre-
ceived such a long time of page loading and resigned from the transaction.

Experiment 2: Distribution according to country. For the 5 most popular countries
(Table 2) in terms of the number of unique sessions, the load time distribution of the
site was analyzed. Subsequently, the Apdex index was calculated for each country (on
the basis of achieved conversions). The calculation of the Apdex index for each country
took place in the five steps presented in experiment 1.

The segmentation results for the USA are far from the rest of the countries. The
average page load time was almost 1.5 times longer than that of the rest of the surveyed
countries. It might be due to the location of the server in the center of western Europe
(considerable remoteness from the USA).

Table 5 summarizes the obtained results by country.

Table 4. The number of satisfied users and the number of users who tolerate loading times of
the site.

Number of satisfactions Number of tolerances

18 480 4 443

Table 5. Summary of experiment #2 results.

Country Avg. page load time
[s]

Sample
size

Tolerance limit
(F)

Satisfaction limit
(T)

Number of
satisfied
users

Number
of
tolerant
users

Germany 4.53 8,971 21 5.25 6,840 1,986
France 5.52 3,423 13 3.25 1,732 1,509
Austria 4.96 2,083 13 3.25 1,080 970
USA 7.64 703 13 3.25 203 467
Denmark 3.86 1,115 13 3.25 789 353
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The results obtained allowed us to summarize the acceptability of page load times
depending on the country being measured. Table 6 shows the level of application
performance according to the Apdex index obtained.

As can be seen, 4 out of 5 selected reached acceptable application performance and
the US was the only country with a weak one. It might be the result of too small a
sample adopted in the study. Specified tolerance limits indicate that users in Germany
best tolerate long loading times. In the range 0 � 21 s users from Germany make a
transaction in the store. In other countries the tolerance limit was 7 s lower.

Experiment 3: Global approach to the Apdex index. The impact of average page
loading times in each country and the acceptability of the Apdex index on the con-
version achieved in the online store is shown here. During this experiment, data seg-
mentation was not used because the analysis was based on the results from previous
experiments.

The experiment was reduced to:

• country-specific tabular statistics, including average page load times, the Apdex
index and e-commerce conversion reached,

• comparative analysis of the results collected.

Table 7 shows the statistical summary of all the countries participating in the experi-
ment. Each country was assigned the Apdex index calculated during experiment 1, as
well as additional measurements, such as page bounce rates.

While analyzing the results collected in Table 7, a certain correlation between the
Apdex index and the bounce rate of the page was noticed. The smaller the measure of

Table 6. Web application performance determined by the Apdex index.

Country Apdex System performance

Germany 0.87 good
France 0.73 acceptable
Austria 0.75 acceptable
USA 0.62 weak
Denmark 0.87 good

Table 7. Summary of experiment #3 results.

Country Sessions Bounce
rate

Avg. page load
time [s]

E-commerce
conversions rate

Apdex

Germany 275,315 45.41% 4.53 1.39% 0.87
France 98,168 43.49% 5.52 1.49% 0.73
Austria 51,033 44.36% 4.96 2.17% 0.75
USA 47,695 78.11% 7.64 0.37% 0.62
Denmark 44,112 44.86% 3.86 1.83% 0.87

The Impact of Web Pages’ Load Time on the Conversion Rate 343



application performance, the greater the bounce rate of the page is. The dependency is
not linear. This is well illustrated by the example of the USA which, with the Apdex
index of 0.62, reached a bounce rate result of 78.11%. In addition, it was noted that the
average load time relative to other countries was the highest. The same dependency can
be seen with the e-commerce conversion rate. With the decrease in customer satis-
faction, this factor decreases. The dependency of the e-commerce conversion factor
from the Apdex index is illustrated in Fig. 2.

The trend line, marked with a dotted line, represents the expected increase in
e-commerce conversion rate relative to the growing value of the Apdex index.

5 Conclusions and Directions of Further Work

The results obtained confirm the hypothesis advocated earlier by the authors. The
e-commerce conversion rate depends on the satisfaction and acceptability of the page
load times as measured by the Apdex index.

The small sample size imposed by Google Analytics might have affected the results
of the experiments.

The average loading times of webpages in specific countries may have been
dependent on the location of the server. For European countries the average was 4.72 s
and for the USA it was 7.64 s. Selecting a country located on another continent allowed
the authors to identify the tolerance range of the site loading times. Of course, the
selected countries were to be among those with the highest number of unique visits.
Running a mirror server in the US would greatly improve the site’s performance.

The time interval mappings recorded by Google Analytics allow for a compre-
hensive analysis of the time periods of all stages of a page’s loading. In the conducted
studies, the use of average page load time only was crucial due to the direct impact on
the store conversion.

Web-based performance evaluating requires an individual approach. Determining
the universal limits of the Apdex index is impossible due to the variety of the systems
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Fig. 2. The dependency of e-commerce conversion rate on the acceptability of page load times.
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evaluated. Therefore, it is important that the limits of tolerance and satisfaction are
based on real users’ data taken from reports offered by e.g. Google Analytics.

Google Analytics offers a number of additional dimensions such as the browser or
the device used to display the indicated page. Singling some of these out would help in
a broader analysis of the performance of web systems. Extension of the research by the
time intervals collected but not used during the analysis would result in the examination
of the impact of individual loading steps on the generally perceived performance of the
web system.

By default, Google Analytics generates reports based on a specific group of users
only. In the analysis of services with a small sample of visits it is worth improving the
quality of the data provided by increasing the sample rate.

A customized tool that would provide more personalized reports on directly online
stores based on the Magento platform could be developed. The analysis of the results
returned by such a tool would make it possible to determine the reliability of the data
collected with Google Analytics.
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Abstract. The paper concerns nearest neighborhood determination issues. The
main goal is to investigate and compare characteristics of popular solutions with
regard to applying them to location-based services for mobile devices. Mainly
the impact of number of objects and object’s mobility on performance is con-
sidered. Also the accuracy dependent on search range was tested. The paper
takes into account three groups of approaches: brute-force based solutions,
spatial tree structures, and solutions that use Geohash for location encoding.
Described simulation experiments was performed for eight popular algorithms
and one own approach. The results show very diverse properties of all algo-
rithms and its usefulness for considered area of application.

Keywords: Nearest neighborhood � Spatial searching � Location-based
services

1 Introduction

The development of mobile technology makes mobile-based services available to users
increasingly location-based. This means that the data provided by the applications
largely depends on the location. According to research conducted by Latitude, 61% of
users have a better view of the ad when the location is taken seriously. Various studies
have reported that the value of the location-based application market will increase from
10.3 billion in 2014 to 34.8 billion in 2020 [1]. So the trend is visible and it should be
expected to keep it in the coming years.

Nowadays, the solutions based on the user’s location are developed by large cor-
porations as well as small companies. The importance of research can also provide
existing commercial applications for finding objects at a given distance, e.g.: Facebook
Messenger – the app itself displays information about friends nearby, Tinder – a dating
application that lets you find users at a given distance, Google Maps – it allows you to
search for nearby places (e.g. pharmacies, petrol stations, etc.).

Geographic coordinates, due to their two-dimensional nature, are described using
spatial indexes. Standard indexing methods that are used in one-dimensional databases
do not support spatial data-like operations such as finding elements in a given region
[2]. This operation is crucial for finding points at a given distance.
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Examples of such an operation are: to find all the ambulances in the vicinity of the
motorway, to send a message to students currently arriving on campus, or to find all
night pharmacies within a given radius. It should be noted that the given examples
differs from searching point of view. The set of pharmacies (buildings) is much less
dynamic than the set of moving ambulances or people. The set of people will be usually
much more numerous than a set of ambulances. This means that the conditions that the
spatial index should fulfill depend on the application.

Many commonly used spatial indexing structures (such as the R-tree) were created
long before the emergence of mobile devices with geo-targeting capabilities. They
changed the requirements of the available solutions. Technological progress could also
have led to the disappearance of certain performance problems, and the growing market
for mobile devices, the emergence of other, like the search for objects at a given
distance.

The main aim of this study is to analyze and compare the solutions available to
determine the nearest neighborhood (i.e. to find all objects (points) at a given distance
from the given center point) in terms of:

1. Performance depending on the size of the dataset (number of objects) and on data
set dynamics (the frequency of change of object position).

2. Accuracy depending on search range (distance from the center point).

This work is designed to identify the strengths and weaknesses of particular
algorithms, and to identify significantly better solutions for specific cases. It is first step
to help all who are implementing solutions based on the location of mobile devices.

The paper takes into account three groups of approaches: brute-force based solu-
tions, spatial tree structures, and solutions that use Geohash location encoding.
Experiments was performed for eight popular algorithms and one own approach -
modification of Geohash-based algorithm called B+ Tree Integer Geohash.

The research involved simulating the operation of the algorithms in the real world.
The tests were conducted in a specific environment (hardware configuration), which
could have affected the results. The results obtained should therefore be treated only as
a comparison of the described solutions and their disadvantages and advantages and
possible applications.

2 Short Characteristic of Considered Algorithms

For computational experiments nine algorithms from three groups were taken into
consideration (Table 1). The fundamental differences between different approaches are
the complexity (or complicatedness) of basic operations necessary for the process of
finding nearest moving objects, i.e. search (for given center point find a set of objects
within given distance), update (change data of given object) and insert (insert new
object – necessary to update an object in some methods), and that non complete search
methods for search nearest objects query returns so called candidate objects, i.e. nar-
rows set of all objects to a set of objects with some distance accuracy.
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2.1 Basic Popular Algorithms

Complete search based approaches that calculate distances between the reference point
and all other points are cost-expensive but basically most accurate. Some algorithms
apply simplifications that decreases computational cost but also decreases accuracy.
The tested algorithms from this group is Vincenty’s algorithm based on reference
system WGS84, Haversine formula, and Euclidean distance algorithm.

The Vincenty’s formulae based algorithm is iterative method of calculations [3]. It
assumes approximation of Earth by an oblate ellipsoid, a slightly flattened sphere. In
calculations the World Geodetic System 84 (WGS 84), the approved standard in
geodesy, satellite navigation and cartography is used. The number of iterations depends
on considered points and it ranges from a few to several thousands. It is assumed that a
sufficient accuracy is an error 0.000005555556°, or about 0.5 mm, what is much less
then GPS accuracy. That’s why it is assumed in the work as the reference algorithm for
evaluation of accuracy of the rest of the algorithms.

The Haversine formula-based algorithm assumes the globe as an ideal sphere. It
calculates the orthodrome, the shortest possible distance between two points on the
sphere. It has a much lower computational cost (it is not iterative approach). The
maximum error of the orthodrome is 0.5% [4].

When calculating the distance on the globe we mean the distance on its surface,
which is not a distance in Euclidean sense. However, it is generally accepted that the
curvature of the earth can be omitted at short distances. In algorithm computing
Euclidean distance it is assumed the simplest form of calculations [5] where the lon-
gitude distance and latitude distance between point i and center point are calculated (in
meters) using formula (1).

Dlati ¼ lat0 � latið Þ � k
Dloni ¼ lon0 � lonið Þ � k � cosðlat0Þ

�
ð1Þ

where: lati, loni – are latitude and longitude of point i (index 0 for center point), and
k = 110250.

Because for search operation examining the distance requires iteration over all
objects, the structure used in complete search methods in this work is an array that

Table 1. List of tested algorithms with structure of data organization and codenames.

Type Structure Code name

Complete search Array BruteWGS84
Complete search Array BruteHaversine
Complete search Array BruteEuclidean
Classic spatial index R-tree RTree
Classic spatial index Quad-tree QuadTree
Geohash Associative array GeohashMap32
Geohash Associative array GeohashMap2
Geohash Ternary search tree GeohashTree
Geohash B+ tree GeohashBPlus
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provides easy access to data. Update operation requires knowledge of the location of
the point in the array (index) or the need to search it. In the research array filtering was
used because due to asynchronous simulations it should be taken into account that the
indexes may change. The insert operation is accomplished by exchanging references to
the objects.

Next group are classic tree structure based algorithms used in geodesy. The basic
R-tree and Quad-tree algorithms are tested. R-tree is a structure that allows to store not
only points but also whole areas. The algorithm invented by Guttman [2] is widely used
in database systems and advanced geodetic systems. In the R-tree all leaves are on the
same level (it is balanced tree). Each leaf consists of a stored object and a minimum
region (which is a rectangle) covering that object. Each non-leaf vertex is made up of a
descendant set and a minimum region covering each item in the set.

For R-tree we search all points in the specified region. The circle (centered at the
center point with radius of the search range) should be transformed into a minimum
overlap region. Then algorithm search which descendant regions overlap it, and repeats
procedure for them. As a result we receive also objects outside the search radius.
Update is a three-fold operation: finding a point, removing it, inserting a point with an
updated position. Insert operation is a somewhat more complex operation.

The initial version of Quad-tree created by Raphael Finkel and J.L. Bentley [6] has
many variants today and are used not only in geodetic applications. In this work the
Polygon Map Random (PMR) Quad-tree is studied, which resembles the R-tree but
exhibits better performance for dynamic data [7]. The basic feature of the studied
structure is the recurrent partition of space into four equal quarters. Each node is
described by the x, y coordinates, and height and width. The search, update and insert
operations are similar to R-tree approach, and due to rectangle regions, as e result of
search we receive also objects outside the search radius.

The last group are popular in recent years algorithms based on Geohash geocoding
system. Three solutions that uses associative array and ternary tree, and own solution B+
tree structure based Integer Geohash algorithm are considered.

The Geohash-based algorithm divides the land map into two equal parts. One is
marked with zero and the other one. It then proceeds similarly to each of the parts until
the desired precision is obtained, which is the cell size of the mesh obtained by the
division. Geohash is not a data structure. This is a solution that describes the coding (and
decoding) method of coordinates. Based on the coordinates of a point it is defined his
Geohash which is a long series of zeros and ones. To reduce the number of characters, it
is converted to a character string of base 32. The number of characters (code length)
indicates its accuracy. Points that are close to each other have a common prefix that is
greater, the smaller the distance between points. This is important when searching for a
neighborhood. To find set of points within given distance you must specify prefixes
(with proper precision) that may have the codes of the searched points, and then extract
from the used data structure the points that contain any of the specified prefixes.

The simplest implementation of the method for finding points based on Geohash
similarity is the use of an associative array where points are stored in the following
form: < Geohash;Point > , where the Geohash code is the key. The principle of
operation of 2-bit and 32-bit versions is the same. For a search operation, when using
an associative array, a regular expression is created that allows you to select from the
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list of all keys that start with one of the desired prefixes. The found points go to the
candidate points set. Update is very simple. You need to know the location of the point
before the shift to calculate Geohash, which is the key in the associative array. Geohash
is then recalculated and updated. Insert is reduced to calculating a key that is assembly
of a Geohash code and a unique point identifier.

Searching for all text strings having a common prefix can be supported by using the
data tree structure called Ternary Search Tree (TST) proposed by J.L. Bentley and R.
Sedgewick [8]. The basic feature of this structure is that each node consists of a
character, a value (optional) and a maximum of three descendants called “smaller”,
“equal” and “greater” [9]. Names indicate how to walk the tree while searching given
string of characters. Insertion of characters consists in adding subsequent characters
walking the tree and creating “equal” node if there is no branch for given prefix of
string or creating “smaller”, or “greater” node if a part of prefix exists. Search operation
returns value of found “equal” node of last character (if found) and all values from
“equal” branches. Update is similar to tree-based solutions. After removing node there
may be a need to rebuild the structure to eliminate unnecessary vertices.

2.2 B+ Tree Integer Geohash Algorithm

In B+ Tree Integer Geohash (BTIG) algorithm we propose combine B+ tree data
structure with integer form of Geohash to support searching for objects. The B+ tree
[10] allows to easily find all the numbers in a given range and is used in many popular
file systems (e.g. BFS, XFS, NTFS), and supported by known databases (e.g. MS SQL
Server, SQLite, Oracle 8).

In the B+ tree (Fig. 1) the data is sorted and stored only in leaves. In addition, all
the leaves are on the same level. Each node can store a minimum of M/2 data (M is a
parameter) and maximum M data (except the root). The distinguishing feature is that
each leaf has references to neighboring leaves, so that the lowest tree level resembles a
bidirectional list. Finding one value (e.g. the outset of searched interval) it is very easy
to find more values (bigger or smaller).

Geohash binary code can be treated not as a string, but as a number that can be
converted to a decimal. This form takes up less space and the operations performed on
it are much simpler. A similar form is used by the Redis database. This way, searching

Fig. 1. B+ tree example (M = 2) and search(18;42) operation.
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for points based on a prefix can be easily replaced by searching for numbers within a
given range. By establishing a constant Geohash code precision in binary form and
knowing the length of the prefix (it defines search range), it is easy to generate the
smallest and largest possible number with the given prefix. For given prefix length for
search, the boundary values are obtained by setting the rest of bits of Geohash to zero
and to one and converting Geohash to decimal (see example on Fig. 2 for binary code
length equal 52 and center point Geohash(10) = 4237676461477541 (Geohash
(2) = 1111000011100010010011110000001010001100111010100101), and prefix
length for search equal 18).

The search consists in determining the bounds, finding a leaf with value equal
lower bound (or greater if no node with the same value is found), and finding all points
with values less or equal the upper limit. Insert operation may require to rebuild part of
the tree structure. Update is similar to tree-based solutions.

3 Performance and Accuracy Tests

3.1 Research Methodology

The tested algorithms (except for the complete search ones) allow to found candidates
only, i.e. allow to significantly reduce the set of points, from which subsequent
selection of points satisfying the neighborhood search criteria should be made. In this
paper, the accuracy of the neighborhood search algorithm is defined as the ratio of the
number of points satisfying the search conditions to the number of candidates. The
performance of the algorithm is defined as the number of performed neighborhood
search operations in a fixed time unit (same for all algorithms).

The research involved simulating the operation of the algorithms. All algorithms
were implemented in JavaScript and tested on a virtual OVH VPS CLOUD RAM 2
server (two cores, 2.4 GHz, 12 GB RAM).

Each of the algorithms was tested 50 times for each possible interval configuration
between update operations (Table 2) and number of points (Table 3), which resulted in
36,000 independent tests, each of which lasted 10000 ms.

Fig. 2. Example of search range for Geohash(10) = 4237676461477541 and prefix length 18.
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The work assumes initial even distribution of the objects (points) across the area.
During each simulation (each lasting 10000 ms) asynchronous queries to the server that
generated update (change of point position) and search operations were performed.
Operations of point localization were separated by random interval value with normal
distribution. Each of the algorithms was tested for all interval distribution parameters
between updates (Table 2). Values were selected experimentally to simulate both large
and small server load. During each update, the location of a single random point was
changed by a maximum of 0.001° latitude and 0.001° longitude, or 112 meters on the
equator. This action was intended to model the movement of indexed in the database
points corresponding to, for example, the movement of people, vehicles, drones, etc.

Searches, as well as updates, were separated by an interval of normal distribution
with an expected value of 24 ms and a standard deviation of 10 ms. The values were
chosen experimentally so as to heavily load the server but letting it work. The search
input, i.e. the center point and the search range (from 30 m to 100 km), were also
randomly selected to model searches on both small and large distances.

3.2 Simulation Results

The performance was tested against the frequency of object position changes (object
dynamics) and number of objects (as in Tables 2 and 3). The Figs. 3, 4, and 5 show the
performance versus update interval (the expected value of interval distribution) for
number of objects equal 100000, 1500000, and 3000000 respectively. As expected, the
complete search approaches are significantly less efficient even for relatively small
number of objects (for 10000 objects the difference is lower).

Also Geohash-based methods with associative array have poor performance. As
number of objects increases also RTree and QuadTree algorithms become distinctly
less effective than most efficient GeohashTree and proposed GeohashBPlus algorithms.
Only for very large number of objects (3 milion in Fig. 5) GeohashBPlus works a little
less efficiently than GeohashTree. On the other hand GeohashBPlus seem to have better
stability of accuracy than slightly more efficient GeohashTree.

Table 2. Parameters of interval distribution between update operations.

Parameter 1 2 3 4 5 6 7 8 9 10

Expected value [ms] 0,05 0,1 0,2 0,5 1 2 3 5 10 15
Standard deviation [ms] 0,005 0,01 0,02 0,05 0,1 0,2 0,3 0,5 1 1,5

Table 3. Number of tested points

1 2 3 4 5 6 7 8

Number of
points

10000 100000 500000 1000000 1500000 2000000 2500000 3000000
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Fig. 4. Performance versus the frequency of object position changes for 1500000 objects.
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Fig. 3. Performance versus the frequency of object position changes for 100000 objects.
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Fig. 5. Performance versus the frequency of object position changes for 3000000 objects.
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The Figs. 6 and 7 show measured accuracy versus the search range (Fig. 6 for
distance up to 10 km and Fig. 7 for distance up to 100 km).

For small distances (Fig. 6) differences in accuracy are clear but all algorithms
work well. The accuracy of all solutions is over 92%. This changes for greater dis-
tances. The Geohash-based algorithms works worse, but draws attention significant
decrease of accuracy of GeohashTree for ranges over 40 km. The GeohashBPlus is also
less accurate for greater distances but decrease is not so rapid. It is interesting that more
efficient BruteHaversine is almost as accurate as reference BruteWGS84, and that
BruteEuclidean is worse than classic tree structure based solutions.
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Fig. 6. The accuracy versus the search range (distance 0 � 10 km).

Search range [m×104]

Ac
cu

ra
cy

Fig. 7. The accuracy versus the search range (distance 0 � 100 km).
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4 Final Remarks

In the work selected algorithms were tested for performance and accuracy for different
number of objects and intervals between updates of its location. Additionally, the
impact of the maximum distance for search was investigated. The performed experi-
ments show that the performance of algorithms seems to be more dependent on the
number of stored points (objects) than on objects dynamics. After a certain perfor-
mance limit has been reached, the frequency of the location changes has a significant
effect on the accuracy of the algorithms. The most resistant are the Geohash-based
algorithms, but with a tree-based data structure.

The results show in what conditions what algorithms should be applied. The
Haversine formula based algorithm is almost as accurate as the one based on Vin-
centy’s formula, but with better performance. Thanks to this, it can be used as a
substitute, but only in solutions always requiring very high precision. When we expect
heavy load (number of objects with frequent updates) the tree structure based solutions
are the best. For heavy load and not large distances Geohash-based methods with use of
tree-based data structures seems to be good choice. However additional solutions that
improve its accuracy should be applied.
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