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Preface

These Proceedings contain papers associated with a selection of the lectures given
at the conference BAIL 2016: Boundary and Interior Layers—Computational and
Asymptotic Methods, which was held during 15–19 August 2016 at the Beijing
Computational Science Research Centre (CSRC) and Tsinghua University, Beijing,
China. The 60 participants came from Chile, China, the Czech Republic, Germany,
India, Ireland, the Netherlands, New Zealand, Russia, Serbia, Spain, and the USA.

The BAIL series of conferences were started by Professor John Miller, who
organised the first three in Dublin in 1980, 1982, and 1984. Subsequent conferences
were then held in Novosibirsk (1986), Shanghai (1988), Copper Mountain, Colorado
(1992), Beijing (1994), Perth (2002), Toulouse (2004), Göttingen (2006), Limerick
(2008), Zaragoza (2010), Pohang (2012), and Prague (2014). The next BAIL
Conference will be in Glasgow, UK, in 2018.

The BAIL conferences aim to bring together mathematicians and engi-
neers/physicists whose research involves layer phenomena, and these Proceedings
reflect this desire. Their papers involve both modelling and numerical methods and
their analysis, and will demonstrate to the reader the current state of the art in the
computation of boundary and interior layer phenomena.

All papers in the Proceedings were subjected to a standard refereeing process.
The editors wish to thank the authors for their contributions and their cooperation
in preparing their work for this volume of LNCSE. We are also grateful to the
anonymous referees for their valuable work, without which it would have been
impossible to produce this publication.

Finally, we thank Beijing Computational Science Research Center and Tsinghua
University for their support for the conference. A particular thanks to Dr. Jeanne
Stynes, and Ms. Sining Wang and Dr. Xiangyun Meng of CSRC, who were hugely
helpful in the organisation and smooth running of the conference.

Beijing, China Zhongyi Huang
Beijing, China Martin Stynes
Beijing, China Zhimin Zhang
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Error Estimates in Balanced Norms of Finite
Element Methods on Layer-Adapted Meshes
for Second Order Reaction-Diffusion Problems

Hans-G. Roos

Abstract Error estimates of finite element methods for reaction-diffusion problems
are often realized in the related energy norm. In the singularly perturbed case,
however, this norm is not adequate. A different scaling of the H1 seminorm
leads to a balanced norm which reflects the layer behavior correctly. We discuss
anisotropic problems, semilinear equations, supercloseness and a combination
technique. Moreover, we consider different classes of layer-adapted meshes and
sketch the three-dimensional case. Remarks to systems and problems with different
layers close the paper.

AMS subject classification: 65 N

1 Introduction

We shall examine the finite element method for the numerical solution of the
singularly perturbed linear elliptic boundary value problem

Lu � �"�u C cu D f in � D .0; 1/ � .0; 1/ (1.1a)

u D 0 on @�; (1.1b)

where 0 < " � 1 is a small positive parameter, c > 0 is (for simplicity) a positive
constant and f is sufficiently smooth.

It is well-known that the problem has a unique solution u 2 V D H1
0.�/ which

satisfies the stability estimate in the standard energy norm

kuk" :D "1=2juj1 C kuk0 � k fk0: (1.2)

H.-G. Roos (�)
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2 H.-G. Roos

Here we used the following notation: if A � B, there exists a (generic) constant C
independent of " (and later also of the mesh used) such that A � CB. Moreover for
D � � we denote by k	k0;D, k	k1;D and j 	 j1;D the standard norms in L2.D/, L1.D/
and the standard seminorm in H1.D/, respectively. We shall omit the notation of the
domain in the case D D �. Similarly, we want to use the notation .	; 	/D for the
inner product in L2.D/ and abbreviate .	; 	/� to .	; 	/.

The error of a finite element approximation uN 2 VN � V satisfies

ku � uNk" � min
vN2VN

ku � vNk": (1.3)

When linear or bilinear elements are used on a Shishkin mesh (see Sect. 2), one
can prove under certain additional assumptions concerning f for the interpolation
error of the Lagrange interpolant uI 2 VN

ku � uIk" � �
"1=4N�1 lnN C N�2� (1.4)

(see [23] or [31]). It follows that the error u � uN also satisfies such an estimate.
However, the typical boundary layer function exp.�x="1=2/ measured in the

norm k 	 k" is of order O."1=4/. Consequently, error estimates in this norm are
less valuable than for convection- diffusion equations where the layers are of the
structure exp.�x="/. Wherefore we ask the fundamental question:
Is it possible to prove error estimates in the balanced norm

kvkb :D "1=4jvj1 C kvk0 ‹ (1.5)

In Sect. 2 we will repeat a basic idea to prove error estimates in a balanced norm
and extend the approach to semilinear problems and anisotropic equations. Most of
the manuscript is focused on Shishkin meshes. Different classes of layer-adapted
meshes are presented in Sect. 3, moreover we demonstrate the situation in the three-
dimensional case. Supercloseness and a combination technique are discussed in
Sect. 4. Finally, we present a direct mixed method in Sect. 5 and sketch some open
problems in Sect. 6.

We restrict ourselves to second order problems, for fourth-order problems see
[12]. For the hp-FEM on spectral boundary layer meshes we refer to [23, 24].

2 The Basic Error Estimate in a Balanced Norm
and Some Extensions

2.1 Linear Problems

The mesh�N used is the tensor product of two one-dimensional piecewise uniform
Shishkin meshes. I.e., �N D �x ��y, where �x (analogously�y) splits Œ0; 1� into
the subintervals Œ0; �x�, Œ�x; 1��x� and Œ1��x; 1�. The mesh distributes N=4 points
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equidistantly within each of the subintervals Œ0; �x�, Œ1 � �x; 1� and the remaining
points within the third subinterval. For simplicity, assume

� D �x D �y D minf1=4; �0
p
"=c� lnNg with �0 D 2 and c� < c:

We remark that the choice of �0 mainly depends on the polynomial degree of the
finite element space. We use for the step sizes

h :D 4�

N
and H :D 2.1� 2�/

N
:

Let VN � H1
0.�/ be the space of bilinear finite elements on �N or the space of

linear elements over a triangulation obtained from�N by drawing diagonals.
A standard formulation of problem (1.1) reads: Find u 2 V , such that

".ru;rv/C c.u; v/ D . f ; v/ 8v 2 V: (2.1)

By replacing V in (2.1) with VN one obtains a standard discretization that yields the
FEM-solution uN .

As we mentioned already in the Introduction, certain assumptions on f allow
a decomposition of u into smooth components S and layer terms E such that the
following estimates for the interpolation error of the Lagrange interpolant hold true
(see [9, 25] or [31]):

ku � uIk0 � N�2; "1=4ju � uIj1 � N�1 lnN (2.2)

and

ku � uIk1;�0 � N�2; ku � uIk1;�n�0 � .N�1 lnN/2; (2.3)

here�0 D .�x; 1 � �x/ � .�y; 1 � �y/. Let us also introduce�f WD � n�0.
Instead of the Lagrange interpolant we use in our error analysis the L2 projection

�u 2 VN from u. Based on

u � uN D u � �u C �u � uN

we estimate � :D �u � uN:

k�k2" � "jr�j21 C c k�k20 D ".r.�u � u/;r�/C c .�u � u; �/:

Because .�u � u; �/ D 0, it follows

j�u � uN j1 � ju � �uj1: (2.4)
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If we now could prove a similar estimate as (2.2) for the error of the L2 projection,
we obtain an estimate in the balanced norm because we have already the estimate
ku � uNk0 � N�2 from the analysis that leads to (1.4).

Lemma 1 Assuming the validity of (2.2) and (2.3), the error of the L2 projection
on the Shishkin mesh satisfies

ku � �uk1 � ku � uIk1; "1=4ju � �uj1 � N�1.lnN/3=2: (2.5)

The proof uses the L1 stability of the L2 projection on our mesh [25]. Inverse
inequalities are used to move from estimates in W11 to L1, for details see [30].

From (2.4) and Lemma 1 we get

Theorem 1 Assuming (2.2) and (2.3), the error of the Galerkin finite element
method with linear or bilinear elements on a Shishkin mesh satisfies

ku � uNkb � N�1.lnN/3=2 C N�2: (2.6)

With a more sophisticated choice of the projection the factor .lnN/3=2 can be
replaced by lnN. We remark that for Qk elements with k > 1 one can get an
analogous result

ku � uNkb � N�k.lnN/kC1=2 C N�.kC1/

because on tensor product meshes the L2 projection is as well L1 stable (see [8]
for the one-dimensional result on arbitrary meshes, on tensor product meshes the
statement follows immediately).

2.2 Semilinear Problems

It is easy to modify the basic idea to the singularly perturbed semilinear elliptic
boundary value problem

Lu � �"�u C g.	; u/ D 0 in � D .0; 1/� .0; 1/ (2.7a)

u D 0 on @�: (2.7b)

We assume that g is sufficiently smooth and @2g 
 � > 0. Then, the so- called
reduced problem and our given problem have a unique solution.

If @� is smooth, the solution is characterized by the typical boundary layer for
linear reaction-diffusion problems, see [14] for the semilinear case. If corners exist,
additionally corner layers arise, see [15] for semilinear problems in a polygonal
domain. For the analysis of finite element methods on layer-adapted meshes we need
a solution decomposition (see Remark 1.27 in Chap. 3 of [31]), in the semilinear
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case sufficient conditions for the existence of such a decomposition are not known.
Therefore we just assume the existence of a solution decomposition.

A standard weak formulation of our semilinear problem reads: Find u 2 V , such
that

".ru;rv/C .g.	; u/; v/ D 0 8v 2 V: (2.8)

By replacing V in (2.1) with VN one obtains a standard discretization that yields the
FEM solution uN .

If �u 2 VN is some projection of u, we decompose the error into

u � uN D u � �u C �u � uN

and (assuming we can control the projection error) start the error analysis from the
following relation for � WD �u � uN :

"jr�j21 C � k�k20 � ".r�;r�/C .g.	; �u/� g.	; uN/; �/
D ".r.�u � u/;r�/C .g.	; �u/� g.	; u/; �/:

If we choose �u to be the standard interpolant of u, the usual error estimate in the
energy norm follows:

ku � uNk" � �
"1=4N�1 lnN C N�2� (2.9)

But again we want to prove an error estimate in the balanced norm

kvkb WD "1=4jvj1 C kvk0 : (2.10)

Following the basic idea from [30], we define �u by

.g.	; �u/; v/ D .g.	; u/; v/ for all v 2 VN : (2.11)

Our assumption @2g 
 � > 0 immediately tells us that �u is well defined and,
moreover,

ku � �uk0 � inf
vN2VN

ku � vNk0: (2.12)

It follows from the definition of our projection that

j�u � uN j1 � ju � �uj1: (2.13)

For the standard interpolant uI of u we have

"1=4ju � uIj1 � N�1 lnN:
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If we now could prove a similar estimate for our projection error, we would obtain
an estimate in the balanced norm because we have already an estimate for ku�uNk0
in (2.9).

Lemma 2 The projection defined by (2.11) is L1 stable.

Proof The proof is based on Taylor’s formula

F.w/ � F.v/ D .

ż 1

0

DF.v C s.w � v//ds/.w � v/:

Introducing the linear operator

4F.v;w/ WD
ż 1

0

DF.v C s.w � v//ds

it is obvious that

kw � vk � k.4F.v;w//�1k kF.w/ � F.v/k:

Therefore, the L1 stability of the L2 projection on our mesh [25] implies the L1
stability of our generalized projection as well.

Lemma 3 The projection error of (2.11) on the Shishkin mesh satisfies

ku � �uk1 � ku � uIk1; "1=4ju � �uj1 � N�1.lnN/3=2: (2.14)

The proof works analogously as in the linear case. And, consequently, we get the
same error estimate as in Theorem 1 also in the semilinear case.

2.3 An Anisotropic Diffusion Problem

Next we consider the anisotropic problem

�"uxx C uyy C cu D f in � D .0; 1/� .0; 1/ (2.15a)

u D 0 on @�: (2.15b)

Now we have only boundary layers at x D 0 and x D 1, the layers are of elliptic type.
But the layer terms satisfy the same estimates as in the reaction-diffusion regime
[16, 17]. Therefore, the estimates (2.2) and (2.3) for the interpolation error on the
related Shishkin mesh remain valid, of course, now �0 D .�x; 1 � �x/ � .0; 1/.
Therefore, defining the energy norm by

kvk";a :D "1=2kuxk0 C kuyk0 C kuk0
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it follows for bilinear elements

ku � uNk";a � �
"1=4N�1 lnN C N�1 C N�2� :

If we want to estimate the error in the balanced norm

kvkb;a :D "1=4kuxk0 C kuyk0 C kuk0;

we start for � WD �u � uN from

"k�xk20 � "..�u � u/x; �x/C ..�u � u/y; �y/C c .�u � u; �/:

Now we define in the anisotropic case the projection onto the finite element space
by

..�u � u/y; �y/C c .�u � u; �/ D 0 8� 2 VN :

Consequently it remains to estimate for that projection k.�u � u/xk0. But the
projection satisfies

�v D �y.�x v/;

where �x is the one-dimensional L2 projection and �y the one-dimensional Ritz
projection (with respect to a non-singularly perturbed operator on a standard mesh),
compare [11]. Consequently, the projection is L1 stable and we can repeat our basic
idea to prove estimates in the balanced norm.

Remark that in [11] this idea was used to analyse the SDFEM technique for a
convection-diffusion problem with two different boundary layers, an exponential
layer and a characteristic layer.

3 The 3D Case and Different Classes of Layer-Adapted
Meshes

3.1 The 3D Case

In the 3D case with � D .0; 1/3 new difficulties arise. Shishkin meshes are
anisotropic meshes, therefore, anisotropic interpolation error estimates are needed.
In 2D the bilinear interpolant satisfies on a rectangle K with step sizes h1; h2

kv � vIk0;p;K � C
X

j˛jDm

h˛kD˛vk0;p;K for m D 1; 2 and (3.1a)

k@x.v � vI/k0;p;K � C
X

j˛jD1
h˛kD˛@xvk0;p;K (3.1b)
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for 1 � p � 1. These estimates are needed mostly for p D 2, for instance, to
estimate ".r.u � uI/;rvN/ using Cauchy-Schwarz.

But in 3D the second estimate of (3.1) does not hold for p D 2 ! (see [1, 3, 4, 10])
In this case the constant is of order

C D C.p/ � c

.p � 2/p=2 : (3.2)

Moreover it is known that alternatively one can assume more smoothness than H2

[10] or use different interpolants on locally uniform meshes.
The contribution to the error of the smooth part of the solution and of the layer

components in the interior domain (where the layer components are small) can be
estimated as in the two-dimensional case.

Let E be some layer component. We wish to estimate ".r.E � EI/;rvN// in
that subdomain�f , where E is not small and anisotropic elements occur. Instead of
Cauchy-Schwarz we use the Hölder inequality ( 1p C 1

q D 1)

"j.r.E � EI/;rvN//�f j � "jE � EIj1;p;�f jvN j1;q;�f : (3.3)

For p > 2 we can now apply (3.1) and obtain

"jr.E � EI/j0;p;�f � "C.p/hjEj2;p � C.p/N�1 lnN"1=2C1=.2p/: (3.4)

Using meas.�f / � "1=2 lnN we get

jvN j1;q;�f � "1=4�1=.2p/.lnN/1=2�1=pjvN j1;2;�f : (3.5)

Summarizing the estimate for the crucial term the situation in 3D is not much
worse than in 2D: For arbitrary p > 2 we have

"j.r.E � EI/;rvN/�f j � QC.p/"1=4.lnN/1=2�1=pN�1 lnNkvNk": (3.6)

Consequently one obtains in the energy norm for the reaction-diffusion problem in
3D

ku � uNk" � OC.p/"1=4.lnN/1=2�1=pN�1 lnN C N�2:

This gives us also an estimate for the L2 part of the balanced norm.
To estimate "1=4ju � uN j1, we just follow [30]. All ingredients used are also

available in 3D: the stability properties of the L2 projection and the interpolation
error estimates in L2 and L1.
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3.2 Different Classes of Layer-Adapted Meshes

So far error estimates in balanced norms are only known for Shishkin meshes [19,
27, 30] and spectral boundary layer meshes [24]. In the following we discuss again
the two-dimensional reaction-diffusion problem

Lu � �"�u C cu D f in � D .0; 1/ � .0; 1/ (3.7a)

u D 0 on @�; (3.7b)

and its discretization with bilinear or linear elements on a mesh of tensor-product
type.

Shishkin-type meshes introduced in [28] use the same transition point(s) from the
fine to a coarse mesh as the original Shishkin mesh but the fine mesh is graded. Let
	 be the mesh generating function and  defined by 	 D � ln . Then, under some
standard assumptions, especially

max	0 � N; (3.8)

one has in the energy norm

ku � uNk" � "1=4N�1max 0 C .N�1max 0/2:

For the Bakhvalov-Shishkin mesh or the Vulanovic-Shishkin mesh max 0 is
uniformly bounded, thus one gets optimal error estimates. But the energy norm is
not balanced.

The approach of [30] leads for S-type meshes to error estimates in the balanced
norm too. The only difficulty is the application of an inverse inequality on the fine
mesh. Denoting by hf the minimal step size of the fine mesh, we have

juI � �uj1;�f � .meas�f /
1=2

hf
.N�1max 0/2:

To get the optimal order with respect to N�1, we need the assumption

N�1 � 	.1=N/; (3.9)

which is satisfied for all meshes mentioned. Then we get in the balanced norm for
S-type meshes

ku � uNkb � N�1.lnN/1=2.max 0/2: (3.10)

There exist surprisingly few results concerning finite element methods on
Bakhvalov-type meshes, see [26, 29].
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In [29] Bakhvalov-type meshes are analysed based on their relation to Shishkin-
type meshes. It turns out that the analysis in that paper (for convection-diffusion
problems) yields for reaction-diffusion problems in the energy norm

ku � uNk" � "1=4N�1 C N�2: (3.11)

The ideas from [29] allow also some error estimate in the balanced norm. In the
exceptional strip x 2 ŒxN=4�1; xN=4�, for instance, the application of an inverse
inequality to estimate ju � �uj1 generates some additional factor, resulting in

ku � uNkb � Q.N; "/N�1.lnN/1=2 (3.12)

with

Q.N; "/ WD max.1;N�1.ln
1

"
/1=2/:

Remark Q.N; "/ � p
ln 10 if N 
 10 and " 
 10�100.

Recursively generated meshes appear more often in the literature than
Bakhvalov-type meshes (combined with finite element methods), let us mention
papers by Duran, Franz, Gartland, Liu, Ludwig, Skalicky, Teofanova, Uzelac,
Xenophontos and Xu.

In 1D, recursively generated meshes for a problem with a boundary layer
characterized by the parameter " and a layer width of order " do have the form

x1 D "N�1; (3.13a)

xi D xi�1 C g.";N; xi�1/; i D 2; : : : ;M: (3.13b)

It makes sense to choose the smallest M such that M 
 
 , here 
 is the transition
point due to Shishkin to a coarse uniform mesh. For a Gartland-Shishkin mesh we
have g D "N�1exi�1=.2"/, for a Duran-Shishkin mesh the simpler g D 2N�1xi�1.

It was shown in [32] as well as in [7], that for a Gartland-Shishkin mesh the grid
generation function has the property (3.8) and max 0 � C, moreover M D O.N/.
Therefore, for a Gartland-Shishkin mesh we get

ku � uNkb � N�1.lnN/1=2: (3.14)

For a Duran-Shishkin mesh the result is a little worse because max 0 � C ln lnN
and M D O.N lnN/.
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4 Supercloseness and a Combination Technique

We come back to the linear reaction-diffusion problem

Lu � �"�u C cu D f in � D .0; 1/ � .0; 1/ (4.1a)

u D 0 on @� (4.1b)

for now bilinear elements on the corresponding Shishkin mesh. It is well known
that we have the supercloseness property (assuming �0 
 2:5)

kuN � uIk" � �
"1=2.N�1 lnN/2 C N�2� : (4.2)

Now we ask: Does there exist some projection onto the finite element space such
that a supercloseness property holds with respect to the balanced norm?

With vN WD uN �…u we start from

"jvNj21 C c kvNk20 � ".r.u �…u/;rvN/C c .u �…u; vN/:

Next we use the decomposition of solution into a smooth part S and a layer part
E with u D S C E, decompose also …u D …S C …E (so far …S and …E are not
defined) and use different still to fix projections into our bilinear finite element space
for S and E. We choose:

• …S 2 VN satisfies

.…S; v/ D .S; v/ 8v 2 VN
0

with given values in the grid points on the boundary.
• …E is zero in �0 and the standard bilinear interpolation operator in the fine

subdomain with exception of one strip of the width of the fine stepsize in the
transition region (and, of course, bilinear in that strip and globally continuous)

With this choice we obtain

"jvN j21 C c kvNk20 � ".r.u �…u/;rvN/C c .E �…E; vN/�f :

In the second term we hope to get some extra power of ", in the first term we want
to apply superconvergence techniques for the estimation of the expression .r.E �
…E/;rvN). First let us remark that …E satisfies the same estimates as the bilinear
interpolant EI on �f :

kE �…Ek0;�f � "1=4.N�1 lnN/2
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and (based on Lin identities)

"j.r.E �…E/;rvN/j � N�2"3=4jvN j1:

It is only a technical question to prove that for our modified interpolant on the
exceptional strip the same estimates for the interpolation error hold true as for the
bilinear interpolant. Here we use the fact that E is on that strip as small as we want
and that the measure of the strip is small as well.

Consequently we get

jvN j21 � jS �…Sj21 C "�1=2.N�1 lnN/4:

For the L2 projection of S we have kS � …Sk1 � N�2 and kS � …Sk1;�f �
."1=2N�1 lnN/2. It follows

jS �…Sj1;�0 � N�1; jS �…Sj1;�f � "1=2N�1 lnN:

Summarizing we get a weak supercloseness result

"1=4juN �…uj1 � "1=4N�1 C .N�1 lnN/2:

The result is not satisfactory, but so far we see no possibility to improve it. It is no
problem to estimate the L2 error.

Next we present an application of the supercloseness result to the combination
technique. It is clear that the result cannot be optimal because the supercloseness
result is nor optimal so far. We analyse the version of the combination technique
presented in [13], for a different sparse grid method see [21]. We also remark that
in [22] the authors observe numerically that their sparse grid technique appears to
converge in a balanced norm.

Writing N for the maximum number of mesh intervals in each coordinate
direction, our combination technique simply adds or subtracts solutions that have
been computed by the Galerkin FEM on N � p

N,
p
N �N and

p
N � p

N meshes.
We obtain the same accuracy as on an N � N mesh with less degrees of freedom. In
the following we use the notation of [13].

In the combination technique for bilinear elements we compute a two-scale finite
element approximation uNON; ON with ON D p

N by

uNON; ON WD uN; ON C u ON;N � u ON; ON :

We proved (in our new notation)

ku � uNNkb � N�1.lnN/3=2 C N�2: (4.3)

The question is whether or not uNON; ON satisfies a similar estimate.
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Analogously to uNON; ON we define INON; ONE and …N
ON; ONS. Then we can decompose the

error to estimate as follows:

uNON; ON � uNN D Tcl;1.S/C .…N
ON; ONS �…N;NS/C Tcl;2.E/C .INON; ONE � IN;NE/:

Thus we have two terms representing the error for two-scale projection operators
(related to L2 projection and interpolation, respectively) and two terms which can
be estimated based on our supercloseness result:

Tcl;1.S/ WD .SN; ON �…N; ONS/C .S ON;N �… ON;NS/� .S ON; ON �… ON; ONS/� .SN;N �…N;NS/;

analogously

Tcl;2.E/ WD .EN; ON � IN; ONE/C .E ON;N � I ON;NE/� .E ON; ON � I ON; ONE/� .EN;N � IN;NE/:

For the two-scale interpolation error .INON; ONE� IN;NE/ the results of [13] remain valid
(Lemma 2.3 and 2.5, modified for the reaction-diffusion problem). For the two-scale
projection error an estimate in L2 and L1 is easy. The estimate in the seminorm j 	 j1
as in Sect. 2 follows from an inverse inequality, applied separately in �0 and �f .
Finally we get for ON D p

N the estimate

kuNON; ON � uNNkb � "1=4N�1=2 C N�1 lnN: (4.4)

The result is not satisfactory, so far we can only prove the desired estimate for the
combination technique if " � N�2.

5 A Direct Mixed Method

The first balanced error estimate was presented by Lin and Stynes [19] using a first
order system least squares (FOSLS-like) mixed method. For the variables .u; Nq/with
�Nq D ru and its discretizations on a Shishkin mesh they proved

"1=4kNq � NqNk0 C ku � uNk0 � N�1 lnN (5.1)

(see also [2] for a modified version of the method).
We shall proof that the estimate (5.1) is also valid for a direct mixed method

(instead of the more complicated least-squares approach from [19]). We remark that
Li and Wheeler [18] analyzed the method in the energy norm on so called A-meshes,
which are simpler to analyze than S-meshes.
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Introducing Nq D �ru, a weak formulation of (1.1) reads:
Find .u; Nq/ 2 W � V such that

".div Nq;w/C c.u;w/ D . f ;w/ for all w 2 W; (5.2a)

".Nq; Nv/� ".div Nv; u/ D 0 for all Nv 2 V; (5.2b)

with V D H.div;�/, W D L2.�/.
For the discretization on a standard rectangular Shishkin mesh we use .uN ; NqN/ 2

VN �WN . Here WN is the space of piecewise constants on our rectangular mesh and
VN the lowest order Raviart-Thomas space RT0. That means, on each mesh rectangle
elements of RT0 are vectors of the form

.span.1; x/; span.1; y//T:

Our discrete problem reads: Find .uN ; NqN/ 2 WN � VN such that

".div NqN;w/C c.uN ;w/ D . f ;w/ for all w 2 WN ; (5.3a)

".NqN; Nv/� ".div Nv; uN/ D 0 for all Nv 2 VN : (5.3b)

Setting w WD uN , Nv WD NqN results in the stability estimate

"kNqNk20 C c

2
kuNk20 � k fk20: (5.4)

The unique solvability of the discrete problem follows (if f � 0).
For the error estimation we introduce projections … W V 7! VN and P W W 7!

WN . As usual, instead of u � uN and Nq � NqN we estimate Pu � uN and …Nq � NqN ,
assuming that we can estimate the projection errors. Subtraction of the continuous
and the discrete problem results in

".r 	 .…Nq � NqN/;w/C c.Pu � uN ;w/ D ".r 	 .…Nq � Nq/;w/C c.Pu � u;w/;
(5.5a)

".…Nq � NqN ; Nv/ � ".r 	 Nv;Pu � uN/ D ".…Nq � Nq; Nv/� ".r 	 Nv;Pu � u/:
(5.5b)

Setting Nv WD …Nq � NqN D N� and w WD Pu � uN D 
 we obtain the error equation

". N�; N�/Cc.
; 
/ D ".r	.…Nq�Nq/; 
/Cc.Pu�u; 
/C".…Nq�Nq; N�/�".r	 N�;Pu�u/:
(5.6)

From the error equation it is easy to derive a first order uniform convergence result
in the energy norm (one could also think about supercloseness similar as in [18]).
But we want to investigate whether or not an estimate of the type (5.1) is possible.
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If P denotes the L2 projection, we have

.Pu � u; 
/ D 0 and .r 	 N�;Pu � u/ D 0;

because r 	 N� is piecewise constant for N� 2 VN . Therefore, from the right hand side
of the error equation two terms disappear and it follows

k N�k20 � "kr 	 .….ru/� ru/k20 C k….ru/� ruk20: (5.7)

Now let us denote by …� the standard local projection operator into the Raviart-
Thomas space VN . This operator satisfies

.r 	 . Nv �…� Nv/;w/ D 0 for all w 2 WN : (5.8)

Consequently, the choice … D …� would eliminate one more term in the error
equation and thus in (5.7). But do we have for the projection error the desired
estimate

"1=4k…�.ru/� ruk0 � N�1 lnN ‹ (5.9)

The answer is no (see Lin and Stynes [19], page 2738). The reason lies in the fact
that …� is applied to ru and its behavior near the transition point of the mesh is
different from the behavior of u (a factor "�1=2).

Therefore, Lin and Stynes define a modified interpolant… Nv 2 WN , such that

"1=4k….ru/� ruk0 � N�1 lnN (5.10)

([19], Corollary 4.6). The operator… is defined differently for every component of
the solution decomposition. For the smooth part one takes simply … D …�.

For the layer components, however, …� is modified. Consider, for instance, the
layer component w1 related to exp.�p

c�y=
p
"/. Then… and…� differ only in the

small strip R1 defined by

R1 WD Œ0; 1��Œ��h�; �� with � D 2
p
" lnN=

p
c and h� D O.

p
"N�1 lnN/:

On that strip we loose the property (5.8), therefore we additionally have to estimate

M1;R1 WD "1=2kr 	 .….rw1/� rw1/k0;R1 : (5.11)

On R1 we have k�w1k1 � "�1N�2, consequently

"1=2k�w1k0;R1 � "�1=2N�2"1=4N�1=2.lnN/1=2 D "�1=4N�5=2.lnN/1=2: (5.12)
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By construction the components of ….rw1/ satisfy .….rw1//1 D 0 on R1 and
k.….rw1//2k1 � "�1=2N�2. It follows

"1=2kr 	 .…rw1/k0;R1 � "1=2
1

h� "
�1=2N�2.h�/1=2 D "�1=4N�3=2.lnN/�1=2:

(5.13)

Therefore

M1;R1 � "�1=4N�3=2: (5.14)

The other layer components of the solution decomposition of u are treated similarly.
We obtain finally

"1=4k…Nq � NqNk0 � N�1 lnN (5.15)

and

"1=4kru � NqNk0 � N�1 lnN: (5.16)

Remark 1 It is well known [5, 6] that mixed methods can be reformulated as
non-mixed formulations, more precisely as projected nonconforming methods.
This allows error estimates for certain nonconforming methods to be established.
Moreover, certain mixed methods can be implemented as a nonconforming method.

6 Remarks and Further Open Problems

First let us remark that for systems

�"u00 C Au D f in � D .0; 1/; (6.1a)

u.0/ D u.1/ D 0 on @�; (6.1b)

so far there exists only a result of Lin and Stynes [20] in a balanced norm. Following
the basic idea from [19], but usingC1 elements instead of mixed finite elements, they
introduce the bilinear form

".w0; v0/C .Aw; v/C "3=2.w00; v00/C "1=2..Aw/0; v0/

and analyse the finite element method for quadratic C1 elements. The analysis
for the Galerkin method with C0 elements is open. It would be especially very
interesting to get estimates in balanced norms for systems with several small
parameters.



Error Estimates in Balanced Norms of Finite Element Methods on Layer-. . . 17

New difficulties arise as well for problems with different layers in one coordinate
direction, even for the simple 1D problem

�"3u00 C "b.x/u0 C c.x/u D f :

Here the layers E0 at x D 0 and E1 at x D 1 can be very different:

E0 � exp.�x="/; but E1 � exp.�.1 � x/="2/:

That means, in a balanced norm one should scale the H1 seminorm near x D 0 with
"1=2, but near x D 1 with " (in the energy norm, however, "3=2 arises as scaling
factor).
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Numerical Studies of Higher Order Variational
Time Stepping Schemes for Evolutionary
Navier-Stokes Equations

Naveed Ahmed and Gunar Matthies

Abstract We present in this paper numerical studies of higher order variational
time stepping schemes combined with finite element methods for simulations of the
evolutionary Navier-Stokes equations. In particular, conforming inf-sup stable pairs
of finite element spaces for approximating velocity and pressure are used as spatial
discretization while continuous Galerkin–Petrov methods (cGP) and discontinuous
Galerkin (dG) methods are applied as higher order variational time discretizations.
Numerical results for the well-known problem of incompressible flows around a
circle will be presented.

1 Introduction

The flow of incompressible fluids is described by the time-dependent, incom-
pressible Navier–Stokes equations. In order to solve them numerically, one has to
discretize in space and time. Often the method of lines is applied where the problem
is discretized in space first while the time remains continuous. This technique leads
to a large system of ordinary differential equations which can be solved by suitable
ODE solvers. Note that the resulting system of ODE is nonlinear due to the nonlinear
convection term in the Navier–Stokes equations.

We will consider continuous Galerkin–Petrov and discontinuous Galerkin meth-
ods as higher order variational time discretizations. In continuous Galerkin–Petrov
(cGP) methods, the ansatz functions are continuous in time while the discontinuous
test functions allow a time marching process. In discontinuous Galerkin (dG)
schemes, ansatz and test functions are from the same space and allowed to be
discontinuous at the discrete time points. Hence, a time marching process is possible
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as well. Variational time discretizations by cGP and dG methods allow A-stable or
even strongly A-stable methods of any order while time discretizations of BDF-type
are A-stable only for orders up to 2.

The cGP method has been studied in [1] for the heat equation. Theoretical and
numerical investigations of higher order variational time discretizations applied to
different types of incompressible flow problems can be found in [2–6]. Note that
cGP methods are A-stable whereas dG methods are even strongly A-stable which
might lead to different damping properties with respect to high frequency error
components. We refer to [7] for more information on dG methods.

The inf-sup condition plays a fundamental role for solving incompressible
flow problems without additional pressure stabilization. Using inf-sup stable pairs
of finite element spaces for approximation velocity and pressure is guided by
the observation that flow problems are often part of coupled problems of flow
and transport where mass conservation depends crucially on the properties of
the discrete velocity, see [8]. Since the property of a velocity field being discretely
divergence-free is disturbed by pressure stabilization, the use of inf-sup stable
discretizations is favorable.

We will describe in this paper the discretization of the evolutionary Navier–
Stokes equations in space by inf-sup stable finite element pairs for approximating
velocity and pressure together with higher order variational time stepping schemes
using continuous Galerkin–Petrov and discontinuous Galerkin methods. In addition,
a post-processing technique given in [9] for systems of ordinary differential
equations is adapted in order to improve the accuracy of the numerical solution. The
proposed solution strategy will be applied to the well-know benchmark problem of
an incompressible flow around a circle.

The remainder of this paper is organized as follows. Section 2 introduces
the evolutionary, incompressible Navier–Stokes equations and their finite element
discretizations. Variational time discretizations by continuous Galerkin–Petrov and
discontinuous Galerkin methods are described in Sect. 3 where also the post-
processing techniques is given. Numerical results for the benchmark problem “flow
around a circle” will be given in Sect. 4.

2 Model Problem and Its Finite Element Discretization

Let ˝ � R
d, d 2 f2; 3g, be a Lipschitz domain with polyhedral boundary @˝ and

T > 0 a finite time. The motion of incompressible fluids is modeled by the time-
dependent, incompressible Navier–Stokes equations which in dimensionless form
are defined by

u0 � ��u C .u 	 r/u C rp D f in .0;T� �˝;
r 	 u D 0 in .0;T� �˝: (1)
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Here, f is a given body force, � the viscosity, u and p denote the velocity and
pressure fields, respectively. The partial differential equations in (1) have to be
closed by appropriate initial and boundary conditions. For simplicity, we consider
homogeneous Dirichlet boundary conditions on Œ0;T� � @˝ and a given initial
velocity field u0 in ˝ .

We introduce the spaces V D H1
0.˝/

d, Q D L20.˝/, and W D fv 2 L2.0;TI V/ W
v0 2 L2.0;TI V0/g with V0 D H�1.˝/d as dual space of V.

Assuming f 2 L2
�
0;TIL2.˝/d�, a variational formulation of problem (1) reads:

Find u 2 W and p 2 L2.0;TIQ/ such that u.0/ D u0 and for almost all t 2 .0;T/
hu0.t/; vi C �.ru.t/;rv/C ..u.t/ 	 r/u.t/; v/ � . p.t/;r 	 v/ D .f.t/; v/ 8v 2 V;

.q; div u/ D 0 8q 2 Q:
(2)

Note that h	; 	i denote the duality pairing between V and V0 while .	; 	/ is the
inner product in L2.˝/ and its vector-valued and tensor-valued versions. The
corresponding L2-norm is given by k 	 k0 while j 	 jm indicates the semi-norm in
Hm.˝/ and its vector-valued version.

For finite element discretizations of (2), we are given a family fThg of shape-
regular decomposition of ˝ into d-simplices, quadrilaterals, or hexahedra. The
diameter of a cell K is denoted by hK and the mesh size h is defined by h WD max

K2Th

hK .

We consider pairs of conforming finite element spaces Vh � V and Qh � Q
for approximation velocity and pressure where we assume that Vh D Yd

h with a
scalar finite element space Yh. The unique solvability of the system arising from the
discretization and linearization of (2) in space requires to satisfy the inf-sup stability
condition

inf
qh2Qh

sup
vh2Vh

.qh;r 	 vh/

kqhk0jvhj1 
 ˇ > 0: (3)

Then, the finite element discretization of (2) reads:
Find uh 2 H1.0;TI Vh/ and ph 2 L2.0;TIQh/ such that with uh.0/ D u0;h and

for almost all t 2 .0;T/
.u0

h.t/; vh/C A .uh.t/; .uh.t/; ph.t//; .vh; qh// D .f.t/; vh/ 8.vh; qh/ 2 Vh � Qh

(4)

where u0;h 2 Vh is a suitable approximation of the initial velocity u0 and A is
defined by

A .w; .u; p/; .v; q// D �.ru;rv/C ..w 	 r/u; v/� . p;r 	 v/C .q;r 	 u/:

Note that A is linear in its second and third argument while the problem (4) is non-
linear. For small values of the viscosity parameter �, spatial stabilization becomes
necessary and additional terms will appear in the discrete scheme, see [10, 11] for
examples.
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3 Variational Time-Stepping Schemes

In this section, we discretize problem (4) in time by continuous Galerkin–Petrov
(cGP) and discontinuous Galerkin (dG) methods. To this end, we consider a partition
0 D t0 < t1 < : : : < tN D T of the time interval I WD Œ0;T� and set In WD .tn�1; tn�,

n D tn � tn�1, n D 1; : : : ;N, and 
 WD max1�n�N 
n. For a given non-negative
integer k, we define the time-continuous and time-discontinuous velocity spaces

Xc
k WD

n
u 2 C.0;TI Vh/ W ujIn 2 Pk.In;Vh/; n D 1; : : : ;N

o
;

Xdc
k WD

n
u 2 L2.0;TI Vh/ W ujIn 2 Pk.In;Vh/; n D 1; : : : ;N

o

and time-continuous and time-discontinuous pressure spaces

Yc
k WD

n
q 2 C.0;TIQh/ W qjIn 2 Pk.In;Qh/; n D 1; : : : ;N

o
;

Ydc
k WD

n
q 2 L2.0;TIQh/ W qjIn 2 Pk.In;Qh/; n D 1; : : : ;N

o

where

Pk.In;Wh/ WD
n
u W In ! Wh W u.t/ D

kX

iD0
Uit

i; t 2 In;Ui 2 Wh; i D 0; : : : ; k
o

denotes the space of Wh-valued polynomials of degree less than or equal to k in
time. The function in the spaces Xdc

k and Ydc
k are allowed to be discontinuous at the

nodes tn, n D 1; : : : ;N � 1. For a piecewise smooth function w, let

w�
n WD lim

t!tn�0w.t/; wC
n WD lim

t!tnC0w.t/; Œw�n WD wC
n � w�

n

denote the left-sided value, the right-sided value, and the jump, respectively. ut

3.1 The Continuous Galerkin-Petrov Method

In this section, we discretize the semi-discrete problem (4) in time by cGP methods
to obtain a fully discrete formulation of (2). Now, the cGP(k) method reads:

Find uh;
 2 Xc
k and ph;
 2 Yc

k such that uh.0/ D u0;h and

ż T

0

�
.u0

h;
 ; vh;
 /C A .uh;
 ; .uh;
 ; ph;
 /; .vh;
 ; qh;
 //
�

D
ż T

0

.f; vh;
 / 8vh;
 2 Xdc
k�1;8qh;
 2 Ydc

k�1 (5)



Numerical Studies of Higher Order Variational Time Stepping Schemes for. . . 23

where the index h; 
 refers to the full discretization in space and time, respectively.
Since the test functions are allowed to be discontinuous at the discrete time points

tn, n D 1; : : : ;N�1, we can choose the test function .vh;
 ; qh;
 / D .vh; qh/ .t/ with
time independent .vh; qh/ 2 Vh � Qh and a scalar function  W In ! R which is
zero on I n In and a polynomial of degree less than or equal to k� 1 on In. Then, the
solution of the cGP(k) method can be determined by successively solving a single
local problem on each time interval.

The fully discrete time marching scheme associated to (5) reads:
Find uh;


ˇ
ˇ
In

2 Pk.In;Vh/ and ph;

ˇ
ˇ
In

2 Pk.In;Qh/ such that for all  2 Pk�1.In/

ż
In

�
.u0

h;
 ; vh/C A .uh;
 ; .uh;
 ; ph;
 /; .vh; qh//
�
 .t/

D
ż T

0

.f; vh/ .t/ 8.vh; qh/ 2 Vh � Qh

with uh;


ˇ
ˇ
I1
.t0/ D u0;h and uh;


ˇ
ˇ
In
.tn�1/ D uh;


ˇ
ˇ
In�1
.tn�1/ for n 
 2.

We apply for the numerical integration of the time integrals the Gauß-Lobatto
quadrature rule with .kC 1/ points. This formula is exact for polynomials of degree
less than or equal to 2k � 1. Let Otj and Owj, j D 0; : : : ; k, be the Gauß-Lobatto points
and the corresponding quadrature weights on Œ�1; 1�, respectively. Furthermore, we
denote by O	j 2 Pk, j D 0; : : : ; k, and O j 2 Pk�1; j D 1; : : : ; k, the Lagrange basis
function with respect to Otj, j D 0; : : : ; k, and Otj, j D 1; : : : ; k, respectively. The time
polynomials 	n;j 2 Pk.In/, j D 0; : : : ; k, and  n;j 2 Pk�1.In/, j D 1; : : : ; k, are
defined by

	n;j.t/ WD O	j
�
T�1
n .t/

�
and  n;j.t/ WD O j

�
T�1
n .t/

�

with the affine reference transformation

Tn W Œ�1; 1� ! In; Ot 7! tn�1 C 
n

2
.Ot C 1/; (6)

see [9].
Since the restrictions of uh;
 and ph;
 to the interval In are Vh-valued and

Qh-valued polynomials of degree less than or equal to k , they can be represented as

uh;


ˇ
ˇ
In

D
kX

jD0
Uj

n;h	
j
n;h.t/; ph;


ˇ
ˇ
In

D
kX

jD0
P j
n;h	

j
n;h.t/; t 2 In;

with coefficients Uj
n;h 2 Vh and P j

n;h 2 Qh, j D 0; : : : ; k. The particular ansatz
ensures

uh;
 .tn;j/ D Uj
n;h; ph;
 .tn;j/ D P j

n;h; j D 0; : : : ; k;
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where tn;j WD Tn.Otj/; j D 0; : : : ; k. Since tn;0 D tn�1 and tn;k D tn hold, the initial
conditions on the intervals In, n D 1; : : : ;N, are equivalent to the conditions

U0
1;h D u0;h; and U0

n;h D uh;


ˇ
ˇ
In
.tn�1/ D Uk

n�1;h if n 
 2:

Using the properties of the basis functions in time, we obtain the following coupled
system of nonlinear equations:

For U0
1;h D u0;h and U0

n;h D Uk
n�1;h if n 
 2, find the coefficients Uj

n;h 2 Vh and

P j
n;h, j D 1; : : : ; k, such that

kX

jD0
˛ci;j

�
Uj

n;h; vh

�
C 
n

2
A
�
Ui

n;h; .U
i
n;h;P

i
n;h/; .vh; qh/

�

D 
n

2

˚
.f.tn;i/; vh/C ˇc

i .f.tn�1/; vh/
�

(7)

for i D 1; : : : ; k, for all vh 2 Vh, and for all qh 2 Qh, where ˛ci;j and ˇc
i are defined by

˛ci;j WD O	0
j .Oti/C ˇc

i
O	0
j .Ot0/; ˇc

i WD Ow0 O i.Ot0/; i D 1; : : : ; k; j D 0; : : : ; k;

see [9].
In the following, we write (7) as a nonlinear algebraic block system. For

simplicity, we restrict ourselves to the two-dimensional case. The three-dimensional
case is obtained in a straightforward manner.

Let f	i 2 Yh; i D 1; : : : ;mhg be a finite element basis of Yh and �
j
n;1; �

j
n;2 2 R

mh

denote the nodal vectors associated to the components of the finite element function
Uj

n;h 2 Vh such that

Uj
n;h.x/ D

2X

lD1

 
mhX

�D1

�
�
j
n;l

�

�
	�.x/

!

el; x 2 ˝;

where e1; e2 2 R
2 are the canonical unit vectors. Similarly for the pressure, let

f i 2 Qh, i D 1; : : : ; nhg, denote a finite element basis of Qh and �j
n the nodal

vector of P j
n;h 2 Qh such that

P j
n;h.x/ D

mhX

�D1

�
� j
n

�
�
 �.x/; x 2 ˝:

Furthermore, the mass matrix M 2 R
mh�mh , the matrix A 2 R

mh�mh , the velocity-
pressure coupling matrices Bi 2 R

nh�mh , and the right-hand side vectors Fj
n;i 2 R

mh ,
i D 1; 2, are given by

.M/s;k WD .	k; 	s/; .A/s;k WD �.r	k;r	s/;

.Bi/s;k WD � � s;r 	 .	kei/
�
; .Fj

n;i/k WD �
f .tn;j/; 	ke

i
�
; i D 1; 2:



Numerical Studies of Higher Order Variational Time Stepping Schemes for. . . 25

For a given discrete velocity field wh 2 Vh and its nodal vector w 2 R
2mh , the matrix

representation N.w/ 2 R
mh�mh of the nonlinear term is defined by

�
N.w/

�
s;k

WD ��
w 	 r�	k; 	s

�
: (8)

We define the block matrices

M D
2

4
M 0 0

0 M 0

0 0 0

3

5 ; A D
2

4
A C N.w/ 0 BT

1

0 A C N.w/ BT
2

B1 B2 0

3

5 ; (9)

and the block vectors

Fj
n D

2

6
4
Fj
n;1

Fj
n;2

0

3

7
5 ; �j

n D

2

6
4

�
j
n;1

�
j
n;2

�j
n

3

7
5 : (10)

Then, the fully discrete problem (7) on In is equivalent to the nonlinear k � k block
system:

Find �j
n 2 R

2mhCnh , j D 1; : : : ; k, such that

kX

jD0
M �j

n C 
n

2
A �i

n D 
n

2

n
Fi
n C ˇc

i

�
F0n � A �0n

�o
; i D 1; : : : ; k: (11)

3.2 The Discontinuous Galerkin Method

The discontinuous Galerkin (dG) method applied to (4) leads to the following
problem in In:

Given u�
n with u�

1 D u0;h, find uh;


ˇ
ˇ
In

2 Pk.In;Vh/ and ph;

ˇ
ˇ
In

2 Pk.In;Qh/ such
that for all  2 Pk.In/

ż
In

� �
u0
h;
 ; vh;


�C A .uh;
 ; .uh;
 ; ph;
 /; .vh; qh//
�
 .t/C �

Œuh;
 �n; vC
n�1
�
 .tn�1/

D
ż
In

.f; vh;
 /  .t/

for all vh 2 Vh and all qh 2 Qh. Here, the right-sided Gauß-Radau quadrature
formula with .k C 1/ points is applied to evaluate the time integrals numerically.
Note that this quadrature rule is exact for polynomials of degree less than or equal to
2k. Let Otj and Owj, j D 1; : : : ; kC 1, denote the points and weights for this quadrature
formula on Œ�1; 1�, respectively.
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Since uh;
 and ph;
 restricted to the interval In are Vh-valued and Qh-valued
polynomials of degree less than or equal to k , they can be represented as

uh;


ˇ
ˇ
In
.t/ D

kC1X

jD1
Uj

n;h	
j
n;h.t/; ph;


ˇ
ˇ
In
.t/ D

kC1X

jD1
P j
n;h	

j
n;h.t/

with Uj
n;h 2 Vh and P j

n;h 2 Qh, j D 1; : : : ; k C 1. Following [2], one obtains the
following coupled system of nonlinear equations:

Given U0
n;h D u0;h for n D 1 and U0

n;h D UkC1
n�1 for n 
 2, find the coefficients

�
Uj

n;h;P
j
n;h

� 2 Vh � Qh, j D 1; : : : ; k C 1, such that

kC1X

jD1

˛di;j

�
Uj

n;h; vh
�

C 
n

2
A
�
Ui

n;h; .U
i
n;h;P

i
n;h/; .vh; qh/

� D ˇi
�
U0

n;h; vh
�C 
n

2
.f.tn;i/; vh/

(12)

for i D 1; : : : ; k C 1 and for all .vh; qh/ 2 .Vh;Qh/ where

˛di;j WD O	0
j C ˇd

i
O	j.�1/; ˇd

i WD 1

Owi

O	i.�1/:

Similarly as for cGP, problem (12) on In results in the .k C 1/ � .k C 1/ nonlinear
algebraic block system:

Find �j
n 2 R

2mhCnh for j D 1; : : : ; k C 1 such that

kC1X

jD1
˛di;jM �j

n C 
n

2
A�i

n D ˇd
i M �0n C 
n

2
Fi
n: (13)

After solving this system, we enter the next time interval and set the initial value of
the time interval InC1 to �0nC1 WD �kC1

n .

3.3 Post-Processing

In [9], a simple post-processing for systems of ordinary differential equations
was presented which was extended to time-dependent convection-diffusion-reaction
equations in [12] and to transient Stokes problems in [2]. This simple post-
processing allows to construct numerical approximations being in integral-based
norms at least one order better than the originally obtained numerical solution
provided that the exact solution is sufficiently smooth in time.
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We will generalize the idea to the Navier-Stokes equations. Let uh;
 and
ph;
 denote the solution of either cGP(k) or dG(k). The post-processed solution
.˘uh;
 ; ˘ph;
 / on the time interval In is given by

.˘uh;
 /.t/ D uh;
 .t/C gnn.t/; .˘ph;
 /.t/ D ph;
 .t/C dn
0
n.t/; t 2 In;

where gn 2 Vh and dn 2 Qh are finite element functions and

n.t/ D 
n

2
O.Ot/; Ot WD T�1

n .t/;

with Tn from (6). For cGP(k), the polynomial O 2 PkC1 vanishes in all Gauß-Lobatto
points while the polynomial O 2 PkC1 for dG(k) vanishes in all Gauß-Radau points.
In both cases, it is scaled such that O 0.1/ D 1. The nodal vectors �n;1 2 R

mh , �n;2 2
R

mh of the finite element function gn 2 Vh and the nodal vector ın 2 R
nh of the

finite element function dn 2 Qh are the solution of the saddle-point problem

2

4
M 0 BT

1

0 M BT
2

B1 B2 0

3

5

2

4
�n;1

�n;2

ın

3

5 D
2

4
Fe
n;1

Fe
n;2

0

3

5 �
2

4
A C N.�n/ 0 BT

1

0 A C N.�n/ BT
2

B1 B2 0

3

5

2

4
�e
n;1

�e
n;2

�e
n

3

5

�
2

4
M 0 0

0 M 0

0 0 0

3

5

2

4
�e
n;1

�e
n;2

0

3

5 (14)

where �e
n;1; �e

n;2 2 R
mh denote the nodal representation of the components of

u0
h;
 .tn/ 2 Vh while �en D .�en;1; �

e
n;2/

T and �en are the nodal vectors for uh;
 .tn/ and
ph;
 , respectively. The matrices are given in (8) and (9).

It has been shown in [9] for systems of ordinary equations that the post-processed
solution ˘uh;
 .t/ can be interpreted as the solution of a time stepping scheme with
ansatz order k C 1. The extension to the transient Stokes problems and transient
Oseen problems can be found in [2] and [13]. It has been shown numerically that
the simple post-processing leads to solutions which show at the discrete time points
a super-convergence of order 2k (cGP(k)) and 2k C 1 (dG(k)) for both velocity
and pressure. Note that the post-processing requires, even for the Navier–Stokes
equations, just the solution of a linear saddle point system. The post-processing for
the three-dimensional case is obtained in the obvious way.

4 Numerical Results

This section is devoted to an example which illustrates accuracy and performance
of combinations of inf-sup stable spatial discretizations with higher order varia-
tional time discretization schemes. All computations used the finite element code
MooNMD [14].
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S
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0.410.1

0.15

0.15

Fig. 1 Domain (top) and initial mesh (bottom) of the test problem

We consider the well-known benchmark problem of the flow around a circle
defined in [15]. The geometry and the initial grid (level 0) are given in Fig. 1.

The Navier-Stokes equations (1) are considered with source term f D 0, viscosity
� D 10�3, and the final time T D 8. The inflow and outflow boundary conditions
are prescribed by

u.tI 0; y/ D u.tI 2:2; y/ D 1

0:412
sin
��t
8

�	
6y.0:41� y/

0



; 0 � y � 0:41;

while no-slip conditions are applied on all other boundaries. The diameter of the
cylinder is L D 0:1 and the mean inflow velocity is U.t/ D sin.�t=8/ such that
Umax D 1. The density of the fluid is � D 1. Hence, the Reynolds number of this
flow is Re D 100. Note that the standard Galerkin discretization in space is used
since the moderate Reynolds number doesn’t require a spatial stabilization.

Important quantities of interest in this example are the drag coefficient cd at the
circle and the lift coefficient cl at the circle which are defined by

cd.t/ WD 2

�LU2
max

ż
S

	
��
@utS.t/

@n
ny � p.t/nx



dS;

cl.t/ WD � 2

�LU2
max

ż
S

	
��
@utS.t/

@n
nx C p.t/ny



dS;

where n D .nx; ny/T is the unit normal vector on S directing into˝ , tS D .ny;�nx/T

the unit tangential vector and utS WD u 	 tS the tangential velocity along the circle.
Using integration by parts and the weak formulation (4) of the Navier–Stokes
equations, we get

cd.t/ D �20˚.ut; vd/C �.ru;rvd/C �
.u 	 r/u; vd

� � . p;r 	 vd/
�
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for any function vd 2 �H1.˝/
�2

with .vd/
ˇ̌
S

D .1; 0/T and vd D .0; 0/T on all other
boundaries. Similarly, the lift coefficient can be obtained by

cl.t/ D �20˚.ut; vl/C �.ru;rvl/C �
.u 	 r/u; vl

� � . p;r 	 vl/
�

with any vl 2 �H1.˝/
�2

as a test function such that vl

ˇ̌
S

D .0; 1/T and vl D .0; 0/T

on all other boundaries.
The third benchmark parameter is the pressure difference between the front and

the back of the circle, given by

�p.t/ D p.tI 0:15; 0:2/� p.tI 0:25; 0:2/:

The Navier-Stokes equations were discretized in space with the inf-sup stable
pairs Q2=Pdisc

1 and Q3=Pdisc
2 on quadrilateral meshes. They are obtained from the

coarsest mesh (level 0) given in Fig. 1 by regular refinement with boundary adaption
to take the curved boundary at the circle into consideration. The computations
were performed on mesh level 4. This results in 107; 712 degrees of freedom for
the velocity and 39; 936 pressure degrees of freedom for Q2=Pdisc

1 while there are
241; 440 velocity degrees of freedom and 79; 872 pressure degrees of freedom for
Q3=Pdisc

2 . The temporal discretizations cGP(k C 1) and dG(k) lead both to a single
.k C 1/ � .k C 1/ block system of nonlinear equations in each time step. The
computations were performed with the time step lengths 
 D 0:02 � 2�j; j D
1; : : : ; 4. The nonlinearity is resolved by a Picard iteration (fixed point iteration) and
the resulting linear systems were solved by a flexible GMRES method [16] where
coupled multigrid methods with Vanka-type smoothers were used as preconditioner.

The accuracy is measured with respect to the reference values

.tref
d;max; c

ref
d;max/ D .3:93625; 2:950921575/; .tref

l;max; c
ref
l;max/

.tref
l;max; c

ref
l;max/ D .5:693125; 0:47795/; �pref.8/ D �0:1116

given in [17] where tref
d;max and tref

l;max denote the times at which drag and lift
coefficients achieve their maximal values cref

d;max and cl;maxref , respectively. We
compute the error to the reference values with respect to the drag and lift coefficients
by the distance formula

errd D
q
.tref
d;max � td;max/2 C .cref

d;max � cd;max/2;

errl D
q
.tref
l;max � tl;max/2 C .cref

l;max � cl;max/2;

see [18]. The error for the pressure difference will be computed by the simple
distance to the reference value.

All numbers which will be presented in the following graphs are based on post-
processed velocity and post-processed pressure.
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Fig. 2 Difference to the reference values vs the time step lengths for the cGP(2) (left) and dG(1)
(right) methods combined with the finite element pair Q2=Pdisc
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Fig. 3 Difference to the reference values vs the time step lengths for the cGP(3) (left) and dG(2)
(right) methods combined with the finite element pair Q3=Pdisc

2

Results for the time stepping schemes cGP(2) and dG(1) in combination with the
Q2=Pdisc

1 finite element pair are plotted in Fig. 2. We observe from the simulations
that the behavior concerning the accuracy and efficiency is different for different
quantities of interest. For the drag coefficient, the best result for both time
discretization methods can be obtained by using the time step length 
 D 0:00125.
For the lift coefficient, dG(1) needs a smaller time step length than cGP(2), see
the left plot in Fig. 2. However, the results for the pressure difference are almost
independent of the time step length. Comparing the results for both methods, cGP(2)
shows the best combination of efficiency and accuracy.

In Fig. 3, the differences to reference values for the combination of cGP(3) and
dG(2) with the pair Q3=Pdisc

2 are plotted. Similar conclusions can be made as for the
combination of cGP(2) and dG(1) with the pair Q2=Pdisc

1 if the drag coefficient is
of main interest. However, both time discretization methods perform similar for the
lift coefficient and pressure difference. Moreover, it is observed that the time error
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Fig. 4 Difference to the reference maximum time and lift values vs the time step lengths for the
cGP(3) (left) and dG(2) (right) methods combined with the finite element pair Q3=Pdisc
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Fig. 5 Evaluation of the drag coefficient (top left), pressure difference (top right), lift coefficient
(bottom left), and zoom of the lift coefficient around .tref

l;max; c
ref
l;max/ (bottom right)

is dominant in the computations of the error of the lift coefficient. This can be seen
in Fig. 4 where the difference to the reference time tref

l;max and value cref
l;max are plotted.

Figure 5 shows for the four considered combinations of spatial and temporal
discretizations the drag and lift coefficients as well as the pressure difference as
a function of time. The corresponding reference curves from [17] are also given
in all plots. If the drag coefficient and pressure difference are of concern, all
methods produce similarly accurate results. Considering the accuracy of the lift
coefficient, the situation is considerably more delicate. The higher order methods
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cGP(3) and dG(2), both in combination with the higher order pair Q3=Pdisc
2 as

spatial discretization, generate values which are closer to the reference data than the
results obtained for cGP(2) and dG(1), both together with Q2=Pdisc

1 as discretization
in space. This can be seen in a zoom of the lift coefficient around .tref

l;max; c
ref
l;max/,

shown in the right bottom picture of Fig. 5. The results of the four discretizations
suggest that the behavior of the lift coefficient is much more influenced by the spatial
discretization than the variational time discretization.
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Uniform Convergent Monotone Iterates
for Nonlinear Parabolic Reaction-Diffusion
Systems

Igor Boglaev

Abstract This paper deals with a uniform convergent monotone method for solving
nonlinear singularly perturbed parabolic reaction-diffusion systems. The uniform
convergence on a piecewise uniform mesh is established. Numerical experiments
are presented.

1 Introduction

In this paper we give a numerical treatment for the following semi-linear singularly
perturbed parabolic system:

@ui
@t

� "i
@2ui
@x2

C fi.x; t; u/ D 0; .x; t/ 2 ! � .0;T�; (1)

ui.0; t/ D 0; ui.1; t/ D 0; t 2 Œ0;T�;

ui.x; 0/ D  i.x/; x 2 !; ! D .0; 1/; i D 1; 2;

where 0 < "1 � "2 � 1, u � .u1; u2/, the functions fi and  i, i D 1; 2, are smooth
in their respective domains.

In the study of numerical methods for nonlinear singularly perturbed problems,
the two major points to be developed are: (1) constructing robust difference schemes
(this means that unlike classical schemes, the error does not increase to infinity,
but rather remains bounded, as the small parameters approach zero); (2) obtaining
reliable and efficient computing algorithms for solving nonlinear discrete problems.
For solving these nonlinear discrete systems, the iterative approach presented in
this paper is based on the method of upper and lower solutions and associated
monotone iterates. The basic idea of the method of upper and lower solutions is the
construction of two monotone sequences which converge monotonically from above
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and below to a solution of the problem. The monotone property of the iterations
gives improved upper and lower bounds of the solution in each iteration. An initial
iteration in the monotone iterative method is either an upper or lower solution, which
can be constructed directly from the difference equation, this method simplifies the
search for the initial iteration as is often required in Newton’s method.

In [5], uniformly convergent numerical methods for solving linear singularly
perturbed systems of type (1) were constructed. These uniform numerical methods
are based on the piecewise uniform meshes of Shishkin-type [6].

In [2], we investigated uniform convergence properties of the monotone iterative
method for solving scalar nonlinear singularly perturbed problems of type (1).
In this paper, we extend our investigation to the case of the nonlinear singularly
perturbed system (1).

The structure of the paper as follows. In Sect. 2, we introduce a nonlinear
difference scheme for solving (1). The monotone iterative method is presented in
Sect. 3. An analysis of the uniform convergence of the monotone iterates to the
solution of the nonlinear difference scheme and to the solution of (1) is given
in Sect. 4. The final Sect. 5 presents the results of numerical experiments with a
gas-liquid interaction model.

2 The Nonlinear Difference Scheme

On ! D Œ0; 1� and Œ0;T�, we introduce meshes !h and !
 :

!h D fxm; 0 � m � MxI x0 D 0; xMx D 1I hm D xmC1 � xmg;

!
 D ftk; 0 � k � N
 I t0 D 0; tN
 D TI 
k D tk � tk�1g;

and consider the nonlinear implicit difference scheme

LiUi.xm; tk/C fi.xm; tk;U/� 
�1
k Ui.xm; tk�1/ D 0; .xm; tk/ 2 !h � !
 ; (2)

LiUi.xm; tk/ � �"iLh
i Ui.xm; tk/C 
�1

k Ui.xm; tk/:

Ui.x0; tk/ D Ui.xMx ; tk/ D 0; Ui.xm; 0/ D  i.xm/; xm 2 !h; i D 1; 2;

where U � .U1;U2/, and the difference operators Lh
i , i D 1; 2, are defined by

Lh
i Ui.xm; tk/ D

�
Ui.xmC1; tk/� Ui.xm; tk/

„mhm
� Ui.xm; tk/ � Ui.xm�1; tk/

„mhm�1

�
;

„m D .hm C hm�1/=2; i D 1; 2:
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On each time level tk, k 
 1, we introduce the linear problems

.Li C ci/Wi.xm; tk/ D ˚i.xm; tk/; Wi.x0; tk/ D Wi.xMx ; tk/ D 0; (3)

ci.xm; tk/ 
 0; xm 2 !h; i D 1; 2:

In the following lemma, we state the maximum principle and we give estimates on
solutions of (3) from [8].

Lemma 1

(i) If mesh functions Wi.xm; tk/, i D 1; 2, satisfy the conditions

.Li C ci/Wi.xm; tk/ 
 0 .� 0/; xm 2 !h;

Wi.x0; tk/ 
 0 .� 0/; Wi.xMx ; tk/ 
 0 .� 0/;

then Wi.xm; tk/ 
 0 .� 0/ in !h, i D 1; 2.
(ii) The following estimates on the solutions of (3) hold true

kWi.	; tk/k!h � max
xm2!h

 j˚i.xm; tk/j
ci.xm; tk/C 
�1

k

�
; i D 1; 2; (4)

where kWi.	; tk/k!h D maxxm2!h jWi.xm; tk/j.

3 The Monotone Iterative Method

We say that the mesh functions

eU.xm; tk/ D .eU1.xm; tk/;eU2.xm; tk//; bU.xm; tk/ D .bU1.xm; tk/;bU2.xm; tk//

are ordered upper and lower solutions if they satisfy the following inequalities:

eU.xm; tk/ 
 bU.xm; tk/; .xm; tk/ 2 !h � !
 ;

LieUi.xm; tk/C fi.xm; tk;eU/ � 
�1
k
eUi.xm; tk�1/ 
 0; .xm; tk/ 2 !h � !
 ;

LibUi.xm; tk/C fi.xm; tk;bU/ � 
�1
k
bUi.xm; tk�1/ � 0; .xm; tk/ 2 !h � !
 ;

bUi.x�; tk/ � 0 � eUi.x�; tk/; x� D x0; xMx ;

bUi.xm; 0/ �  i.xm/ � eUi.xm; 0/; xm 2 !h; i D 1; 2:
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We introduce the notation

hbU.tk/;eU.tk/i D fU.xm; tk/ W bU.xm; tk/ � U.xm; tk/ � eU.xm; tk/; xm 2 !hg;
and we assume that on each time level tk, k 
 1, the reaction functions satisfy the
assumptions

0 � @fi
@ui
.xm; tk;U/ � ci.xm; tk/; on hbU.tk/;eU.tk/i; (5)

0 � � @fi
@ui0

.xm; tk;U/ � qi.xm; tk/; on hbU.tk/;eU.tk/i; i0 ¤ i;

where ci.xm; tk/ and qi.xm; tk/, i D 1; 2, are nonnegative bounded functions in !h.
On each time level tk, k 
 1, the iterative method is given in the form

.Li C ci/Z
.n/
i .xm; tk/ D �Ri.xm; tk;U

.n�1//; xm 2 !h; (6)

Ri.xm; tk;U
.n�1// � LiU

.n�1/
i .xm; tk/C fi.xm; tk;U

.n�1//� 
�1
k Ui.xm; tk�1/;

Z.n/i .x�; tk/ D 0; n 
 1; x� D x0; xMx ;

Z.n/i .xm; tk/ � U.n/
i .xm; tk/ � U.n�1/

i .xm; tk/;

Ui.xm; 0/ D  i.xm/; xm 2 !h; i D 1; 2;

where ci, i D 1; 2, are defined in (5). For upper sequence, we have Ui.xm; 0/ D
 i.xm/, U

.0/
.xm; tk/ D eUi.xm; tk/ and Ui.xm; tk/ D U

.nk/
i .xm; tk/, i D 1; 2, xm 2 !h,

where Ui.xm; tk/, i D 1; 2, are approximations of the exact solutions on time level
tk and nk is a number of iterative steps on time level tk. For lower sequence, we
have Ui.xm; 0/ D  i.xm/, U.0/.xm; tk/ D bUi.xm; tk/ and U.xm; tk/ D U.nk/.xm; tk/,
i D 1; 2, xm 2 !h.

The following theorem gives the monotone property of the iterative method (6).

Theorem 1 Let eU andbU be ordered upper and lower solutions, and assumption (5)

be satisfied. On each time level tk, k 
 1, the sequences fU.n/g, fU.n/g with U.0/ D eU
and U.0/ D bU, generated by the iterative method (6), converge monotonically

U.n�1/.xm; tk/ � U.n/.xm; tk/ � U
.n/
.xm; tk/ � U

.n�1/
.xm; tk/; xm 2 !h; (7)

Proof Since U
.0/ D eU and U.0/ D bU, then from (6) we conclude that

.Li C ci/Z
.1/

i .xm; t1/ � 0; .Li C ci/Z
.1/
i .xm; t1/ 
 0; xm 2 !h;

Z
.1/

i .x�; t1/ � 0; Z.1/i .x�; t1/ 
 0; x� D x0; xMx ; i D 1; 2:
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From Lemma 1, it follows that

Z
.1/

i .xm; t1/ � 0; Z.1/i .xm; t1/ 
 0 xm 2 !h; i D 1; 2: (8)

We now prove (7) for n D 1 and k D 1. From (6), in the notation W.n/
i D U

.n/
i �U.n/

i ,
n 
 0, i D 1; 2, we conclude that

.Li C ci/W
.1/
i .xm; t1/ D Fi.xm; t1;U

.0/
/� Fi.xm; t1;U

.0//; xm 2 !h;

W.1/
i .x�; t1/ D 0; x� D x0; xMx ; i D 1; 2;

where Fi.xk; tk;U/ D ci.xm; tk/Ui.xm; tk/ � fi.xm; tk;U/. Since U
.0/
.xm; t1/ 


U.0/.xm; t1/, by Lemma 2 from [1], we conclude that the right hand sides in the
difference equations are nonnegative. From Lemma 1, it follows W.1/

i . p; t1/ 
 0,
i D 1; 2, and this leads to (7) for n D 1, k D 1.

Using the mean-value theorem, from (6) we obtain

Ri.xm; t1;U
.1/
/ D �

	
ci � @fi

@ui



Z
.1/

i .xm; t1/C @fi
@ui0

Z
.1/

i0 .xm; t1/; i0 ¤ i; (9)

where the partial derivatives are calculated at intermediate points which lie in the

sector hU.1/
.t1/;U

.0/
.t1/i. From (5) and (8), we conclude that

Ri.xm; t1;U
.1/
/ 
 0; xm 2 !h; U

.1/

i .x�; t1/ D 0; x� D x0; xMx ; i D 1; 2:

Thus, U
.1/
.xm; t1/ is an upper solution. Similarly, we prove that U.1/.xm; t1/ is a

lower solution. By induction on n, we can prove that fU.n/
.xm; t1/g and fU.n/. p; t1/g

are, respectively monotonically decreasing and monotonically increasing sequences.
From (7) with t1, it follows that for i D 1; 2,

bUi.xm; t1/ � U.n1/
i .xm; t1/ � U

.n1/
i .xm; t1/ � eUi.xm; t1/; xm 2 !h: (10)

From here and by the assumption of the theorem that eU. p; t2/ and bU. p; t2/ are,
respectively, upper and lower solutions, we conclude that eU.xm; t2/ and bU.xm; t2/
are upper and lower solutions with respect to U

.n1/
.xm; t1/ and U.n1/.xm; t1/.

From (6), we conclude that W.1/.xm; t2/ satisfies

.Li C ci/W
.1/
i .xm; t2/ D Fi.xm; t2;U

.0/
/ � Fi.xm; t2;U

.0//C

�1
2 ŒU

.n1/
i .xm; t1/ � U.n1/

i .xm; t1/�;

xm 2 !h; W.1/
i .x�; t2/ D 0; x� D x0; xMx ; i D 1; 2:
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Since U
.0/
.xm; t2/ 
 U.0/.xm; t2/ and taking into account (10), by Lemma 2 from [1],

we conclude that the right hand sides in the difference equations are nonnegative.
From Lemma 1, we have W.1/

i . p; t2/ 
 0, i D 1; 2, that is,

U.1/
i . p; t2/ � U

.1/

i . p; t2/; p 2 !h; i D 1; 2:

The proof that U
.1/

i .xm; t2/ and U.1/
i .xm; t2/, i D 1; 2, are, respectively, upper and

lower solutions is similar to the proof on the time level t1. By induction on n,

we can prove that fU.n/
.xm; t2/g and fU.n/.xm; t2/g are, respectively, monotonically

decreasing and monotonically increasing sequences.

By induction on k, k 
 1, we prove that fU.n/
.xm; tk/g and fU.n/. p; tk/g are,

respectively, monotonically decreasing and monotonically increasing sequences,
which satisfy (7).

3.1 Convergence on Œ0;T�

We now choose the stopping criterion of the iterative method (6) in the form

max
i

kRi.	; tk;U.n//k!h � ı; (11)

where ı is a prescribed accuracy, and U.xm; tk/ D U.nk/.xm; tk/, xm 2 !h, where nk
is minimal subject to the stopping test.

Instead of (5), we now impose the two-sided constraints on fi, i D 1; 2, in
the form

�k � @fi
@ui
.xm; tk;U/ � ci.xm; tk/; on hbU.tk/;eU.tk/i; (12)

0 � � @fi
@ui0

.xm; t;U/ � qi.xm; tk/; on hbU.tk/;eU.tk/i; i ¤ i0;

where �k, k 
 1, are defined in (13).

Remark 1 We mention that the assumption @fi=@ui 
 �k, i D 1; 2, in (12) can
always be obtained via a change of variables. Indeed, introduce the following
functions ui.x; t/ D exp.�t/zi.x; t/, i D 1; 2, where � is a constant. Now, zi.x; t/,
i D 1; 2, satisfy (1) with

'i D �zi C exp.��t/fi.x; t; exp.�t/z1; exp.�t/z2/;
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instead of fi, i D 1; 2, and we have

@'i

@zi
D �C @fi

@ui
;

@'i

@zi0
D @fi
@ui0

; i0 ¤ i; i D 1; 2:

Thus, if � 
 maxk�1 �k, from here, we conclude that @'i=@zi and @'i=@zi0
satisfy (12)

We impose the constraint on 
k


k <
1

�k
; �k D max

i
f max
xm2!h

Œqi.xm; tk/�g: (13)

If assumptions (12) and (13) hold, then the nonlinear difference scheme (2) has a
unique solution (see Lemmas 3 and 4 in [1] for details).

We prove the following convergence result for the iterative method (6), (11).

Theorem 2 Assume that the mesh !
 satisfies (13), and fi. p; t;U/, i D 1; 2,
satisfy (12), where eU and bU are ordered upper and lower solutions of (2). Then

for the sequences fU.n/g, fU.n/g, generated by (6), (11) with, respectively, U.0/ D eU
and U.0/ D bU, the following uniform in " estimate holds

max
i

�
max
tk2!


kUi.	; tk/� U�
i .	; tk/k!h

�
� Tı; (14)

where U�
i . p; tk/, i D 1; 2, is the unique solution to (2).

Proof The difference problem for U.xm; tk/ D U.nk/.xm; tk/, k 
 1, can be
represented in the form

LiUi.xm; tk/C fi.xm; tk;U/� 
�1
k Ui.xm; tk�1/ D Ri.xm; tk;U

.nk//; xm 2 !h;

Ui.x�; tk/ D 0; x� D x0; xMx ; i D 1; 2:

From here, (2) and using the mean-value theorem, we get the difference problem for
Wi.xm; tk/ D Ui.xm; tk/ � U�

i .xm; tk/

	
Li C @fi

@ui



Wi.xm; tk/ D Ri.xm; tk;U/C 1


k
Wi.xm; tk�1/ � @fi

@ui0
Wi0.xm; tk/;

(15)
xm 2 !h; Wi.x�; tk/ D 0; x� D x0; xMx i0 ¤ i; i D 1; 2;

where the partial derivatives are calculated at intermediate points Ei, i D 1; 2,

such that U�
i � Ei � U

.0/

i , i D 1; 2, in the case of upper solutions and U.0/
i �

Ei � U�
i , i D 1; 2, in the case of lower solutions. Thus, the partial derivatives

satisfy (12). From here, (12), using (4) and taking into account that according
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to Theorem 1 the stopping criterion (11) can always be satisfied, in the notation
wk D maxi kWi.	; tk/k!h we have

wk � 1

�k C 
�1
k

�
ı C 
�1

k wk�1 C �kwk
�
:

Solving the last inequality for wk and taking into account that 
�1
k =.�k C 
�1

k / > 0,
we have

wk � ı
k C wk�1:

Since w0 D 0, by induction on k, we conclude (14)

wk � ı

kX

lD1

l � Tı; k 
 1:

3.2 Construction of Initial Upper and Lower Solutions

Here, we give some conditions on functions fi and  i, i D 1; 2, to guarantee the
existence of upper eU and lower bU solutions, which are used as the initial iterations
in the monotone iterative method (6).

Bounded Reactions Functions Assume that fi,  i, i D 1; 2, from (1) satisfy the
conditions

��i � fi.x; t; 0/ � 0;  i.x/ 
 0; ui.x; t/ 
 0; x 2 !;

where �i, i D 1; 2, are positive constants. Then

bUi.xm; tk/ D

 i.xm/; k D 0;

0; k 
 1;
xm 2 !h; i D 1; 2;

are lower solutions to (2). The solutions of the following linear problems:

Li.xm; tk/eUi.xm; tk/ D 
�1
k
eUi.xm; tk�1/C �i; xm 2 !h; k 
 1;

eUi.x�; tk/ D 0; x� D x0; xMx ; k 
 1; eUi.xm; 0/ D  i.xm/; xm 2 !h;

are upper solutions to (2).
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Constant Upper and Lower Solutions Assume that functions fi,  i, i D 1; 2,
from (1) satisfy the conditions

fi.x; t; 0/ � 0; fi.x; t;L/ 
 0;  i.x/ 
 0; ui.x; t/ 
 0; x 2 !; (16)

where L D const > 0. The functions

bUi.xm; tk/ D

 i.xm/; k D 0;

0; k 
 1;
eUi.xm; tk/ D L; xm 2 !h; (17)

are, respectively, lower and upper solutions.

4 Uniform Convergence of the Monotone Iterates

We assume that 0 < "1 � "2 � 1.
In the notation u D .u1; u2/, " D ."1; "2/ and f D . f1; f2/, the following linear

system is considered in [5]:

@u

@t
� "

@2u

@x2
C A.x; t/u D f .x; t/; A.x; t/ D

�
a11.x; t/ a12.x; t/
a21.x; t/ a22.x; t/

�
;

where the matrix A.x; t/ satisfies the assumptions

aii.x; t/ > 0; aii0.x; t/ � 0; aii.x; t/C aii0.x; t/ 
 ˛ D const > 0;

i ¤ i0; i D 1; 2; .x; t/ 2 ! � Œ0;T�:

From [5], we write down the bounds on @ui=@x, i D 1; 2 in the form

ˇ
ˇ̌
ˇ
@u1
@x
.x; t/

ˇ
ˇ̌
ˇ � C

�
1C ��1

1 ��1.x/C ��1
2 ��2.x/

�
; (18)

ˇ
ˇ̌
ˇ
@u2
@x
.x; t/

ˇ
ˇ̌
ˇ � C

�
1C ��1

2 ��2.x/
�
; �� .x/ � exp.���1x/C exp.���1.1 � x//;

where �i D p
"i, i D 1; 2, and � is a positive constant. These bounds show that

there are two overlapping boundary layers at x D 0 and x D 1.
By using the mean-value theorem, we write fi, i D 1; 2, from (1) in the form

fi.x; t; u/ D fi.x; t; 0/C @fi
@ui
.x; t; v/ui C @fi

@ui0
.x; t; v/ui0 ; i0 ¤ i; i; i0 D 1; 2;
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where v lies between 0 and u. We suppose that @fi=@ui and @fi=@ui0 , i0 ¤ i, i; i0 D
1; 2, for .x; t; v/ 2 ! � Œ0;T� � .�1;1/ satisfy the following assumptions:

@fi
@ui
.x; t; v/ > 0;

@fi
@ui0

.x; t; v/ � 0; i0 ¤ i; i; i0 D 1; 2; (19)

min�1�v�1

�
@fi
@ui
.x; t; v/C @fi

@ui0
.x; t; v/

�
> ˛ D const > 0:

Remark 2 If assumptions (19) hold, then Theorem 3.1, Chap. 8 in [7] guarantees
existence and uniqueness of the solution to problem (1).

We may now consider (1) as a linear problem and use bounds (18) on the exact
solutions. We introduce the piecewise uniform mesh !h of Shishkin-type from [5],
where the boundary layer thicknesses &"i , i D 1; 2, and mesh spacings h"i , i D 1; 2,
h are defined by

&"2 D min
˚
1=4; 2

p
"2 lnMx

�
; &"1 D min

˚
&"2=2; 2

p
"1 lnMx

�
; (20)

h"1 D 8&"1=Mx; h"2 D 8.&"2 � &"1/=Mx h D 2.1� 2&"2/=Mx:

The mesh !h is constructed thus: in each of the subintervals Œ0; &"1 �, Œ&"1 ; &"2 �,
Œ&"2 ; 1�&"2 �, Œ1�&"2 ; 1�&"1 � and Œ1�&"1 ; 1�, mesh points are distributed uniformly
withMx=8C1,Mx=8C1,Mx=2C1,Mx=8C1 andMx=8C1mesh points, respectively.
The mesh spacings h"1 , h"2 and h are in use, respectively, in the first and last, in the
second and fourth, in the third domains.

Theorem 3 Assume that meshes !
 and !h satisfy, respectively, (13) and (20), and
fi.x; t; u/, i D 1; 2, satisfy (19). Then the nonlinear difference scheme (2) converges
"-uniformly to the solution of (1)

max
i

�
max
tk2!


kU�
i .	; tk/� u�

i .	; tk/k!h

�
� C.M�1

x lnMx C 
/; 
 D max
k

k; (21)

where U�
i and u�

i , i D 1; 2, are, respectively, the exact solutions to (2) and (1), C is
a generic constant which is independent of ", Mx and 
 .

Proof Since the proof of the theorem follows the proof of Theorem 1 from [3], then
we only present the sketch of it.

The exact solutions u�
i .x; t/, i D 1; 2, can be presented on Œxm�1; xmC1� in the

integral-difference form (compare with (5) from [3])

"iLh
i u

�
i .xm; tk/ D @u�

i

@t
C fi.xm; tk; u

�/C Ii.xm; tk; u
�/; xm; tk 2 !h � !
 ;
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where u� D .u�
1 ; u

�
2 /, Lh

i , i D 1; 2, are defined in (2) and Ii, i D 1; 2, are given in
the form

Ii.xm; tk; u
�/ D 1

„m

ż xm

xm�1

	2;m�1.s/
	ż s

xm

d i.�; tk/

d�
d�



ds

C 1

„m

ż xmC1

xm

	1;m.s/

	ż s

xm

d i.�; tk/

d�
d�



ds;

 i.x; tk/ D fi.x; tk; u
�/C @u�

i .x; tk/

@t
; x 2 Œxm�1; xmC1�;

	1;m.x/ D xmC1 � x

„m
; 	2;m.x/ D x � xm

„m
;

The truncation errors Ti.xm; tk/, i D 1; 2, can be represented in the form

Ti.xm; tk/ D Ti;1.xm; tk/ � Ii.xm; tk; u
�/;

Ti;1.xm; tk/ � u�
i .xm; tk/� u�

i .xm; tk�1/

k

� @u�
i .xm; tk/

@t
:

Using the Taylor expansion about .xm; tk/, we obtain

kTi.	; tk/k!h � 1

2
max
.x;t/2Q ju�

i;ttj
k C kIi.	; tk/k!h : (22)

Thus, similar to [3], using bounds (18), the following estimates on d i=dx, i D 1; 2,
hold true

ˇ̌
ˇ
ˇ
d i.x; t/

dx

ˇ̌
ˇ
ˇ � C

�
1C ��1

1 ��1.x/C ��1
2 ��2.x/

�
; i D 1; 2:

From here, using the properties of the piecewise uniform mesh of Shishkin-type and
repeating the proof of Theorem 1 from [3], we prove the estimates

kIi.	; tk/k!h � C
�
M�1

x lnMx
�
; i D 1; 2:

From here and (22), we obtain

kTi.	; tk/k!h � C
�
M�1

x lnMx C 

�
; i D 1; 2:

The difference problems for u�
i , i D 1; 2, can be represented in the form

Liu
�
i .xm; tk/C fi.xm; tk; u

�/� 
�1
k u�

i .xm; tk�1/ D Ti.xm; tk/; xm 2 !h;

u�
i .x�; tk/ D 0; x� D x0; xMx ; i D 1; 2:
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From here, (2) and using the mean-value theorem, we get the difference problem for
Wi.xm; tk/ D Ui.xm; tk/ � u�

i .xm; tk/ in the form

	
Li C @fi

@ui



Wi.xm; tk/ D �Ti.xm; tk/C 1


k
Wi.xm; tk�1/� @fi

@ui0
Wi0.xm; tk/;

xm 2 !h; Wi.x�; tk/ D 0; x� D x0; xMx i0 ¤ i; i D 1; 2:

Now the proof of the theorem repeats the proof of Theorem 2 starting from (15),
where �Ti, i D 1; 2, are in use instead of Ri, i D 1; 2, in (15).

Theorem 4 Assume that all the assumptions in Theorem 3 are satisfied. Then for

the sequences fU.n/g and fU.n/g, generated by (6), (11) with, respectively, U.0/ D eU
and U.0/ D bU, the uniform in " estimate holds

max
i

�
max
tk2!


kUi.	; tk/ � u�
i .	; tk/k!h

�
� C.ı C M�1

x lnMx C 
/;

where Ui. p; tk/ D U
.nk/
. p; tk/ or Ui. p; tk/ D U.nk/. p; tk/ and u�

i , i D 1; 2, are the
exact solutions to (1).

Proof The proof of the theorem follows from Theorems 2 and 3.

5 Gas-Liquid Interaction Model

The gas-liquid interaction model in the non-dimensional variables can be presented
in the form (see [4] for details)

@u1
@t

� @u1
@x2

� �1.1� u1/u2 D 0; .x; t/ 2 ! � .0;T�;

@u2
@t

� "@u2
@x2

C �2.1 � u1/u2 D 0; .x; t/ 2 ! � .0;T�;

u1.0; t/ D u1.1; t/ D 0; u2.0; t/ D u2.1; t/ D 1;

u1.x; 0/ D 0; u2.x; 0/ D sin.�x/; x 2 !;

where u1 and u2 are, respectively, concentrations of a dissolved gas and a dissolved
reactant and �i, i D 1; 2, are positive constants. The test problem, which corresponds
to the case "1 D 1, "2 D ", for small values of " is singularly perturbed and u2 has
boundary layers of width O.p"/ near x D 0 and x D 1.
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It is easy to verify that assumptions (16) with Li D 1, i D 1; 2, hold true. Thus,
bUi and eUi, i D 1; 2, from (17) are, respectively, lower and upper solutions to the test
problem. From here, it follows that the inequalities in (12) hold, and one can choose
ci.xm; tk/ D �i, i D 1; 2, in (5) The exact solution is not available, so we estimate
the error of the numerical solutions UMx

i , i D 1; 2, with respect to the reference
solutions U2Mx

i , i D 1; 2,

EMx D max
iD1;2 kUMx

i .	; tN
 / � U2Mx
i .	; tN
 /k!h ;

and assume that EMx D C.1=Mx/
pMx , where constant C is independent of Mx, and

pMx is the order of maximum numerical error. For each Mx, we compute pMx from

pMx D log2
EMx

E2Mx

:

We choose ı D 10�8 in the stopping test (11). In Table 1, for parameters �i D 1,
i D 1; 2, tN
 D 0:5, 
 D 5 � 10�4 and different values of " and Mx, we present the
maximum numerical error EMx , the order of maximum numerical error pMx and the
number of monotone iterations nMx on each time level. The data in the table show
that for " � 10�4, the numerical solution converges uniformly in ", has the first-
order accuracy in the space variable, and the monotone sequences converge in few
iterations.

Table 1 Numerical results

Mx 32 64 128 256 512

" D 1 EMx 5:949e � 5 2:046e � 5 8:296e � 6 3:712e � 6 1:753e � 6

pMx 1.539 1.302 1.160 1.081

nMx 2 2 1 1 1

" D 10�1 EMx 4:265e � 4 1:684e � 4 7:054e � 5 3:280e � 5 1:583e � 5

pMx 1.341 1.255 1.105 1.051

nMx 2 2 1 1 1

" D 10�2 EMx 2:001e � 3 9:127e � 4 4:293e � 4 2:078e � 4 1:021e � 4

pMx 1.133 1.088 1.047 1.025

nMx 3 3 2 2 2

" D 10�3 EMx 2:058e � 3 9:371e � 4 4:411e � 4 2:135e � 4 1:049e � 4

pMx 1.135 1.087 1.047 1.025

nMx 3 3 2 2 2

" � 10�4 EMx 2:103e � 3 9:557e � 4 4:498e � 4 2:177e � 4 1:070e � 4

pMx 1.138 1.087 1.047 1.024

nMx 3 3 2 2 2
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Order Reduction and Uniform Convergence
of an Alternating Direction Method for Solving
2D Time Dependent Convection-Diffusion
Problems

C. Clavero and J.C. Jorge

Abstract In this work we solve efficiently 2D time dependent singularly perturbed
problems. The fully discrete numerical scheme is constructed by using a two step
discretization process, firstly in space, by using the classical upwind finite difference
scheme on a special mesh of Shishkin type, and later on in time by using the
fractional implicit Euler method. The method is uniformly convergent with respect
to the diffusion parameter having first order in time and almost first order in space.
We focus our interest on the analysis of the influence of general Dirichlet boundary
conditions in the convergence of the algorithm. We propose a simple modification of
the natural evaluations, which avoid the order reduction associated to those natural
evaluations. Some numerical tests are shown in order to exhibit, from a practical of
point of view, the robustness of the numerical method as well as the influence of the
improved boundary conditions.

1 Introduction

Let us consider 2D time dependent convection-diffusion singularly perturbed
problems defined by

L u � @u

@t
C .L1;".t/C L2;".t// u D f ; in ˝ � .0;T�;

u.x; y; 0/ D '.x; y/; in ˝;
u.x; y; t/ D g.x; y; t/; in @˝ � Œ0;T�;
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where˝ � .0; 1/2, and the spatial differential operators Li;"; i D 1; 2 are given by

L1;".t/ � �" @
2

@x2
C v1.x; y; t/

@

@x
C k1.x; y; t/; (2)

L2;".t/ � �" @
2

@y2
C v2.x; y; t/

@

@y
C k2.x; y; t/;

respectively. We assume that the diffusion parameter ", 0 < " � 1, can be very small
with respect to the convective coefficients which will be considered strictly positive
here, i.e., vi.x; y; t/ 
 v > 0; also, the reaction terms satisfy ki.x; y; t/ 
 0; i D 1; 2.
We assume that sufficient smoothness and compatibility conditions between data
hold so that the solution is four times derivable in space and twice in time (see [1, 3]
for instance).

It is well known that, in general, when " � v, the solution of these problems
presents a multiscale character even for smooth data, and the exact solution has
regular boundary layers of size O."/ at the sides x D 1 and y D 1 of the boundary
of˝ (see [6–9]). In such case, the use of standard finite difference or finite element
methods, defined on uniform meshes, is inappropriate because a large number ("-
dependent) of mesh points will be necessary to obtain accurate approximations.
Then, the use of uniformly convergent methods is a much better choice, due to
the rates of convergence and the associated error constants being independent of "
and, consequently, they are able to obtain reliable solutions using meshes with a
reasonable number of mesh points independently of the value of ". Here, we use a
fitted mesh method (see [7, 9]), which concentrates appropriately the grid points in
the boundary layer regions, to obtain a uniformly convergent scheme.

Similar 2D parabolic singularly perturbed problems are analyzed in many
works. In [4, 5] the numerical algorithm was defined by using a two step process,
discretizing firstly in time and secondly in space. In [1, 2] the technique discretizes
first in space and later on integrates in time, via the implicit Euler method, the
derived stiff initial value problems. The resulting numerical algorithm in [1, 2] must
solve pentadiagonal linear systems at each time level; therefore, the computational
cost of the algorithm is high. To reduce the computational cost, here we follow the
same technique as in [1, 2], but now we use the fractional implicit Euler method
to discretize in time; in this way, only tridiagonal systems have to be solved.
We prove that the fully discrete scheme, which combines the fractional implicit
Euler method, on a uniform mesh, and the classical upwind scheme, defined on a
piecewise uniform Shishkin mesh, is uniformly convergent of first order in time and
of almost first order in space.

We focus special attention to the influence of considering general time dependent
Dirichlet boundary conditions. It is well known that, when using one step methods,
a classical evaluation of the boundary conditions causes, in general, a reduction,
both theoretically and numerically, in the order of convergence. This is the rationale
for as to consider a different and very simple modification of these evaluations.
We prove that the new evaluations of the boundary conditions retain the first
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order of consistency of the fractional implicit Euler method, without increasing the
computational cost of the algorithm.

The paper is structured as follows: in Sect. 2, we introduce the spatial discretiza-
tion of the continuous problem on a special nonuniform mesh of Shishkin type and
we prove its almost first order uniform convergence. In Sect. 3 we introduce the time
discretization and we prove the uniform convergence of the fully discrete method.
Finally, in Sect. 4 some numerical results corroborating in practice the theoretical
results are shown.

Henceforth, C denotes a generic positive constant independent of the diffusion
parameter " and also of the discretization parameters N and M.

2 Spatial Discretization

In this section we describe the spatial discretization chosen for (1). First we
construct the mesh ˝N � Ix;";N � Iy;";N , as a tensor product of one dimensional
piecewise uniform Shishkin meshes, Ix;";N D f0 D x0 < : : : < xN D 1g,
Iy;";N D f0 D y0 < : : : < yN D 1g. We give the details of the construction of
Ix;";N . Let us choose N as an even number. We define the transition parameter

�x D min.1=2;mx" lnN/; (3)

where mx 
 1=v; then, the piecewise uniform mesh has N=2C1 points in Œ0; 1��x�
and Œ1 � �x; 1�, and the mesh points are given by

xi D

2i.1 � �x/=N; i D 0; : : : ;N=2;
1 � �x C 2.i � N=2/�x=N; i D N=2C 1; : : : ;N:

(4)

In a similar way, defining the transition parameter

�y D min.1=2;my" lnN/; (5)

where my 
 1=v, we can construct the mesh Iy;";N .
Let us denote ˝N the subgrid composed by all of the points of ˝N which are in

the interior of˝ . Let us denote uN.t/ the semidiscrete approximations which we are
going to define in ˝N and let us denote uN.t/ the natural extension of uN.t/ to ˝N ,
by adding the corresponding evaluations of the boundary data. On these meshes,
Li;";N ; i D 1; 2, are the discretization differential operators of Li;"; i D 1; 2, using
the simple upwind finite difference scheme, which is given by

L1;";N.t/uN.t/.xi; yj/ � li�; juN.t/.xi�1; yj/C liC; juN.t/.xiC1; yj/C
l1i; juN.t/.xi; yj/; i D 1; : : : ;N � 1; j D 0; : : : ;N;

(6)
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where

li�; j D �"
hx;i Qhx;i

� v1.xi; yj; t/

hx;i
; liC; j D �"

hx;iC1 Qhx;i
; (7)

l1i; j D �li�; j � liC; j C k1.xi; yj; t/;

and analogously

L2;";N.t/uN.t/.xi; yj/ � li; j�uN.t/.xi; yj�1/C li; jCuN.t/.xi; yjC1/C
l2i; juN.t/.xi; yj/; j D 1; : : : ;N � 1; i D 0; : : : ;N;

(8)

where

li; j� D �"
hy; j Qhy; j

� v2.xi; yj; t/

hy; j
; li; jC D �"

hy; jC1 Qhy; j
; (9)

l2i; j D �li; j� � li; jC C k2.xi; yj; t/;

with hx;i D xi � xi�1; i D 1; : : : ;N; hy; j D yj � yj�1; j D 1; : : : ;N; Qhx;i D .hx;i C
hx;iC1/=2; i D 1; : : : ;N � 1; Qhy; j D .hy; j C hy; jC1/=2; j D 1; : : : ;N � 1.

Let us denote Œ:�N , the restriction to ˝N of any function defined in ˝ . In [1], it
was proven that it holds

kŒu.x; y; t/�N � uN.t/k˝N � CN�1 lnN; 8 t 2 .0;T�; (10)

showing the almost first order of uniform convergence of the spatial discretization.

3 Time Discretization: Uniform Convergence

In this section we discretize in time, by means of the fractional implicit Euler
method (see [4]), the stiff initial value problem

u0
N.t/C .L1;";N.t/C L2;";N.t// uN.t/ D Œf �N ; in ˝N ;

uN.t/ D Œg�N ; in ˝Nn˝N ;

uN.0/ D Œ'�N ; in ˝N ;

(11)

Let 
 � T=M be the time step, and let us consider the mesh NIM D ftm D m
; m D
0; 1; : : : ;Mg. Let umN � uN.x; y; tm/; m D 0; 1; : : : ;M. Then, the fully discrete
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method is given by

.i/ (initialize)
u0N D Œ'.x; y/�N ; in ˝N :

u0
N

D Œg.x; y; 0/�N ; in ˝Nn˝N :

.ii/ (first half step)

.I C 
L1;";N.tmC1//umC1=2
N

D um
N

C 
 f mC1
1;N

; in ˝Nnf0; 1g � Œ0; 1�;
umC1=2
N

D gmC1=2
N

; in ˝N \ f0; 1g � Œ0; 1�:
.iii/ (second half step)
.I C 
L2;";N.tmC1//umC1

N
D umC1=2

N
C 
 f mC1

2;N
; in ˝NnŒ0; 1� � f0; 1g;

umC1
N

.x; y/ D gmC1
N

; in ˝N \ Œ0; 1� � f0; 1g;
m D 0; : : : ;M � 1;

(12)

being f D f1 C f2; f
mC1
1;N

D Œ f1.x; y; tmC1/�N ; f mC1
2;N

D Œ f2.x; y; tmC1/�N :
An important question in the numerical approximation of initial value problems

is related with the evaluations of the boundary data. The most classical option for
that is given by

gmC1=2
N

D Œg.x; y; tmC1/�N ; in ˝N \ f0; 1g � Œ0; 1�;
gmC1
N

D Œg.x; y; tmC1/�N ; in ˝N \ Œ0; 1� � f0; 1g: (13)

Nevertheless, in general, this choice reduces the order of unconditional (independent
of N) consistency to zero, and causes a sharp increase in the global error of the
method. Then, we propose a different choice for the boundary data, given by

gmC1=2
N

D .I C 
L2;";N.tmC1/Œg.x; y; tmC1/�N � 
 f mC1
2;N

; in ˝N \ f0; 1g � Œ0; 1�;
gmC1
N

D Œg.x; y; tmC1/�N ; in ˝N \ Œ0; 1� � f0; 1g:
(14)

Theorem 1 Under sufficient smoothness and compatibility conditions on data (see
[3]), if we choose the boundary data given in (14), then the error in time satisfies

kuN.tm/� uMN k˝N � C
; 8 m D 1; : : : ;M; (15)

therefore, the time integration process (12) is uniformly and unconditionally
convergent of first order; in other words, (15) is obtained independently of the size
of " and without restrictions between N and M.

Then, combining the uniform convergence of the spatial and time discretization,
the main result follows.
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Theorem 2 Under sufficient smoothness and compatibility conditions on data (see
[3]), if we use the improved boundary data (14), then the global error given by

EN;M � max
1�m�M

kŒu.x; y; tm/�N � umNk˝N ;

satisfies

EN;M � C.N�1 lnN C M�1/;

and therefore the fully discrete method is uniformly convergent of first order in time
and almost first order in space.

Remark 1 In [3], there are the full details of the proofs of the last two results.

4 Numerical Experiments

In this section we solve some test problems using our numerical algorithm. The first
example is given by

ut � "�u C ux C uy C .30t C xy/u D f .x; y; t/; .x; y; t/ 2 ˝ � Œ0; 1�;
u.x; y; t/ D g.x; y; t/; in @˝ � Œ0; 1�
u.x; y; 0/ D '.x; y/; x; y 2 Œ0; 1�;

(16)

where f .x; y; t/; g.x; y; t/ and '.x; y/ are chosen in such way that the exact solution is

u.x; y; t/ D .e�20t � t/
�
�.x/�.y/� x2y2

�
; with �.z/ � 1 � z � 1 � e� 1�z

"

1 � e� 1
"

:

Figure 1 shows the solution at the final time t D 1; from it, we clearly see the
boundary layers at x D 1 and y D 1.

In all tables corresponding to example (16), we take mx D my D 1 to define
the transition parameters of the meshes I1;";N and I2;";N respectively. In this example
we decompose the right-hand side in the form f .x; y; t/ D f1.x; y; t/ C f2.x; y; t/,
where f2.x; y; t/ D f .x; 0; t/ C y. f .x; 1; t/ � f .x; 0; t// and f1.x; y; t/ D f .x; y; t/ �
f2.x; y; t/.

As the exact solution is known, the maximum global errors at the mesh points
can be computed exactly by

eN;M D max
0�n�M

max
0�i�N

max
0�j�N

jUn
N � u.xi; yj; tn/j;

and therefore the numerical orders of convergence are calculated by

p D log .eN;M=e2N;2M/=log 2:
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Fig. 1 Numerical solution of example (16) for " D 10�2;N D M D 32, at the final time t D 1

From these values we calculate the uniform maximum errors by emaxN;M D
max
"

eN;M , and from them, in a usual way, the corresponding numerical uniform

orders of convergence are given by

puni D log
�
emaxN;M=emax2N;2M

�
=log 2:

Tables 1 and 2 display the errors and the orders of convergence when natural and
improved boundary conditions are used, respectively. From them, we observe the
typical almost first order of uniform convergence (up to a logarithmic factor, in both
cases; so, we can conclude that in this example the errors associated to the spatial
discretization dominate in the global error.

To clarify the influence, in the numerical behavior of the method, of the two
options for the boundary data considered here as well as the improvements provided
by the non natural evaluations of the boundary conditions, we estimate the local
errors in time. As the exact solution is known, such estimates are calculated as

QeN;M D max
0�m�M

max
0�i�N

max
0�j�N

j QUm
N � u.xi; yj; tm/j;

where N must be chosen large enough in order to the contribution of the spatial
discretization can be neglected and QUm

N are the result of performing one step of our
algorithm, but substituting Um�1

N by Œu.xi; yj; tm�1�N . From them, the quantities

Qp D log .QeN;M=QeN;2M/=log 2;

permit to estimate the numerical orders of consistency in time, given by Qp � 1.
Next tables show such estimated local errors and the values of Qp corresponding

to the two choices of the boundary data, taking N D 512 fixed. Table 3 displays
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Table 1 Maximum errors and orders of convergence for (16) with natural boundary conditions

N=16 N=32 N=64 N=128 N=256

" M=8 M=16 M=32 M=64 M=128

1 3:6250E�1 3:1930E�1 2:4345E�1 1:6290E�1 9:8094E�2
0:183 0:391 0:580 0:732

2�2 5:1934E�1 4:2391E�1 3:0583E�1 1:9585E�1 1:1409E�1
0:293 0:471 0:643 0:780

2�4 7:2837E�1 5:2644E�1 3:5019E�1 2:1350E�1 1:2095E�1
0:468 0:588 0:714 0:820

2�6 9:1870E�1 6:2821E�1 3:8314E�1 2:2717E�1 1:2632E�1
0:548 0:713 0:754 0:847

2�8 9:8648E�1 6:8344E�1 4:2006E�1 2:3851E�1 1:2930E�1
0:529 0:702 0:817 0:883

2�10 1:0042E+0 6:9951E�1 4:3330E�1 2:4729E�1 1:3379E�1
0:522 0:691 0:809 0:886

2�12 1:0086E+0 7:0369E�1 4:3702E�1 2:5012E�1 1:3561E�1
0:519 0:687 0:805 0:883

2�14 1:0098E+0 7:0474E�1 4:3798E�1 2:5087E�1 1:3614E�1
0:519 0:686 0:804 0:882

2�16 1:0100E+0 7:0501E�1 4:3822E�1 2:5107E�1 1:3628E�1
0:519 0:686 0:804 0:881

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

2�26 1:0101E+0 7:0509E�1 4:3830E�1 2:5113E�1 1:3633E�1
0:519 0:686 0:803 0:881

emaxN;M 1:0101E+0 7:0509E�1 4:3830E�1 2:5113E�1 1:3633E�1
puni 0:519 0:686 0:803 0:881

the result when natural boundary conditions are used; from it the zero order of
consistency of the algorithm can be observed. Table 4 displays the result when
improved boundary conditions are used; here, we can appreciate the first order of
consistency of the algorithm according to the theoretical results.

The second example that we consider is given by

ut � "�u C .1C t C x C y/ux C .1C xyt2/uy C .30t C 10xye�t/u D
et
�
x C y C x2 C y2

�
; .x; y; t/ 2 ˝ � Œ0; 1�;

u.x; y; t/ D t
�
x C y C x2 C y2

�
; in @˝ � Œ0; 1�

u.x; y; 0/ D 0; x; y 2 Œ0; 1�:
(17)

In this case the exact solution is unknown. We take again mx D my D 1 to define the
piecewise uniform Shishkin mesh, and we decompose the source term in a different
way; now we take f1.x; y; t/ D f2.x; y; t/ D f .x; y; t/=2.
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Table 2 Maximum errors and orders of convergence for (16) with improved boundary conditions

N=16 N=32 N=64 N=128 N=256

" M=8 M=16 M=32 M=64 M=128

1 8:1032E�2 6:1745E�2 4:1156E�2 2:4708E�2 1:3735E�2
0:392 0:585 0:736 0:847

2�2 3:0553E�1 2:1515E�1 1:3340E�1 7:5618E�2 4:0493E�2
0:506 0:690 0:819 0:901

2�4 6:6342E�1 4:4616E�1 2:6930E�1 1:5028E�1 7:9834E�2
0:572 0:728 0:842 0:913

2�6 8:9060E�1 6:0712E�1 3:6390E�1 2:0135E�1 1:0637E�1
0:553 0:738 0:854 0:921

2�8 9:5140E�1 6:6489E�1 4:0674E�1 2:2638E�1 1:1920E�1
0:517 0:709 0:845 0:925

2�10 9:6591E�1 6:7917E�1 4:1938E�1 2:3610E�1 1:2533E�1
0:508 0:696 0:829 0:914

2�12 9:6947E�1 6:8270E�1 4:2265E�1 2:3889E�1 1:2751E�1
0:506 0:692 0:823 0:906

2�14 9:7035E�1 6:8358E�1 4:2347E�1 2:3962E�1 1:2811E�1
0:505 0:691 0:822 0:903

2�16 9:7058E�1 6:8380E�1 4:2368E�1 2:3981E�1 1:2827E�1
0:505 0:691 0:821 0:903

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

2�26 9:7065E�1 6:8387E�1 4:2375E�1 2:3987E�1 1:2832E�1
0:505 0:691 0:821 0:902

emaxN;M 9:7065E�1 6:8387E�1 4:2375E�1 2:3987E�1 1:2832E�1
puni 0:505 0:691 0:821 0:902

To approximate the maximum pointwise errors, we use a variant of the two-
mesh principle. We calculate fOuNg, the numerical solution on the mesh f.Oxi; Oyj; Otn/g
containing the original mesh points and its midpoints, i.e.,

Ox2i D xi; i D 0; : : : ;N; Ox2iC1 D .xi C xiC1/=2; i D 0; : : : ;N � 1;

Oy2j D yj; j D 0; : : : ;N; Oy2jC1 D .yj C yjC1/=2; j D 0; : : : ;N � 1;

Ot2m D tm; m D 0; : : : ;M; Ot2mC1 D .tm C tmC1/=2; m D 0; : : : ;M � 1:

Then, we estimate the maximum errors at the mesh points of the coarse mesh as

di; j;N;M D max
0�m�M

max
0�i; j�N

juN.xi; yj; tm/ � OuN.xi; yj; tm/j;

the corresponding numerical orders of convergence are given by

q D log
�
di; j;N;M=di; j;2N;2M

�
=log 2:
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Table 3 Local errors and values of Qp for (16) with natural boundary conditions, N D 512

" M=8 M=16 M=32 M=64 M=128

1 4:3707E�1 3:5384E�1 2:5674E�1 1:6629E�1 9:7885E�2
0:305 0:463 0:627 0:765

2�2 6:2590E�1 4:8022E�1 3:2776E�1 2:0041E�1 1:1249E�1
0:382 0:551 0:710 0:833

2�4 7:2042E�1 5:3813E�1 3:5638E�1 2:1165E�1 1:1575E�1
0:421 0:595 0:752 0:871

2�6 8:3783E�1 5:6795E�1 3:7471E�1 2:2236E�1 1:2209E�1
0:561 0:600 0:753 0:865

2�8 9:2029E�1 5:7860E�1 3:8173E�1 2:2684E�1 1:2497E�1
0:670 0:600 0:751 0:860

2�10 9:4871E�1 5:8178E�1 3:8395E�1 2:2840E�1 1:2611E�1
0:705 0:600 0:749 0:857

2�12 9:5726E�1 5:8272E�1 3:8462E�1 2:2889E�1 1:2650E�1
0:716 0:599 0:749 0:856

2�14 9:5967E�1 5:8298E�1 3:8481E�1 2:2903E�1 1:2661E�1
0:719 0:599 0:749 0:855

Table 4 Local errors and values of Qp for (16) with improved boundary conditions, N D 512

" M=8 M=16 M=32 M=64 M=128

1 8:1463E�2 5:6560E�2 3:2374E�2 1:5063E�2 5:8364E�3
0:526 0:805 1:104 1:368

2�2 2:9521E�1 1:7902E�1 8:6850E�2 3:4115E�2 1:1376E�2
0:722 1:044 1:348 1:584

2�4 6:0748E�1 3:5087E�1 1:6056E�1 5:9411E�2 1:8797E�2
0:792 1:128 1:434 1:660

2�6 8:2049E�1 4:6890E�1 2:1207E�1 7:7674E�2 2:4431E�2
0:807 1:145 1:449 1:669

2�8 9:1301E�1 5:2039E�1 2:3469E�1 8:5809E�2 2:7069E�2
0:811 1:149 1:452 1:664

2�10 9:4559E�1 5:3919E�1 2:4365E�1 8:9700E�2 2:8880E�2
0:810 1:146 1:442 1:635

2�12 9:5452E�1 5:4465E�1 2:4662E�1 9:1388E�2 3:0196E�2
0:809 1:143 1:432 1:598

2�14 9:5675E�1 5:4605E�1 2:4744E�1 9:1910E�2 3:0710E�2
0:809 1:142 1:429 1:582
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The uniform maximum errors are estimated by dN;M D max
"

di; j;N;M ; from them, as

usual, we define the numerical uniform orders of convergence as

quni D log
�
dN;M=d2N;2M

�
=log 2:

Tables 5 and 6 display the errors and the orders of convergence when natural and
improved boundary conditions are used, respectively. Again, it can be observed that,
if the improved boundary conditions are used, the maximum errors present a much
better behavior, according to the theoretical results.

Table 5 Maximum errors and orders of convergence for (17) with natural boundary conditions

N=16 N=32 N=64 N=128 N=256

" M=8 M=16 M=32 M=64 M=128

1 1:3913E�1 2:4139E�1 2:6596E�1 2:1717E�1 1:4631E�1
�:795 �:140 0:292 0:570

2�2 1:2604E�1 2:1200E�1 2:6799E�1 2:3349E�1 1:6160E�1
�:750 �:338 0:199 0:531

2�4 1:5672E�1 1:7202E�1 2:1551E�1 1:9894E�1 1:4647E�1
�:134 �:325 0:115 0:442

2�6 2:0382E�1 2:0250E�1 2:4525E�1 2:1963E�1 1:5769E�1
0:009 �:276 0:159 0:478

2�8 2:2383E�1 2:1158E�1 2:5590E�1 2:2750E�1 1:6231E�1
0:081 �:274 0:170 0:487

2�10 2:2922E�1 2:1399E�1 2:5896E�1 2:3008E�1 1:6393E�1
0:099 �:275 0:171 0:489

2�12 2:3064E�1 2:1460E�1 2:5974E�1 2:3083E�1 1:6443E�1
0:104 �:275 0:170 0:489

2�14 2:3101E�1 2:1476E�1 2:5993E�1 2:3101E�1 1:6458E�1
0:105 �:275 0:170 0:489

2�16 2:3110E�1 2:1480E�1 2:5998E�1 2:3106E�1 1:6461E�1
0:106 �:275 0:170 0:489

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

2�26 2:3113E�1 2:1481E�1 2:6000E�1 2:3108E�1 1:6463E�1
0:106 �:275 0:170 0:489

dN;M 2:3113E�1 2:4139E�1 2:6799E�1 2:3349E�1 1:6463E�1
quni �:063 �:151 0:199 0:504
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Table 6 Maximum errors and orders of convergence for (17) with improved boundary condi-
tions

N=16 N=32 N=64 N=128 N=256

" M=8 M=16 M=32 M=64 M=128

1 1:4057E�1 1:2136E�1 9:2976E�2 6:3759E�2 4:0322E�2
0:212 0:384 0:544 0:661

2�2 2:3371E�1 1:6670E�1 1:1193E�1 7:0281E�2 4:2088E�2
:487 0:575 0:671 0:740

2�4 2:9010E�1 2:2153E�1 1:5507E�1 1:0209E�1 6:2416E�2
0:389 0:515 0:603 0:710

2�6 2:9941E�1 2:2677E�1 1:5615E�1 1:0104E�1 6:1765E�2
0:401 0:538 0:628 0:710

2�8 2:9985E�1 2:2861E�1 1:5698E�1 1:0114E�1 6:1679E�2
0:391 0:542 0:634 0:714

2�10 2:9954E�1 2:2933E�1 1:5746E�1 1:0321E�1 6:1757E�2
0:385 0:542 0:609 0:741

2�12 2:9961E�1 2:2950E�1 1:5845E�1 1:0568E�1 6:3412E�2
0:385 0:534 0:584 0:737

2�14 2:9965E�1 2:2954E�1 1:5903E�1 1:0634E�1 6:3966E�2
0:385 0:529 0:581 0:733

2�16 2:9966E�1 2:2955E�1 1:5918E�1 1:0650E�1 6:4106E�2
0:385 0:528 0:580 0:732

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

2�26 2:9966E�1 2:2955E�1 1:5923E�1 1:0656E�1 6:4153E�2
0:385 0:528 0:579 0:732

dN;M 2:9985E�1 2:2955E�1 1:5923E�1 1:0656E�1 6:4153E�2
quni 0:385 0:528 0:579 0:732
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Laminar Boundary Layer Flow with DBD
Plasma Actuation: A Similarity Equation

Gael de Oliveira, Marios Kotsonis, and Bas van Oudheusden

Abstract The framework of self-similar laminar boundary layer flow solutions is
extended to include the effect of actuation with body force fields resembling those
generated by DBD plasma actuators. The deduction line is similar to previous work
investigating the effect of porous wall suction on laminar boundary layers. The
starting point of the analysis is a generalised form of the Boundary Layer Partial
Differential Equations (BL-PDEs) that includes volume force terms. Actuation force
distributions are defined such that the volume force term of the BL-PDE equations
conforms to the requirements of similarity. New similarity parameters for the plasma
strength and thickness are identified. The procedure yields a general similarity
equation which includes the effect of pressure gradients, wall transpiration and
DBD plasma actuation. Select numerical solutions of the new similarity equation
are presented to develop instinctive understanding and prompt a discussion on the
construction of new closure relations for integral boundary layer models.

1 Introduction

Prandtl formulated the Boundary Layer equations for viscous stationary flow over a
century ago [1, 2]. His asymptotic analysis confirmed Saint-Venant’s [3] justification
of drag and explained flow separation [4]. He concluded by pointing that flow
separation could be reduced by channelling the boundary layer into a slot.

Active flow control was born at the 1904 mathematical congress [1, 4, 5], but
early flow control studies consisted of practical experiments with slot [6–8] and
continuous suction [9]. A major breakthrough occurred when Thwaites [10] and
Watson [11, 12] extended the framework of similarity solutions [13, 14] to handle
continuous wall suction. Their similarity equations prompted further research [15–
18] and enabled the design of industrial applications [19–22].
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In practice, the implementation of boundary layer suction is often plagued by the
complexity and weight of supporting systems [19, 23]. The flow control community
is addressing these concerns by developing low footprint concepts for passive [24,
25] and active [23, 26] boundary layer manipulation.

Owing to their low footprint and large bandwidth, Dielectric Barrier Discharge
(DBD) plasma actuators have been the object of growing interest as flow control
devices [23, 27–29]. In the simplest idealization, DBD actuators impart a control-
lable force on the flow [28, 30]. Envisioned applications include boundary layer
transition [31, 32] and separation [33, 34] control.

The theory of laminar boundary layers under plasma actuation is still incomplete.
Asghar [35] and Oliveira [34] extended the Von Karman integral equations [36, 37]
to include the effect of plasma forces, but ordinary differential equations for the
velocity profile remain unavailable.

The present work extends the Falkner-Skan [14] equation to handle flows with
externally imposed body force fields. Section 2 explains the working principle of
DBD plasma actuators and describes the flow modelling strategy together with its
governing equations. Section 3 describes the procedure for identifying similar flow
solutions of the extended Prandtl system introduced in Sect. 2. The main result is a
similarity equation which is solved numerically with off-the-shelf solvers in Sect. 4.
A final note discusses applications and future research needs.

2 Flow with Idealized DBD Plasma Actuation

DBD actuators consist of an exposed electrode and an encapsulated electrode
separated by a dielectric barrier and asymmetrically positioned. When the electric
potential between electrodes is varied with appropriate amplitude O(kV) and
frequency O(kHz), a small region of fluid is ionized near the exposed electrode.
The ionized fluid exhibits uneven electric charge distributions and the electric field
of the electrodes imparts a force to the flow.

Numerous effects come into play: the dynamic viscosity of air may be affected by
chemical changes in the ionized region, temperature increases of a few degrees may
lead to buoyancy effects and the force pulsation may excite unstable flow modes.
Still, a consensus has emerged amongst physicists [23, 27, 28, 30], suggesting that
the main effect of a cold plasma essentially corresponds to that of an externally
imposed body force field. Orlov [30] therefore proposed to treat the problem
of plasma actuated flow by adding a plasma force term to the steady state
incompressible Navier-Stokes equations:

(
.U 	 r/U D � 1

�
.rp C F/

r 	 U D 0
(1)
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The force is essentially independent from the flow field whenever the flow velocity
is significantly smaller than the ion drift velocity [38], and unsteady effects can
be neglected when the excitation period is significantly smaller than the timescale
of dominant flow phenomena [39]. Most industrial applications take place in this
regime.

2.1 Boundary Layer Equations with Force Terms

The Prandtl [1] system for two-dimensional incompressible stationary flow over
plates was extended by Asghar [35] to include the effect of external body force
fields like those generated by DBD-Plasma actuators.

8
ˆ̂̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂̂
:̂

U @U
@X C V @U

@Y D Ue
@Ue
@X C � @

2U
@Y2

C 1
�
Fx momentum equation

r 	 U D @U
@X C @V

@Y D 0 continuity equation

Subject to:

U.X;0/ D 0

limY!1 U.X;Y/ D Ue
.X/

V.X;0/ D V0.X/

No-slip at wall

Edge velocity

Wall transpiration

(2)

Asymptotic analysis [34] shows that system (2) approximates physical flows when
plasma forces

�
Fx;Fy

�
are small and act along the body. Actuation forces must be

significantly smaller than the ratio between stagnation pressure
�
1
2
�U2

e

�
and length

of the plasma force field
�
Lp
�

:

O .Fx/ � O

 
1
2
�U2

e

Lp

!

; Fy D 0

Following Kotsonis [28], the DBD-plasma force field is approximated through the
product of two spatial weighting functions with a constant:

Fx D 	p
x w

y

.Y;Tp/
wx
.X/

The 	p
x 2 R constant represents the average density of the plasma force field over

the actuation region:

	p
x D

şTp
0

şLp
0
FxdXdYşTp

0

şLp
0

dXdY
(3)

The thickness of the actuation region is denoted as Tp?X and used to define the
weighting function wy W R

2 ! R for the normal coordinate, as in references
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[28, 34].

wx
.X/ to be determined

wy

.Y;Tp/
D
8
<

:

�
2
sin
�
�
�

Y
2Tp

C 1
2

��
; Y

Tp
2 Œ0; 1�

0 ; otherwise

(4)

However, and this differs from references [28, 34], the present work assumes that
DBD-plasma actuators can be designed to produce arbitrary force distributions
along the longitudinal direction. In fact, the function wx

.X/ W R ! R will be
determined to satisfy the requirements of flow similarity.

3 Similarity Form of the Boundary Layer Equations

Several paths towards similarity forms of the Prandtl system have been proposed
since the seminal works of Blasius [13] and Falkner-Skan [14]. Textbook expla-
nations [36, 37, 40, 41] generally follow the exposition given by Schlichting [42]:
first the system is rewritten in terms of a streamfunction, then it is postulated that a
solution in the form U D Uef.n/ exists and finally it is shown that the momentum
equation ceases to depend on x when the similarity postulate is combined with
a suitable forcing of the outer flow. Extension of this approach to flow control
scenarios is delicate [10–12].

Oleinik and Samokhin [43] proposed a lengthier but more rigorous deduction:
they start by integrating the continuity equation to relate velocity components,
then rewrite the flow variables across a generic affine transformation and finally
determine the conditions under which the transformation leads to self similar
forms of the momentum equation. This approach is better suited for flow control
applications, so the present work uses the deduction of Oleinik and Samokhin [43]
as a template.

3.1 Relation Between Flow Components

Consider a straight path � � R
2 running from the wall .X; 0/ to some point above

it .X;Y/ . Integrate the gradient rV of the normal velocity field V W R2 ! R along
� with the fundamental theorem of multivariate calculus:

V.X;Y/ � V.X;0/ D
ż �

@V
@X

@V
@Y

�

„ ƒ‚ …
rV

�
0

1

�

„ƒ‚…
n

d� D
ż Y

0

@V

@Y .X;h/
dh (5)
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Feed the continuity equation into the integral to rewrite the normal speed in terms
of the longitudinal velocity and the wall transpiration boundary condition V.X;0/ D
V0.X/:

@V
@Y D � @U

@X ) V.X;Y/ D V.X;0/ � şY
0
@U
@X .X;h/

dh

D V0.X/ � şY
0
@U
@X dY

Now feed into the momentum equation to rewrite system (2) into a simpler form
with a single partial differential equation, and a single unknown field U W R2 ! R:

8
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂̂
:

U @U
@X C

�
V0.X/ � şY

0
@U
@X dY

�
@U
@Y D Ue

@Ue
@X C � @

2U
@Y2

C 	
p
x
�
wy

.Y;Tp/
wx
.X/

Subject to:

U.X;0/ D 0 No-slip at wall

limY!1 U.X;Y/ D Ue
.X/ Edge velocity

V.X;0/ D V0.X/ Wall transpiration

(6)

Parameters 	p
x ; � are constants and the function wy

.Y;Tp/
was defined in expres-

sion (4). Functions Ue
.x/, V

0
.X/ and wx

.X/ will be determined to satisfy the requirements
of flow similarity in Sect. 3.3.

3.2 Transformation of Flow Variables

Following Oleinik and Samokhin [43], we proceed to search for solutions of
system (6) in a transformed space, as per Fig. 1. Without loss of generality,
the longitudinal velocity is represented in a form that is suitable for identifying
similarity conditions:

U.X;Y/ D Ue
.X/

@f

@�.�.Y;X/;�.X//
with

( @f
@� .0;�/

D 0

lim�!1 @f
@� .�;�/

D 1
(7)

X

Y

λ

η

δ

Fig. 1 Map between the .X; Y/ and the .�; �/ coordinate systems. The horizontal axis corresponds
to the wall, the shaded region represents the boundary layer and ı is an estimate for its thickness
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Function f W R
2 ! R is the main unknown, it will be called similarity function

and assumed to be trice differentiable. Map �.Y;X/ W R
2 ! R scales the normal

coordinate:

�.Y;X/ D Y

ı.X/
;

@�

@X
D � Y

ı2.X/

@ı

@X .X/
;

@�

@Y
D 1

ı.X/
(8)

Map �.X/ W R ! R fulfills a similar purpose for the longitudinal coordinate and
function ı.X/ W R ! R

C is usually associated with boundary layer thickness. It is
assumed that the .X;Y/ ! .�; �/ map is invertible.

Definitions will be refined at a later stage, but the derivatives of the velocity field
can already be rewritten using the generic properties of the transformation (8) and
similarity function (7):

@
@Y

	
@f
@� .�.Y;X/;�.X//



D @2f

@�2 .�.Y;X/;�.X//
@�

@Y D 1
ı.X/

@2f
@�2 .�.Y;X/;�.X//

.a/

@2

@Y2

	
@f
@� .�.Y;X/;�.X//



D @

@Y

	
1
ı.X/

@2f
@�2 .�.Y;X/;�.X//



D 1

ı2.X/

@3f
@�3 .�.Y;X/;�.X//

.b/

@
@X

	
@f
@� .�.Y;X/;�.X//



D � �.Y;X/

ı.X/

@2f
@�2 .�.Y;X/;�.X//

@ı
@X .X/

C @2f
@�@� .�.Y;X/;�.X//

@�
@X .c/

(9)

These derivatives (9) are combined with expression (7) to write key terms from the
momentum equation of system (6):

@U
@Y .X;Y/

D Ue
.X/

ı.X/

@2f
@�2 .�.Y;X/;�.X//

.a/

@2U
@Y2 .X;Y/

D Ue
.X/

ı2.X/

@3f
@�3 .�.Y;X/;�.X//

.b/

@U
@X .X;Y/

D @Ue

@X .X/
@f
@� .�.Y;X/;�.X//

� Ue
.X/

ı.X/
�.Y;X/

@2f
@�2 .�.Y;X/;�.X//

@ı.X/
@X

CUe
.X/

@2f
@�@� .�.Y;X/;�.X//

@�
@X .c/

(10)

The x-derivative of the longitudinal velocity U is integrated along the normal
direction Y with the variable change theorem:

şY
0
@U
@X .X;Y/

dY D ş�.Y;X/
�.0;X/

@U
@X

�
X.�/;Y.�;�/

� dY
d� d� D ı

ş�
0
@U
@X d�

D ı
�
@Ue

@X

ş�
0

�
@f
@�

�
d�� Ue

ı
@ı
@X

ş�
0

�
� @

2f
@�2

�
d�C Ue @�

@X

ş�
0

�
@2f
@�@�

�
d�
�

(11)

Notation shorthands are adopted for the sake of readability: � means �.X:Y/, Ue

represents Ue
.X/ and ı denotes ı.X/. The integrals are solved with the chain rule and
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we take f.0;�/ D 0 ) @f
@� .0;�/

D 0 without loss of generality:

şY
0
@U
@X dY D �

f.�;�/
�
@
@X .U

eı/ � � @f
@�
Ue @ı

@X C
�
@f
@� .�;�/

�
Ueı @�

@X (12)

The momentum equation is rewritten in the transformed space by reworking the
velocity terms with expressions (10)(a–c) and (12). Extensive algebraic manipula-
tions lead to an interesting form of system (6):

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂̂
ˆ̂
ˆ̂̂
ˆ̂
ˆ̂
ˆ̂̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂̂
ˆ̂
ˆ̂
ˆ̂̂
ˆ̂
ˆ̂̂
ˆ̂
ˆ̂
ˆ̂:

PressureGradient‚ …„ ƒ 	
@f

@�


2
� 1 � f

@2f

@�2

!

Ue @U
e

@X
�

Convection‚ …„ ƒ 

f
@2f

@�2

!
U2e
ı

@ı

@X
C

C� Ue
ı2

0

B
BB
@

Suction‚ …„ ƒ
V0ı

�

@2f

@�2
�

Shear‚…„ƒ
@3f

@�3
�

Plasma‚ …„ ƒ
ı2

�Ue

1

�
Fx

1

C
CC
A

D �

Trasnformation Stretching
‚ …„ ƒ  

@f

@�

@2f

@�@�

!

� @2f

@�2
@f

@� .�;�/

!

U2e
@�

@X

Subject to:
@f
@� .0;�/

D 0 No-slip at wall lim�!1 @f
@� .�;�/

D 1 Edge velocity

f.0;�/ D 0 Integration Constant
(13)

When moving from Eqs. (11) to (13), Oleinik and Samokhin [43] eliminated the
transpiration term by setting the f.0;�/ integration constant as a function of V0.x/.
The current presentation adopts a different approach by keeping the suction term
explicitly visible, which is consistent with previous flow control work by Thwaites
[10] and Watson [11, 12].

3.3 Similarity Conditions

Flat plate flows are said to be self-similar when the velocity profile maintains a
constant shape along the plate. Similarity occurs when there exists a map .X;Y/ !
.�; �/ such that the quantity U

Ue
D @f

@� .�;�/
depends on a single scaled coordinate (�):

9
	
� W R2 ! R

� W R ! R



W U

Ue
D @f

@�.�.Y;X/;�.X//
? .X; �/
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Our endeavour will now consist in identifying a map .�; �/ and a set of boundary
conditions (Ue

.X/;V
0
.X/,w

x
.X/) such that the solutions f.�;�/ of the scaled Prandtl

system (13) are independent from the longitudinal coordinate.

3.3.1 Blasius Flow

Different maps and boundary condition choices may lead to different types of
similar flow. Blasius [13] identified the first similarity solution of the Prandtl system
for unactuated flow .V0 D 0 ; Fx D 0/ with no pressure gradient dUe

dX D 0. Blasius
[13, 43] chose a transformation such that:

�.X/ � �.X/ with U2
e

 	
@f

@�

@2f

@�@�



� @2f

@�2
@f

@� .�;�/

!
@�

@X
� 0

A rigorous discussion of the reasoning behind this choice can be found in Oleinik
[43]. The momentum equation (13) then takes a very simple form:

dUe
dX D 0
d�
dX D 0

V0 D 0

Fx D 0

9
>>=

>>;
) �

�
f @

2f
@�2

�
U2e
ı
@ı
@X � � Ue

ı2

�
@3f
@�3

�
D 0 (14)

The solutions f of Eq. (14) will be independent of .�;X/ when ı.X/ is chosen such
that:

9 �1 2 R W
�

U2e
ı.X/

@ı
@X

�
D �1

	
� Ue

ı2.X/



8X 2 R

C

These conditions are satisfied when the normal coordinate (Y) is scaled with the
boundary layer thickness estimate proposed by Prandtl [1]:

�.X/ � �.X/

ı.X/ � Xp
ReX

ReX � UeX
�

Ue
.X/ � const:

9
>>>=

>>>;

) f @
2f
@�2

C @3f
@�3

D 0

, f f 00 C f 000 D 0
(15)

Prime notation ( f 0) was adopted to ease comparison with previous works.

3.3.2 Falkner-Skan Flow

Falkner and Skan [14] extended the similarity solutions of Blasius [13] to handle

flow with non-zero external pressure gradients
�
@Ue
@X ¤ 0

�
. The momentum equation
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of system (13) then reads:

d�
dX D 0

V0 D 0

Fx D 0

9
=

;
)

	�
@f
@�

�2 � 1 � f @
2f
@�2



Ue @Ue

@X � : : :

: : : �
�
f @

2f
@�2

�
U2e
ı
@ı
@X � � Ue

ı2

�
@3f
@�3

�
D 0

(16)

Equation (16) will not depend on .�;X/ similar if ı.X/ and Ue
.X/ are chosen such that:

9 �1; �2 2 R W
�

U2e
ı.X/

@ı
@X

�
D �1

	
� Ue

ı2.X/



D �2

�
Ue @Ue

@X

� 8X 2 R
C

These conditions occur on wedges [36, 37], where the outer flow velocity varies
with a power law [14, 43]:

�.X/ � �.X/

ı.X/ � Xp
ReX

Ue
.X/ � cXm

9
>=

>;

) m
�
df
d�

�2 � m � 1
2
.m C 1/ f @f

2

@�
� @3f

@�3
D 0

, m . f 0/2 � 1
2
.m C 1/ f f 00 D m C f 000 (17)

Constant m is called the pressure gradient parameter, and it is usually varied to
derive correlations between boundary layer parameters. Closure relations [16, 44]
based on the Falkner-Skan similarity conditions provide excellent approximations
to many real (non-similar) flows. This is of immense practical importance for the
calculation of subsonic airfoil flows [24] with viscous-inviscid solvers [34, 45].

3.3.3 Actuated Flow with Pressure Gradient

The procedure for extending the Falkner-Skan family of similarity solutions to
actuated flows is simple. Having chosen a transformation of flow variables, it

suffices to determine a set of boundary conditions
�
V0.X/;F

x
.X;Y/

�
that turns the

actuation terms independent of � in the transformed space. Let us then rewrite the
momentum equation of system (13) across the Falkner-Skan transformation:

�.X/ � �.X/

ı.X/ � Xp
ReX

Ue
.X/ � cXm

9
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m
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2
.m C 1/ f @f
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B
@

Suction‚ …„ ƒ
V0ı

�

@2f

@�2
�

Shear‚…„ƒ
@3f

@�3
�

Plasma‚ …„ ƒ
ı2

�Ue

1

�
Fx

1

C
C
C
A

D 0

(18)
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Observation of the third parcel of Eq. (18) indicates that actuated flows are self-
similar when V0.X/ and Fx

.X;Y/ are chosen such that:

9 .�3; �4/ 2 R W 1 D �3
V0ı

�
D �4

ı2

�Ue

1

�
Fx 8 X 2 R

C

Boundary Layer Suction can then be quantified in terms of a suction strength
similarity parameter ˇ, consistent with the definitions of Thwaites [10] and Watson
[11, 12]:

ˇ � V0ı
�

D
�
V0

Ue

�
Reı D const: with Reı D Ueı

�
(19)

A similar procedure leads to the identification of plasma actuation similarity
conditions. The first step consists in observing that the normal weighting function
from expression (4) can be rewritten in scaled variables quite easily:

wy

.Y;Tp/
D wy�

Y
ı ;

Tp
ı

� ? �

The plasma force term can then decomposed into the product of the normal
weighting function with a plasma strength parameter ˛:

1
�
Fx � ı2

�Ue

	
p
x
�
wy

.Y;Tp/
wx
.X/ D ˛wy

.�;Ntp/

with
˛ � ı2

�Ue

	
p
x
�
wx
.X/ D const:

Ntp � Tp
ı

D const:

(20)

Using the definitions from expressions (19) and (20), Eq. (18) is finally rewritten in
similarity form:

m
�
df
d�

�2 � m � 1
2
.m C 1/ f @f

2

@�
C ˇ

@2f
@�2

� @3f
@�3

� ˛wy

.�;Ntp/ D 0 (21)

It has then been shown that there exist similarity solutions of the extended Prandtl
system (2) under the following conditions:

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂̂
:̂

m . f 0/2 � m � 1
2
.m C 1/ f f 00 C ˇf 00 � f 000 � ˛wy

.�;Ntp/ D 0

Subject to:
@f
@� .0;�/

D 0 m D const:

lim�!1 @f
@� .�;�/

D 1 ˛ D const:

f.0;�/ D 0 ˇ D const:

(22)
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4 Numerical Solutions of the Similarity Equation

Equation (21) is the main result of the present contribution. The authors do not have
the pretension to identify an optimal numerical method for solving the proposed
similarity equation.

There is extensive literature about the numerical solution of boundary value
problems for ODEs resembling system (22). Blasius [13], Thwaites [10] and Watson
[11, 12] approximated the solutions of their equations with series expansions.
Hartree [46, 47] used his analog computer to solve the Falkner-Skan [14] problem.
In the digital era, early results were presented by Cebeci and Keller [48] and
followed by numerous contributions from Asaithambi [49], Farrell et al. [50] and
Elgazery [51].

Figures 2 and 3 present results obtained with a popular off-the-shelf solver
[52]. The problem was rescaled to handle far-field boundary conditions effectively,
as suggested by Farrell et al. [50] (Chap. 11). The two algorithms described in
reference [52] yield consistent results as long as the pressure gradient .m/, suction
.ˇ/ and plasma strength .˛/ remain sufficiently favourable.

The effect of co-flow plasma forces is similar to that of favorable pressure
gradients or continuous wall suction, whereas counter-flow plasma actuators are
comparable with adverse pressure gradients and wall blowing. Even so, differences
between the two phenomena exist: plasma forces act closer to the wall, and therefore
lead to greater changes in skin friction than pressure gradients do. Furthermore,
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Fig. 2 Numerical solutions of Eq. (21) for different plasma force (˛) and thickness parameters (Ntp)
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Fig. 3 Numerical solutions of Eq. (21) for different pressure gradient (m) and suction parame-
ters (ˇ)

thinner plasma force fields seem to have a smaller effect than thicker plasma force
fields.

5 Applications and Future Research

The developed similarity equation is expected to contribute to the improvement of
viscous-inviscid airfoil analysis codes like Xfoil [45] and Rfoil [34, 44]. Doing so
will enhance the ability of aerodynamicists to taylor the design of airfoils for reaping
the greatest possible benefits from active flow control technologies [24, 33].

Many questions regarding the similarity equation (21) proposed in this paper
remain. A serious numerical analysis is still to be done and solution existence or
uniqueness conditions aren’t defined yet. It is well known [36, 37] that the Falkner-
Skan equation (17) ceases to have unique solutions for m < �0:9040 but no similar
criteria have been established for the plasma strength parameter (20).
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On Robust Error Estimation for Singularly
Perturbed Fourth-Order Problems

Sebastian Franz and Hans-Görg Roos

Abstract Recently, several classes of fourth order singularly perturbed problems
were considered and uniform convergence in the associated energy norm as well
as in a balanced norm was proved. In this proceedings paper we will extend some
results by looking into L1-bounds and postprocessing.

1 Introduction

In [3] several classes of fourth order problems were considered. In this proceedings
paper we want to cover some extensions to it.

Consider the singularly perturbed plate bending problem for a clamped plate,
given by the fourth-order differential equation

"2�2u � b�u C .c 	 r/u C du D f in ˝ WD .0; 1/2; (1a)

u D @u

@n
D 0 on � WD @˝ (1b)

where b 
 b0 > 1, d� 1
2
.div cC�b/ 
 ı > 0 and f 2 L2.˝/ are smooth functions.

In the given rectangular domain we have u 2 H2
0.˝/\ H4.˝/, see [1].

An alternative representation of above model is obtained by substituting
w D "�u 2 H2.˝/ in order to obtain the system

w � "�u D 0;

"�w � bw C .c 	 r/u C du D f :
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A weak formulation by using appropriate function spaces and the notation
c D c C rb is given by the following mixed method:

Find .u;w/ 2 H1
0.˝/� H1.˝/ such that

"hru;r	i C hw; 	i D 0; for all 	 2 H1.˝/;

(2a)

hbru;r i C hc 	 ru C du;  i � "hrw;r i D h f ;  i; for all  2 H1
0.˝/:

(2b)

In our paper we use the standard notation of Sobolev spaces, where k	k0 is the L2-
norm, j 	 jk the seminorm in Hk and k	kk the full Hk-norm. Furthermore, we denote
by hu; viD the L2-scalar product over a domain D � ˝ . If D D ˝ we drop the
subscript.

This weak formulation corresponds to the bilinear form a.	; 	/ defined by

a..u;w/; . ; 	//

D "hru;r	i C hw; 	i C hbru;r i C hc 	 ru C du;  i � "hrw;r i

and (2) can be rewritten as: Find .u;w/ 2 H1
0.˝/ � H1.˝/ such that

a..u;w/; . ; 	// D h f ;  i for all . ; 	/ 2 H1
0.˝/ � H1.˝/:

We will consider in this paper the mixed FEM of [3] applied to (2) and prove
in Sect. 2 uniform convergence rates of this method for the component u in L1.
Furthermore, the supercloseness result of [3] is used to facilitate a postprocessing
approach in order to improve the convergence rate in the energy-norm. Section 3
provides an example supporting the theoretical results.

2 Numerical Analysis

Let us start by defining the energy norm

jjj.u;w/jjj2 WD kwk20 C b0kruk20 C ıkuk20:

By [3, Lemma 3.1] we immediately have coercivity

a..u;w/; .u;w// 
 jjj.u;w/jjj2

and therefore the uniqueness of the solution of (2). In order to derive robust error
estimates we propose an assumption on the solution in the next section.
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2.1 Solution Decomposition and Meshes

Let us assume a decomposition of the solution u into a smooth part S, boundary
layers Ek with k D 1; 2; 3; 4 and corner layers Ek with k D 12; 23; 34; 41. More
precisely, we assume for 0 � i; j � p C 2

j@ix@ j
yS.x; y/j � C; j@ix@ j

yE1.x; y/j � C"1�ie�x=";

j@ix@ j
yE2.x; y/j � C"1�je�y="; j@ix@ j

yE12.x; y/j � C"1�i�je�x="e�y=";

and similarly for the other components of the decomposition. Then we can construct
a layer-adapted Shishkin mesh. (We could also use the generalisation of S-type
meshes [7], that can give better numerical results, but in order to simplify the
notation of the paper we stick to Shishkin meshes.) We define the so-called transition
point

� D min


�" lnN;

1

4

�
:

Note that it follows for this point

jE1.�; y/j � C"N�� :

These layers are therefore called weak layers as their influence vanishes with
decreasing " in a pointwise sense contrary to solutions of second order problems.

The interval Œ0; 1� is now partitioned with a piecewise equidistant mesh, that is
constructed by equidistantly dividing Œ0; �� into N=4 subintervals, Œ�; 1 � �� into
N=2 and Œ1 � �; 1� into N=4 subintervals again. The tensor product of two such
1d-meshes gives the Shishkin mesh.

On these meshes we consider the discrete space

VQ WD fv 2 H1.˝/ W vj
 2 Qp.
/8
 2 TNg; VQ
0 WD VQ \ H1

0.˝/:

Here Qp.
/ is the polynomial space on 
 , with polynomial degrees at most p in each
direction.

Now the discrete problem reads: Find .uh;wh/ 2 VQ
0 � VQ such that

a..uh;wh/; . ; 	// D h f ;  i for all 	 2 VQ;  2 VQ
0 : (3)

2.2 Error Estimation in L1

In [3, Theorem 3.6 and Lemma 3.7] we find the following error bound for the
discrete error jjj.Iu � uh; Jw � wh/jjj, where I and J are standard interpolation
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operators: If � 
 p C 2 we have

jjj.Iu � uh; Jw � wh/jjj � C.N�1 lnN/pC1: (4)

From this estimate and the interpolation error estimate

kIu � ukL1.˝/ � C.N�1 lnN/pC1; (5)

that can be proved similarly to the L2-norm estimates in [3, Lemma 3.3], we obtain
the following pointwise convergence result.

Theorem 1 For � 
 p C 2 and uh 2 VQ
0 it holds

ku � uhkL1.˝/ � CK.N; "/.N�1 lnN/pC1;

where

K.N; "/ WD .lnN/1=2 C min

(

N1=2;

	
ln

N

" lnN


1=2)

:

Proof We start with the triangle inequality and obtain

ku � uhkL1.˝/ � ku � IukL1.˝/ C kIu � uhkL1.˝/:

The first term is already estimated by (5). For the second one we split the domain˝
into the layer regions and the non-layer region, see e.g. [3]. More precisely, we use
the splitting

˝ f
x WD .Œ0; ��[ Œ1 � �; 1�/ � Œ�; 1 � ��;

˝ f
y WD Œ�; 1 � �� � .Œ0; �� [ Œ1 � �; 1�/;

˝c WD Œ�; 1 � ��2; ˝cor WD ˝ n .˝ f
x [˝ f

y [˝c/:

Then we have

kIu � uhkL1.˝/D max
n
kIu � uhkL1.˝c/; kIu � uhkL1.˝

f
x [˝ f

y /
; kIu � uhkL1.˝cor/

o
:

For the first two terms we apply the discrete Sobolev inequality, see [5]. Let us start
with ˝c, where all cells have a diameter of order N�1. It follows

kIu � uhkL1.˝c/ � C.1C .lnN/1=2/kr.Iu � uh/k0;˝c :
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In˝ f
x [˝ f

y all cells have a diameter of order N�1 too, although they are anisotropic.
We obtain

kIu � uhkL1.˝
f
x [˝ f

y /
� C.1C .lnN/1=2/kr.Iu � uh/k0;˝ f

x [˝ f
y
:

For the remaining norm over ˝cor we can apply the same reasoning. Here the cells
have a diameter of order "N�1 lnN and therefore we obtain

kIu � uhkL1.˝cor/ � C

 

1C
	

ln
N

" lnN


1=2!

kr.Iu � uh/k0;˝cor :

There is an alternative way which we will show on the domain ˝1
cor D Œ0; ��2 but

which can be applied on the other parts of˝cor too. Due to .Iu� uh/j� D 0 we also
have

kIu � uhkL1.˝1
cor/

� sup
y2Œ0;��

ż �

0

j@x.Iu � uh/.�; y/j d�

� C

	
�
N

�


1=2
k@x.Iu � uh/k0;˝1

cor

� CN1=2k@x.Iu � uh/k0;˝1
cor
;

where an inverse inequality in y-direction was used. Combining all the previous
estimates we obtain with kr.Iu � uh/k0 � jjjIu � uh; Jw � whjjj

kIu � uhkL1.˝/ � C

 

.lnN/1=2 C min

(

N1=2;

	
ln

N

" lnN


1=2)!

jjjIu � uh; Jw � whjjj

� C

 

.lnN/1=2 C min

(

N1=2;

	
ln

N

" lnN


1=2)!

.N�1 lnN/pC1:

ut
Note that we have the "-uniform bounds

.lnN/1=2 � K.N; "/ � CN1=2

and the dependence of K.N; "/ on " is very weak. Actually, for " 
 10�100 we have

K.N; "/ � 7:55.lnN/1=2:
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2.3 Postprocessing

The supercloseness result (4) can be used to define a better numerical solution,
following the lines of [2, 6, 8]. The interpolation operators I and J are chosen as
in [3].

As postprocessing operator we use an interpolation operator on a macro mesh.
For that, suppose N is divisible by 4. We construct a coarser macro mesh QTN=2

composed of macro rectangles M, each consisting of four rectangles of TN . The
construction of these macro elements M is done such that the union on them covers
˝ and none of them crosses the transition lines at �x and 1 � �y for x or y.

The precise definition of the operator can be done in different ways. In [6] an
operator is described that maps into QpC2, thus increases the polynomial degree by
2. A minor modification is given in [8] for p 
 3 to map into QpC1. We will present
another modification that is defined differently for even and odd values of p 
 1 and
maps always into QpC1.

We describe the interpolation operator in 1d on the reference interval Œ�1; 1�.
The full operator is then a tensor product of two 1d interpolators mapped onto a
macro cell M. For this purpose let Ov be the mapped function v on Œ�1; 1�. Then
bP W CŒ�1; 1� ! PpC1Œ�1; 1� is defined for odd p by

bP Ov.�1/ D Ov.�1/; bP Ov.0/ D Ov.0/; bP Ov.1/ D Ov.1/;

and if p 
 3

ż 1

�1
.bP Ov � Ov/q D 0; q 2 Pp�2.Œ�1; 1�/:

For even p 
 2 we change the definition to

bP Ov.�1/ D Ov.�1/; bP Ov.1/ D Ov.1/;
ż 0

�1
.bP Ov � Ov/ D 0;

ż 1

0

.bP Ov � Ov/ D 0;

ż 1

�1
.bP Ov � Ov/q D 0; q 2 Pp�2.Œ�1; 1�/ n P0.Œ�1; 1/:

Finally, we set

PMv DbPxbPy Ov;

where the subscript denotes the coordinate direction the 1d operator is applied to,
and extend this piecewise projection to a global, continuous function by setting

�
Pv
�
.x; y/ WD �

PMv
�
.x; y/ for .x; y/ 2 M:
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Lemma 1 For the postprocessing operator defined above we have

PIu D Pu; PJw D Pw; for all u; w 2 C.˝/
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ.PuN;PwN/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ � C

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ.uN ;wN/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ ; for all uN 2 VQ

0 ; w
N 2 VQ:

For � 
 p C 2 it holds furthermore

jjj.Pu � u;Pw � w/jjj � C.N�1 lnN/pC1:

Proof The proof follows the lines of e.g. [2, Lemma 5.1] for the consistency and
stability, and [3, Lemma 3.3] for the interpolation error. ut
Theorem 2 We have for � 
 p C 2

jjj.u � Puh;w � Pwh/jjj � C.N�1 lnN/pC1:

Proof Using the consistency and stability of P we obtain

jjj.u � Puh;w � Pwh/jjj � jjj.u � Pu;w � Pw/jjj C jjj.PIu � Puh;PJw � Pwh/jjj
� jjj.u � Pu;w � Pw/jjj C C jjj.Iu � uh; Jw � wh/jjj :

Since both terms are already bounded by the right order, the proof is done. ut

3 Numerical Experiments

Let us consider a problem, already investigated in [3, 4]. It is given by

"2�2u ��u D f in ˝ D .0; 1/2; (6a)

u D @u

@n
D 0 on � D @˝; (6b)

where f is given such that the exact solution is

u.x; y/ DX.x/Y.y/ where

X.x/ D1

2

�
sin.�x/C �"

1 � e�1="

�
e�x=" C e.x�1/=" � 1 � e�1="

��

Y.y/ D
	
2y.1 � y2/C "

	
`d.1 � 2y/ � 3q

`
C
	
3

`
� d



e�y=" C

	
3

`
C d



e.y�1/="




;
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Table 1 Numerical results for example (6)

N ku � uhkL1 jjj.u � uh; v � vh/jjj jjj.u � Puh; v � Pvh/jjj
Q1 16 9:412e�03 1:125e�01 2:125e�02

32 2:590e�03 1:86 5:620e�02 1:00 5:457e�03 1:96

64 6:837e�04 1:92 2:811e�02 1:00 1:439e�03 1:92

128 1:756e�04 1:96 1:406e�02 1:00 3:892e�04 1:89

256 4:445e�05 1:98 7:038e�03 1:00 1:075e�04 1:86

512 1:117e�05 1:99 3:522e�03 1:00 3:015e�05 1:83

Q2 16 1:815e�04 4:682e�03 1:911e�03
32 2:323e�05 2:97 1:349e�03 1:80 5:822e�04 1:71

64 2:913e�06 3:00 4:100e�04 1:72 1:498e�04 1:96

128 3:643e�07 3:00 1:269e�04 1:69 3:227e�05 2:21

256 4:543e�08 3:00 3:920e�05 1:69 6:213e�06 2:38

512 5:663e�09 3:00 1:200e�05 1:71 1:117e�06 2:47

Q3 16 4:436e�06 6:650e�04 8:930e�04
32 3:740e�07 3:57 1:968e�04 1:76 2:308e�04 1:95

64 7:101e�08 2:40 4:700e�05 2:07 4:162e�05 2:47

128 1:034e�08 2:78 9:721e�06 2:27 5:766e�06 2:85

256 1:261e�09 3:04 1:841e�06 2:40 7:007e�07 3:04

512 1:364e�10 3:21 3:293e�07 2:48 8:530e�08 3:04

with ` D 1� e�1=", q D 2� ` and d D 1=.q � 2"`/. As parameter for the Shishkin
mesh we set � D p C 2 and fix " D 10�4 (uniformity in " was already investigated
in [3]).

Table 1 shows the results for p D 1 and p D 2. The observed results in L1 are
even better than expected, as a convergence of N�.pC1/ can be seen instead of the
bound from Theorem 1. The last column shows quite nicely the improvement in
the energy norm by postprocessing the numerical solution. The table also shows the
results for p D 3, where the rates in L1 and for the postprocessed solution are not as
good as expected. A possible explanation is, that the solution to the given problem
is not smooth enough for the assumption on the solution decomposition to hold for
high derivatives. Although the derivatives of the given solution u fulfil the sum of
the estimates, it is not enough, as the existence of a decomposition is not clear. It
is an open question, which compatibility and regularity conditions are needed, such
that a solution decomposition like the one presented in Sect. 2.1 exists.
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Singularly Perturbed Initial-Boundary Value
Problems with a Pulse in the Initial Condition

José Luis Gracia and Eugene O’Riordan

Abstract A singularly perturbed parabolic equation of reaction-diffusion type is
examined. Initially the solution approximates a concentrated source, which causes
an interior layer to form within the solution for all future times. Combining a
classical finite difference operator with a layer-adapted mesh, parameter-uniform
convergence is established. Numerical results are presented to illustrate the theoret-
ical error bounds.

1 Introduction

In [3], a singularly perturbed parabolic problem, of convection diffusion type,

�"uxx C aux C bu C cut D f ; "; a.x; t/; b.x; t/; c.x; t/ > 0;

with a layer (having a Gaussian profile) present in the initial condition u.x; 0/ D
	.xI "/, was examined. The initial layer induced an interior layer in the solution of
the parabolic problem. To establish that the numerical method (constructed in [3])
was parameter-uniform [2], the scale of the initial layer was set to be of order
O.

p
"/; in other words, the scale of the initial layer corresponded to the scale of

any interior layer present in the solution. In this paper, we examine the possibility
of an initial layer of a different scale being transported through time. To simplify
the matter, we consider a parabolic problem with no convection present. In order to
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retain parameter-uniform convergence, it is established below that the layer width in
the initial condition can have a scale wider than the scale induced by the differential
equation. However, if the scale of the initial layer is significantly thinner than the
scale of any interior layer then the rate of convergence is adversely effected by the
presence of such an excessively thin layer in the initial condition, when a uniform
mesh in time is utilized in the numerical method. Numerical results for a numerical
method utilizing a particular piecewise-uniform mesh in both space and time suggest
a potential improvement in the convergence rate in the case of a very thin pulse. In
this paperC denotes a generic constant that is independent of the parameter " and the
mesh parameters N and M. For any function z, we set kzk NG WD max.x;t/2 NG jz.x; t/j:

2 Reaction-Diffusion Problem

Consider the following singularly perturbed parabolic problem of reaction-diffusion
type : Find u such that

Lu WD .�"uxx C bu C cut/.x; t/ D f .x; t/; .x; t/ 2 ˝ WD .�1; 1/ � .0;T�; (1a)

u.x; 0/ D g1.x/C g2.x/e
�� x2

" ;�1 � x � 1; � > 0I (1b)

u.�1; t/ D 	L.t/; u.1; t/ D 	R.t/; 0 < t � T; b.x; t/ 
 0; c.x; t/ > 0I (1c)

g.i/2 .�1/ D g.i/2 .1/ D 0; i D 0; 1; 2I (1d)

where b.x; t/; c.x; t/; f .x; t/; g1.x/; g2.x/ are sufficiently smooth functions. In this
problem, in contrast to the case of a convection-diffusion problem [3], there are
no immediate restrictions on the final time T, as the interior layer will not interact
with the boundaries of the domain. However, the bounds in the final error estimate
given in Theorem 2 do depend on e�T and hence, for � > 1, these bounds become
large as T increases.

To highlight the interplay between the width of the pulse and the scale of the
layers emanating from the presence of the singular perturbation parameter in the
differential equation, we consider the following simple problem

� "uxx C ut D 0; .x; t/ 2 Q WD .�1; 1/ � .0; 0:5�; (2a)

u.x; 0/D.1 � x2/2e� �x2
" ; �1 � x � 1I u.�1; t/Du.1; t/D0; 0 < t � 0:5: (2b)

A closed form representation of the solution of this problem is

u.x; t/ D 1

2
p
"�t

e� �x2
".1C4� t/

ż 1

sD�1
.1 � s2/2e� .1C4� t/

4"t . x
1C4� t �s/2 ds:
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As "
�

! 0C, we note that the solution behaves like

u.x; t/ ! 1p
1C 4� t

e� �x2
".1C4� t/

	
1 � x2

.1C 4� t/2


2
:

Observe that the layer width initially is visible in the bound

e� �x2
" � e� �x2

".1C4� t/ � e� �x2
2" ; 0 < t � 1

4�
I

and the range of applicability for this inequality increases as the value of �
decreases. For any � 
 1 we also have, for intermediate values of time, that

e� x2
" � e� �x2

".1C4� t/ � e� x2
2" ;

1

4
� 1

4�
� t � 1

2
� 1

4�
; � 
 1:

The layer width associated with the function e� �x2
".1C4� t/ evolves from an initial width

of O.
p
"=�/ to a width of O.

p
"/ as time increases, in the case where � 
 1. In the

case where � < 1, we simply have

e� x2
5t" � e� �x2

".1C4� t/ � e� x2
6t" ;

1

2�
� t � 1

�
:

Over a finite time range 4T� � 1, there will be no significant change in the layer
width for � < 1. In both cases � < 1; � 
 1, note that the amplitude of the pulse
at x D 0 decreases with time and with respect to � . This effect is illustrated in the
two figures displayed in Fig. 1. Finally, note that ut.0; 0/ < 0, but ut.x; 0/ > 0; x 2
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Fig. 1 Problem (2): zoom into the interior layer region of the computed solution UN;M generated
by the numerical scheme (5) for N D 32;M D 128. In the left figure, � D 0:01; T D 50 and
" D 2�15 and in the right figure � D 100; T D 0:1 and " D 2�5



90 J.L. Gracia and E. O’Riordan

.�1; 1/ n .�C
p
"=�;C

p
"=�/: Hence, the initial time derivative has different signs

within and outside the layer region.
In our subsequent numerical analysis, we shall see that a piecewise-uniform

Shishkin mesh, with a transition point related to the width of the pulse, coupled with
a uniform mesh in time, suffices to obtain parameter-uniform convergence only in
the case where � � 1.

3 Bounds on the Derivatives of the Continuous Solution

The general solution of (1) can be decomposed into the sum u D v C wL C wR C z;
where v;wL;wR; z 2 C 4C� . N̋ / and

Lv D f ; v.x; 0/ D g1.x/; v.�1; t/; v.1; t/ suitably chosenI
LwL D 0; wL.�1; t/ D .u � v/.�1; t/; wL.1; t/ D 0; wL.x; 0/ D 0I
LwR D 0; wR.1; t/ D .u � v/.1; t/; wR.�1; t/ D 0; wR.x; 0/ D 0I
Lz D 0; z.x; 0/ D g2.x/e

�� x2
" ; z.�1; t/ D z.1; t/ D 0:

For the regular and boundary layer components the following bounds can be
established, as in [5]: For 0 � j C 2m DW n � 4,

�
�
�
@ jCmv

@xj@tm

�
�
�
˝

� C
�
1C "1�j=2

�
; (3a)

ˇ
ˇ̌@ jCmwL

@xj@tm
.x; t/

ˇ
ˇ̌ � C"�j=2e

� .1Cx/
p

" ;
ˇ
ˇ̌@ jCmwR

@xj@tm
.x; t/

ˇ
ˇ̌ � C"�j=2e

� .1�x/
p

" : (3b)

In passing we note that the interior layer component z is smoother than in the case
of the convection-diffusion problem [3] as Œz�.0; t/ D Œzx�.0; t/ D 0.

Theorem 1 Assume that �T � C and � 
 C". For 0 � j C 2m DW n � 4,

jz.x; t/j � Ce� t=c0e
�

p

�jxj
p

" ; (4a)
�
�
�
@ jCmz

@xj@tm

�
�
�
˝

� Ce�T=c0 .1C �n=2/"�j=2; (4b)

where c0 WD min c.x; t/. In addition, if C" � � � 1, then

�
�
�
@ jCmz

@xj@tm

�
�
�
˝

� C"�j=2� j=2: (4c)
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Proof From the maximum principle, jz.x; t/j � Ce
t
c0 ; 8.x; t/ 2 ˝: Note that for all

s and any � > 0

e��s2 � e
1
4 e�p

�jsj:

Then using the obvious barrier functions, we establish the bounds (4a) on z
separately on ˝� D Œ�1; 0� � Œ0;T� and ˝C D Œ0; 1� � Œ0;T�, while noting that

jz.0; t/j � Ce
t
c0 has been already established. In order to obtain parameter-explicit

bounds on the derivatives of z in the entire region ˝ , and to deal with the cases of
c" � � < 1 and � 
 1 together, we introduce the stretched variables

� WD
p
��xp
"
; 
 D ��t with �� WD maxf1; �g and Lu.�; 
/ WD u.s; t/:

Hence the differential equation can be written in the form

�Lz�� C Lb
��

Lz C Lc Lz
 D 0; .�; 
/ 2
�
�
p
��=

p
";
p
��=

p
"
�

� .0; ��T�;

with zero boundary conditions and an initial condition of the form

Lz.�; 0/ D g2
�p

"�=
p
�
�
e��2 if �

�

D �; and Lz.�; 0/ D g2.
p
"�/e���2 if �

�

D 1:

To obtain bounds on the derivatives of the interior layer, we now use the interior
estimates from [4, p. 352], to deduce that

ˇ
ˇ̌ @ jCmLz
@�j@
m

.�; 
/
ˇ
ˇ̌ � Ce�T=c0 C C

ˇ
ˇ̌ @jLz
@�j
.�; 0/

ˇ
ˇ̌
:

Returning to the original variables, we get

��
�
@ jCmz

@xj@tm

��
�
˝

� Ce�T=c0 �m
	
�

"


j=2 	
1C

r
"

�


j

� Ce�T=c0 � .jC2m/=2"�j=2; if �
�

D �;

�
��
@ jCmz

@xj@tm

�
��
˝

� Ce�T=c0 "�j=2
�p

"C
p
�
�j � Ce�T=c0 "�j=2� j=2; if �

�

D 1:

In the last inequality we have used the fact that C" � � .

Remark 1 Note that in the case where � � C", then in the above proof, we can
replace �� by � and consequently deduce that all the partial derivatives of z are
uniformly bounded. Thus, when � � C", there is no interior layer present.
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4 Numerical Method and Error Analysis

We employ a classical fully implicit finite difference operator on a piecewise-
uniform Shishkin mesh [2]. The finite difference scheme is given by

LN;MU WD �"ı2xU C bU C cD�
t U D f .xi; tj/; .xi; tj/ 2 ˝N;M; (5a)

U.xi; 0/ D u.xi; 0/; U.�1; tj/ D u.�1; tj/; U.1; tj/ D u.1; tj/: (5b)

Note that nothing special is required at the mesh points .0; tj/, where the interior
layer is located. Based on the above bounds on the layer components of the solution,
we split the space domain Œ�1; 1� into the five subintervals

Œ�1;�1C �R� [ Œ�1C �R;�
� [ Œ�
; 
� [ Œ
; 1 � �R� [ Œ1 � �R; 1�; (5c)


 WD min


1

8
; 2

p
"p
�

lnN

�
; �R WD min


1

8
; 2

p
" lnN

�
; (5d)

where N is the spatial discretisation parameter. The grid points, in space, are
uniformly distributed within each subinterval such that

�x0 D xN D 1; �xN=8 D x7N=8 D 1 � �R; �x3N=8 D x5N=8 D 
; xN=2 D 0:

We use M mesh elements uniformly distributed in time and the mesh N̋ N;M is the
tensor product of the spatial and time meshes.

The discrete counterparts of the components v; wL; wR and z are denoted by
V; WL; WR and Z, which are defined in a standard way. Bounds on the errors in the
discrete regular component (V), boundary layers components (WL and WR) follow
from a standard truncation argument and suitable barrier functions [1, 5]. Thus, we
have that

kV�vk N̋ N;M � C.N�1 lnN/2CCM�1; kWL �wLk N̋ N;M � CN�2CCM�1; (6)

and the boundary layer component WR satisfies similar error estimates as WL. For
M 
 O.lnN/, the discrete interior layer function satisfies the bounds

.a/ jZ.xi; tj/j � Ce�T=c0
N=2Y

kDi

 

1C
p
�hk
2
p
"

!

; xi � 0;

.b/ jZ.xi; tj/j � Ce�T=c0
iY

kDN=2

 

1C
p
�hk
2
p
"

!�1
; xi 
 0;
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where hk WD xk � xk�1, for k D 1; 2; : : : ;N. From these bounds we establish that
when 8
 < 1

jZ.xi; tj/j � Ce�T=c0N�2; xi 2 .�1; 1/ n .�
; 
/:

In addition, for xi 2 .�
; 
/

jLN;M.Z � z/.xi; tj/j �
(
Ce�T=c0

�
�.N�1 lnN/2 C �2M�1� ; if 1 � �;

Ce�T=c0
�
�.N�1 lnN/2 C M�1� ; if � < 1:

Using a suitable barrier function we deduce that

kZ � zk.�
;
/ �
(
Ce�T=c0

�
�.N�1 lnN/2 C �2M�1� ; if 1 � �;

Ce�T=c0
�
�.N�1 lnN/2 C M�1� ; if � < 1:

(7)

From the error bounds (6) and (7), the following nodal error bound follows by the
triangular inequality.

Theorem 2 Assume M 
 O.lnN/. Let be U the solution of the discrete problem (5)
and u the solution of the continuous problem (1). Then,

kU � uk N̋ N;M �
(
Ce�T=c0

�
�.N�1 lnN/2 C �2M�1� ; if 1 � �;

Ce�T=c0
�
.N�1 lnN/2 C M�1� ; if � < 1:

5 Numerical Experiments

Consider the following test problem

� "uxx C u C ut D .1 � x2/t; .x; t/ 2 Q WD .�1; 1/� .0; 1�; (8)

u.x; 0/D.1 � x2/2.1C x/2e� �x2
" ; �1 � x � 1; u.�1; t/Du.1; t/D0; 0 < t � 1;

where we shall consider some sample values for the parameter �: In Figs. 2 and 3
we display the computed solutions generated by the numerical scheme (5) with " D
2�5; 2�10 and N D M D 32. The values of the parameter � in the initial condition
are � D 1 and � D 100. We observe again the influence of this parameter in the
profile of the solution. Note that the time derivative jut.0; 0/j increases with � .
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Fig. 2 Test problem (8): computed solution UN;M generated by the numerical scheme (5) for N D
M D 32, � D 1 and " D 2�5 (left figure) and " D 2�10 (right figure)
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Fig. 3 Test problem (8): computed solution UN;M generated by the numerical scheme (5) for N D
M D 32, � D 100 and " D 2�5 (left figure) and " D 2�10 (right figure)

The exact solution of this problem is unknown and we use the two-mesh
principle [2] to estimate the orders of convergence by first computing the two-mesh
differences

FN;M
" WD max

˚kUN;M � NU2N;2Mk N̋ N;M ; k NUN;M � U2N;2Mk N̋ 2N;2M
�
;

where NUN;M denotes the bilinear interpolant of the solution. These values are used
to compute the approximate orders of global convergence using

QN;M
" WD log2.F

N;M
" =F2N;2M" /:
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Table 1 Numerical method (5): computed two-mesh differences FN;M
" and uniform differences

FN;M with their corresponding orders of convergence QN;M
" , QN;M for problem (8) with � D 1

N=M=32 N=M=64 N=M=128 N=M=256 N=M=512 N=M=1024

" D 20 0.742E�01 0.528E�01 0.339E�01 0.197E�01 0.107E�01 0.557E�02

0.492 0.639 0.785 0.882 0.939

" D 2�2 0.558E�01 0.326E�01 0.179E�01 0.944E�02 0.486E�02 0.247E�02

0.777 0.867 0.920 0.957 0.978

" D 2�4 0.373E�01 0.225E�01 0.125E�01 0.656E�02 0.337E�02 0.171E�02

0.727 0.855 0.925 0.961 0.980

" D 2�6 0.556E�01 0.228E�01 0.118E�01 0.602E�02 0.304E�02 0.153E�02

1.284 0.949 0.974 0.987 0.993

" D 2�8 0.698E�01 0.317E�01 0.141E�01 0.652E�02 0.312E�02 0.152E�02

1.140 1.164 1.117 1.064 1.035

" D 2�10 0.110EC00 0.615E�01 0.239E�01 0.922E�02 0.381E�02 0.169E�02

0.836 1.360 1.376 1.277 1.173

" D 2�12 0.861E�01 0.103EC00 0.562E�01 0.196E�01 0.660E�02 0.241E�02

�.264 0.881 1.522 1.568 1.456

" D 2�14 0.827E�01 0.847E�01 0.672E�01 0.304E�01 0.116E�01 0.427E�02

�.033 0.332 1.145 1.387 1.445
:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

" D 2�30 0.827E�01 0.816E�01 0.662E�01 0.302E�01 0.116E�01 0.426E�02

0.020 0.301 1.134 1.381 1.442

FN;M 0.110EC00 0.103EC00 0.677E�01 0.311E�01 0.116E�01 0.557E�02

QN;M 0.085 0.612 1.121 1.420 1.063

The uniform global orders of convergence are estimated by computing

FN;M WD max
"2S FN;M

" ; QN;M WD log2.F
N;M=F2N;2M/;

with S D f20; 2�1; 2�2; : : : ; 2�30g. The numerical results presented in Tables 1
and 2 are in line with our theoretical findings. In Table 3 we fix the value of the
singular perturbation parameter to " D 2�16 and we take different values of � D
2�20; 2�18; : : : ; 210. We observe that the method is convergent but the maximum
two-mesh differences are greater as � increases and the orders of convergence have
deteriorated.
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Table 2 Numerical method (5): computed two-mesh differences FN;M
" and uniform differences

FN;M with their corresponding orders of convergence QN;M
" , QN;M for problem (8) with � D 100

N=M=32 N=M=64 N=M=128 N=M=256 N=M=512 N=M=1024

" D 20 0.587E�01 0.526E�01 0.436E�01 0.461E�01 0.467E�01 0.399E�01

0.156 0.273 �.080 �.020 0.226

" D 2�2 0.557E�01 0.517E�01 0.428E�01 0.462E�01 0.463E�01 0.394E�01

0.108 0.271 �.108 �.005 0.236

" D 2�4 0.781E�01 0.572E�01 0.444E�01 0.470E�01 0.466E�01 0.393E�01

0.451 0.363 �.080 0.011 0.244

" D 2�6 0.122EC00 0.703E�01 0.503E�01 0.501E�01 0.478E�01 0.398E�01

0.800 0.484 0.006 0.067 0.265

" D 2�8 0.122EC00 0.703E�01 0.497E�01 0.508E�01 0.486E�01 0.403E�01

0.799 0.502 �.033 0.064 0.270

" D 2�10 0.122EC00 0.703E�01 0.497E�01 0.508E�01 0.486E�01 0.403E�01

0.798 0.502 �.032 0.064 0.270

" D 2�12 0.122EC00 0.703E�01 0.497E�01 0.508E�01 0.486E�01 0.403E�01

0.797 0.502 �.031 0.064 0.269

" D 2�14 0.122EC00 0.703E�01 0.497E�01 0.507E�01 0.485E�01 0.403E�01

0.797 0.502 �.031 0.064 0.269
:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

" D 2�30 0.122EC00 0.703E�01 0.497E�01 0.507E�01 0.485E�01 0.403E�01

0.797 0.502 �.030 0.064 0.269
FN;M 0.127EC00 0.703E�01 0.503E�01 0.509E�01 0.486E�01 0.404E�01

QN;M 0.849 0.484 �.016 0.065 0.269

Remark 2 Given the initial large time derivatives visible in Fig. 3 and also present
in the bounds (4b) on the time derivatives of the solution, it is natural to consider a
piecewise uniform mesh in time where the transition parameter is taken to be


t WD min fT=2; .1=�/ lnMg ; (9)

and to distribute uniformlyM=2C1 points in the time subdomains Œ0; 
t� and Œ
t;T�.
We repeat only two of the previous Tables 2 (where � D 100) and 3 (where " D
2�16); their companion tables are Tables 4 and 5. We observe an improvement in
the numerical results compared to using a uniform mesh in time. The question of
whether the inclusion of a piecewise-uniform mesh in time produces a parameter-
uniform (with respect to both " and �) remains an open question.



A Singularly Perturbed Problem with a Pulse in the Initial Condition 97

Table 3 Numerical method (5): computed two-mesh differences FN;M
" and their corresponding

orders of convergence QN;M
" for problem (8) with " D 2�16

N=M=32 N=M=64 N=M=128 N=M=256 N=M=512 N=M=1024

� D 2�16 0.317E�01 0.130E�01 0.576E�02 0.269E�02 0.130E�02 0.638E�03

1.290 1.171 1.096 1.051 1.027

� D 2�12 0.266E�01 0.134E�01 0.557E�02 0.236E�02 0.106E�02 0.517E�03

0.988 1.265 1.237 1.156 1.037

� D 2�8 0.656E�01 0.225E�01 0.771E�02 0.292E�02 0.123E�02 0.553E�03

1.547 1.542 1.402 1.252 1.146

� D 2�4 0.904E�01 0.105EC00 0.544E�01 0.170E�01 0.494E�02 0.152E�02

�.209 0.943 1.681 1.778 1.701

� D 20 0.827E�01 0.831E�01 0.667E�01 0.303E�01 0.116E�01 0.427E�02

�.007 0.317 1.140 1.384 1.443

� D 22 0.113EC00 0.829E�01 0.683E�01 0.355E�01 0.159E�01 0.685E�02

0.449 0.280 0.946 1.158 1.214

� D 24 0.127EC00 0.772E�01 0.690E�01 0.470E�01 0.281E�01 0.154E�01

0.714 0.162 0.553 0.744 0.869

� D 26 0.132EC00 0.694E�01 0.562E�01 0.536E�01 0.456E�01 0.339E�01

0.932 0.306 0.069 0.231 0.430

� D 28 0.890E�01 0.640E�01 0.570E�01 0.479E�01 0.449E�01 0.473E�01

0.476 0.167 0.251 0.093 �.075

� D 210 0.437E�01 0.411E�01 0.493E�01 0.532E�01 0.523E�01 0.459E�01

0.090 �.263 �.108 0.023 0.189

Table 4 Finite difference scheme (5) coupled with a piecewise-uniform mesh in time (9):
computed two-mesh differences FN;M

" and uniform differences FN;M with their corresponding
orders of convergence QN;M

" , QN;M for problem (8) with � D 100

N=M=32 N=M=64 N=M=128 N=M=256 N=M=512 N=M=1024

" D 20 0.844E�01 0.565E�01 0.339E�01 0.183E�01 0.912E�02 0.513E�02

0.579 0.738 0.886 1.006 0.830

" D 2�2 0.917E�01 0.593E�01 0.347E�01 0.185E�01 0.919E�02 0.506E�02

0.630 0.772 0.904 1.014 0.860

" D 2�4 0.881E�01 0.745E�01 0.369E�01 0.185E�01 0.975E�02 0.529E�02

0.243 1.012 0.996 0.925 0.881

" D 2�6 0.127EC00 0.840E�01 0.699E�01 0.317E�01 0.136E�01 0.634E�02

0.594 0.266 1.139 1.220 1.104

" D 2�8 0.127EC00 0.819E�01 0.666E�01 0.347E�01 0.163E�01 0.758E�02

0.632 0.298 0.941 1.093 1.101

" D 2�10 0.127EC00 0.808E�01 0.662E�01 0.346E�01 0.162E�01 0.757E�02

0.651 0.287 0.938 1.092 1.100

(continued)
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Table 4 (continued)

N=M=32 N=M=64 N=M=128 N=M=256 N=M=512 N=M=1024

" D 2�12 0.127EC00 0.802E�01 0.660E�01 0.345E�01 0.162E�01 0.756E�02

0.661 0.281 0.936 1.091 1.100

" D 2�14 0.127EC00 0.800E�01 0.659E�01 0.345E�01 0.162E�01 0.756E�02

0.665 0.278 0.935 1.090 1.099
:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

" D 2�30 0.127EC00 0.797E�01 0.658E�01 0.345E�01 0.162E�01 0.756E�02

0.670 0.275 0.934 1.090 1.099

FN;M 0.141EC00 0.953E�01 0.699E�01 0.348E�01 0.163E�01 0.761E�02

QN;M 0.565 0.448 1.007 1.095 1.096

Table 5 Finite difference scheme (5) coupled with a piecewise-uniform mesh in time (9):
computed two-mesh differences FN;M

" and their corresponding orders of convergence QN;M
" for

problem (8) with " D 2�16

N=M=32 N=M=64 N=M=128 N=M=256 N=M=512 N=M=1024

� D 22 0.113EC00 0.829E�01 0.683E�01 0.355E�01 0.159E�01 0.685E�02

0.449 0.280 0.946 1.158 1.214

� D 24 0.124EC00 0.805E�01 0.687E�01 0.432E�01 0.250E�01 0.140E�01

0.628 0.227 0.671 0.789 0.837

� D 26 0.127EC00 0.794E�01 0.678E�01 0.425E�01 0.245E�01 0.137E�01

0.679 0.228 0.675 0.793 0.840

� D 28 0.128EC00 0.791E�01 0.676E�01 0.423E�01 0.244E�01 0.136E�01

0.693 0.227 0.675 0.794 0.840

� D 210 0.128EC00 0.790E�01 0.675E�01 0.423E�01 0.244E�01 0.136E�041

0.697 0.227 0.675 0.794 0.841
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Numerical Results for Singularly Perturbed
Convection-Diffusion Problems on an Annulus

Alan F. Hegarty and Eugene O’Riordan

Abstract Numerical methods for singularly perturbed convection-diffusion prob-
lems posed on annular domains are constructed and their performance is examined
for a range of small values of the singular perturbation parameter. A standard polar
coordinate transformation leads to a transformed elliptic operator containing no
mixed second order derivative and the transformed problem is then posed on a
rectangular domain. In the radial direction, a piecewise-uniform Shishkin mesh is
used. This mesh captures any boundary layer appearing near the outflow boundary.
The performance of such a method is examined in the presence or absence of
compatibility constraints at characteristic points, which are associated with the
reduced problem.

1 Introduction

Our interest is in the design of parameter-uniform globally pointwise accurate
numerical methods [3] for a wide class of singularly perturbed problems of the form

�"4u C aru C bu D f .x; y/; b.x; y/ 
 0; .x; y/ 2 ˝I u D fB; .x; y/ 2 @˝:
(1)
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Moreover, we are only interested in methods that generate numerical approxima-
tions which are guaranteed to be free of spurious oscillations. That is, our interest
is in numerical methods where the associated system matrix is a monotone matrix.
In this paper, the focus will be on singularly perturbed problems posed on non-
rectangular domains˝ .

In general, if the elliptic problem (1) on a non-rectangular domain is transformed
to a problem posed on a rectangular domain (which acts as the computational
domain), a mixed derivative will appear in the transformed differential equation.
Monotone discretizations of a mixed second order derivative term normally impose
a constraint on the mesh aspect ratio of the form hx D Chy; C D O.1/ [2, 9],
where hx and hy are the local mesh steps in the two orthogonal directions. However,
as we are interested in global pointwise accuracy for any approximate numerical
solutions of (1), we wish to use anisotropic layer-adapted meshes, which are fine
along the normal direction to the outflow boundary and coarse in the direction
parallel to the boundary. In order that we are free to use layer-adapted meshes,
where at certain points in the domain hx=hy D O.1="/, and also retain a monotone
numerical method, we consider specific domains for which a transformation (to a
rectangular domain) exists which does not generate a mixed second order derivative
term.

In [5] the following problem (posed on the unit disk Q̋C WD f.x; y/jx2 C y2 < 1g)

� "4Qu C Qa.x; y/Quy D Qf ; in Q̋C; Qu D 0; on @ Q̋CI Qa > ˛ > 0I (2)

was examined. The reduced solution Qr of (2) is defined as the solution of the problem

QaQry D Qf .x; y/; .x; y/ 2 f.x; y/jx2 C y2 � 1g n Q� C
I ;

Qr.x; y/ D 0; .x; y/ 2 Q� C
I WD f.x; y/j � 1 � x � 1; y D �

p
1 � x2g:

A boundary layer will form in the vicinity of the outflow boundary @ Q̋C n Q� C
I and

there will be no layer near the inflow boundary Q� C
I . Restrictions need to be placed on

the admissible Qf in the vicinity of the characteristic points .˙1; 0/ to avoid additional
singularities appearing in the reduced solution. In [8] compatibility conditions of
level m

@iCjQf
@xi@y j

.˙1; 0/ D 0; 0 � 2i C j � m; m 
 0; (3)

are identified, which prevent singularities appearing in some partial derivatives of
the reduced solution, in the neighbourhoods of the characteristic points .˙1; 0/. In
order to prove a parameter-uniform error bound in [5], it was required that Qf was
identically zero in a ı-neighbourhood (where ı > 0 is independent of ") of the
points .˙1; 0/. This is a more stringent constraint on the data than that given in (3).
However, in [6], numerical results suggested that not even the weaker compatibility
conditions (3) of level zero are required (in practice) to observe parameter-uniform
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convergence for a stable numerical method on an appropriate Shishkin mesh [3, 10],
in the case of the particular problem (2). In this paper, the methodology adopted in
[5, 6] is extended to a convection-diffusion problem posed on an annulus and we
also investigate numerically whether the regularity of the data at the characteristic
boundary points affects the accuracy of the numerical approximations.

2 Continuous Problem

Consider the problem posed on Q̋A WD f.x; y/jR21 < x2 C y2 < R22g: Find Qu.x; y/ s.t.

�"4Qu C Qux D 0; .x; y/ 2 Q̋AI Qu D 0; if x2 C y2 D R22I Qu D Qg; if x2 C y2 D R21:
(4)

For this problem, the reduced solution r solves the first order problem

Qrx D 0; .x; y/ 2 f.x; y/jR21 � x2 C y2 � R22g n Q� A
I ; Qr.x; y/ D 0; .x; y/ 2 Q� A

I I
(5)

where the inflow boundary is given by

Q� A
I WD f.x; y/jy 2 Œ�R2;R2�; x D �

q
R22 � y2g [ f.x; y/jy 2 .�R1;R1/; x D

q
R21 � y2g:

Unlike problem (2), the inflow boundary Q� A
I is now a disconnected set. The reduced

solution of problem (5) is identically zero except downstream, where

Qr.x; y/ D g.
q
R21 � y2; y/; 8y 2 .�R1;R1/ .and x 2

hq
R21 � y2;

q
R22 � y2

i
/:

Assuming g is smooth, additional compatibility constraints need to be imposed on
the boundary function g.x; y/ at the characteristic points .0;˙R1/, if the partial
derivatives of order one are to exist across the two line segments f.x;˙R1/; 0 �
x �

q
R22 � R21g.

As in [5, 6] polar coordinates (x D r cos.�/; y D r sin.�/) are a natural co-
ordinate system associated with both problem (2) and problem (4). Using this map,
the annular domain Q̋A is mapped to a rectangular domain ˝P WD f.r; �/j0 < � <

2�;R1 < r < R2g. The continuous problem (4) transforms into: Find u.r; �/ such
that

�"r�2u�;� � "urr C a1ur C a2u� D f ; .r; �/ 2 ˝P;

u.R1; �/ D g.�/; u.R2; �/ D 0; 0 � � � 2�;

and u.r; 2�/ D u.r; 0/; u� .r; 2�/ D u� .r; 0/; R1 < r < R2I
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where the convective coefficients are

a1.r; �/ WD cos.�/ � "r�1 and a2.r; �/ WD � sin.�/r�1:

3 Discrete Problem and Numerical Results

The absence of a mixed second order derivative term in the transformed problem
permits the use of simple upwinding to approximate the first order derivative terms,
so that the discrete operator is then inverse monotone. To capture the layers at the
outflow boundary, we use one of two possible piecewise uniform Shishkin meshes
(which we denote, respectively, by N!i; i D 1; 2), in the radial direction and a
uniform mesh N!T WD f�j D iK; j D 0; 1; : : : ;N; K D 2�

N g in the angular direction.
If we just refine around the inner boundary where r D R1 then the radial mesh N!1 is
defined by subdividing the interval ŒR1;R2� D ŒR1;R1C�1�[ ŒR1C�1;R2�; and then
subsequently subdividing each of these two subintervals into N=2 mesh elements.
On the other hand, if we refine the radial mesh near both boundaries r D R1 and
r D R2 then the radial mesh !N

2 is defined by dividing the interval into three
subintervals via ŒR1;R2� D ŒR1;R1C�2�[ ŒR1C�2;R2��2�[ ŒR2��2;R2� and then
subsequently subdividing each of these subintervals in the ratio N=4 W N=2 W N=4
mesh elements. The particular choice for the transition parameter �i; i D 1; 2 is
discussed below. Hence we define two potential meshes N̋ N

i WD N!i � N!T ; i D 1; 2.
The discrete problem(s) are then of the form1: Find UN

p ; p D 1; 2 such that

� "

r2i
ı2�U

N
p � "ı2r Up C a1Dṙ U

N
p C a2D�̇ U

N
p D f ; ri 2 !p; �j 2 !T I

UN
p .r1; �/ D f .�/; UN

p .r2; �j/ D 0; 0 � �j � 2�;

UN
p .ri; 2�/ D UN

p .ri; 0/; D�
� U

N
p .ri; 2�/ D DC

� U
N
p .ri; 0/; R1 < ri < R2:

We examine the performance of this numerical method applied to two particular
problems, which satisfy either some level of compatibility or none at all. In order to
prove a parameter-uniform error bound, the choice of the transition parameter in [5]
depended on stringent compatibility being imposed on the data. For the problems
considered in this current paper, we simply override these theoretical constraints
and set

�i WD minfR2 � R1
2i

; 2" lnNg; i D 1; 2:

1aD˙

r WD 0:5
�
.jaj C a/D�

r C .jaj � a/DC

r

�
; DC

r U.ri; �j/ WD D�

r U.riC1; �j/I where

D�

r U.ri; �j/ WD U.ri ;�j/�U.ri�1;�j/

.ri�ri�1/
; ı2r U.ri; �j/ WD 2

.DC

r �D�

r /U.ri ;�j/
.riC1�ri�1/

:
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Consider the following two particular examples of problem (4) where

R1 D 1; R2 D 4; g � x6; on x2 C y2 D 1I (6)

and R1 D 1; R2 D 4; g � 1; on x2 C y2 D 1: (7)

For both of these problems we employ the Shishkin mesh !2, which refines
around both boundaries r D R1 and r D R2. Sample computed solutions for
both problems are displayed in Figs. 1 and 2. The reduced solution for the first test
problem (4, 6) is continuous and it is discontinuous in the second test problem (4, 7).
To investigate the convergence of the scheme, we estimate the order of convergence
pN" for each particular choice of " and the uniform order of convergence pN over a
range of values for " 2 Œ2�20; 1�, using the two mesh differences [3, pg. 166]. The
maximum two–mesh differences DN

" and the parameter–uniform maximum two–
mesh differences DN , are computed from

DN
" WD jjUN � U

2N jj˝N ;1; DN WD max
"2f2�jg200

DN
" :

Approximations pN" to the local order of convergence and approximations pN to the
parameter–uniform order of local convergence are subsequently computed from

pN" WD log2
DN
"

D2N"
pN WD log2

DN

D2N
:

Fig. 1 Numerical solution NU128
2 of problem (4, 6) with " D 2�20
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Fig. 2 Numerical solution NU128
2 of problem (4, 7) with " D 2�20

Table 1 Computed orders of nodal convergence pN" and "-uniform order pN for problem (4, 6)

" N D 8 N D 16 N D 32 N D 64 N D 128 N D 256 N D 512

1 0:65 1:37 1:51 1:14 1:06 1:03 1:01

2�2 0:63 1:47 1:37 1:09 1:04 1:02 1:01

2�4 0:72 1:24 0:91 0:93 0:91 0:89 0:98

2�6 0:78 0:63 0:61 0:97 1:03 0:99 0:96

2�8 0:76 0:39 0:40 0:97 1:24 0:85 0:84

2�10 0:76 0:31 0:31 0:95 1:31 0:69 0:79

2�12 0:76 0:29 0:29 0:93 1:31 0:67 0:76

2�14 0:76 0:29 0:28 0:93 1:31 0:66 0:76

2�16 0:76 0:28 0:28 0:93 1:31 0:66 0:75

2�18 0:76 0:28 0:28 0:93 1:31 0:66 0:75

2�20 0:76 0:28 0:28 0:93 1:31 0:66 0:75

pN 0:76 0:28 0:28 0:93 1:31 0:66 0:75

In Table 1, we observe the orders of convergence have stabilized for sufficiently
small values of " and we observe parameter uniform convergence for the compatible
problem (6). In Table 2, we observe a lack of convergence when the method is
applied to the incompatible problem (7). In [6], we also examined numerically an
incompatible problem posed on the interior of the unit disc and observed minimal
adverse effect on the performance of the numerical method. However, in the case
of the problem (4, 7) we observe in Fig. 3 (and not in Fig. 4) a spike in the
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Table 2 Computed orders of nodal convergence pN" for problem (4, 7)

" N D 8 N D 16 N D 32 N D 64 N D 128 N D 256 N D 512

1 1:27 1:26 1:15 0:97 0:98 0:99 1:00

2�2 0:81 1:05 1:08 1:05 1:02 1:01 1:01

2�4 0:33 0:75 1:00 0:95 0:82 0:80 0:98

2�6 0:10 0:58 0:98 0:50 0:63 0:77 0:87

2�8 0:04 0:50 0:71 0:29 0:34 0:47 0:62

2�10 0:03 0:47 0:55 0:25 0:19 0:22 0:32

2�12 0:02 0:47 0:34 0:17 0:32 0:18 0:14

2�14 0:02 0:47 0:29 0:07 0:09 0:27 0:30

2�16 0:02 0:47 0:28 0:05 0:02 0:09 0:19

2�18 0:02 0:47 0:28 0:04 0:00 0:04 0:06

2�20 0:02 0:47 0:28 0:04 �0:00 0:03 0:03

Fig. 3 Fine mesh comparison NU128
2 � NU1024

2 for problem (4, 7) with " D 2�20

error caused by the lack of compatibility.In a future publication, the authors will
investigate parameter-uniform convergence of the above numerical method applied
to the annulus problem (4), under the additional assumption that there exists some
ı > 0 such that g.x; y/ � 0 when jR1 � yj � ı.
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Fig. 4 Fine mesh comparison NU128
2 � NU1024

2 for problem (4, 6) with " D 2�20

4 The Hemker Problem

The test problem (4, 7) is linked to the singularly perturbed problem

� "�u C ux D 0; ˝ WD f.x; y/jx2 C y2 > 1g; (8)

u.x; y/ D 1 for x2 C y2 D 1; u.x; y/ D 0 for x2 C y2 ! 1I (9)

which was first proposed by Hemker [7] as a benchmark problem. This problem is
a singularly perturbed elliptic problem (of convection-diffusion type) posed on an
unbounded domain exterior to the unit disc. See [1, 4] (and the references therein)
for some computational approaches to solving this benchmark problem. If we wish
to generate accurate approximate solutions to this problem, then we can take the
computational domain as an annulus where R2 ! 1. However, our results on such
a domain for problem (4, 7) have not been impressive. So we now consider using
a different computational domain for x > 0. Moreover, we formulate an alternative
problem to (8, 9), which we believe retains some of the key difficulties within the
Hemker problem. Consider the singularly perturbed problem: Find u such that

� "�u C ux D 0; .x; y/ 2 D (10)

u.x; y/ D 1; for x2 C y2 D 1; ux.L; y/ D 0; for � R2 < y < R2; (11)

u.x; y/ D 0; .x; y/ 2 . ND n D/ n .f.x; y/jx D L;�R2 < y < R2g/I (12)
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Fig. 5 The overlay mesh ˝N
1 \ Q̋ N

3 with " D 2�5; N D 128; L D 4;R2 D 4

posed on the bounded composite domain D WD .C2 [ Q/ n NC1 (see Fig. 5), where

Ci WD f.x; y/jx2 C y2 < R2i g; i D 1; 2;R1 WD 1I Q WD .0;L/ � .�R2;R2/; L > R2:

We compute a numerical approximation to the solution of this problem in two
stages. We first compute an approximate solution of problem (4, 7) using the mesh
Q̋ N
1 , which only refines near the inner boundary R1 D 1. The computed solution

will (in polar coordinates) be denoted by ZN
A .ri; �j/. In the second phase, we solve

the following discrete problem over the rectangle Q, using a mesh Q̋ N
3 : Find QZN

Q s.t.

QZN
Q.xi; yj/ � 1; .xi; yj/ 2 ˝N

3 \ NC1I
�
�"ı2x � "ı2y C D�

x

� QZN
Q.xi; yj/ D 0; .xi; yj/ 2 ˝N

3 n NC1I

with the remaining boundary values computed from the equations

D�
x

QZN
Q.L; yj/ D 0; �R2 < yj < R2; QZN

Q.xi;�R2/ D QZN
Q.xi;R2/ D 0; xi 2 Œ0;L�I

QZN
Q.0; yj/ D NZN

A .0; yj/; yj 2 .�R2;�1/[ .1;R2/:

Here NZN
A .0; yj/ is a linear interpolant of the values ZN

A .ri; �=2/ and ZN
A .ri; 3�=2/

along the line x D 0. Also the mesh Q̋ N
3 WD !u � !3 is a tensor product mesh of

a uniform mesh !u WD fxijxi D iL=N; 0 < i < Ng in the horizontal direction and
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Fig. 6 Computed solution of problem (10, 11, 12) on the mesh ˝N
1 \ Q̋ N

3 with " D 2�15; N D
128; R2 D 4; L D 10

the vertical mesh !3 is a Shishkin mesh which refines in the region of the interior
characteristic layers, emanating from the characteristic points .0;˙1/. This mesh
!3 is generated by splitting the vertical interval Œ�R2;R2� into the five subregions

Œ�R2;�1�
2�[ Œ�1�
2;�1C
1�[ Œ�1C
1; 1�
1�[ Œ1�
1; 1C
2�[ Œ1C
2;R2�

and distributing the mesh elements in the ratio N=8 W N=4 W N=4 W N=4 W N=8. The
Shishkin transition parameters2 are taken to be


1 WD minf1
2
;
p
" lnNgI 
2 WD minfR2 � 1

2
;
p
" lnNg:

The resulting mesh from this construction is illustrated in Fig. 5. The computed
approximation UN to the solution of problem (10, 11, 12) is given as

UN WD ZN
A .ri; �j/; .ri; �j/ 2 N̋ N

1 n .fx 
 0g/; QUN WD QZN
Q.xi; yj/; .xi; yj/ 2 N̋ N

3 n NC1:

A sample computed solution UN is displayed in Fig. 6. A plot of the approximate
errors in Fig. 7 indicates that the spike in the error in the vicinity of the characteristic

2The choice of
p
" for the scaling in these interior layers is motivated by the follow-

ing heuristic argument: the reduced solution of (8, 9) is discontinuous along the half-lines
y D ˙R1; x > 0. Assuming that the vertical derivatives dominate (in scale) the horizontal
derivatives in the neighbourhood of these half-lines, the solution is approximated by the solution
of a heat equation of the form �"syy C sx D 0, which suggests the scaling of  D y=

p
" for the

mesh.
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Fig. 7 Fine mesh comparison NU128 � NU1024 for problem (10, 11, 12) with " D 2�15; N D
128; R2 D 4; L D 10

points pollutes the approximate solution downwind where x 
 0. However, in
Fig. 7 we see that the loss in accuracy appears to be restricted to the parabolic
layers in the vicinity of the lines y D ˙1. This leads to the conjecture that, if the
numerical method could be corrected near the points .0;˙1/ then this may correct
the approximate solution at all points, where the accuracy is currently lost.

5 Conclusions

Unlike for the problem posed on the interior of the unit disk [6], the absence
of compatibility conditions at characteristic points has an adverse effect on the
convergence of numerical approximations (generated by the numerical methods
in this paper) in the case of the problem posed on the exterior of the unit
disc. Nevertheless, as a computational approach to solving the Hemker problem,
upwinding on appropriate Shishkin meshes in a patched computational domain
appears to yield reasonable (oscillation-free) approximations away from the interior
parabolic layer regions near the half-lines y D ˙1; x 
 0; which emanate from the
characteristic points .0;˙1/: The question of whether it is possible (or not) to design
a fitted mesh and, perhaps, combine this with a fitted operator to obtain parameter-
uniform pointwise accuracy throughout the entire domain for problems like (10, 11,
12) remains open to further investigation.
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Numerical Calculation of Aerodynamic Noise
Generated from an Aircraft in Low Mach
Number Flight

Vladimir Jazarević and Boško Rašuo

Abstract The paper describes numerical prediction of aerodynamic noise gener-
ated from the aircraft. It focuses on the simulation of turbulent flow around rectified
flap on the wing represented in 2D. Simulation of turbulent flow is modeled using
the stabilized orthogonal subgrid scale (OSGS) method with dynamical subscales.
It is shown how the stabilization method can perform simulation of turbulent flow
affecting the prediction of acoustic sources calculated applying Lighthill’s analogy.
Acoustic sources are used in inhomogeneous Helmholtz equation to simulate
pressure wave propagation in the domain closing the circle of three main steps
required for simulating aeroacoustics phenomena. It is shown that OSGS with
dynamical subscales gives better representation of the spectrum. Overall, better
prediction of energy transfer across large and small eddies provides better allocation
and presentation of acoustics sources. These sources change wave propagation of
the pressure in acoustic field.

1 Introduction

As it is known, the Navier-Stokes partial differential equation describes the
behaviour of fluid flow, but there are two problems that mathematicians have not
been able to solve to the present day. The first one is uniqueness and smoothness
of the solution of the Navier-Stokes equation. The second problem is turbulence,
because fluid continually generates features at decreasing scale eddies. One of
the most difficult challenges in numerical algorithms of turbulent flow is how
to model these small scale eddies and their effect on large scale eddies. Also,
how to properly define energy distribution between these small scale and large
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scale eddies. Turbulent flow around bodies that travel fast through the air makes
fluctuations of the pressure that our ear recognizes as sound. It is this kind of
physical phenomena that Aeroacoustics [1] deals with. With constant growth of
capabilities of personal computers, a new field of computational mechanics has
also emerged: Computational Aeroacoustics (CAA) [2]. The objective of this work
is to present the stabilized subgrid scale finite element method with variation of
orthogonal subgrid scale method with dynamical subscale for the approximation
of incompressible Navier-Stokes equation which beside of stabilization also can
model turbulent flow and how this modeling of turbulent flow affects calculation
of Lighthill’s [3] tensor. In this work, 2D simulation is performed although it is
well know that in 2D it is impossible to recover natural behavior of turbulent flow.
The idea is to show how for the same mesh and same computer resources the
proposed methodology shows better results than for the usual approach which uses
LES[4] methodology for modeling turbulent flow. In addition to the stabilization
of proposed methodology it will be shown how the use of orthogonal projection
on finite element space for the approximation of small scales is a good choice to
separate energy bounds for two scales. Dynamical scales in the end provide the
opportunity to model the backscatter of energy between small and large eddies and
possibility for the energy to go in both directions from large to small eddies and
vice versa. Finally, the velocity vector as a solution of Navier-Stokes equation is
used in calculating of Lighthill’s tensor which presents the acoustic sources and
these acoustic sources are the right side of inhomogenous Helmholtz equation that
describes acoustic pressure wave propagation in the domain. Here, we are interested
in small wave numbers (k � 15) avoiding the problems known as pollution error for
large wave numbers.

2 Proposed Methodology to Simulate Aerodynamic Noise

In order to simulate aerodynamic noise around the components of the aircraft as
rectified flaps shown in Fig. 1 the simulation will be divided into three main steps.
The first one is the simulation of turbulent flow with CFD. The numerical problem
consists in solving partial differential equation in the domain � � R

d with the
boundary condition � D �N [ �D D @� and prescribed initial condition and
boundary.

@tu C u 	 ru � ��u C rp D f in �; t > 0; (1)

r 	 u D 0 in �; t > 0; (2)

u.x; 0/ D u0.x/ in �; t D 0; (3)

u.x; t/ D 0 on �D; t > 0; (4)

n 	 �.x; t/ D tN.x; t/ on �N ; t > 0: (5)



Numerical Calculation of Aerodynamic Noise Generated from an Aircraft 115

Fig. 1 Sources of sound generation on the wing of the aircraft with stress on deployed flaps

As it is known, the simulation of turbulent flow demands the appropriate design of
numerical schemes (LES, Orthogonal SGS with dynamical subscales) in order to
catch the physical behaviour of turbulence. The goal of turbulent flow simulation is
to obtain the velocity vector u with exact productions of wakes.

The second part consists of calculating the acoustics sources using the method
proposed by Lighthill, which means calculation of Reynolds tensor.

.r ˝ r/ W T � �0.r ˝ r/ W .u ˝ u/ D �0rŒ.r ˝ u/ 	 u C u.r 	 u/�

D �r 	 Œ.r ˝ u/ 	 u� D �u 	 r.r 	 u/C �.r ˝ u/ W .r ˝ u/>

D �.r ˝ u/ W .r ˝ u/> D s.x; t/ (6)

In order to keep the advantages of using C0-class finite elements, Reynolds tensor is
expressed in the form �0.r ˝ u/ W .r ˝ u/> D s.x; t/. After the source term in time
domain is obtained, it has to be transformed to the frequency domain, using Direct
Fourier Transform (DFT).

The third part consists of solving inhomogeneous Helmholtz equation using
the source term obtained in the previous step in order to simulate pressure wave
propagation in the domain, which is known as simulation of acoustic part. The
same domain is used as in the CFD step. Mathematical problem involves finding
the pressure pH in the domain˝ � Rd with the boundary �N [ �1 D @˝ .

4pH.x; !/C k20pH.x; !/ D s.x; !/ in �; (7)

rpH.x; !/ 	 n D 0 on �N ; (8)

rpH.x; !/ 	 n D ik0pH on �1: (9)
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First, time domain is decomposed in sub intervals and in each time step the
Navier-Stokes equation is solved than is calculated Lighthill’s tensor for that time
step and with direct Fourier transform translated to frequency domain for chosen
number of frequencies. After all time steps are calculated, the appropriate acoustic
sources calculated in a previous step are chosen. These acoustic sources are the right
hand side of the inhomogeneous Helmholtz equation which is then solved.

3 Orthogonal Subgrid Scale Method with Dynamical
Subscales

The idea behind SGS method is also to decompose the velocity and velocity test
function to resolvable (capture with FEM mesh) or large scales and non-resolvable
or small scales. The decomposition of u D u� D uh C Qu, v D vh C Qv refers
to space splitting Vd

0 D Vd
h;0 C QVd

h . The velocity time derivation can be split as
@tu D @tuh C @t Qu where the second term is saved because it is chosen to deal with
dynamical subscales [5]. Enforcing the subscales to be L2 orthogonal to the finite
element or, in other words, QVd

0 is taken as a subspace of this solution leads to the
separate energy bounds for the two different scales. The separation of the scales is
only proper if they are orthogonal in the sense that the total kinetic energy is the sum
of the kinetic energy of uh plus the kinetic energy of small scales. Also, the pressure
and pressure test function are decomposed as p D ph C Qp, q D qh C Qq corresponding
to the space splitting Q0 D Qh;0 C QQ0. In the formulation the pressure subscales are
not used. Let us consider finite element partition K of the computational domain˝ .
Applying the ideas in Eqs. (1)–(5) it is formulated:

.@tuh; vh/C hu� 	 ruh; vhi C �.ruh;rvh/ � . ph;r 	 vh/C .qh;r 	 uh/

C .@t Qu; vh/ �
X

K

h Qu;u� 	 rvh C �4vh C rqhiK (10)

C
X

K

h Qu; �n 	 rvh C qhni@K D hf; vhi

.@t Qu; Qv/C
X

K

hu� 	 r Qu � �4Qu; QviK C
X

K

h�n 	 r Qu; Qvi@K

C
X

K

h@tuh C u� 	 ruh � �4uh C rph; QviK (11)

C
X

K

h�n 	 ruh � phn; Qvi@K D hf; Qvi
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These discrete variational must hold for all test functions Œvh; qh� 2 Vh � Qh and
Qv 2 QV , where QV is the space of subscales to be defined. It is observed that some
terms have been integrated by parts within each elements. Equation (10) defines
large scales and Eq. (11) defines small scales. Apart from taking zero the pressure
subscale, no approximations have been done to arrive to Eqs. (10)–(11). Different
approximations will lead to different formulations within the same framework. It
would be consider that @t � 0 and takes u� � uh as advection velocity. Firstly, let
describe the space of subscales QV , that is the space where Qu belongs for t fixed. A
particular feature of our approach is to take it L2 orthogonal to the finite element
space or it could be said that QV is subspace of V?

h . The first approximation will be
is to take Qu � 0 on @K for each element in domain K of the finite element partition.
That can be understood as approximating the velocity subscale by a space of bubble
function. However, the heuristic Fourier arguments proposed in [6] also allows us to
explain why the effect of the subscales on the element boundaries can be neglected
compared to the effect in the element interiors. Nevertheless, this approximation can
be relaxed following the ideas suggested in [7].

X

K

hu� 	 r Qu � �4Qu; QviK �
X

K


�1
K h Qu; QviK (12)

where 
K is algebraic parameter calculated for every element of computational
domain


�1
K D c1�

h2k
C c2ku�kL1.K/

hK
(13)

where: c1 D 4 and c2 D 2—for linear triangular elements, hK—characteristic mesh
element size.

The next goal is to find the solution of small scales in Eq. (11) as a function
of large scales and then to put back that result in Eq. (10). Equation (11) could be
written in a differential form:

ıt Qun C .unC˛
h C QunC˛/ 	 r QunC˛ � �4QunC˛ C r QpnC1 D rnC˛

u;h (14)

r 	 QunC˛ D rnC˛
p;h (15)

where rnC˛
u;h and rnC˛

p;h represent residuals obtained with FEM method uh and ph given
as,

rnC˛
u;h D �PŒıtun C .unC˛

h C unC˛/ 	 runC˛ � �4unC˛ C r QpnC1 � f� (16)

rnC˛
p;h D �PŒr 	 unC˛� (17)
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where P D I�˘h, and˘h is L2 projection on finite element space which leads to the
approach known as the Orthogonal subgrid scale stabilization [6]. The formulation
of orthogonal subgrid scale with dynamical subscales can be formulated as

.@tuh; vh/C hu� 	 ruh; vhi C �.ruh;rvh/� . ph;r 	 vh/C .qh;r 	 uh/

�
X

K

h Qu;u� 	 rvh C �4vh C rqhiK D hf; vhi (18)

.@t Qu; Qv/C
X

K


�1
K h Qu; QviK C

X

K

hu� 	 ruh � �4uh C rph; QviK D hf; Qvi (19)

where the second equation is calculated first and then the approximation of small
scales is incorporate in a first equation. The model such as it is, suitable for
implementation in computer code.

4 Model and Simulation Setup

The domain produced around airfoil 23012 is of dimensions of 300 m � 300 m. The
chord dimension of airfoil is 1m and the flap is deployed at 20ı. The mesh of linear
triangular elements for the hall domain is produced where the density of the mesh
is finer around the airfoil, and becoming thicker with departure from the airfoil. The
number of triangular elements is 128,307 and there is 64,680 computational nodes.
Figure 2 shows the nodes of the mesh where time tracking of velocity components
and pressure is done. From the literature is known that the maximum aerodynamic
noise is generated in rift between the airfoil body and the flap, and on the trailing
edge of the flap. Because of that the position of tracking nodes looks as shown

Fig. 2 Position of time tracking nodes for velocity components and pressure
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in Fig. 2. In the end it is prescribed the Dirichlet boundary condition of v D 0

on the boundary of the airfoil and flap. Also, it is prescribed v D 100m/s on the
left side of the domain. The angle of attack of the airfoil is ˛n D 10ı. On the
rest of the boundaries of the domain Neumann boundary condition is prescribed
to avoid problems with numerical instabilities which can produce wakes generated
from the trailing edge. The LES-Smagorinsky method and Orthogonal stabilized
subgrid scale method with dynamical subscale are used for simulation of turbulence.
The hall time interval is 0.35 s and the time step is 0.0005 s, where second order
Adams-Bashforth method is used for time discretization. Smagorinsky parameter is
0.004 and Newton-Raphson method is used for linearization of convective term.

5 Comparison of Results for Two Turbulent Models
and Their Effect on Aeroacoustic Sources and Acoustic
Propagation

It is noticeable from Figs. 3 and 4 that both approaches of modelling turbulent
flow give different representation of the velocity field around the airfoil. Even
with the same model, mesh and boundary conditions, the difference in turbulent
pattern around the airfoil is noticeable on the first side. LES approach presents a
fixed pattern of the behaviour of velocity giving more dissipative representation
[8], capturing only large eddies and giving poor representation of small scales and
their energy influence on large scales. It is noticeable that LES methodology didn’t
recover the influence of the rift on the flow around the airfoil leading to bad results
for acoustic sources which are produced inside the rift. On the other hand, the
orthogonal SGS method with dynamical subscales has some features which give
better presentation of turbulent flow. Even the flow inside the rift is reproduced with
the influence on around flow.

|VELOC|
166.14
147.68
129.22
110.76
92.299
73.839
55.379
36.919
18.46
0x

y

z
step 0.15
Contour Fill of VELOC,|VELOC|.

Fig. 3 Velocity profile obtained with LES-Smagorinsky model around airfoil after 0.15 s
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Fig. 4 Velocity profile obtained with Orthogonal SGS stabilized method with dynamical subscales
after 0.15 s
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Fig. 5 Time tracking of velocity in X direction using LES-Smagorinsky method

First, forcing L2 projection of small scales on the velocity finite element space
leads to orthogonal subgrid scale, which gives proper scale separation in the sense
that total kinetic energy is the sum of kinetic energy of solvable (grid) scale plus
kinetic energy of small (non-grid) scales. Second, modelling of dynamical subscales
leads to correct behaviour of time discretization schemes and better accuracy. On
the other side, dynamical tracking of subscales gives the opportunity to model
backscatter [9] that gives right energy transfer between the large and the small
scales.

In Figs. 5, 6, 7, 8 the dissipative structure of the LES approach is even more
visible, giving poor spectral analysis. Recovering only large scales, giving good
evidence this approach can capture turbulent characteristics to some point on the
Kolmogorov scale diagram.
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Fig. 7 Time tracking of velocity in Y direction using LES-Smagorinsky method

In Figs. 9, 10, 11, 12 the Orthogonal SGS with dynamical subscale, on the other
hand, recovers much richer spectral diagram, modelling both small and large scales
and their energy interchange [10, 11]. It is important to highlight that representation
in the figures is done for the same points shown in Fig. 2 for both methods.
Spectral analysis in these figures gives rich representation, provides good evidence
of recovering small scales and their influence on large scales. It is evident from
Figs. 13 and 14 that the proposed methodology of orthogonal SGS with dynamical
subscales gives stronger and richer presentation of acoustic sources, giving smaller
dipoles that come from small scales and their extra modeling [12, 13]. Good
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Fig. 9 Time tracking of velocity in X direction using Orthog. SGS method with dyn. subscales

modeling of energy transfer in flow between the large and the small eddies recovers
the fluctuating nature, which gives nice accent on gradients in the field around the
airfoil, which is shown best in the rift between the airfoil body and the flap. Both
methods recover to the some point trailing edge generation of the noise, but LES
model is very dissipative for the rift flow [14]. For acoustic wave propagation we
are interested in small wave numbers, because large values produce stabilization
problems, known as pollution error. Because of that, only the implementation of
the Galerkin method will show dependencies of different modeling of turbulent
flow on calculation of acoustic wave propagation. It is important to mention that
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Fig. 10 FFT of X component velocity function using Orthogonal SGS with dynamical subscales
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Fig. 11 Time tracking of velocity in Y direction using Orthogonal SGS method with dynamical
subscales

the CFD domain is the same for acoustic field and wave numbers are same for
all simulations, and only different is the acoustic source term that comes from
different modelling of turbulent flow. Better modelling of turbulent flow and richer
approximation of acoustic sources also affect wave propagation of pressure and
solution of inhomogeneous Helmholtz equation, as represented in Figs. 15 and 16
[15]. It is clear that the Orthogonal SGS method with dynamical subscales gives
stronger waves in the field.
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0 50 100 150 200 250 300 350

frequency [Hz]

0

14

12

10

8

6

4

2

A
m

p
lit

u
d

e

Fig. 12 FFT of Y component velocity function using Orthogonal SGS with dynamical subscales
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6 Discussion and Conclusion

It is obvious that for the airfoil with deployed flap, the method of Orthogonal SGS
with dynamical scale which provides stabilization and model turbulent flow gives
richer and stronger presentations of aeroacoustics sources, which leads to the same
conclusion in propagation of acoustics waves in acoustic domain. The point to be
highlighted is in a different approach of modelling small scales and their filtration
in the solution of resolvable scale captured by the finite element mesh recovering
good energy distribution in area of small eddies. Also, using dynamic subscales,
the method gives the opportunity of modeling backscatter across large and small
eddies giving energy flow across them. In addition, the model is less dissipative as
clearly shown in spectral diagrams exhibiting the possibility to recover a wide range
of frequencies arising from small scales and their energy somehow lost in the LES
approach. Comparison of time tracking in the same point in mesh for both methods
is clearly distinctive between them and their modelling of turbulent flow. Modelling
of turbulent flow is directly affect Lighthill’s tensor producing different results for
both methods. It is clear that the proposed method recovers richer distribution of
acoustic sources and also their strength. Different modeling of small eddies directly
influences the distribution of dipoles in the near field of the airfoil with deployed
flap. Previously obtained results also affect inhomogeneous Helmholtz equation.
Richer and stronger source term arising from the proposed method shows stronger
waves pressure in the calculated domain. Besides, the area near the airfoil is clearly
distinguished, where there is a concentration of acoustic sources.
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On the Discrete Maximum Principle
for Algebraic Flux Correction Schemes
with Limiters of Upwind Type

Petr Knobloch

Abstract Algebraic flux correction (AFC) schemes are applied to the numerical
solution of scalar steady-state convection-diffusion-reaction equations. A general
result on the discrete maximum principle (DMP) is established under a weak
assumption on the limiters and used for proving the DMP for a particular limiter
of upwind type under an assumption that may hold also on non-Delaunay meshes.
Moreover, a simple modification of this limiter is proposed that guarantees the
validity of the DMP on arbitrary simplicial meshes. Furthermore, it is shown that
AFC schemes do not provide sharp approximations of boundary layers if meshes do
not respect the convection direction in an appropriate way.

1 Introduction

The aim of this paper is the numerical solution of the scalar steady-state convection-
diffusion-reaction equation

� "�u C b 	 ru C c u D g in ˝ ; u D ub on @˝ ; (1)

defined in a bounded d-dimensional domain˝ (d D 2; 3) having a polygonal (resp.
polyhedral) Lipschitz-continuous boundary @˝ . We assume that " > 0 is constant,
and b 2 W1;1.˝/d, c 2 L1.˝/, g 2 L2.˝/, and ub 2 H

1
2 .@˝/\ C.@˝/ are given

functions satisfying r 	 b D 0 and c 
 0 a.e. in ˝ .
Problem (1) is discretized by means of the finite element method and stabilized

using algebraic flux correction (AFC), following the ideas in [3–6]. The first
rigorous analysis of the AFC scheme considered in this paper was published in [1]
where, in particular, the validity of the discrete maximum principle (DMP) for the
limiter of [3] was proved for Delaunay meshes. In [2], another limiter was proposed
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for which the AFC scheme is linearity preserving and satisfies the DMP on arbitrary
simplicial meshes. The design of this limiter was based on a general result on the
DMP that is, however, not applicable to the limiter of [3] due to its upwind character.

In what follows, we first formulate the AFC scheme and then, in Sect. 3, we
prove a local DMP under a more general assumption on the limiters than in [2].
This enables us to prove in Sect. 4 that, for the limiter of [3], the DMP is satisfied
under a condition that may hold also on non-Delaunay meshes. Moreover, the result
of Sect. 3 makes it possible to introduce a limiter of upwind type for which the DMP
is satisfied on arbitrary simplicial meshes. Finally, in Sect. 5, we discuss the upwind
character of the limiters and show that AFC schemes provide sharp approximations
of boundary layers only when used on appropriate meshes.

2 An Algebraic Flux Correction Scheme

In this section we formulate the AFC scheme investigated in this paper. First we
introduce a finite element discretization of the problem (1), which is of Galerkin
type and hence unstable in the convection-dominated regime. Then we apply the
algebraic flux correction to enforce the discrete maximum principle.

To discretize the problem (1), we introduce finite element spaces

Wh D fvh 2 C.˝/ I vhjT 2 P1.T/ 8 T 2 Thg ; Vh D Wh \ H1
0.˝/ ;

where Th is a simplicial triangulation of ˝ and P1.T/ is the space of linear
polynomials on T. We denote by x1; : : : ; xN the vertices of Th and assume that
M of them (0 < M < N) are interior vertices which are numbered first, i.e.,
x1; : : : ; xM 2 ˝ and xMC1; : : : ; xN 2 @˝ . We denote by '1; : : : ; 'N the standard
basis functions of Wh, i.e., one has 'i.xj/ D ıij, i; j D 1; : : : ;N, where ıij is the
Kronecker symbol. Then the functions '1; : : : ; 'M form a basis in Vh. For any
vh 2 Wh, we denote by fvigNiD1 the uniquely determined coefficients of vh with
respect to the above basis ofWh, i.e., vh D PN

iD1 vi 'i. Let us introduce the following
discretization of (1).

Find uh 2 Wh such that uh.xi/ D ub.xi/, i D M C 1; : : : ;N, and

ah.uh; vh/ D .g; vh/ 8 vh 2 Vh ; (2)

where

ah.uh; vh/ D " .ruh;rvh/C.b	ruh; vh/C
MX

iD1
.c; 'i/ ui vi 8 uh 2 Wh; vh 2 Vh ;
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and .	; 	/ denotes the inner product in L2.˝/ or L2.˝/d. Note that the usual
reaction term .c uh; vh/ is replaced by a diagonal approximation, analogous to a
mass lumping in discretizations of transient problems.

We denote aij D ah.'j; 'i/ for i; j D 1; : : : ;N, gi D .g; 'i/ for i D 1; : : : ;M, and
ubi D ub.xi/ for i D M C 1; : : : ;N. Then uh is a solution of (2) if and only if the
corresponding coefficient vector U D .u1; : : : ; uN/ satisfies the linear system

NX

jD1
aij uj D gi ; i D 1; : : : ;M ; (3)

ui D ubi ; i D M C 1; : : : ;N : (4)

Since .b 	 rv; v/ D 0 for any v 2 H1
0.˝/ and

PN
iD1 'i D 1 in ˝ , it is easy to see

that

aii > 0 ;
NX

jD1
aij 
 0 ; i D 1; : : : ;M : (5)

Moreover, one deduces that the matrix .aij/Mi;jD1 is positive definite so that the linear
system (3), (4) (and hence also the discrete problem (2)) has a unique solution.

To stabilize the discretization (2), the algebraic flux correction is applied as
described in [1]. This leads to the following system of nonlinear equations:

NX

jD1
aij uj C

NX

jD1
.1 � ˛ij.U// dij .uj � ui/ D gi ; i D 1; : : : ;M ; (6)

ui D ubi ; i D M C 1; : : : ;N ; (7)

where ˛ij.U/ 2 Œ0; 1�, i; j D 1; : : : ;N, are limiters that depend on the solution
U D .u1; : : : ; uN/ and form a symmetric matrix, and dij are entries of an artificial
diffusion matrix defined by

dij D dji D � maxfaij; 0; ajig 8 i ¤ j ; dii D �
X

j¤i

dij :

Moreover, for any i; j 2 f1; : : : ;Ng, we assume that ˛ij.U/.uj � ui/ is a continuous
function of U D .u1; : : : ; uN/. This property makes it possible to prove that the
nonlinear problem (6), (7) has a solution, see [1].

In the following sections we shall formulate general properties and particular
examples of limiters ˛ij for which the AFC scheme (6), (7) satisfies the DMP. It
can be verified (see [1]) that the limiters presented in this paper possess the above-
mentioned continuity property.
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3 A General Result on the Discrete Maximum Principle

In this section we prove a local DMP for the AFC scheme (6), (7). This result will
be established under a general assumption on the limiters ˛ij, which is weaker than
the one considered in [2].

Given i 2 f1; : : : ;Mg, the DMP will be formulated locally, with respect to an
index set Si � f1; : : : ;Ng n fig. We assume that

Si � fj 2 f1; : : : ;Ng n fig W aij ¤ 0 or aji > 0g ; i D 1; : : : ;M : (8)

We shall investigate the validity of the DMP in the following sense.

Definition 1 The AFC scheme (6), (7) satisfies the local DMP if, for any vector
U D .u1; : : : ; uN/ 2 R

N satisfying (6) and any i 2 f1; : : : ;Mg, the implications

gi � 0 ) ui � max
j2Si

uC
j ; gi 
 0 ) ui 
 min

j2Si
u�
j (9)

hold true, with uC
j D maxf0; ujg and u�

j D minf0; ujg. If
PN

jD1 aij D 0, it is also
required that

gi � 0 ) ui � max
j2Si

uj ; gi 
 0 ) ui 
 min
j2Si

uj : (10)

To prove the local DMP, we make the following assumption.

Assumption (A) Consider any U D .u1; : : : ; uN/ 2 R
N and any i 2 f1; : : : ;Mg. If

ui is a strict local extremum of U with respect to Si, i.e.,

ui > uj 8 j 2 Si or ui < uj 8 j 2 Si ;

then

aij C .1 � ˛ij.U// dij � 0 8 j 2 Si :

In [2], the local DMP was proved under the assumption that f˛ij.U/ dijgj2Si vanish
if ui is a strict local extremum of U with respect to Si. This assumption is obviously
stronger than the present Assumption (A) since aij C dij � 0 for any i ¤ j.

Theorem 1 The AFC scheme (6), (7) with limiters ˛ij satisfying Assumption (A)
satisfies the local DMP.

Proof Let U D .u1; : : : ; uN/ 2 R
N satisfy (6). Consider any i 2 f1; : : : ;Mg and let

gi � 0. Since dij D 0 for any j 62 Si [ fig, it follows from (6) that

Ai ui C
X

j2Si
Œaij C .1 � ˛ij.U// dij� .uj � ui/ D gi ; (11)
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where Ai D PN
jD1 aij. If Ai > 0, it suffices to consider ui > 0 since otherwise the

first implication in (9) trivially holds. Let us assume that ui > uj for all j 2 Si. Then
Assumption (A) implies that the sum in (11) is non-negative. If Ai D 0, then there is
j 2 Si such that aij < 0 since aii > 0 (see (5)). As dij � 0, this implies that the sum
in (11) is positive. If Ai > 0, then Ai ui > 0. Thus, in both cases, the left-hand side of
(11) is positive, which is a contradiction. Therefore, there is j 2 Si such that ui � uj,
which proves the first implication in (10) and hence also in (9). The statements for
gi 
 0 follow in an analogous way.

4 Validity of the DMP for Particular Limiters

In this section we first present the definition of the limiters ˛ij proposed in [3].
This choice is often used in computations and was thoroughly investigated in [1].
We prove the validity of the DMP for the AFC scheme (6), (7) with these limiters
under a weaker assumption than in [1] but we also show that the DMP cannot be
guaranteed on non-Delaunay meshes. Therefore, we introduce a modification of
these limiters for which the DMP holds on arbitrary meshes. The results are valid
for any index sets Si satisfying (8).

To define the limiter of [3], one first computes, for i D 1; : : : ;M,

PC
i D

NX

j D 1
aji � aij

fC
ij ; P�

i D
NX

j D 1
aji � aij

f�
ij ; QC

i D �
NX

jD1
f�
ij ; Q�

i D �
NX

jD1
fC
ij ;

(12)

where fij D dij .uj � ui/, f
C
ij D maxf0; fijg, and f�

ij D minf0; fijg. Then, one defines

RC
i D min

(

1;
QC

i

PC
i

)

; R�
i D min


1;

Q�
i

P�
i

�
; i D 1; : : : ;M :

If PC
i or P�

i vanishes, one sets RC
i D 1 or R�

i D 1, respectively. For i D M C 1;

: : : ;N, one defines RC
i D R�

i D 1. Furthermore, one sets

ęij D
8
<

:

RC
i if fij > 0 ;
1 if fij D 0 ;

R�
i if fij < 0 ;

i; j D 1; : : : ;N :

Finally, one defines

Limiter 1 For any i; j 2 f1; : : : ;Ng with aji � aij, one sets ˛ij D ˛ji D ęij.
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It was proved in [1] that the AFC scheme (6), (7) with Limiter 1 satisfies a local
DMP provided that

aij C aji � 0 8 i; j D 1; : : : ;N ; i ¤ j ; i � M or j � M : (13)

As discussed in [1], the validity of (13) is guaranteed if the triangulation Th is
weakly acute. In the two-dimensional case, (13) holds if and (in principle) only
if Th is a Delaunay triangulation, i.e., the sum of any pair of angles opposite a
common edge is smaller than, or equal to, � . The following theorem shows that the
assumption (13) can be weakened.

Theorem 2 Let

minfaij; ajig � 0 8 i D 1; : : : ;M ; j D 1; : : : ;N ; i ¤ j : (14)

Then the AFC scheme (6), (7) with Limiter 1 satisfies the local DMP.

Proof It suffices to verify Assumption (A). Consider any U D .u1; : : : ; uN/ 2 R
N ,

i 2 f1; : : : ;Mg, and j 2 Si. Let ui be a strict local extremum of U with respect to Si.
We want to prove that

aij C .1 � ˛ij.U// dij � 0 : (15)

If aij � 0, then (15) holds since .1 � ˛ij.U// dij � 0. If aij > 0, then aji � 0 due to
(14) and hence ˛ij D ęij and dij D �aij < 0. If ui > uk for any k 2 Si, then fij > 0

and fik 
 0 for k D 1; : : : ;N, so that ęij D RC
i D 0. Similarly, if ui < uk for any

k 2 Si, then fij < 0 and fik � 0 for k D 1; : : : ;N, so that ęij D R�
i D 0. Thus,

(15) holds again.
Obviously, the assumption (13) implies (14) and hence, in particular, (14) holds if

Th is a Delaunay triangulation. However, in contrast to (13), the condition (14) may
be satisfied also on non-Delaunay meshes, particularly in the convection-dominated
case, since the convection matrix is skew-symmetric. If the condition (14) is not
satisfied, then the DMP generally does not hold, as the following result shows.

Theorem 3 Let there exist i 2 f1; : : : ;Mg and k 2 f1; : : : ;Ng such that i ¤ k and
0 < aik < aki. If k 2 f1; : : : ;Mg, let there exist l 2 Sk n .Si [ fig/ such that dkl ¤ 0.
Then the AFC scheme (6), (7) with Limiter 1 does not satisfy the local DMP.

Proof Let i, k, and l satisfy the assumptions of the theorem. Consider any ui > 0

and any uj < ui for j 2 Si n fkg. Let uk < ui be such that

X

j2Si[fig
aij uj C

X

j2Sinfkg
dij .uj � ui/ � 0 :
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We shall show that the remaining components of .u1; : : : ; uN/ can be defined in such
a way that ˛ik D 1. Then the ith equation of the AFC scheme (6), (7) is satisfied for
gi � 0 but ui > maxj2Si uC

j so that (9) does not hold. Since aik < aki and fki < 0,
one deduces that ˛ik D ęki D R�

k . Thus, if k > M, one always has ˛ik D 1 and uj
can be defined arbitrarily for j 62 Si [ fig. If k � M, one defines uj arbitrarily for
j 62 Si [ fi; lg. Then, it suffices to choose ul < uk in such a way that Q�

k � P�
k . This

is possible, since Q�
k � dkl .uk � ul/, dkl ¤ 0 and P�

k is independent of ul if ul < uk.
It is easy to define non-Delaunay triangulations of ˝ and data " > 0 and b 2

W1;1.˝/d such that the assumptions of Theorem 3 are satisfied. This shows that, on
non-Delaunay triangulations, the AFC scheme (6), (7) does not satisfy the DMP in
general. Therefore, we introduce the following simple modification of Limiter 1 that
assures the validity of the DMP on arbitrary triangulations (the proof is analogous
as for Theorem 2).

Limiter 2 For any i; j 2 f1; : : : ;Ng, the limiters ˛ij D ˛ji are defined as for
Limiter 1 if minfaij; ajig � 0 and otherwise set to minfęij;ęjig, omitting the
condition aji � aij in (12).

Remark 1 The definition of Limiter 1 is ambiguous if aij D aji. For Limiter 2, this
ambiguity is restricted to the case minfaij; ajig � 0 so that it does not influence the
resulting method. Indeed, if aij D aji � 0, then dij D 0 so that the respective ˛ij
does not occur in the nonlinear problem (6), (7), and can be defined arbitrarily.

It is easy to see that the AFC scheme (6), (7) satisfies the local DMP also for

Limiter 3 For any i; j 2 f1; : : : ;Ng, one sets ˛ij D minfęij;ęjig, omitting the
condition aji � aij in (12).

However, Limiter 3 generally introduces more artificial diffusion than Limiter 2
and hence leads to a more pronounced smearing of layers. Let us illustrate this by
means of the following example.

Example 1 We consider the problem (1) defined in ˝ D .0; 1/2 with the data " D
10�8, b D .cos.��=3/; sin.��=3//T , c D 0, g D 0, and the boundary condition

ub.x; y/ D

0 for x D 1 or y � 0:7;

1 else.

Figure 2 shows approximate solutions obtained using the AFC scheme (6), (7)
on a triangulation of the type depicted in Fig. 1a consisting of 800 triangles. In this
case, the assumption (14) is satisfied and hence Limiters 1 and 2 are identical. One
can observe that Limiter 3 leads to a stronger smearing of the layers than Limiter 1.
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cba

Fig. 1 Types of triangulations used in numerical experiments

5 Upwind Character of the Limiters

In this section we show that Limiter 1 (and hence also the related Limiter 2) can be
regarded as a limiter of upwind type. We shall also investigate the question of sharp
approximation of layers at outflow boundaries and demonstrate that smearing can
be avoided only if the underlying triangulation is defined appropriately.

To define ˛ij D ˛ji in Limiter 1 (with i ¤ j), one chooses either ęij or ęji,
depending on the validity of the inequality aji < aij (we do not consider the case
aij D aji, cf. Remark 1). Let us investigate the meaning of this inequality. One may
assume that i � M or j � M since ˛ij with i; j 2 fM C 1; : : : ;Ng does not occur
in (6). Then .b 	 r'j; 'i/ D �.b 	 r'i; 'j/ and hence the inequality aji < aij is
equivalent to the condition .b 	 r'j; 'i/ > 0.

Let b be constant and denote dij D ş
˝
'i r'j dx. Then .b 	 r'j; 'i/ D b 	 dij. Our

aim is to analyze the relation of the vector dij to the edge Eij with endpoints xi, xj (if
xi, xj are not endpoints of an edge, then aij D aji D 0). For simplicity, let us consider
the two-dimensional case. Let xk, xl be the remaining vertices of the two elements
of Th adjacent to Eij which we denote Tk, Tl, respectively. Furthermore, we denote
by Ejk and Ejl the edges with endpoints xj, xk and xj, xl, respectively, and introduce
the line segment E?kl with endpoints xk, xl. Finally, let nij be the unit normal vector to
E?kl satisfying .xj �xi/ 	nij > 0. Denoting by n@.Tk[Tl/ the unit outward normal vector
to the boundary of the set Tk [ Tl and using the fact that r'j is piecewise constant,
one derives

dij D 1

3

ż
Tk[Tl

r'j dx D 1

3

ż
Ejk[Ejl

'j n@.Tk[Tl/ ds D 1

6

ż
E?kl

nij ds D jE?klj
6

nij ;

where jE?klj denotes the length of E?kl. Consequently, .xj � xi/ 	 dij > 0. Thus,
if b is aligned with the edge Eij, then b 	 dij > 0 if and only if xi is the
upwind vertex. Moreover, if the line segment E?kl is orthogonal to the edge Eij,
then dij D ˛ .xj � xi/ with ˛ > 0 and hence, for any b 2 R

2, it follows that
again b 	 dij > 0 if and only if xi is the upwind vertex. Thus, in these (and
many other) cases, the application of the inequality aji < aij in the definition
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of Limiter 1 causes that ˛ij D ˛ji is defined using quantities computed at
the upwind vertex. It turns out that this feature has a positive influence on the
quality of the approximate solutions and on the convergence of the iterative
process for solving the nonlinear problem (6), (7). Nevertheless, one should be
aware that, in general, the upwind character of Limiter 1 depends on the used mesh.

It can be expected that the upwind character of the method is also important for a
sharp approximation of layers at outflow boundaries. However, this problem is more
complicated as we shall show in the following. We shall concentrate on Example 1
for which we observed that the AFC scheme (6), (7) with the limiters from the previ-
ous section does not provide a sharp approximation of the layer along the boundary
part � D f.1; y/ I y 2 .0; 1/g for the considered triangulation. At interior vertices
of this triangulation near � , the values of the exact solution are indistinguishable
from the value 1 in the finite precision arithmetic. A natural question is whether
a corresponding mesh function U D .u1; : : : ; uN/ may satisfy those equations of
the AFC scheme (6) which correspond to vertices near � . We shall now consider
arbitrary limiters ˛ij satisfying the assumptions of Sect. 2 and Assumption (A) with
sets Si containing only indices corresponding to vertices connected by edges with
xi (which is the standard case). We choose any vertex xi 2 ˝ connected by an edge
with a vertex lying on � (but not with a vertex on @˝ n � ). Then ui D 1 and
uj 2 f0; 1g for j 2 Si. Since ui is a local extremum of U with respect to Si, it follows
from Assumption (A) and the continuity of ˛ij.U/.uj � ui/ that

Œaij C .1 � ˛ij.U// dij� .uj � ui/ 
 0 8 j 2 Si : (16)

For the data of Example 1, the AFC scheme can be written in the form (11) with
Ai D gi D 0. Thus, in view of (16), the ith equation of the AFC scheme can be
satisfied if and only if (16) holds with equality. This implies that

aij C .1 � ˛ij.U// dij D 0 8 j 2 S@˝i WD Si \ fM C 1; : : : ;Ng ; (17)

since uj D 0 for j 2 S@˝i . As dij � 0, a necessary condition for the validity of (17) is
aij 
 0 for all j 2 S@˝i . On the other hand, if aij 
 0 for some j 2 S@˝i , then aji � aij
(since we use a Delaunay triangulation and hence (13) holds) so that dij D �aij and
(16) implies that ˛ij.U/ dij D 0. Consequently, aij C .1 � ˛ij.U// dij D 0, which
means that the condition aij 
 0 is also sufficient in this case. Note also that
the limiters from the previous section then define the value ˛ij using quantities
computed at the interior vertex xi which again may be interpreted as an upwind
feature.

To check whether the condition aij 
 0 (with i and j as above) is satisfied, one
may employ that aij D " .r'j;r'i/Cb 	dij. Then one easily sees that this condition
is not satisfied for one of the two indices j 2 S@˝i when one considers a triangulation
of the type depicted in Fig. 1a. This explains the smearing of the layer along �
observed in Fig. 2. On the other hand, if one changes the direction of the diagonals
in the triangulation, i.e., one considers a triangulation of the type depicted in Fig. 1b,
then the desired condition holds and the AFC scheme (6), (7) with any of the limiters
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Fig. 2 Example 1: approximate solutions obtained on a triangulation of the type depicted in Fig. 1a
using the AFC scheme (6), (7) with Limiter 1 (left) and Limiter 3 (right)
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Fig. 3 Example 1: approximate solutions obtained using the AFC scheme (6), (7) with Limiter 1
on triangulations of the type depicted in Fig. 1b (left) and in Fig. 1c (right)

from Sect. 4 provides a sharp approximation of the layers at the outflow boundaries,
see Fig. 3 (left) for the solution obtained with Limiter 1.

It should be stressed that the direction of dij may considerably differ from the
direction of the edge Eij and hence the suitability of a given mesh depends not only
on directions of edges but also on the form of the adjacent elements. For example,
instead of changing the direction of the diagonals in the triangulation from Fig. 1a,
one may use anisotropic elements along the outflow boundaries, see Fig. 1c. With
increasing anisotropy, the vectors dij corresponding to edges connecting interior and
boundary vertices tend to normal vectors to the boundary and hence the discussed
condition aij 
 0 will be satisfied. Figure 3 (right) shows the approximate solution
obtained on a triangulation of the type depicted in Fig. 1c which again consists
of 800 triangles (for clarity of visualization, we use only one row of anisotropic
elements along the outflow boundary; the width of the anisotropic elements in
the orthogonal direction to the boundary is 0.01). Again one can observe a sharp
approximation of the outflow boundary layers which are now steeper due to the
use of the anisotropic elements. The smearing of the interior layer is larger than in
Fig. 3 (left) because of the worse alignment of the triangulation with the convection
direction.
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The above discussion shows that the AFC scheme alone cannot guarantee sharp
approximations of boundary layers and that the use of appropriate meshes is
essential.
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Energy-Norm A Posteriori Error Estimates
for Singularly Perturbed Reaction-Diffusion
Problems on Anisotropic Meshes: Neumann
Boundary Conditions

Natalia Kopteva

Abstract Residual-type a posteriori error estimates in the energy norm are given
for singularly perturbed semilinear reaction-diffusion equations posed in polygonal
domains. Linear finite elements are considered on anisotropic triangulations. The
error constants are independent of the diameters and the aspect ratios of mesh
elements and of the small perturbation parameter. The case of the Dirichlet boundary
conditions was considered in the recent article (Kopteva, Numer. Math., 2017,
Published online 2 May 2017. doi:10.1007/s00211-017-0889-3). Now we extend
this analysis to also allow boundary conditions of Neumann type.

1 Introduction

This paper addresses finite element approximations to singularly perturbed semilin-
ear reaction-diffusion equations of the form

�"24u C f .x; yI u/ D 0 for .x; y/ 2 ˝; @�u D  on �N ; u D 0 on �D;

(1)

posed in a, possibly non-Lipschitz, polygonal domain ˝ � R
2. Here 0 < " � 1.

The boundary segments �D and �N are disjoint with N�D[ N�N D @˝ , and @� denotes
the outward normal derivative. The function f is continuous on ˝ � R and satisfies
f .	I s/ 2 L1.˝/ for all s 2 R, and the one-sided Lipschitz condition f .x; yI v/ �
f .x; yIw/ 
 Cf Œv � w� whenever v 
 w, with some constant Cf 
 0 such that
Cf C "2 
 1.

Our goal is to give residual-type a posteriori error estimates on reasonably
general anisotropic meshes (such as on Fig. 1, left, and Fig. 2) in the energy norm
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Fig. 1 Example of a mesh considered in [8, 9] (left), partially structured anisotropic mesh (right)

~ 	~" I˝ . The latter is an appropriately scaled W1
2 .˝/ norm naturally associated with

our problem. For any D  ˝ , it is defined by

~v~" ID WD
n
"2krvk22 ID C kvk22 ID

o1=2
:

The case of Dirichlet boundary conditions was considered in the recent article [9].
Now we extend this analysis to also allow boundary conditions of Neumann type.
In this preliminary contribution, we shape our treatment of Neumann boundary
conditions on anisotropic mesh elements in a simpler setting of partially structured
meshes (as on Fig. 1, right). The presented approach will be applied to more general
anisotropic meshes, such as addressed in [8, 9], in a forthcoming journal article.

It is worth noting that our estimators in this paper, as well as in [8–10], do not
involve the so-called matching functions. (The latter appear in the estimator error
constants in [12–14]; they depend on the unknown error and take moderate values
only when the grid is either isotropic, or, being anisotropic, is aligned correctly to
the solution, while, in general, may be as large as mesh aspect ratios.)

We discretize (1) using linear finite elements. Let Sh � fv 2 H1.˝/ \
C. N̋ / W v D 0 on �Dg be a piecewise-linear finite element space relative to a
triangulation T , and let the computed solution uh 2 Sh satisfy

"2hruh;rvhi C h f Ih ; vhi D
ż
�N

"2 vh 8 vh 2 Sh; fh.	/ WD f .	I uh/: (2)

Here h	; 	i is the L2.˝/ inner product, and f Ih is the standard piecewise-linear
Lagrange interpolant of fh.

To give a flavour of our results, our first estimator reduces to

~uh � u~" I˝ � C
n X

z2N
minfhzHz; "H

2
z h

�1
z g ��"J��21 I�z C

X

z2N
jI z j2

C
X

z2N

�
�minf1; Hz"

�1g f Ih
�
�2
2 I!z C �

� fh � f Ih
�
�2
2 I˝
o1=2

; (3)
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where C is independent of the diameters and the aspect ratios of elements in T ,
and of ". Here N is the set of nodes in T , J is the standard jump in the normal
derivative of uh across an interior element edge, while J WD @�uh �  on �N , !z is
the patch of elements surrounding any z 2 N , �z is the set of edges originating at z
and lying in !z [ �N , Hz D diam.!z/, and hz ' H�1

z j!zj. We also obtain a sharper
version of (3), in which the interior-residual factors minf1; Hz"

�1g are replaced by
minf1; hz"�1g and a few other terms are included (see (23) and Corollary 4.2).

The presence of Neumann boundary conditions is reflected in J computed on
�z \ �N , and in additional (and, perhaps, unexpected) terms I z :

jI z j2 � minfHz; "gHz

ˇ
ˇosc." I �z \ �N/

ˇ
ˇ2:

In the case of shape-regular triangulations, minfhzHz; "H2
z h

�1
z g ' minfHz; "gHz,

while kJk1 I�z 
 1
2
osc.J I �z\�N/ 
 1

2
osc. I �z\�N/. Hence, in this case,

P jI z j2
is bounded by the first sum in (3), so may be skipped. For the case " D 1, this yields
a version of the standard estimator [1, §2.2].

To relate (3) to interpolation error bounds, as well as to possible adaptive-
mesh construction strategies, note that jJzj may be interpreted as approximating the
diameter of !z under the metric induced by the squared Hessian matrix of the exact
solution (while f Ih approximates "24u).

Our interest in this paper is in general anisotropic meshes, since such meshes,
when constructed a priori, have been shown to offer an efficient way of computing
reliable numerical approximations of solutions that exhibit sharp boundary and
interior layers (see, e.g., [2, 5, 11, 16] and references therein). In the case of
shape-regular triangulations, residual-type a posteriori estimates for equations of
type (1) were proved in [18] in the energy norm, and more recently in [4] in the
maximum norm. The case of anisotropic meshes having a tensor-product structure
was addressed in [3, 6, 17]. Above, we briefly discussed anisotropic estimators [12–
14].

Note that no attempt will be made in this contribution to derive lower error
bounds. For anisotropic meshes, [13] gives such a bound, which includes some of
the terms appearing in our estimators. For example, in the case hz � ", the terms
in first sum of (3) reduce to hzHz k"Jk21 I�z , while the related jump residual terms in
the lower error bound [13, (4.2)] can be interpreted as

P
S��z hzjSj k"Jk21 IS .

The paper is organized as follows. In Sect. 2, we make basic triangulation
assumptions and recall the anisotropic scaled-trace theorem from [8, 9]. The error
is represented in terms of the residual in Sect. 3, while the main results are obtained
in Sect. 4. We conclude the paper by presenting some numerical results in Sect. 5.

Notation We write a ' b when a . b and a & b, and a . b when a � Cb with a
generic constant C depending on ˝ and f , but C does not depend on either " or the
diameters and the aspect ratios of elements in T . Also, for D � N̋ , 1 � p � 1,
and k 
 0, let k 	 kp ID D k 	 kLp.D/ and j 	 jk;p ID D j 	 jWk

p.D/
, where j 	 jWk

p.D/
is the

standard Sobolev seminorm with integrability index p and smoothness index k.
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2 Basic Triangulation Assumptions: Scaled Trace Bounds

We shall use z D .xz; yz/, S and T to respectively denote particular mesh nodes,
edges and elements, while N , S and T will respectively denote their sets. For
each T 2 T , let HT be the maximum edge length and hT WD 2H�1

T jTj be the
minimum height in T. For each z 2 N , let !z be the patch of elements surrounding
any z 2 N , Sz the set of edges originating at z, and

Hz WD diam.!z/; hz WD max
T�!z

hT ; �z WD Sz n �D; V�z WD fS � �z W jSj . hzg:
(4)

Throughout the paper we make the following Triangulation Assumptions (that are
automatically satisfied by shape-regular triangulations).

• Maximum Angle condition. Let the maximum interior angle in any triangle T 2
T be uniformly bounded by some positive ˛0 < � .

• Local Element Orientation condition. For any z 2 N , a minimal rectangle
Rz � !z is such that jRzj ' j!zj.

• Also, let the number of triangles containing any node be uniformly bounded.

Our analysis in [8, 9] applies to three node types, which we call (i) anisotropic,
(ii) semi-anisotropic, and (iii) isotropic nodes (see Fig. 2). As in this preliminary
contribution, only type (i) is considered, we skip the definitions (ii) and (iii).

(i) Anisotropic Nodes, whose set is denoted by Nani, are such that

hz < c0Hz; hT ' hz and HT ' Hz 8 T � !z; (5)

where c0 is a fixed small constant.
(i*) One typically expects anisotropic elements near �D to be aligned along it.

The boundary nodes for which this is not the case form a special set:

N �

D WD ˚
z 2 N�D \ Nani W jSz \ �Dj . hz or z 62 N�N \ N�D is a corner of ˝

�
:

(6)

Fig. 2 Examples of anisotropic nodes z 2 Nani (left), semi-anisotropic nodes z 2 Ns:ani (centre),
an isotropic node z 2 Niso (right), and a node z 2 Nani \ N �

D (bottom left); see [8, 9]
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Next, we recall a version of the scaled trace theorem for possibly anisotropic
nodes using, with p D 1; 2, the scaled W1

p .D/ norm

===v===p ID WD .diamD/�1kvkp ID C krvkp ID :

In particular, in view of diam.!z/ D Hz and diam.T/ ' HT ,

===v===p I!z D H�1
z kvkp I!zCkrvkp I!z ; ===v===p IT ' H�1

T kvkp ITCkrvkp IT : (7)

Lemma 2.1 (Anisotropic Scaled Trace bounds [8, 9]) For any node z 2 N of
type (5), and any function v 2 W1

1 .!z/, one has

kvk1 I V�z C hz
Hz

kvk1 I�zn V�z C hz
Hz

kvk1 INSz . ===v===1 I!z ; (8)

kvk1 I V�z C hz
Hz

kvk1 I�zn V�z C hz
Hz

kvk1 INSz .
n
hz kvk2 I!z ===v===2 I!z

o1=2
; (9)

where �z and V�z are from (4), while NSz � !z is any segment that originates at z and
satisfies jNSzj ' Hz.

3 Representation of the Error in Terms of the Residual

Using the monotonicity of f and Cf C "2 
 1, one gets

~uh � u~2" I˝ . "2hr.uh � u/;r.uh � u/i C h f .	I uh/ � f .	I u/; uh � ui

D "2hruh;r.uh � u/i C h f .	I uh/; uh � ui �
ż
�N

"2 .uh � u/;

where we also used (1). Next, assuming ~uh � u~" I˝ > 0, let

G WD uh � u

~uh � u~" I˝
) ~G~" I˝ D 1: (10)

So ~uh�u~" I˝ . "2hruh;rGiCh f .	I uh/;Gi�ş
�N
"2 G. So (2) implies, 8vh 2 Sh,

~uh � u~" I˝ . "2hruh;r.G � vh/i C h f Ih ;G � vhi �
ż
�N

"2 .G � vh/C h fh � f Ih ;Gi :
(11)
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Here h fh � f Ih ;Gi DW Equad is the quadrature error, for which kGk2 I˝ � 1 implies

jEquadj � ~ fh � f Ih~�
" I˝ � k fh � f Ihk2 I˝ ; (12)

where the norm ~ 	 ~�
" I˝ is dual to ~ 	 ~" I˝ ; see also [9, Remark 4.1].

Next, let 	z be the standard linear hat function corresponding to z 2 N , and
vh WD Gh C P

z2N Ngz	z 2 Sh, where Gh 2 Sh is some interpolant of G, while Ngz
is a certain average of G � Gh near z (to be specified later), but Ngz D 0 for z 2 �D

(so that vh 2 Sh). Now, using g WD G � Gh, one gets G � vh D g �P
z2N Ngz	z DP

z2N .g � Ngz/	z. Combining this with (11) gives a standard error representation

~uh � u~" I˝ .
X

z2N
"2

ż
�z

J.g � Ngz/	z C
X

z2N

ż
!z

f Ih .g � Ngz/	z C Equad

DW I C II C Equad ; (13)

which holds for any Gh 2 Sh and any fNgzgz2N such that Ngz D 0 whenever z 2 �D.
Here we use a standard definition for J with J WD @�uh

ˇ
ˇ
T0

C @�uh
ˇ
ˇ
T00

on an interior
edge @T 0 \ @T 00 ¤ ; (where T 0;T 00 2 T ), and J WD @�uh �  on �N .

4 Error Analysis for a Partially Structured Anisotropic Mesh

Our ultimate goal is to consider a reasonably general anisotropic mesh such as
addressed in [8, 9] (see Fig. 1, left, and Fig. 2). But in this preliminary contribution,
to illustrate our approach, we restrict the analysis to a simpler, partially structured,
anisotropic mesh in a square domain. To be more precise, let

˝ WD .0; 1/2; �N WD f.x; y/ 2 @˝ W x D 1 or y D 1g;  .0; 1/ D 0:

(14)

(The condition on  is a compatibility condition, as u.0; y/ D 0 implies
@yu.0; 1/ D 0. If it is violated, the mesh node at .0; 1/ is expected to be isotropic, and
a version of our analysis below will apply.) The following triangulation assumptions
are made.

A1. Let fxigniD0 be an arbitrary mesh on the interval .0; 1/ in the x direction. Then,
let each T 2 T , for some i,

1. have the shortest edge on the line x D xi;
2. have a vertex on the line x D xiC1 or x D xi�1 (see Fig. 1, right).

A2. Let N D Nani, i.e. each mesh node z satisfies (5).
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A3. Quasi-non-obtuse anisotropic elements. Let the maximum angle in any triangle
be bounded by �

2
C ˛1

hT
HT

for some positive constant ˛1.

These conditions essentially imply that all mesh elements are anisotropic and
aligned in the x-direction. They also imply that if xz D xi, then

!z  !�
z WD .xi�1; xiC1/ � .y�

z ; y
C
z /; yC

z � y�
z ' hz; diam!�

z ' Hz ; (15)

where .y�
z ; y

C
z / is the range of y within !z, and we also use x�1 WD x0 and

xnC1 WD xn.

Remark 4.1 The above conditions (in particular, A3) imply that there is J . 1 such
that !�

z � !
.J/
z for all z 2 N , with the notation !.0/z WD !z and !. jC1/z for the patch

of elements in/touching !. j/z . (Note that J D 1 for any non-obtuse triangulation.)

4.1 Choice of Ngz: Main Results

Following [8, 9], the choice of Ngz in (13) is related to the orientation of anisotropic
elements, and is crucial. Let Ngz D 0 for z 2 �D, and

ż xiC1

xi�1

.g.x; yz/ � Ngz/ 'i.x/ dx D 0 for z D .xi; yz/; 1 � i � n: (16)

Here we use the standard one-dimensional hat function 'i.x/ associated with the
mesh fxig (i.e. it has support on .xi�1; xiC1/, equals 1 at x D xi, and is linear on
.xi�1; xi/ and .xi; xiC1/). Note that for z D .xi; 0/, in view of g D 0 on �D, the above
definition (16) agrees with Ngz D 0, earlier prescribed on �D.

Remark 4.2 An inspection of standard proofs for shape-regular meshes reveals that
one obstacle in extending them to anisotropic meshes lies in the application of a
scaled traced theorem when estimating the jump residual terms (this causes the mesh
aspect ratios to appear in the estimator). This technical difficulty is addressed by
choosing Ngz as a certain one-dimensional average of g, as in (16), or in (17) below.
To relate this to standard choices, for xz D xi, let NSz � !�

z be the interval joining
.xi�1; yz/ and .xiC1; yz/, 1 � i � n. Then (16) is identical to

ş
NSz.g� Ngz/ 'i D 0. Also,

for non-obtuse triangulations, it is equivalent to
ş

NSz.g � Ngz/ 	z D 0. The reader may

compare this with a more standard choice, denoted here by Ng0
z:

ş
!z
.g � Ng0

z/ 	z D 0

(see, e.g., [15, Lecture 5]).

Remark 4.3 It is sometimes helpful to tweak the definition (16) of fNgzgz2N and use
instead fNg�

z gz2N defined for z 2 N n �D with xz D xi by

ż
!�

z

Œg.x; y/ � Ng�
z � 'i.x/ D 0; (17)
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(where !�
z is from (15)), and Ng�

z D 0 for z 2 �D. Note that

hzHzjNg�
z j . kgk1 I!�

z
; HzjNgz � Ng�

z j . krgk1 I!�

z
; j!�

z j ' hzHz : (18)

Here the first relation is obvious, while
ş
!�

z
Œg.x; yz/� g.x; y/� 'i.x/ ' hzHz.Ngz � Ng�

z /

implies HzjNgz � Ng�
z j . k@ygk1 I!�

z
and so the second relation.

Theorem 4.1 For the solution u of (1), (14), and the computed solution uh of (2),
let g D G � Gh with G from (10) and any Gh 2 Sh, and

� WD "2krgk22 I˝ C
X

z2N

�
1C "2H�2

z

�kgk22 I!z : (19)

Then ~uh � u~" I˝ . I C II C Equad, where Equad is bounded by (12), and, under
conditions A1–A3,

jI C I j .
n
�
X

z2N
�z
�
�"Jz

�
�21 I�z

o1=2
; �z WD hzHz minf1; "Hzh

�2
z g ;

(20)

jI j .
n
�

X

z 2N :
j�z\�N j'Hz

�0
z "Hz

ˇ̌
osc." I �z \ �N/

ˇ̌2o1=2
; �0

z WD minf1; Hz"
�1g ;

(21)

jIIj .
n
�
X

z2N

�
��0

z f
I
h

�
�2
2 I!z

o1=2
: (22)

Additionally, one has an alternative bound

jIIj .
n
�
X

z2N nN �

D

��minf1; hz"�1g f Ih
��2
2 I!z C�

X

z2N nN �

D

���0
z osc. f Ih I!z/

��2
2 I!z

C�
X

z2N �

D

�
��0

z f
I
h

�
�2
2 I!z

o1=2
; (23)

whereN �
D D fz 2 N W xz D 0g (in agreement with (6)).

Corollary 4.2 (A Posteriori Error Estimator) Under the conditions of Theo-
rem 4.1, ~uh � u~" I˝ . I C II C Equad, where Equad is bounded by (12), while
for I and II one has bounds (20)–(23) with � WD 1.

Proof Under more general conditions than A1–A3, there exists Gh 2 Sh such that
� . ~G~" I˝ D 1; see [9, Theorem 7.4]. ut
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Remark 4.4 An inspection of the proof shows that in the bound (21) for I , one can
replace �z \ �N by Œ�zn V�z� \ �N , which gives a slightly sharper bound.

Proof of Theorem 4.1 We partially follow and invoke some auxiliary results from
the proof of [9, Theorem 5.1]. The proof of (20) and (21) is given in Sect. 4.2 below.
Note that we cannot simply focus on the new terms, denoted by INz in (25), as one
needs to look into a delicate interaction of a component of INz and some other terms
in I (see (26), (27), (29)).

For the remaining interior-residual bounds (22) and (23), an inspection of [9,
Section 5.3] shows that the estimation of the interior-residual component II of the
error (13) applies to our case, with the only change in that II involves

Pn
iD1 IIi (rather

than
Pn�1

iD1 IIi), where IIi WD P
z2Ni

ş
!z
f Ih .xi; y/ .g � Ng�

z / 	z is defined in [9], with
Ni WD fz 2 N W xz D xig, while N �

@˝ of [9] is now denoted N �
D D N0. Note also

that (17) and (18), as well as Remark 4.5 below, are crucial for (22) and (23). ut

4.2 Jump Residual: Proof of (20) and (21)

Proof of (20) and (21) Split I of (13) as I D P
z2N Iz, where

Iz WD "2
ż
�z

J.g � Ngz/	z: (24)

When considering J on �zn@˝ D �zn�N , we adapt the notational convention that
the unit normal � to any edge in �z takes the clockwise direction about z, while �w�,
for any w, is the jump in w across any edge in �z evaluated in the anticlockwise
direction about z. Then

J
ˇ
ˇ
�zn�N D �ruh� 	 � D �@xuh��x C �@yuh��y :

So Iz can be split as

Iz D I0
z C I00

z C I000
z C INz WD "2

ż
�zn� N

.g � Ngz/	z�@xuh� �x C "2
ż

V�z\� N
J.g � Ngz/	z

C "2
ż
�zn� N

Œg � g.x; yz/� 	z�@yuh� �y

C "2
ż
�zn� N

Œg.x; yz/� Ngz� 	z�@yuh� �y

C "2
ż
Œ�zn V�z �\� N

.@�uh �  /.g � Ngz/	z : (25)
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For the final term here one has, using @�uh D @yuh on Œ�zn V�z�\� N � @˝\fy D 1g,

INz D "2
ż
Œ�zn V�z�\� N

@yuh.g � Ngz/	z � "2
ż
Œ�zn V�z �\� N

 .g � Ngz/	z
„ ƒ‚ …

DWI z

: (26)

We claim that to get the desired assertions (20) and (21), it suffices to show that

jI0
zj C jI00

z j . "===g===1 I!�

z

�
�"J

�
�1 I�z ; I000

z C .INz C I z / D 0; (27)

jIzj . "
Hz

hz

n
hzkgk2 I!�

z
===g===2 I!�

z

o1=2 ��"J
��1 I�z ; (28)

and

jI z j . "
n
Hzkgk

2 I! z ===g===2 I! z
o1=2

osc." I Œ�zn V�z� \ �N/: (29)

In (29),

! z WD .xi�1; xiC1/ � .1 � Hz; 1/ for any z D .xi; 1/; i D 1; : : : ; n; (30)

is an isotropic rectangle with the upper edge Œ�zn V�z� \ �N (a similar triangle can be
used instead).

To show that (20) and (21), indeed, follow from (27)–(30), let

�z WD��1
z "

2 min
n
===g===21 I!�

z
; H2

z h
�1
z kgk2 I!�

z
===g===2 I!�

z

o
;

� z WD�0�1
z "kgk

2 I! z ===g===2 I! z :

Note that an application of min.a; bc/=min.1; c/ � a C b (for any a; b; c > 0)
implies �z . "2 ===g===22 I!�

z
C " kgk2 I!�

z
===g===2 I!�

z
, while �0�1

z ' 1 C "H�1
z yields

�
 
z . "2===g===2

2 I! z C .1C "2H�2
z /kgk2

2 I! z . Combining these two observations with

(7), (19) and Remark 4.1 yields
P

z2N .�z C �
 
z / . �.

Next, combining (27)–(30) with the above definitions of �z and � z , one gets

min
˚ jIz C I z j; jIzj

�
. .�z�z/

1=2 k"Jk1 I�z ;

jI z j . .� z �
0
z"Hz/

1=2 osc." I Œ�zn V�z� \ �N/:
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Now, an application of Hölder’s inequality shows that
P

z2N min
˚ jIz C I z j; jIzj

�
is

bounded by the right-hand side of (20), and
P

z2N jI z j is bounded by the right-hand
side of (21).

Finally, seteI  z WD 0 if min
˚ jIz C I z j; jIzj

� D jIzj, andeI  z WD I z otherwise, so

that one always has jIz CeI z j D min
˚ jIz C I z j; jIzj

�
. The desired assertions (20)

and (21) follow with I WD P
z2N eI  z .

Hence, it remains to establish (27), (28) and (29). The bounds for I0
z and I00

z in
(27), as well as Iz in (28), can be found in [9, Section 5.2, see (5.12), (5.13)]; they
are obtained from (25) and (24) using (8) and (9) respectively. It should be noted
that, compared to [9], there is an additional term in I0

z, which involves
ş

V�z\� N and
can be easily estimated again using (8).

The proof of I000
z C.INz CI z / D 0 in (27) is more delicate. It is convenient to adapt

the convention that uh D 0 in R
2 n N̋ when computing �@yuh� across the boundary

edges. With this convention, one can show, for each z D .xi; yz/, that

I000
z C .INz C I z / D "2

� X

S2�zn V�z
�@yuh�

� ż xi

xi�1

Œg.x; yz/ � Ngz� 'i.x/ dx ; (31)

with
şxi
xi�1

, in the case of i D 0, replaced by � şxiC1

xi
(see [8, 9] for similar representa-

tions of I000
z ). First, consider the case Œ�zn V�z�\� N D ;. Then I000

z C .INz C I z / D I000
z ,

while in the definition of I000
z , one has �y D 0 on V�z and 	z D 'i.x/ on �zn V�z. In

the latter case, we integrate the function Œg.x; yz/ � Ngz�	z D Œg.x; yz/ � Ngz�'i.x/ of
one variable x, which appears in the definition (16) of Ngz. Furthermore, �yds D dx
on any edge connecting z to the vertical line fx D xi�1g and �yds D �dx on any
edge connecting z to the vertical line fx D xiC1g. Rewriting the integrals over such
edges as integrals with respect to x over .xi�1; xi/ and .xi; xiC1/, respectively, and
then employing (16) for the integrals over .xi; xiC1/, one arrives at (31) for the case
Œ�zn V�z� \ � N D ;.

If Œ�zn V�z�\� N ¤ ;, we additionally need to consider the integrals in INz CI z (see
(26)) of the same function Œg.x; yz/ � Ngz�	z D Œg.x; yz/ � Ngz�'i.x/ over the edges in
Œ�zn V�z�\� N . Note that in these integrals, ds D dx, while @yuh D �@yuh� on any edge
in Œ�zn V�z�\ � N connecting z to the vertical line fx D xi�1g, and @yuh D ��@yuh� on
any edge in Œ�zn V�z�\ � N connecting z to the vertical line fx D xiC1g. For the latter,
we again employ (16) so that all integrals in INz C I z are rewritten as integrals over
.xi�1; xi/ with respect to x. This again yields (31). So this relation is proved.

Whenever i D n in (31), one immediately gets I000
z C .INz C I z / D 0 from (16).

Otherwise, if 0 � i � n � 1 and yz > 0, noting that �@yuh� D 0 on V�z, as well as on
any element edge lying on fx D 0g, one gets

P
S2�zn V�z�@yuh� D P

S2Sz
�@yuh� D 0,

so again I000
z C .INz C I z / D 0 immediately follows from (16). Finally, if yz D 0, one

employs g.x; yz/ D Ngz D 0.
We now proceed to getting (29). Note that in the definition of I z in (26) one has

	z D 'i.x/ and
ş
Œ�zn V�z �\� N D şxiC1

xi�1
dx. Now, if z D .xi; 1/ for 1 � i � n, recalling
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(16), one can replace  in I z by  �  .z/, so

jI z j . "

ż
Œ�zn V�z �\� N

jgj
�

osc." I Œ�zn V�z� \ �N/:

This yields (29) by an application of (9), in which !z is replaced by any isotropic
domain ! z of type (30), and hence hz in (9) is also replaced by Hz. The remaining
case of z D .0; 1/ is considered similarly, only using Ngz D 0 and j j �
osc." I Œ�zn V�z� \ �N/ (the latter follows from the final condition in (14)). This
completes the proof of (27), (28) and (29), and hence of (20) and (21). ut
Remark 4.5 The above proof remains valid if fNgzgz2N defined by (16) are replaced
by fNg�

z gz2N from (17). Indeed, Iz will include an additional component I�
z WD

"2
ş
�z
J.Ngz � Ng�

z /, for which one easily gets jI�
z j � "HzjNgz � Ng�

z j k"Jk1 I�z . For jI�
z j,

bounds of type (27) and (28) are then obtained using (18); see [9, Remark 5.6].

5 Numerical Results

We test the estimator of Theorem 4.1, using a simple version of (1) with ˝ D
.0; 1/2, �N D f.x; y/ 2 @˝ W x D 0 or y D 0g, and f D u � F.x; y/, where
F is such that the unique exact solution u D 4y .1 � y/ Œcos.�x=2/ � .e�x=" �
e�1="/=.1�e�x="/� (the latter exhibits a sharp boundary layer at x D 0). An example
of anisotropic mesh refinement using similar estimators is given in [8, Section 7.7].
Here, we only consider one a-priori-chosen layer-adapted mesh, which is obtained
by drawing diagonals from the tensor product of the Bakhvalov grid f�. i

N /gNiD1 in

the x-direction [2] and a uniform grid f j
M gMjD0 in the y-direction with M D 1

2
N

(see also [9, Fig. 3 (right)], and also [7]). The continuous mesh-generating function
�.t/ D t if " > 1

6
; otherwise, �.t/ D 3" ln 1

1�2t for t 2 .0; 1
2

� 3"/ and is linear
elsewhere subject to �.1/ D 1.

Theorem 4.1 and Corollary 4.2 give the error estimator ~uh � u~" I˝ . E , where

E WD ˚
E 2

(20) C E 2
(21) C E 2

(23) C E 2
(12)

�1=2
, with the notation E.�/ for the right-hand side

of (	) (e.g., E(12) D k fh � f Ihk2 I˝). By Corollary 4.2, all �-factors are set equal to 1.
When computing the estimators, we replaced Hz from (4) by maxT�!z HT ' Hz,
and quantities of type minf1; a "�1g by their smoother analogues a

"Ca (e.g., �0
z

was replaced by Hz
"CHz

). We also replaced fh and u by their quadratic Lagrange
interpolants.

The effectivity indices in Table 1, computed as the ratio of the estimator E to the
error ~uh � u~" I˝ , do not exceed 7.17. Table 1 also displays the ratios of the new
component E(21) in the jump residual estimator to its more standard part E(20); they
remain between 0.18 and 1.76. Note also that for the experiments of Table 1, the

ratio of
˚
E 2

(20) C E 2
(21) C E 2

(23)

�1=2
to the error component

˚
"2kruh � .ru/Ik22 I˝ C

kuh � uIk22 I˝
�1=2

does not exceed 7.76.
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Table 1 Errors, estimators, their effectivity indices, and ratios of E(21) to E(20)

N " D 1 " D 2�5 " D 2�10 " D 2�15 " D 2�20 " D 2�25 " D 2�30

Errors ~uh � u~" I˝

64 3.19e�2 4.99e�3 1.02e�3 6.71e�4 6.58e�4 6.57e�4 6.57e�4

128 1.60e�2 2.53e�3 4.26e�4 1.78e�4 1.64e�4 1.64e�4 1.64e�4

256 8.01e�3 1.28e�3 2.02e�4 5.36e�5 4.13e�5 4.08e�5 4.08e�5

512 4.01e�3 6.43e�4 9.96e�5 2.02e�5 1.06e�5 1.02e�5 1.02e�5

Estimators E

64 1.12e�1 2.70e�2 5.95e�3 1.25e�3 6.83e�4 6.58e�4 6.57e�4

128 5.37e�2 1.26e�2 2.95e�3 5.60e�4 1.89e�4 1.64e�4 1.64e�4

256 2.62e�2 5.92e�3 1.45e�3 2.72e�4 6.27e�5 4.17e�5 4.08e�5

512 1.29e�2 2.83e�3 6.94e�4 1.35e�4 2.60e�5 1.10e�5 1.02e�5

Effectivity Indices E =~uh � u~" I˝

64 3.516 5.398 5.844 1.858 1.039 1.001 1.000

128 3.355 4.980 6.935 3.153 1.152 1.005 1.000

256 3.268 4.633 7.171 5.075 1.520 1.021 1.001

512 3.223 4.403 6.965 6.691 2.439 1.081 1.003

Ratios E(21)=E(20)

64 0.49 1.11 1.69 1.72 1.72 1.72 1.72

128 0.35 0.87 1.69 1.74 1.74 1.74 1.74

256 0.25 0.65 1.65 1.75 1.75 1.75 1.75

512 0.18 0.48 1.56 1.75 1.76 1.76 1.76

For the considered ranges of " and N, the aspect ratios of the mesh elements
take values between 2 and 3.6e+8. Considering these variations, the estimator
E performs quite well and its effectivity indices stabilize as " ! 0. A more
comprehensive numerical study of the proposed estimators certainly needs to be
conducted, and will be presented elsewhere.
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A DG Least-Squares Finite Element Method
for Nagumo’s Nerve Equation with Fast
Reaction: A Numerical Study

Runchang Lin

Abstract The Nagumo equation is a simple nonlinear reaction-diffusion equation,
which has important applications in neuroscience and biological electricity. If the
equation is reaction-dominated, numerical oscillations may appear near the traveling
wave front, which makes it challenging to find stable solutions. In the present study,
a new method is developed on uniform meshes to solve the Nagumo equation.
Numerical results are given to demonstrate the performance of the algorithm.
Convergence rates with respect to spatial and temporal discretization are obtained
experimentally. Some properties of the nerve model are confirmed numerically.

1 Introduction

All cells maintain an electrical potential difference across the cell membrane, which
is used to assist or control their metabolic processes. Some cells make specialized
use of bioelectric potentials and currents for distinctive physiological functions. For
example, information is carried by action potentials passing along nerve cells, which
is many orders of magnitude faster than molecular communications via mechanical
transport. With the ingenious application of voltage clamp method to the giant
axon of the Atlantic squid, Hodgkin and Huxley developed the first quantitative
description of action potential propagation, which eventually lead them to the
1963 Nobel Prize in Physiology or Medicine together with Eccles. The Hodgkin-
Huxley (HH) model is a system of one nonlinear differential equation (DE) for
the membrane potential coupled with three ordinary DEs, which shows how cells
can produce propagating pulses in multicellular organisms [13]. The HH model
exhibits a principal all-or-none feature of the nerve: if an external applied current
is below some threshold, the membrane potential returns quickly to the rest; if the
current is above some threshold, there is an action potential; if the applied current
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is sufficiently large and held for a sufficiently long time, then the model generates a
periodic response which propagates down the line as a traveling wave.

The FitzHugh-Nagumo (FHN) model is a simplification of the HH equations,
which preserves major qualitative properties of the HH model [11, 21]. The general
form of the FHN equations for the voltage variable v and the recovery variable w is

vt D Dvxx C �v.1 � v/.v � ˛/ � w C Iapp;
wt D �.ˇ1v � ˇ2w/;

(1)

for x 2 R and t > 0, where D and � are positive constants, ˛ is the excitation
threshold parameter, Iapp is an external current applied to the cell, � is the ratio of
time scales, and ˇ1 and ˇ2 are positive constants for the rest state.

In most applications, � is very small, so that the recovery variable is much slower
than the voltage variable. In an initial time period we may assume w D 0 [6]. The
resulting model from the FHN system (1) is the Nagumo equation

vt D Dvxx C �v.1 � v/.v � ˛/; x 2 R; t > 0; (2)

which is a widely used model of excitation and propagation of impulse in nerve
membranes. The Nagumo equation is also used in studies of circuit theory and
population genetics. Moreover, its counterpart in higher spacial dimensions is the
famous Allen-Cahn equation [1], which was introduced to describe the process of
phase separation in multi-component alloy systems.

In this study, we focus on approximation of the traveling wave solution (TWS)
to Eq. (2), which is guaranteed by the following result [6, Theorem 4.35].

Theorem 1 Consider the bounded solution for the generalized Nagumo equation

vt D vxx C f .v/; x 2 R; t > 0 (3)

with initial conditions v.x; 0/ D v0.x/ 
 maxfvp.x/; 0g satisfies v.x; t/ ! 1 as
t ! C1 for each x 2 R, where vp.x/ is a particular stationary solution of (3).
Here f satisfies f .0/ D f .˛/ D f .1/ D 0, f < 0 in .0; ˛/, f > 0 in .˛; 1/, f 0.0/ < 0,
f 0.1/ < 0, and

ş1
0
f .z/dz > 0. Then there exists a wave front from v D 0 to v D 1

with a unique wave speed c > 0 .
Solving nonlinear DEs is in general challenging. Numerical investigation has

been playing a more and more important role in providing insight for the analytical
study of nonlinear DEs. A variety of numerical approaches, such as finite difference
(FD) method [25], finite element (FE) method [20, 26], finite volume method [9],
and pseudospectral method [23], have been applied to solve the FHN equations.
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In this article, we develop a discontinuous Galerkin (DG) least-squares (LS) FE
method for solving Nagumo’s equation, where the temporal discretization is by a FD
scheme. For details about the LSFE and the DG methods, the reader is referred to [3]
and [8, 10], respectively, and the references therein. The DG and LSFE techniques
are combined in order to retain their advantageous features and to obtain a superior
FE method for problems with sharp changes in solutions. This idea has been adopted
by many researchers in numerical investigations of different problems; see, e.g., [2–
5, 7, 15]. In particular, a DG LSFE method was introduced to solve linear second
order elliptic reaction-diffusion equations with singular perturbation in [17, 18].
A DG LSFE method has been proposed for the Fisher-KPP equation [19], which
is a more challenging problem. However, for reaction dominated problems (i.e.
�=D � 1), numerical oscillations will occur near the wave front. Moveover,
solutions to the problem of higher spatial dimensions (i.e. the Allen-Cahn equation)
may develop into patterns with complicated interfaces. Therefore, finding accurate
and stable numerical solutions to the Nagumo equation with fast reaction remains a
challenging problem [25].

The paper is organized as follows. In Sect. 2, a DG LSFE scheme is developed
for (2). In Sect. 3, we demonstrate the performance of the numerical scheme via
experiments. In Sect. 4, the article concludes with some comments and remarks.

2 A DG LSFE Scheme

We consider the equation

vt D Dvxx C �v.1 � v/.v � ˛/; (4a)

v.x; 0/ D v0.x/; and lim
x!˙1 vx D 0; (4b)

where x 2 R, t > 0, and 0 < ˛ < 1=2. We restrict the computational domain to
bounded spatial interval ˝ D .xL; xR/ for some xL; xR 2 R and temporal interval
.0;T�. The corresponding truncated initial-boundary value (IBV) problem of (4) is

vt D Dvxx C �v.1 � v/.v � ˛/; x 2 ˝; t 2 .0;T�;
v.x; 0/ D v0.x/; x 2 ˝;
vx.xL; t/ D 0; vx.xR; t/ D 0; t 2 .0;T�:

When ˝ is sufficiently large, the difference between this truncated problem and
the problem (4) in unbounded domain is negligible. Including a new variable q Dp
Dvx, the second order reaction-diffusion equation is recast into a system of first
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order DEs

q � p
Dvx D 0; x 2 ˝; t 2 .0;T�;

vt � p
Dqx � �v.1 � v/.v � ˛/ D 0; x 2 ˝; t 2 .0;T�;

v.x; 0/ D v0.x/; x 2 ˝;
vx.xL; t/ D 0; vx.xR; t/ D 0; t 2 .0;T�:

(5)

We first discretize the time derivative. The pseudo Crank-Nicolson approxima-
tion of the governing equations in (5) is

qnC1 � p
Dv nC1

x D 0;

v nC1 � vn



� p

D
qnC1
x C qnx
2

� �v
nC1 C vn

2
.1 � vn/.vn � ˛/ D 0;

(6)

for n 
 0, where 
 is the time step size, vn D v.x; tn/ is the solution at time level
tn D n
 , and qn is defined similarly. Let vn D .qn vn/ 2 H1

0.˝/ � H1.˝/. Define

Avnv nC1 D
	

qnC1 � p
Dv nC1

x

�
p
D qnC1

x C �
2 � 
�.1� vn/.vn � ˛/

�
v nC1



;

fvn D
	

0



p
D qnx C �

2C 
�.1 � vn/.vn � ˛/�vn


:

Then Eq. (6) read

Avnv nC1 D fvn (7)

for n 
 0. At each time level, define the LS functional J .uI vn/ by

J .uI vn/ D jjAvnu � fvn jj2L2.˝/: (8)

Minimizing (8), the residual of (7), we obtain an LS variational formulation: find
v nC1 D .qnC1 v nC1/ 2 H1

0.˝/ � H1.˝/ such that

�
Avnv nC1;Avnu

� D �
fvn ;Avnu

� 8u 2 H1
0.˝/ � H1.˝/; n 
 0; (9)

where .	; 	/ denotes the inner product in .L2.˝//2.
Let T W xL D x0 < 	 	 	 < xM D xR be a partition of ˝ . In this paper, we

use uniform mesh. Thus the mesh size is h D .xR � xL/=M and xi D xL C ih for
0 � i � M. The standard broken Sobolev spaces H1.˝;T / and H1

0.˝;T / can
be defined. The FE space Vh � H1

0.˝;T / � H1.˝;T / consists of vector-valued
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functions with each component a piecewise polynomial of degree k, which may not
be continuous. For g 2 Vh, define its jump and average at a node xi by

ŒŒ f ��i D

f .x�

i /� f .xC
i / 0 < i < M;

0 i D 0;M;
ff f ggi D

(
f .x�

i /Cf .xC

i /

2
0 < i < M;

f .xi/ i D 0;M;

respectively. Given the numerical solution vn
h, the DG finite element approximation

of (9) at time level n C 1 is: find v nC1
h D .qnC1

h v nC1
h / 2 Vh such that

Bn
h.v

nC1
h ;u/ D Lnh.u/ 8 u D . p u/ 2 Vh;

v0h.x/ D v0.x/; x 2 ˝;
qnC1
h .xL; t/ D 0; qnC1

h .xR; t/ D 0; t 2 .0;T�;
(10)

where

Lnh.u/ D
MX

iD1

ż xi

xi�1

�
.4 � ınh/ Nvnh C 


p
DNqnh;x

�
.ınhu � 
p

Dpx/dx;

Bn
h.v

nC1
h ;u/ D

MX

iD1

ż xi

xi�1

h
. p � p

Dux/q
nC1
h � p

D.1 � 
ınh/pv nC1
h;x C p

D
.ınhp/xv
nC1
h

C Duxv
nC1
h;x C ınh

�
ınhu � 
p

Dpx
�
v nC1
h C 


p
D.ınhu/xq

nC1
h C 
2Dpxq

nC1
h;x

i
dx

�
MX

iD1


ınh
p
D
h
pbv nC1

h C ubqnC1
h

ixi
xi�1

C
M�1X

iD1


ınh
p
D
�
ŒŒ p��iffv nC1

h ggi C ŒŒu��iffqnC1
h ggi

�
;

and

ınh D 2 � 
�.1� Nvnh/. Nvnh � ˛/: (11)

Here Nvnh and Npnh are continuous piecewise such that Nvnh.xi/ D vnh .x
�

i /Cvnh.xC

i /

2
and

Npnh.xi/ D pnh.x
�

i /Cpnh.x
C

i /

2
,bv nC1

h andbqnC1
h are numerical fluxes defined by

bv nC1
h .xi/ D


�v nC1

h .x�
i /C .1� �/v nC1

h .xC
i / i D 1; : : : ;M � 1;

v nC1
h .xi/ i D 0;M;

bqnC1
h .xi/ D


.1 � �/qnC1

h .x�
i /C �qnC1

h .xC
i / i D 1; : : : ;M � 1;

0 i D 0;M;

(12)

where 0 � � � 1 is a parameter. We shall remark that the bilinear form of the DG
formulation is obtained from the conventional integration by parts process, where
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the parameter � is included to allow the convenience of implementing different
numerical fluxes. A natural energy norm jjj 	 jjj in Vh is thus defined by

jjjujjj2 D
MX

iD1

ż xi

xi�1

�
p2x C p2 C u2x C u2

�
dx:

From (12), it is straightforward to verify that problems (9) and (10) are consistent.
Using the Cauchy-Schwarz inequality, it is plain to show that Lnh.	/ is continuous in
Vh. The following results are needed for well-posedness of problem (10) in Vh.

Theorem 2 Let Bn
h.	; 	/ be the bilinear form defined in (10). Assume that 
 is

sufficiently small.

.i/ There exists a constant C1 > 0 such that

Bn
h.u;u/ 
 C1jjjujjj2 8u 2 Vh: (13)

.ii/ There exists a constant C2 > 0 such that

jBn
h.v;u/j � C2jjjvjjj jjjujjj 8u; v 2 Vh: (14)

Proof

.i/ It is evident from (11) that ınh 
 ı0 > 1 when 
 is small. Note that

Bn
h.u;u/ D

MX

iD1

ż xi

xi�1

h
. p � p

Dux/p � p
D.1 � 
ınh/pux C 


p
D.ınhp/xu

C Du2x C .ınh/
2u2 � 


p
Dınhpxu C 


p
D.ınhu/xp C 
2Dp2x

i
dx

�
MX

iD1


p
Dınh

h
pbu C ubp

ixi
xi�1

C
M�1X

iD1

ınh

p
D
�
ffpggiŒŒu��i C ffuggiŒŒ p��i

�
:

(15)

Using integration by parts, one gets

ż xi

xi�1

.ınhp/xu dx D �
ż xi

xi�1

ınhpux dx C
h
ınhpu

ixi
xi�1
;

�
ż xi

xi�1

ınhpxu dx D
ż xi

xi�1

.ınhu/xp dx �
h
ınhpu

ixi
xi�1
:
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Hence, by Young’s inequality, the first term in the right hand side of (15) is

MX

iD1

ż xi

xi�1

h
p2 C Du2x C .ınh/

2u2 C 
2Dp2x � 2pD.1 � 
ınh/pux C 2

p
D.ınh/xup

i
dx



MX

iD1

ż xi

xi�1

h

ınhp

2 C 
ınhDu
2
x C .ınh/

2u2 C 
2Dp2x C 2

p
D.ınh/xup

i
dx



MX

iD1

ż xi

xi�1

h�

ınh � 
2.ınh/2xD

�
p2 C 
ınhDu

2
x C �

.ınh/
2 � 1

�
u2 C 
2Dp2x

i
dx


 min
˚

ı0 � 
2 max

1�i�M
.ınh jIi/2xD; ı20 � 1; 
2D�jjjujjj2:

On the other hand, the second term in the right hand side of (15) is

MX

iD1

ınh

p
D
h
p.x�

i /
�
�u.x�

i /C.1 � �/u.xC
i /
� � p.xC

i�1/
�
�u.x�

i�1/C.1� �/u.xC
i�1/

�

Cu.x�
i /
�
.1 � �/p.x�

i /C�p.xC
i /
�� u.xC

i�1/
�
.1 � �/p.x�

i�1/C�p.xC
i�1/

�i

D
MX

iD1

ınh

p
D
h
p.x�

i /u.x
�
i /C�p.xC

i /u.x
�
i /C.1 � �/p.x�

i /u.x
C
i /

� p.xC
i�1/u.xC

i�1/ � �p.xC
i�1/u.x�

i�1/� .1 � �/p.x�
i�1/u.xC

i�1/
i

D
M�1X

iD1

ınh

p
D
h
p.x�

i /u.x
�
i / � p.xC

i /u.x
C
i /
i

D
M�1X

iD1

ınh

p
D
�
ffpggiŒŒu��iCffuggiŒŒ p��i

�
;

where homogeneous boundary conditions for p and the continuity of ınh have
been used to obtain the last two equalities. The desired result (13) follows
from the above inequalities with C1 D min

˚

ı0 � 
2 max1�i�M.ı

n
h jIi/2xD; ı20 �

1; 
2D
�
, which is positive when 
 is sufficiently small.

.ii/ The continuity result (14) is proved by integration by parts, triangle inequality,
Cauchy-Schwarz inequality, and Young’s inequality. �

Remark 1 The well-posedness of problem (10) depends on the choice of 
 . In
particular, it is evident from the proof of Theorem 2 that the stability constants C1
and C2 can be achieved only if 
 , i.e. 
�, is sufficiently small.

The iteration (10) can now be initiated with the initial condition, from which q0h;x
can be obtained. The evolution of the solution over time can thus be approximated
provided that the wave front is away from the boundaries of ˝ .
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3 Numerical Simulations and Discussions

In this section, numerical results are presented to demonstrate the effectiveness
of the DG LSFE scheme. Simulations with different configurations have been
performed. For all examples, D D 1, ˛ D 0:25, and � D 1=2. Linear finite elements
have been used for spatial discretization.

Example 1 Example with exact solution. Some exact solutions to the Nagumo
equation (4) are available in the literature, which will be used to test accuracy of the
numerical scheme. In particular, Kawahara and Tanaka [14] (cf. also [22]) found the
following exact solution to (4)

v.x; t/ D Ae�1 C ˛Be�2

Ae�1 C Be�2 C C
; (16)

where �1 D �˙p
2�=DxC .1� 2˛/�t�=2, �2 D �˙p

2�=D˛xC ˛.˛ � 2/�t�=2,
and A;B, and C are arbitrary constants. Three other exact solutions are also reported
in [14]. The plus and minus signs are due to the symmetry of the Nagumo equation
in x, which are corresponding to wave fronts traveling to the left and to the right,
respectively. On the other hand, the following exact solution to (4) is found in [24]:

v.x; t/ D
 

1C exp
�˙p2�=Dx C .2˛ � 1/�t

2

�
!�1

: (17)

More exact solutions to (4) are also found in [16, 22].
Consider Eq. (5) with an initial condition in accordance with the exact solutions

(17), where positive sign is used. The solution satisfies limt!C1 v.x; t/ D 1 and
limx!˙1 vx.x; t/ D 0. The numerical errors are measured in discrete maximum
norms; e.g., jjvn � vnhjj1 D max0�i�M

ˇ
ˇv.xi; tn/ � vh.xi; tn/

ˇ
ˇ.

To test the order of accuracy of the DG LSFE scheme with respect to spatial
discretization, we fix the temporal step 
 , and half the spatial step h for several times;
and vice versa. First consider the case when � D 1 with an initial condition from
(17). Let ˝ D Œ�25; 25�. Table 1 demonstrates numerical errors and convergence
rates in spatial and temporal variables at time levels t D 2:0; 4:0, and 8:0. Data for
various h with fixed 
 D 2:5e�4 and for various 
 with fixed h D 0:05 are provided.
The convergence rate r is computed as of order O.hr/ or O.
 r/, respectively. The
numerical results indicate that O.h2/ order is obtained for both vnh and qnh in spatial
variable, and the convergence rates in temporal variable are both O.
/. Recall that
linear finite elements are used for spatial discretization, and that the linearized
FD scheme in time is a pseudo Crank-Nicolson scheme. The spatial and temporal
convergence rates in Table 1 are hence both optimal. For the case when � D 1000,
the solution has steeper wave front (cf. [12]), which propagates at a much higher
velocity. In this case, 
 has to be sufficiently small by Theorem 2; cf. also (11). As
a consequence, h has to be small as well to meet the standard stability requirement.
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Table 1 Example 1—Numerical errors and convergence rates when � D 1 with˝ D Œ�25; 25�
Convergence in spatial discretization with 
 D 2:5e � 4

jjvn � vnh jj
1

jjqn � qnhjj1
h t D 2:0 t D 4:0 t D 8:0 t D 2:0 t D 4:0 t D 8:0

0:8 3:2329e�3 3:9163e�3 4:0093e�3 2:0134e�3 1:3582e�3 1:0958e�3
0:4 8:5642e�4 1:0343e�3 1:2272e�3 4:0292e�4 2:4636e�4 2:6035e�4
0:2 2:1738e�4 2:6104e�4 3:2546e�4 9:3501e�5 5:9948e�5 6:9888e�5
0:1 5:5091e�5 6:5322e�5 8:9589e�5 2:2221e�5 1:5494e�5 1:9840e�5
0:8 – – – – – –

0:4 1:92 1:92 1:71 2:32 2:46 2:07

0:2 1:98 1:99 1:91 2:11 2:04 1:90

0:1 1:98 2:00 1:86 2:07 1:95 1:82

Convergence in temporal discretization with h D 0:05

jjvn � vnhjj
1

jjqn � qnhjj1

 t D 2:0 t D 4:0 t D 8:0 t D 2:0 t D 4:0 t D 8:0

0:08 1:0616e�3 1:8959e�3 3:5205e�3 6:9533e�4 9:8226e�4 1:3983e�3
0:04 5:2850e�4 9:4375e�4 1:7521e�3 3:4647e�4 4:8935e�4 6:9628e�4
0:02 2:6304e�4 4:6976e�4 8:7213e�4 1:7284e�4 2:4404e�4 3:4704e�4
0:01 1:3142e�4 2:3452e�4 4:3512e�4 8:6013e�5 1:2167e�4 1:7312e�4
0:08 – – – – – –

0:04 1:01 1:01 1:01 1:01 1:01 1:01

0:02 1:01 1:01 1:01 1:00 1:00 1:00

0:01 1:00 1:00 1:00 1:01 1:00 1:00

To focus on the investigation of accuracy orders, we use ˝ D Œ�3; 3� for this case.
Errors and convergence rates at time levels t D 0:01; 0:02, and 0:04 are collected in
Table 2. Data for various h with fixed 
 D 1:0e�6 and data for various 
 with fixed
h D 1:0e � 3 are provided. Similar optimal convergence results are observed.

Example 2 Example without exact solution. In this example, we verify the
conclusion of Theorem 1 by solving Eq. (5) with � D 1, the computational domain
Œ�80; 80�� .0; 20�, and v0.x/ D 0 if x < 0, v0.x/ D ˛ if 0 � x < 30, and v0.x/ D 1

if x 
 30. Here h D 0:1 and 
 D 0:05. The exact solution is not available. Figure 1
shows how the initial step function evolves into a monotone unique speed traveling
wave front that joins the two stable states.

Example 3 Impact of initial stimulus. The physiological background of the
Nagumo model is that if the stimuli are below threshold of conscious awareness
then no information will be conveyed; but if a stimulus is above threshold, it may
convert into a train of pulses of fixed shape and travel down the nerve with little
distortion.
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Table 2 Example 1—Numerical errors and convergence rates when � D 1000 with˝ D Œ�3; 3�
Convergence in spatial discretization with 
 D 1:0e � 6

jjvn � vnh jj
1

jjqn � qnhjj1
h t D 0:01 t D 0:02 t D 0:04 t D 0:01 t D 0:02 t D 0:04

0.08 8:7936e�2 1:1596e�1 2:0171e�1 3:0588e�1 6:4459e�1 1:4226e�0
0.04 1:6309e�2 2:4982e�2 4:5830e�2 1:0620e�1 1:9568e�1 3:4558e�1
0.02 3:7582e�3 6:0187e�3 1:0729e�2 2:6090e�2 4:8068e�2 9:4322e�2
0.01 9:5568e�4 1:5447e�3 2:8110e�3 6:7946e�3 1:2641e�2 2:4722e�2
0.64 – – – – – –

0.32 2:43 2:21 2:14 1:53 1:72 2:04

0.16 2:12 2:05 2:09 2:03 2:03 1:87

0.08 1:98 1:96 1:93 1:94 1:93 1:93

Convergence in temporal discretization with h D 1:0e � 3

jjvn � vnhjj
1

jjqn � qnhjj1

 t D 0:01 t D 0:02 t D 0:04 t D 0:01 t D 0:02 t D 0:04

8.0e-5 4:3286e�3 8:5319e�3 1:7064e�2 5:0506e�2 8:4813e�2 1:5720e�1
4.0e-5 2:1705e�3 4:2774e�3 8:5552e�3 2:5245e�2 4:2422e�2 7:8659e�2
2.0e-5 1:0893e�3 2:1459e�3 4:2921e�3 1:2627e�2 2:1242e�2 3:9414e�2
1.0e-5 5:4822e�4 1:0792e�3 2:1587e�3 6:3210e�3 1:0656e�2 1:9795e�2
8.0e-5 – – – – – –

4.0e-5 1:00 1:00 1:00 1:00 1:00 1:00

2.0e-5 0:99 1:00 1:00 1:00 1:00 1:00

1.0e-5 0:99 0:99 0:99 1:00 1:00 0:99
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Fig. 1 Example 2—The evolution of the wavefront during time range 0 � t � 20, where the time
increment between profiles is 0:25

We solve the Nagumo model (2) with � D 1. Set ˝ D Œ�50; 50�. We first test
the situation with a subthreshold stimulus, e.g. v0.x/ D 0:249 for x 2 Œ�25; 25�,
and v0.x/ D 0 elsewhere. It is observed in Fig. 2 (left pair) that the initial wave
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Fig. 2 Example 3—Evolutions of waves with subthreshold (initial stimulus position 0:249) and
suprathreshold (initial stimulus position 0:251) stimuli, which are presented in the left and right
pairs of plots, respectively. Both initial stimuli are supported over Œ�25; 25�. Snapshots and
histories over time range 0 � t � 50 with time increment 2:5 are presented

damps to zero eventually. On the other hand, if given a suprathreshold stimulus, e.g.
v0.x/ D 0:251 for x 2 Œ�25; 25�, and v0.x/ D 0 elsewhere, then it will rapidly
develop into a traveling wave, as depicted in Fig. 2 (right pair).

The development of wave depends also on the support of the initial stimulus,
which determines the energy of the stimulant. Figure 3 shows the histories of waves
with nonzero initial value v0.x/ D 0:5 for x 2 Œ�3; 3� and x 2 Œ�2; 2�, respectively.
The initial pulse of the latter case fails to propagate into a traveling wave due to low
energy, though it surpasses the threshold.
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Fig. 3 Example 3—Evolutions of waves with initial stimuli supported by Œ�3; 3� (left pair) and
Œ�2; 2� (right pair), respectively. Both initial stimulus positions are 0:5. Snapshots and histories
over time range 0 � t � 50 with time increment 2:5 are presented

Example 4 Metastability. For a multi-stable system, the stable state with lesser
potential value is called the metastable state. Under random perturbations of proper
intensity, a TWS connecting the stable states will be moving in the direction of the
metastable state. The transitions between different stable states can last very long,
which is a characteristic feature of metastable systems. In this example, we exam the
metastability of solutions to the Nagumo equation (2) with � D 1 on Œ�60; 60� by
using an initial condition v0.x/ D 0:01 for x 2 Œ�35;�20�[ Œ5; 35�, and v0.x/ D 1

elsewhere. In Fig. 4, it is observed that the two wells are absorbed by the excited
state v � 1 after a long time. Moreover, the absorption time for the well with larger
width is much longer.
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Fig. 4 Example 4—Metastability of solutions to Nagumo equations. Left: snapshots for 0 � t �
75 with time increment 2:5 between profiles; Right: wave evolution history for 0 � t � 75

4 Conclusions

In this article an efficient and accurate DG LSFE scheme is developed for solving
the Nagumo equation with fast reaction. The second order problem is cast into
a mixed system of first order DEs. A pseudo Crank-Nicolson scheme is used to
discretize the time derivative. At each time level, the variational formulation is
obtained in least-squares sense, which is approximated by using discontinuous
Galerkin FE method. This method is stable and efficient. The convergence rates of
the method are O.h2/ and O.
/ in spatial and temporal discretizations, respectively.
Numerical simulations for the Nagumo equation with more generic conditions can
be conducted using the DG LSFE scheme. Several important properties of the
Nagumo equation have been studied numerically. This method is ready to be extend
to solve the Allen-Cahn equation, which is an undergoing project.
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Local Projection Stabilization
for Convection-Diffusion-Reaction
Equations on Surfaces

Kristin Simon and Lutz Tobiska

Abstract The numerical solution of convection-diffusion-reaction equations in two
and three dimensional domains ˝ is thoroughly studied and well understood.
Stabilized finite element methods have been developed to handle boundary or
interior layers and to localize and suppress unphysical oscillations. Much less is
known about convection-diffusion-reaction equations on surfaces � D @˝ . We
propose a Local Projection Stabilization (LPS) for convection-diffusion-reaction
equations on surfaces based on a linear surface approximation and first order finite
elements. Unique solvability of the continuous and discrete problem are established.
Numerical test examples show the potential of the proposed method.

1 Introduction

Surface partial differential equations appear in the modeling of several phenomena,
e.g. in fluid mechanics, cell biology and material science. A prominent example in
fluid mechanics is the presence of surface active agents (surfactants), which modify
the surface tension at fluidic interfaces locally. Transport and diffusion of surfactants
on an interface can be described by convection-diffusion-reaction equations.

There is a lot of literature treating these type of equations in domains ˝ � R
n,

n D 2; 3, see e.g. [13]. However, much less is known on convection-diffusion-
reaction equations on surfaces � D @˝ . The introduction of finite elements for
elliptic equations on surfaces can be traced back to Dziuk [6]. Higher order finite
elements for the Poisson equation on surfaces have been studied by Demlow [5].
This was extended to coupled diffusion-reaction equations in the bulk and on the
surface by Ranner [12] and to parabolic equations on moving surfaces by Dziuk and
Elliott [7].

It is well known that boundary and internal layers in the solution of differential
equations can lead to unphysical oscillations unless the mesh is fine enough.
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Therefore different stabilization techniques have been developed for convection
and/or reaction dominated problems in the bulk. In [11] an unfitted finite element
method applied to surface partial differential equations has been analyzed. For
stabilization the residual based Streamline Upwind Petrov-Galerkin approach has
been used. In this work we consider fitted finite elements and extend the Local
Projection Stabilization (LPS) developed in [2, 9, 10] to surface equations.

In Sect. 2 we introduce the weak formulation of the problem and discuss its
solvability. The surface approximation, the extension of data, the discrete problem
and its solvability are the topic of Sect. 3. Section 4 is devoted to the LPS and the
solvability of the stabilized discrete problem. Finally, the potential of the proposed
approach is illustrated by three numerical examples in Sect. 5.

In the following, .	; 	/G denotes the L2.G/ inner product on the surface G. We
also use the notation k:kk;p;G and j:jk;p;G for the standard norm and semi norm on the
Sobolev space Wk;p.G/, respectively. We write shortly k:kk;G for k:kk;2;G and j:jk;G
for j:jk;2;G (k 2 N). The norms and semi norms are defined for vectors and matrices
in an component wise manner.

2 Problem Formulation

We start with some notations in differential geometry. Let us consider a closed,
oriented and non-selfintersecting C2-surface � D @˝ of a two or three dimensional
domain ˝ � R

n, n D 2; 3. Using the distance function dist.x; � / WD inf
y2� fjx � yjg

the surface is given as zero level of the signed distance function

d.x/ WD


dist.�; x/; if x … ˝;
�dist.�; x/; if x 2 ˝:

The unit outward normal n on � can be expressed as derivative of the signed
distance function, i.e. n D rd on � . For a sufficiently smooth function g W � ! R

we define the surface gradient by

r� g WD r Qg � .n 	 r Qg/n on �;

where Qg is an arbitrary smooth extension of g. It can be shown that the surface
gradient on � is independent of the extension, see [12], and therefore it is well
defined. The Laplace-Beltrami operator is given by �� WD r� 	 r� .

We pose the stationary convection-diffusion-reaction equation

� "�� u C r� 	 .wu/C cu D f on �; (1)

where " > 0 is a given constant diffusion coefficient, w 2 W1;1.� /n is the velocity
field, and the reaction coefficient c and the source term f belong to L1.� / and
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L2.� /, respectively. Having in mind that the surface is not moving we have, that the
surface velocity is equal to zero, i.e. w 	 n D 0 on � . Equation (1) can be written as

� "�� u C w 	 r� u C �u D f on �; (2)

where � WD r� 	 w C c 2 L1.� /. We will assume that there is a positive constant
�0 such that

� � 1

2
r� 	 w 
 �0 > 0 on �: (3)

This assumption is an adaption of the standard assumption used in the analysis of
convection-diffusion-reaction equations posed in a bounded domain˝ � R

n [13].
The weak formulation is obtained as usual by multiplying (2) with a test

function v, integrating over � , and using the integration by parts formula to transfer
the highest order derivative terms. For a vector-valued function f W � ! R

n the
divergence theorem on surfaces reads [7, Theorem 2.10]

ż

�

r� 	 f dS D
ż

�

Hf 	 n dS C
ż

@�

f 	 	 dL

where H is the sum of principal curvatures and 	 is the conormal vector, which is
normal to @� and tangent to � . Since � is assumed to be closed, we have @� D ;
and the second term on the right hand side vanishes. Setting f D vr� u and using
n 	 r� u D 0 we get

.r� 	 r� u; v/� C .r� u;r� v/� D .Hn 	 r� u; v/� D 0:

Then, the weak formulation of (2) reads:

Problem 1 Find u 2 H1.� / such that a.u; v/ D . f ; v/� for all v 2 H1.� /.
Here, the continuous bilinear form a W H1.� / � H1.� / ! R is given by

a.u; v/ WD ".r� u;r� v/� C .w 	 r� u; v/� C .�u; v/� :

Taking the identity

.w 	 r� v; v/� D 1

2
.w 	 r� v

2; 1/� D �1
2
.r� 	 w; v2/� C .H w 	 n; v2/�

into consideration and using w 	 n D 0 on � we obtain under condition (3)

a.v; v/ D "kr� vk20;� C
	
� � 1

2
r� 	 w; v2




�


 "kr� vk20;� C �0kvk20;�
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for all v 2 H1.� /, i.e. the coercivity of the bilinear form. Unique solvability of
Problem 1 follows from the Lax-Milgram theorem.

3 Discretization

3.1 Surface Approximation

In order to formulate the discrete problem we need an approximation �h of the
given surface � . We use a polyhedral mesh consisting of elements K, lines in 2d or
triangles in 3d, where the vertices of all elements are located at the surface � . The
diameter of an element K is denoted by hK , the mesh size h is set to h D maxK hK
and the mesh is assumed to be shape regular. A mesh constructed in this way is a
natural linear interpolation of the given surface.

Recognize that �h ª � . Thus, all data given on � , i.e. the velocity field w, the
reaction coefficient � and the source term f , are not defined on �h. Similarly, the
surface operators differ on the given and the approximated surface.

3.2 Extension of Data

To transfer the given data defined on � to �h we introduce a projection p W U ! �

from a neighbourhoodU of � onto the nearest point on � via

p.x/ D x � d.x/n.p.x// D x � d.x/rd.x/ for all x 2 U:

We choose U small enough such that the projection is well defined. Then, an
extension of functions g W � ! R into the neighbourhood U can be given by

ge.x/ WD g.p.x// for x 2 U:

Further, we assume the element size h to be small enough such that �h � U. Then,
the projection p W �h ! � is bijectiv.

3.3 Discrete Problem

We introduce a finite dimensional, continuous finite element space Vh � H1.�h/.
Then, the standard Galerkin discretization of Problem 1 reads:

Problem 2 Find uh 2 Vh such that ah.uh; vh/ D . f e; vh/�h for all vh 2 Vh.
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Here, the discrete bilinear form ah W Vh � Vh ! R is given by

ah.uh; vh/ D ".r�huh;r�hvh/�h C .we 	 r�huh; vh/�h C .�euh; vh/�h :

Lemma 1 Assuming h to be sufficiently small, then for all vh 2 Vh

ah.vh; vh/ 
 "kr�hvhk20;�h C �0

2
kvhk20;�h :

Consequently, Problem 2 has a unique solution.

Proof We try to repeat the ideas used for the continuous bilinear form and get

ah.vh; vh/ D "kr�hvhk20;�h C 1

2

�
we 	 r�hv

2
h ; 1

�
�h

C �
�e; v2h

�
�h
:

Now, we apply the integration by parts formula on the convective term in an
elementwise manner to obtain

�
we � r�hv

2
h ; 1
�
�h

D �X

K

�r�h � we; v2h
�
K CX

K

�
H we � nK ; v

2
h

�
K CX

K

X

E�@K

˝
we � 	K ; v

2
h

˛
E

D � �r�h � we; v2h
�
�h

C
X

E

˝
Œwe � 	�E ; v

2
h

˛
E

Here, we used H D 0 on each K and wrote Œ	�E for the jump across the face E � @K.
Summarizing we obtain

ah.vh; vh/ D "kr�hvhk20;�h C
	
�e � 1

2
.r� 	 w/e; v2h




�h

C 1

2

X

E

˝
Œwe 	 	�E; v

2
h

˛
E

C1

2

�
.r� 	 w/e � r�h 	 we; v2h

�
�h
:

The jump of the conormal vectors across a face E D @K \ @K0 behaves like
O.hE/, however its projection into the tangential plane like O.h2E/ [11]. Then, taking
we D .Id � n ˝ n/we and a discrete trace inequality into consideration we conclude

ˇ
ˇ
ˇ̌
ˇ

X

E

˝
Œwe 	 	�E; v

2
h

˛
E

ˇ
ˇ
ˇ̌
ˇ

� Ckwek0;1;�h

X

E

h2Ekvhk20;E � Chkwek0;1;�hkvhk20;�h :

(4)

A detailed study shows that

k.r� 	 w/e � r�h 	 wek0;1;�h � Chkr� wk0;1;� : (5)
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Applying (3), (4), and (5) we get

ah.vh; vh/ 
 "kr�hvhk20;�h C �0kvhk20;�h � Chkwk1;1;� kvhk20;�h ;

from which the first statement of the lemma follows. The unique solvability of
Problem 2 follows from the Lax-Milgram theorem.

4 Local Projection Stabilization

Now, we consider the one level Local Projection Stabilization in the case that
convection and/or reaction dominates diffusion. Beside the ansatz space Vh �
H1.�h/ a discontinuous projection space Dh D ˚KDh.K/ is introduced on the
same mesh. Let �h;K W L2.K/ ! Dh.K/ denote the local L2-projection and
�h;K W L2.K/ ! L2.K/ the fluctuation operator given by �h;K WD id � �h;K .

Now, we can introduce the stabilization term

Sh.uh; vh/ D
X

K

˛K.�h;Kr�huh; �h;Kr�hvh/K

with ˛K > 0 being user chosen stabilization parameters. The stabilized formulation
of the Problem 2 reads

Problem 3 Find uh 2 Vh such that ah.uh; vh/ C Sh.uh; vh/ D . f e; vh/�h for all
vh 2 Vh.

The associated mesh-dependent norm is given by

jjjujjj WD
 

"kr�huk20;�h C �0kuk20;�h C
X

K

˛Kk�hr�huk20;K
!1=2

:

Lemma 2 Assuming h to be sufficiently small, then for all vh 2 Vh

ah.vh; vh/C Sh.vh; vh/ 
 1

2
jjjvhjjj2

Consequently, Problem 3 has a unique solution.

Proof Using Lemma 1 and the definition of the stabilizing term Sh we get

ah.vh; vh/C Sh.vh; vh/ 
 "kr� vhk20;�h C �0

2
kvhk20;�h C Sh.vh; vh/ 
 1

2
jjjvhjjj2:

The unique solvability of Problem 3 follows from the Lax-Milgram theorem.
The convergence properties of the solution of Problem 3 depend on the choice of

ansatz and projection space, on the approximation order of the discrete surface �h,
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and on the size of the stabilization parameters ˛K . Let Vh be the space of continuous,
piecewise linear functions enriched with piecewise quadratic (n D 2) or piecewise
cubic (n D 3) bubble functions, Dh the space of discontinuous, piecewise constant
functions,�h be the continuous, piecewise linear approximation of � , and ˛K � hK .
Then, the solution u of Problem 1 and the solution uh of Problem 3 satisfy the
following error estimate [14]

jjjue � uhjjj � C
�
"1=2 C h1=2

�
h
�kr2

� uk0;� C k fk0;�
�
:

5 Numerical Results

The numerical tests reported in this section have been performed with an in-house
code written in Julia [3]. The first two test examples concern diffusion-convection-
reaction equations on a 1d hypersurface embedded in R

2 whereas in the last example
a diffusion-reaction equation on a 2d hypersurface embedded in R

3 is considered.

5.1 Testcase 1: Layer in the First Derivative

We consider the unit circle � embedded in R
2 and Eq. (2) with the velocity

field w.x/D 2.x2;�x1/ describing a clockwise rotation and the reaction coefficient
� D 1. The right hand side f is set to the arc length s.x/measured along � clockwise
starting at .1; 0/, i.e.

f .x/ D s .x/ D


arccos.x1/ for x2 � 0;

� C arccos.�x1/ for x2 > 0:
(6)

The exact solution u W Œ0; 2�� ! R of this problem is given as a function of s

u .s/ D 2�

�
�2

�2 � �1

exp .�1s/

1 � exp .2��1/
� �1

�2 � �1
exp .�2s/

1 � exp .2��2/

�
C s � 2 (7)

where

�1 D 1C p
1C "

"
; �2 D � 1

1C p
1C "

and extended 2�-periodic. The solution u does not develop a layer for " ! 0,
however a layer appears in the first derivative u0 at s D 0, as shown in Fig. 1. Thus,
the solution u has no strong but a weak layer.
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Fig. 1 The function u (left) and its first derivative u0 (right) plotted over the arc length s
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Fig. 2 Comparison of the numerical solutions uh with the exact solution u plotted over the arc
length s on a fitted (left) and unfitted (right) grid

We solve the problem for " D 10�8 numerically by standard piecewise linear
finite elements and the LPS as described in Sect. 4 with the stabilization parameters
˛K D ˛hK and ˛ D 0:1. Figure 2 shows the results for two different meshes. If
the point of discontinuity of f is a grid point even standard piecewise linear finite
elements work well without spurious oscillations (Fig. 2 left). If it is not a grid point,
oscillations appear which are damped out by LPS (Fig. 2 right).

5.2 Testcase 2: Exponential Layer in the Solution

On the unit circle � we look at the concentration distribution of a substance
transported from .0; 1/ to .0;�1/ by the flow field w.x/ D x1 .x2;�x1/. The reaction
coefficient � is set to �.x/ D x2 C jx2j and the right hand side f is chosen such that
the exact solution is given by

u .x/ D 1 � exp

	
�1C x2

"



:
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Fig. 3 Standard linear (P1) and stabilized (LPS) finite element solution plotted over the arc length.
Overview (left) and zoom into the layer region (right)

The exact solution has a point layer at .0;�1/, which leads to strong numerical
oscillations for standard piecewise linear finite elements in the convection dom-
inated case (" D 10�6, hK D 0:01227), see the P1 graph in Fig. 3. The LPS
graph shows the numerical solution of the stabilized problem using a stabilization
parameter ˛K D ˛hK with ˛ D 0:0045. As shown in Fig. 3, LPS suppresses and
localize the oscillations to a few elements around the layer.

Next an array of computations has been performed to study the stabilization
effect depending on the user chosen constant ˛. For convection-diffusion equations
in a bulk it is known that starting with the standard Galerkin piecewise linear
finite element method on simplices enriched by bubble functions and eliminating
the bubble part yields the streamline diffusion method [1, 4]. Unfortunately, the
symmetric version of the bubble generates the streamline diffusion method with a
parameter suitable for the diffusion dominated but not for the convection dominated
case. It has been shown in [8] that starting with the LPS approach and eliminating
the bubble part yields also the streamline-diffusion method, however, with a
parameter appropriate for the convection dominated case.

In Fig. 4 we present the stabilized finite element solutions and their bubble
eliminated linear parts for decreasing stabilization parameter ˛. For larger values
of ˛ the linear part tends to oscillate whereas for smaller values the eliminated LPS
tends to smear out the layer. This behaviour is similar to that known from two-point
boundary value problems reported in [15].

In Fig. 5 the results for different values of " (left) and different mesh refinement
levels (right) are shown. They indicate that the ’optimal’ value of ˛ is nearly
independent of the parameter " and the mesh size h. However, as a comparison
with testcases 1 and 3 demonstrates, the choice of an ’optimal’ value of ˛ depends
primarily on the problem, in particular on the type of the layer.
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Fig. 4 Stabilized (LPS) finite element solutions uh and their linear parts (linear interpolation) for
˛ D 0:045, ˛ D 0:0045, ˛ D 0:00045, ˛ D 0:000045 (top left to bottom right)

5.3 Testcase 3: Layer on a Sphere

We consider a diffusion-reaction equation with a discontinuous right hand side on
a unit sphere � embedded in R

3. We set the diffusion parameter " D 10�8, the
reaction parameter � D 1, and the right hand side f .x/ D sign.x3/. For " ! 0 the
exact solution u tends to f away from the equatorial line x3 D 0.

We solve this problem using standard linear finite elements and the LPS
stabilized method with ˛K D ˛hK and ˛ D 4:5 	 10�5. In Fig. 6 (left) a layer
along the equator of the sphere for the unstabilized method indicated by the dark
red and dark blue regions occur. For the stabilized solution, compare Fig. 6 (right),
these regions are less pronounced.The stabilizing effect of LPS is clearly visible by
cutting the sphere along a meridian, see Fig. 7.
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Fig. 6 Unstabilized (left) and stabilized (right) solution
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Fig. 7 Standard linear (P1) and stabilized (LPS) finite element solution plotted over the arc length
s along a meridian of the sphere starting at (0,0,1)
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A Comparison Study of Parabolic
Monge-Ampère Equations Adaptive Grid
Methods

Mohamed H.M. Sulman

Abstract We consider two recently developed adaptive grid methods for solving
time dependent partial differential equations (PDEs) in higher dimensions. These
methods compute the adaptive grid based on solving an optimal mass transport
problem also known as Monge-Kantorovich problem (MKP). The optimal solution
of the MKP is reduced to solving Monge-Ampère equation and is known to have
some nice theoretical properties that are desirable for the mesh adaptation. However,
these two adaptive grid methods solve the Monge-Ampère equation differently and
they are distinctly different in their approaches for computing the adaptive mesh
over time. A comparison study to address these various distinctions between the
two methods is presented. Several numerical experiments are conducted to illustrate
the main differences between the two methods in terms of their mesh quality and
performances.

1 Introduction

Adaptive grid methods are efficient numerical techniques for computing the solu-
tions of partial differential equations (PDEs) with higher accuracy, in particular
when the solutions of the PDEs have large variations or shocks in some regions
of their physical domains. For the adaptive methods discussed here, the adaptive
mesh is obtained by defining a coordinate transformation x D x.�; t/ from a
computational domain˝c to a physical domain˝ . The grid nodes are redistributed
continuously in time by the mapping x D x.�; t/ so that they are concentrated
in regions of interest. For one spatial dimensional PDEs, a class of adaptive grid
methods known as moving mesh partial differential equations methods (MMPDE)
[10] have been developed based on the so-called equidistribution principle, a
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measure of the solution variation is equally distributed over each sub interval [5],

�.x/
@x
@�

D c; � 2 ˝c; x 2 ˝; (1)

where �.x/ is the density (or monitor) function defined to measure the variations
in the solution of the given physical problem. In one spatial dimension, one can
use the equidistribution principle to compute the adaptive mesh. However, in higher
dimensions the condition (1) alone is insufficient to uniquely determine the adaptive
mesh.Therefore, some additional conditions are required for the mesh adaptation in
higher dimensions. In [6, 8, 9], the mapping x D x.�; t/ in higher dimensions is
obtained as the solution of the gradient flow equation of a quadratic functional.
Huang [7] develops a variational approach for mesh adaptation by minimizing a
functional that combines two functionals associated with the mesh isotropy and
equidistribution properties. More recently, two adaptive mesh methods [14] and
[4] have been introduced by extending the equidistribution principle (1) for higher
dimensional problems. These methods are derived based on solving the L2 Monge-
Kantorovich problem (MKP) [11, 13].

In this work we present a comparison study of the parabolic Monge-Ampère
equations adaptive grid methods of [14] and [4]. The two methods solve the L2

MKP based on solving two different types of parabolic Monge-Ampère equations,
and they use two different strategies for computing the adaptive mesh at each
time step. In this paper we investigate the main differences between these two
parabolic Monge-Ampère (PMA) methods and assess the mesh quality and overall
performance of each method. For the purpose of the comparison, here we label the
method of [14] as PMA-Log and the method of [4] as PMA-Sqrt.

The rest of the paper is organized as follows. In Sect. 2, we briefly introduce
the L2 Monge-Kantorovich problem. In Sect. 3, we describe the parabolic Monge-
Ampère adaptive grid methods PMA-Log and PMA-Sqrt. In Sect. 4, we present
several numerical experiments to illustrate the differences between PMA-Log
method and PMA-Sqrt method. In Sect. 5, we give a discussion on the results and
some concluding remarks.

2 The L2 Monge–Kantorovich Problem

The L2 Monge–Kantorovich problem is stated as follows: Given two positive and
bounded density functions �0 and �1 of equal masses defined on ˝c � R

d and
˝ � R

d respectively. Find a mapping x D 	.�/; � � ˝c, x 2 ˝; that transfers �0
to �1 and minimizes the transport cost

C.	/ D
ż
˝c

j	.�/� �j2�0.�/d�; (2)
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where j 	 j is the Euclidean norm defined on the space R
d. The map 	 realizes the

transfer of �0 to �1 if
ş
˝c
�0.�/d� D ş

˝
�1.x/dx; and this leads to

�1.x/det .@x=@�/ D �0.�/; � 2 ˝c; x 2 ˝; (3)

where det.@x=@�/ is the determinant of the Jacobian matrix. Suppose that˝c and˝
are bounded, connected and convex sets in R

d, d 
 2, and let �0 and �1 be strictly
positive and bounded. Then there is a unique mapping 	 that minimizes (2) with the
constraint (3) and it is given as (for more details see [2, 3] )

x D 	.�/ D r�.�/; � 2 ˝c; (4)

for some convex potential � .
From (3) and (4) we obtain the Monge-Ampère equation

�1 .r�.�// det D2�.�/ D �0.�/; � 2 ˝c; (5)

where D2� is the Hessian matrix of � , in two dimensions D2� D ������ � �2
��:

3 The Parabolic Monge-Ampére Adaptive Grid Methods

The minimizer of the cost functional (2) is the closest mapping to the identity. More-
over, if we treat �1 as the monitor function � and set �0 as a positive constant, then
the constraint (3) is equivalent to the equidistribution principle (1). The parabolic
Monge-Ampère adaptive grid methods are derived based on solving the Monge-
Ampère equation (5) which is obtained from the equidistribution condition (3).
A popular choice of the mesh density function is the arc-length function

� D
p
1C ˛jruj2 (6)

where u is the solution of the physical problem and ˛ is a user defined parameter, in
our computations we set ˛ D 5. Notice that the equidistribution of (6) enforces the
clustering of the grid points in regions of large solution variations.

3.1 PMA-Log Adaptive Grid Method

The PMA-Log [14] method computes the solution of Monge-Ampère equation (5)
as a steady-state solution of the parabolic Monge-Ampère equation

@�

@

D log

�
�1.r�/det D2�

�
(7)
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starting from �0 given by the initial condition

�.�; 0/ D �0.�/ D 1

2
� 	 �T (8)

and with the Neumann boundary conditions

r� 	 n D � 	 n; for � 2 @˝c; (9)

where @˝c is the boundary of˝c and n is the unit normal to @˝c. The results of the
existence and uniqueness of the steady state solution of (7) can be found in [15].

We use the central finite difference scheme for the spatial discretization of (7)
and then apply Euler method for the time integration. Given the mesh xn.�/ and the
physical solution un at time level n, then xnC1 and unC1 are computed as follows:

1. Set �1 D p
1C ˛runj2, and integrate (7) for the steady state solution �1

2. Set xnC1.�/ D r�1.�/; � 2 ˝c

3. Integrate the physical PDE for one time level using xnC1 to obtain unC1
4. Set n D n C 1 and go to step 1

where r�1.�/ is computed using central finite difference approximation. The
iteration is stopped using the criterion

�
�r� nC1 � r� n

�
�
2

D
	ż

˝

ˇ
ˇr� nC1.�/ � r� n.�/

ˇ
ˇ2 d�


1=2
� TOL, (10)

where TOL is some specified tolerance. Notice that the choice of the tolerance
affects the computational time mainly in computing the initial mesh since after then
the previously computed mesh is used as an initial mesh.

3.2 PMA-Sqrt Adaptive Grid Method

The PMA-Sqrt method [4] solves (5) by introducing a parabolic Monge-Ampère
equation given in two spatial dimensions as

O�.I � �4/�
 D �
�.r�; 
/det D2�

�1=2
(11)

where O� is a time smoothing parameter and � is a spatial smoothing parameter. In the
computation, (11) is solved subject to the initial and boundary conditions (8) and (9).
We use the central finite difference scheme for the spatial discretization of (11), and
then apply Euler method for the time integration. Given the initial solution of the
physical problem u0, the computation of the adaptive mesh and the solution of the
physical problem proceeds as follows:
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1. Set n=0 and � D p
1C ˛run, then integrate (11) for the pseudo time 0 < 
 � T

where T is a fixed time, and set xn D r�.�;T/:
2. Integrate the physical problem for one time step to obtain the solution unC1
3. Integrate (11) for one real time step to obtain � nC1, set xnC1 D r� nC1
4. Set n D n C 1 and go to step 2.

Notice that PMA-Sqrt method requires solving a Poisson problem at each time
step. Moreover, the PMA-Sqrt method computes an approximate equidistributed
mesh at the initial time and the subsequent meshes are obtained by integrating (11)
for one time step. While the PMA-Log method computes the adaptive mesh at
each time step by solving (7) to the steady state so that the computed mesh is
equidistributed at all time levels.

4 Numerical Experiments

We present several numerical experiments to illustrate the differences in the
performance and mesh quality of the PMA-Log and PMA-Sqrt methods. For all
the tested problems, the physical PDE is discretized in the computational domain
˝C using central finite difference scheme for the spatial derivatives, and Matlab
ode113 solver is used for the time integration. We set � D 1 in all the computations.
The choice of O� affects the accuracy of the MKP-Sqrt method, thus we choose O� that
works best for each problem, precisely we use O� D :01 in Example 1 and Example 2,
and O� D 1 in Example 3. The tolerance for (10) is chosen so that the mesh is
sufficiently equidistributed, in the computation Tol D 10�5. All the computations
are run on a machine with 2.3 GHz intel Core i7 processor and 16 GB memory.

4.1 Example 1

In this example, we consider the parabolic equation

@u

@t
D ��u � @u

@y
C x.1 � x/C 2�

	
y � 1 � exp.y=�/

1 � exp.1=�/



; .x; y/ 2 ˝ D .0; 1/2

(12)

with homogeneous initial and Dirichlet boundary conditions. The steady-state
solution of this problem is given as

u1.x; y/ D x.1 � x/

	
y � 1 � exp.y=�/

1 � exp.1=�/



: (13)

The steady-state solution (13) has a boundary layer along y D 1:We solve (12) over
a time interval Œ0; 5� that is sufficiently large to obtain a good approximation of the
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UFG PMA-Sqrt PMA-Log

Fig. 1 Example 1. Solution of (12) at t D 5 computed using uniform fixed grid (UFG), PMA-Log
method and PMA-Sqrt method

steady-state solution at t D 5. Figure 1 shows the solution at time t D 5 computed
using uniform fixed grid (UFG) of size 65�65, and PMA methods for � D 5�10�3.
Notice that the uniform grid method doesn’t resolve the boundary layer accurately.
Figure 2 shows the adaptive mesh computed by the PMA methods. Table 1 reports
the results of the errors and cpu time for the whole computation from t D 0 to t D 5.
To compare the convergence rate of the solutions, in Fig. 3 we plot the L2 error vs
number of the grid nodes. Notice that the numerical solution of (12) converges faster
on meshes produced by PMA-Log method than those with PMA-Sqrt method which
indicates a better accuracy when using PMA-Log.

4.2 Example 2

In this example, we consider the two dimensional Burgers’ equation

@u

@t
D ��u � u

@u

@x
� u

@u

@y
; .x; y/ 2 .0; 1/2; 0:25 � t � 1:25: (14)

The initial and Dirichlet boundary conditions are defined from the exact solution

u.x; y; t/ D 1=.1C exp..x C y � t/=.2�//:

We take � D 5 � 10�3 and compute the solution of (14) with the PMA methods
on a grid of size 65 � 65. Figure 4 presents the solution and adaptive mesh at time
t D :75. Figure 5 shows the L2 error plotted as a function of the number of the
grid points. In Table 2 we report the results of the errors and cpu time for the whole
computation from t D 0 to t D 1:25.
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Fig. 2 Example 1. Adaptive mesh of (a) PMA-Sqrt method and (b) PMA-Log method. Plots (c)
and (d) are cutaway of the mesh near the boundary layer region

Table 1 Example 1. Results
of the errors and the cpu time
for solving (12)

Method kue � uck1

kue � uck2 Cpu time

PMA-Sqrt 0.0150 9.6597e-04 1 min and 41 s

PMA-Log 0.0148 8.6603e-04 2 min and 5 s
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Fig. 3 Example 1. The L2

error of the PMA methods for
solving (12)

4.3 Example 3

We consider a phase-field model of a mixture of two incompressible fluid flows
separated by a thin free moving interface of thickness O�. The interface is defined
by a phase-field function 	.x; t/, on the interface 	.x; t/ D 0, on one side of the
interface 	.x; t/ D 1, and on the other side 	.x; t/ D �1. The time evolution of the
interface is described by the Allen-Cahn phase field model [1, 12]

	t C u 	 r	 D �

	
�	 � 1

O�2 	.	
2 � 1/C O�.t/



; (15a)

d

dt

ż
˝

	d x D 0; (15b)

where u is the velocity of the fluids, � is a time relaxation parameter, O�.t/ is the
Lagrange multiplier introduced so that the volume fraction, defined as

ş
˝
	dx, is

conserved by the constraint (15b). We solve (15) for u D 0 , O� D 0:0078, � D
6:10351� 10�5 and initial phase function

	0.x; y/ D � tanh
�
.
p
x2 C y2 � r0/= O�

�
; .x; y/ 2 Œ�1; 1� � Œ�1; 1� (16)
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Fig. 4 Example 2. Solution surfaces, meshes, and cutaway of the meshes at t D :75 of Burgers’
equation (14) computed with PMA-Sqrt (left) and PMA-Log (right)
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Fig. 5 Example 2. The L2

error of the PMA methods for
solving (14)

Table 2 Example 2. Results of the errors and cpu time for solving (14)

Method kue � uck1

kue � uck2 Cpu time (in seconds)

PMA-Sqrt 0.0698 5:5� 10�3 40 s

PMA-Log 0.0296 1:9� 10�3 55 s

where r0 D 100=128. In this case, the phase model describes an interface of a
shrinking circular domain which moves towards its center under the mean curvature,
and its radius is given by Liu and Shen [12]

R.t/2 D R20 � 2t; (17)

and for R0 D 100, the radius shrinks to zero at time t D 5000. Figure 6 shows the
contour plots of the solution and Fig. 7 shows the adaptive mesh computed at times
t D 1000; 2000; 3000; and 5000. To assess the accuracy of the solutions, in Fig. 8
we plot R.t/2 given by (17) and by the approximate solutions of the PMA methods.
Notice that the results of PMA-Sqrt method are inaccurate specially for large times
t while PMA-Log method maintains the same level of accuracy and has the mesh
clustered in the interface region at all times up to t D 5000.
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Fig. 8 Example 3. Plots of
R.t/2 computed by (17),
PMA-Sqrt and PMA-Log

5 Conclusion

In this paper we have presented a comparison study of two parabolic Monge-
Ampère equations adaptive grid methods, namely, PMA-Log method [14] and
PMA-Sqrt [4]. The numerical results illustrate that the PMA-Log has faster
convergence rate and is more accurate than the PMA-Sqrt. The PMA-Log method
ensures exact equidistribution of the mesh at each time step which allows taking
larger time step for integrating the physical problem while maintaining the same
level of mesh quality throughout the physical time. This can offset the extra time
associated with integrating (7) for the steady state solution at each time step. The
results of Example 3 show that the mesh obtained by PMA-Sqrt method looses the
equidistribution property when integrating the physical problem over a long period
of time which leads to inaccurate solution of the physical problem.

We would like to point out that the parameter O� (for temporal smoothing) of the
PMA-Sqrt method has significant effect on how well the computed adaptive mesh
are concentrated in the regions of large physical solution variations in the physical
domain. Therefore, the choice of O� can affect the accuracy of the PMA-Sqrt method.
In this study, we have tested several values of O� and then make use of the value that
works best for each problem we have studied.
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Approximate Solutions to Poisson Equation
Using Least Squares Support Vector Machines

Ziku Wu, Zhenbin Liu, Fule Li, and Jiaju Yu

Abstract This article deals with Poisson Equations with Dirichlet boundary condi-
tions. A new approach based on least squares support vector machines (LS-SVM)
is proposed for obtaining their approximate solutions. The approximate solution
is presented in closed form by means of LS-SVM, whose parameters are adjusted
to minimize an appropriate error function. The approximate solutions consist of
two parts. The first part is a known function that satisfies boundary conditions. The
other is two terms product. One term is known function which is zero on boundary,
another term is unknown which is related to kernel functions. This method has been
successfully tested on rectangle and disc domain and has yielded higher accuracy
solutions.

1 Introduction

There are a variety of physical phenomena and engineering problems described by
Poisson Equation [1]. For instance, it is used to describe the potential energy field
caused by a given charge or mass density distribution. However, we can’t obtain its
analytic solutions in most conditions. It needs to resort numerical methods. The most
commonly used classical numerical methods for the solution of Poisson Equations
are the finite difference method, the finite element method and the finite volume
method [2]. Over the past decades, several kinds of fast methods for solving Poisson
Equations have been proposed. Multigrid methods and the fast multipole methods
are the most valid fast methods [3, 4]. While these methods are generally useful in
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many problems, one obvious limitation is that the obtained solutions are discrete or
have limited differentiability.

In order to avoid this defect, some researchers employ artificial neural networks
(ANN) to solve Poisson Equations. Lagaris et al. [5, 6] employed ANN for
solving ODE and PDE. Baymani et al. [7] used ANN method to solve Stokes
equation. Alli et al. [8] solved the vibration control problems using artificial neural
networks. Support vector machines (SVM) was presented by Vapnik et al. [9],
which has been successfully applied in many aspects for its high generalization
ability and global optimization property.The simplicity of LS-SVM promotes the
applications of SVM [10]. Over the last decade, many pattern recognition and
function approximation problems have successfully been tackled with LS-SVM
method. Recently Mehrkanoon et al. [11–14] proposed a new approach based on
LS-SVM to solve ODEs and PDEs.

In this work, we employ a method based on LS-SVM to solve Poisson Equations.
This paper is organized as follows. In Sect. 2 the LS-SVM regression is given briefly.
In Sect. 3, we formulate the LS-SVM method for Poisson Equations. Section 4
describes the numerical experiments, including two examples, which is followed
by the conclusion in Sect. 5.

2 Brief Introduction to the Modified LS-SVM Regression

Let us consider a given training set fXi;YigNiD1 with input data Xi 2 Rk and output
data Yi 2 R . Our goal is to estimate a model of the following form using the
regression:

Y D g.X/ D
NX

jD1
˛jG.V;Vj/C b (1)

where G.X;Xj/=exp.� 1
2�2

kX � Xjk22/ is the Gaussian kernel function with kernel
width � , ˛j and b are the regression parameters which need to be estimated.
The values of the parameters can be obtained by solving the following quadratic
programming problem:

min
˛:b;e

1

2
˛T˛ C �

2
eTe (2)

s:t: Y D
NX

jD1
˛jG.Vi;Vj/C b C ei; i D 1; 	 	 	 ;N (3)
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where � 2 RC is regularization parameter and ei 2 R is the bias term. We denote
OY D ŒY1;Y2; 	 	 	 ;YN �T 2 RN ˛ D Œ˛1; ˛2; 	 	 	 ; ˛N �T 2 RN , 1N D Œ1; 1; 	 	 	 ; 1�T 2 RN

and 0N D Œ0; 0; 	 	 	 ; 0�T 2 RN . The solutions is given by

2

4
IN ��T

N 0N

�N �
�1IN 1N

0N 1N 0

3

5

2

4
˛

�

b

3

5 D
2

4
0N
OY
0

3

5 (4)

where � D G.Xi;Xj/N is the kernel matrix and IN is the identity matrix of order N,
and � D .�1; �2; 	 	 	�N/T is the Lagrangian multiplier.

3 Formulation of the Method for Poisson Equation

Consider the following Poisson equation with Dirichlet boundary conditions:

(
�2u D f .x; y/ 2 �
uj@� D g.x; y/

(5)

The problem is defined on the domain � � R2 . In order to get approximate
function, we consider a mesh of M interior points of the domain. We reshape these
points as a vector V D ŒV1;V2; 	 	 	 ;VM�

T , Vi D .xi; yi/ is i-th points. Assuming the
solution of equation (5) has the following expression:

u.V/ D A.V/C B.V/.
MX

jD1
˛jG.V;Vj/C b/ (6)

where V D .x; y/,Vj D .xj; yj/. in this expression, A.V/ is a known function that
satisfies the boundary conditions. In the other hand, the function B.V/ takes zero
value on the boundary. ˛ and b are the regression parameters which have to be
determined. Inserting (6) into (5), we obtain the following equation:

MX

jD1
˛jˆ.V;Vj/C D.V/C Q.V/b � f .V/ D 0 (7)

where D.V/ D Axx.V/CAyy.V/, Q.V/ D Bxx.V/CByy.V/,ˆ.V;Vj/ D G1.V;Vj/C
G2.V;Vj/, G1.V;Vj/ D Bxx.V/G.V;Vj/ C 2Bx.V/Gx.V;Vj/ C B.V/Gxx.V;Vj/,
G2.V;Vj/ D Byy.V/G.V;Vj/ C 2By.V/Gy.V;Vj/ C B.V/Gyy.V;Vj/, To obtain the
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optimal values of and , we can solve the following optimization problem,

min
˛:b;e

1

2
˛T˛ C �

2
eTe (8)

s:t: Y D
MX

jD1
˛jˆ.Vi;Vj/C Q.Vi/b C D.Vi/ � f .Vi/C ei; i D 1; 	 	 	 ;M (9)

where � 2 RCis a regularization constant and ei; i D 1; 2; 	 	 	 ;M are bias terms. The
Lagrangian function of the constrained optimization problem (8) and (9) becomes

L.˛; e; b; �/ D1

2
.˛T˛ C N̨T N̨ /C �

2
.eTe C NeT Ne/ (10)

�
MX

iD1
�i.

MX

jD1
˛jˆj.Vi;Vj/C Q.Vi/b C D.Vi/� f .Vi/C ei/

Then, the Karush-Kuhn-Tucker (KKT) optimality conditions as follows:

8
ˆ̂
ˆ̂
ˆ̂̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂<

ˆ̂
ˆ̂
ˆ̂̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂̂
:̂

@L

@˛i
D ˛i �

MX

jD1
�jˆ.Vj;Vi/ D 0

@L

@ei
D �iei � �i D 0

@L

@�i
D �.

MX

jD1
˛jˆ.Vi;Vj/C Q.Vi/b C D.Vi/ � f .Vi/C ei/ D 0

@L

@b
D �
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After elimination of the primal variable ei , the solution is given by
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where f˛ D Œ f .V1/ � D.V1/; f .V2/ � D.V2/; 	 	 	 ; f .VM/ � D.VM/�, Z D
Œ0; 0; 	 	 	 ; 0� is an M dimension vector, IN is a unit matrix of order M, LQ D
ŒQ.V1/;Q.V2/; 	 	 	 ;Q.VM/� and KM D Œˆ.Vi;Vj/� is the kernel matrix of order.
Expression (12) is a linear equation, which can be solved easily. Finally, we can
obtain the approximate solutions of problem (5).
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Remark Of course you can choose different kernel functions, such as Multiquadrics
kernel function. The approximate solution we used is similar to ANN’s, but the
method for solving the parameters is different. There are two distinct differences
between ours and references [11–14]. The first is the form of the approximate
solutions, and the other is our method provide approximate solution directly without
need dual form.

4 Numerical Experiments

In this section, we test the performance of the method on two problems, one
with rectangle domain and the other with disc domain. In order to show the
approximation capability of the method, we compare the computed approximate
solution with the analytic solution and numerical solution.

Problem 1 Consider the following equation

(
�u D �2; .x; y/ 2 .0; 1/2
uj@� D 0

(13)

And its analytic solution is

u.x; y/ D x.1 � x/ � 8

�3

1X

nD1
Œ
sinhŒ.2n � 1/.1 � y/��C sinhŒ.2n � 1/y��

sinh.2n � 1/� �
sin.2n � 1/�x

.2n � 1/3

For this example, we take A.x; y/ D 0, B.x; y/ D .x�x2/. y�y2/. We partitioned
the domain by equal step. For instance, h D 0:05, then M D 361. The approximate
solutions obtained by the method are compared with the numerical solution and
results are depicted in Fig. 1. The obtained absolute errors for interior points are
tabulated in Table 1. It is clear that the approximate solutions are quite acceptable,
despite the fact that fewer training points are employed.

Problem 2 Consider the following equation

(
�u D x2 � y2; x2 C y2 < 1

uj@� D 0
(14)

Its analytic solution is u.x; y/ D 1
12
.x2 C y2/.x2 C y2 � 1/. For this problem, we

take A.x; y/ D 0 and B.x; y/ D x2 C y2 � 1. In this example, we divide the interval
Œ�1; 1� on the X axis and the Y axis, respectively. The interior points are employed
as training points. The corresponding training point number is 305. The results of
the approximate solutions compared with the analytical solutions are listed in Fig. 2
and Table 1.
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Fig. 1 Numerical results of Problem 1

Table 1 Numerical results errors

Training points kUH � ULk
1

Mean error

Problem 1 361 4:0e � 4 D o.h2/ 1:8e � 4

Problem 2 305 3:7e � 4 D o.h2/ 1:6e � 4

In this table, UH stands for numerical solutions or analytic
solutions, UL denotes LS-SVM solutions and h is space step
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Fig. 2 Numerical results of Problem 2
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5 Conclusions

The method based on LS-SVM can solve successfully ODEs and PDEs. Although
the method based on ANN can solve ordinary differential equations and partial
differential equations with higher accuracy, it has some obvious drawbacks. The-
oretically, PDEs can be solved by ANN that must be solved by LS-SVM. Because
of complex boundary conditions and nonlinearity, the method based on LS-SVM
may have some trouble to solve PDEs. That is why we focus on Poisson Equations
in this paper. Taking into account complexity, we assume approximate solutions
directly which does not need dual form. This is different from previous ones.
On the tested problems, the method proposed in this paper is successful with
higher accuracy. Consequently, this method can be used for Poisson Equations with
complex boundary conditions. We believe this method can be extended to solve
other partial differential equations.
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