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Abstract. The aim of this paper is to introduce the design of a novel
Distributed Non-Axiomatic Reasoning System. The system is based on
Non-Axiomatic Logic, a formalism in the domain of artificial general
intelligence designed for realizations of systems with insufficient resources
and knowledge. Proposed architecture is based on layered and distributed
structure of the backend knowledge base. The design of the knowledge
base makes it fault-tolerant and scalable. It promises to allow the system
to reason over large knowledge bases with real-time responsiveness.
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1 Introduction

Big Data analytics is a hot topic that could be applied in different real life
industries (e.g. [4]). Growing amounts of available information have led to the
requirement that every intelligent software system must have: the ability to
manipulate huge amounts of data [3]. As a consequence, several practical tech-
nologies, including, for example, graph databases and NoSQL (e.g. [11]) and the
MapReduce programming model [1], have emerged.

This paper will present the idea of a new system – Distributed Non-Axiomatic
Reasoning System (DNARS) [6]. This system is based on a novel distributed rea-
soning architecture that incorporates Big Data notions, includes fault-tolerance
based on data replication, as well as a highly-scalable and distributed backend
knowledge base. DNARS uses recent techniques for the purpose of large-scale
distributed data processing. Our approach makes it possible for the system to
operate on huge knowledge bases, and also service a large number of external
clients in real-time.

The DNARS architecture consists of two central components. Its backend
knowledge base is used to store the system’s knowledge and experience on a
large scale. To support this functionality, DNARS includes a set of algorithms
packaged in the form of inference engines. In order to realize high-level reasoning
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capabilities, DNARS relies on the Non-Axiomatic Logic (NAL). NAL provides a
formal way to support reasoning in Artificial General Intelligence (AGI) systems
[14,16].

The expression “non-axiomatic” implies that there is an insufficient amount
of resources and knowledge [16] available in the system, and said knowledge
can also be inconsistent and uncertain. New evidence of various content can
be added to the knowledge base, and thus can change the truth value of the
included knowledge statements. Moreover, truth-values do not necessarily have
to converge to certain limit, i.e. they can change arbitrarily. Furthermore, only
a part of the available statements is usually involved in the problem-solving
activities, thus providing locality to the reasoning process.

Accordingly, mechanisms in NAL support efficient handling of inconsistencies
and uncertainty in available statements. They also have the ability to reduce the
number of statements and thus abridge the available knowledge to enable more
efficient reasoning.

The rest of the paper is organized as follows. Section 2 provides a brief intro-
duction into NAL. Section 3 presents an overview of the proposed architecture of
the DNARS system. Section 4 briefly discusses some related work, while Sect. 5
concludes the paper.

2 Non-Axiomatic Logic

Non-Axiomatic Logic (NAL) is set apart from other formalisms used in reasoning
systems. It contains a set of inference rules, a symbolic grammar, and a seman-
tic theory. NAL sentences consist of subject-copula-predicate form. Both subject
and predicate can be represented by atomic (a single word) or compound (which
joins atomic and/or compound terms) terms. NAL has an experience-grounded
semantics [12] based on the concepts of generalization and specialization. Inher-
itance, formally captured as S → P , is the most typical statement in NAL.
Terms S and P represent subject and object, while the connector → represents
the inheritance copula. The meaning of this statement is: S is a type of P.

NAL inference rules (syllogistic form) are used for deriving new knowledge.
They support question answering or dealing with statement inconsistencies.
Inference in NAL system is achieved by means of various available inference
rules. Those rules are influenced by the copulas and positions of the common
terms in premises.

NAL itself is hierarchically organized into 9 layers. Different inference rules,
and/or new features are introduced from level to level. In the first proposal of
our DNARS architecture we concentrated on the first four layers.

NAL-1 introduces inference rules on inheritance statements (deduction,
induction, and abduction) [16].

NAL-2 is extended by symmetric inheritance represented in the grammar
with the similarity copula: (S ↔ P ) ⇔ (S → P ) ∧ (P → S). As a consequence,
three new forward inference rules are introduced in this layer: comparison, anal-
ogy, and resemblance [14–16].
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NAL-3 brings compound terms in form: {T1 con T2 con . . . con Tn} where
con is the connector and T1 . . . Tn are terms, n ≥ 1 [14,16]. Connectors are:
extensional intersection (\), intensional intersection (∩), extensional difference
(−), and intensional difference (�). The rule summarizes the system’s experience.

NAL-4 introduces arbitrary relations among terms like product (×). Inheri-
tance between separate components of a compound term is defined in the follow-
ing way [14,16]: ((S1×...×Sn) → (P1×...×Pn)) ⇔ ((S1 → P1)∧. . .∧(Sn → Pn)).
R as relational term can be defined as a term connected via inheritance to a
product term, i.e. either by (T1 × T2) → R or by R → (T1 × T2) [14,16].

More information on NAL is available in the references mentioned in this
section.

3 DNARS – Distributed Non-Axiomatic Reasoning
System

Advantages and capabilities of NAL are planned to be introduced and incorpo-
rated in our novel, previously developed multi-agent middleware, named Siebog,
which integrates two essential parts:

1. XJAF (Extensible Java EE-based Agent Framework) [8,13], which is a server-
side multi-agent architecture that supports clustered environments.

2. A client-side multi-agent system (Radigost) [7,9], mostly based on HTML5
markup language.

Siebog is a multi-agent system that aims to support agents during their lifetime
by providing several functionalities, including: maintaining the agent’s life cycle,
providing infrastructure for message exchange, etc. Siebog operates on top of
computer clusters which yields two of its important features: load-balancing and
fault-tolerance.

Additionally, it is our plan to enhance Siebog with support for DNARS, so
that Siebog agents can have the capability of advanced reasoning.

DNARS (see Fig. 1) consists of the following parts:

– Resolution engine that provides clients with answers to their questions.
– Forward inference engine that is responsible for producing new knowledge

from existing one.
– Short-term memory that only includes statements necessary for solving cur-

rent problems.
– Knowledge domain is a sub-set of the knowledge base, consisting of closely

related statements.
– Backend knowledge base that comprises of the system’s entire knowledge base,

which is an essential repository of its experience accumulated over time.
– Event manager that handles events triggered by changes made in the knowl-

edge base.
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Fig. 1. The architecture of DNARS.

These aforementioned parts could be grouped into two sub-systems: DNARS
Inference engines and Backend knowledge base. The DNARS Inference engines
sub-system consists of Resolution and Forward inference engines. The Backend
knowledge base sub-system includes Short-term memory, Knowledge domain,
Backend knowledge base and Event manager components. There is a unique
Backend knowledge base that serves all external clients, while each client is affil-
iated with its own set of engines. The knowledge base is designed to be scalable,
and is organized in a such a way that it can support multiple clients.

3.1 DNARS Inference Engines

DNARS inference engines sub-system consists of Resolution (to answer ques-
tions) and Forward inference (to derive new knowledge) engines that support:

– Questions with “?”, i.e. “? copula P ” or “S copula ? ”. Here, the Resolu-
tion engine searches through the knowledge base in order to find the most
appropriate substitute for “?”. The answer should be reached in real time.

– Questions like “S copula P”. The engine will first try to find the answer in
the knowledge base, but if doesn’t exist, it will use backward inference rules
to try and reach the required answer. The answer to this type of questions is
also achievable in real time, but only if the answer is already in the knowledge
base. If it doesn’t exist as such then the backward inference process will be
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performed asynchronoulsy [14,16] and the answer is passed on to the client
when it becomes available using the Event manager.

Currently, the Forward inference engine is meant to enable DNARS with
support of a subset of forward inference rules of the first four NAL layers. This
approach is a starting point for implementing a first version of a system with
practical reasoning abilities.

3.2 Backend Knowledge Base

DNARS is designed to manage big amounts of knowledge efficiently. The Back-
end knowledge base is made up of three layers:

– The first layer consists of the Knowledge base which is distributed across a
computer cluster using horizontal scaling [5]. Its distributed nature allows the
system to store huge amounts of data, and it also provides fault-tolerance due
to the state replication of the cluster nodes.

– In the second layer the knowledge base is organized into Knowledge domains
which allows the system to work with only a part of the knowledge base,
depending on the given problem. The domains can be distributed across the
cluster nodes (Fig. 1.).

– The top layer consists of the Short-term memory and the Event manager.
Short-term memory acts as a fast memory storage. With the completion of
the inference cycle, the content of the Short-term memory is saved to the
appropriate domain. Event manager is based on the Observer design pattern,
and its purpose is to notify clients of any relevant changes in the knowledge
state.

4 Related Work

One of the main intended purposes of DNARS is to serve as an underlying
reasoning engine in our multi-agent environment named Siebog [9,13]. This is
a departure from the Belief-Desire-Intention (BDI) model which is common in
agent technology [10].

Concepts of NAL, when compared to traditional BDI model, offer several
advantages. The main characteristic of NAL statements is that they are endowed
with truth-values representing confidence of belief, using the true definition of
belief. On the other hand, in the BDI model, a developer has to plan for the
possibility that a belief might not be true, as agents themselves cannot directly
assign confidence to their beliefs.

NAL-based agents provide new features like inconsistency resolution (based
on backward inference), learning (based on forward inference), and working with
insufficient amount of knowledge and resources (e.g. compound terms [14,16]),
while the BDI model does not offer such features.

In contrast to existing BDI systems, the main advantage that DNARS offers
is the possibility of applying reasoning over huge knowledge bases.
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On the other hand, BDI can be seen as another type of reasoning that can
sit on top of NAL. BDI is about “practical reasoning”, i.e. reasoning towards
actions. Moreover, in some BDI systems, e.g. Jason, the belief base of the agent
architecture is configurable. So, an agent could simply incorporate beliefs from
the NAL knowledge base. Systems like that do have problems with speed and
scalability, but they can describe “flexible behaviour” by mixing reactivity with
proactivity, a feature that is missing from standard backward and forwards chain-
ing reasoning.

OpenNARS [2] is an open-source implementation of NAL [14,16]. It supports
the logic of all existing layers of NAL. Its main parts are the inference engine,
the memory module, and lastly the control mechanism which is in charge of the
reasoning cycles [14].

Both OpenNARS and DNARS are implementations of non-axiomatic rea-
soning and, unlike other reasoning and cognitive systems, they use NAL as a
foundational formalism. According to available resources, NAL is able to handle
insufficient resources and knowledge to a larger extent than other systems.

Recently, an emerging trend in data processing is characterized by different
functionalities of the Big Data paradigm, especially in increasing the perfor-
mance when processing large amounts of complex data. So, by combining Big
Data paradigm functionalities with NAL, in DNARS we will achieve better per-
formances when handling big and complex data with limited resources and time.
A special problem that we addressed is dealing with knowledge inconsistencies
only when they emerge in particular situations (e.g. when multiple answers to
a question are available). Another issue that we addressed is the amount of raw
information, namely we tried to decrease it by combining separate chunks of
information. DNARS is designed with a NoSQL database in mind, so that it
could support faster processing of large amounts of data, but at the expense of
endangering consistency of the information on a temporary basis. In our pro-
posed architecture we would like to integrate the best benefits of most important
techniques and methods for big, complex and inconsistent data processing into
a single architecture.

Despite their similarities, there are sharp distinctions between DNARS and
OpenNARS. As it has been in development longer, OpenNARS incorporates all
nine layers of NAL, and it contains more advanced control mechanisms. The
main advantage of DNARS comes with its ability to reason over huge knowledge
bases due to its advanced backend knowledge base organization.

5 Conclusions and Future Work

In this paper we considered different emergent technologies and their advanced
functionalities, as well as the possibility to include them in our existing multi-
agent system Siebog [13]. By using these technologies, we have striven towards
making our system more intelligent and able to reason faster over large amounts
of knowledge.

This paper has presented a new general-purpose reasoning architecture –
Distributed Non-Axiomatic Reasoning System (DNARS). DNARS uses NAL as



Role of Non-Axiomatic Logic in a Distributed Reasoning Environment 387

the basis for its formal reasoning. NAL is a specialized formalism that offers
a well-defined syntax, experience-grounded semantics, as well as a set of infer-
ence rules. Overall, it takes into consideration the possibility of reasoning over
insufficient resources and knowledge [16]. We have faced numerous challenges
while designing DNARS, but we have managed to achieve an advantage when
compared to other similar systems. An innovative organization of the backend
knowledge base, as well as an original implementation of NAL inference rules
in a highly-scalable, fault-tolerant and distributed environment makes it possi-
ble for DNARS to efficiently process large amounts of data, while being able to
service a large number of external clients.

During our research, numerous challenging and open scientific questions were
recognized, thus offering us several different directions of realization of high-
quality reasoning services in real world environments. In the future, we plan to
improve our proposed architecture by adding the remaining layers of NAL to
DNARS. Although the first four layers currently considered in DNARS are suf-
ficient for simple reasoning activity, the rest of the layers would provide DNARS
with new reasoning capabilities of a higher-level.
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