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Preface

This volume contains the proceedings of the 9th International Conference on Com-
putational Collective Intelligence (ICCCI 2017), held in Nicosia, Cyprus, September
27–29, 2017. The conference was co-organized by the University of Cyprus, Cyprus
and the Wrocław University of Science and Technology, Poland. The conference was
run under the patronage of the IEEE SMC Technical Committee on Computational
Collective Intelligence.

Following the successes of the 1st ICCCI (2009), held in Wrocław, Poland, the 2nd
ICCCI (2010), in Kaohsiung, Taiwan, the 3rd ICCCI (2011), in Gdynia, Poland, the 4th
ICCCI (2012), in Ho Chi Minh City, Vietnam, the 5th ICCCI (2013), in Craiova,
Romania, the 6th ICCCI (2014), in Seoul, South Korea, the 7th ICCCI (2015), in
Madrid, Spain, and the 8th ICCCI (2016), in Halkidiki, Greece, this conference con-
tinued to provide an internationally respected forum for scientific research in the
computer-based methods of collective intelligence and their applications.

Computational Collective Intelligence (CCI) is most often understood as a sub-field
of Artificial Intelligence (AI) dealing with soft computing methods that enable making
group decisions or processing knowledge among autonomous units acting in dis-
tributed environments. Methodological, theoretical, and practical aspects of computa-
tional collective intelligence are considered as the form of intelligence that emerges
from the collaboration and competition of many individuals (artificial and/or natural).
The application of multiple computational intelligence technologies, such as fuzzy
systems, evolutionary computation, neural systems, consensus theory, etc., can support
human and other collective intelligence, and create new forms of CCI in natural and/or
artificial systems. Three subfields of the application of computational intelligence
technologies to support various forms of collective intelligence are of special interest
but are not exclusive: semantic web (as an advanced tool for increasing collective
intelligence), social network analysis (as the field targeted to the emergence of new
forms of CCI), and multi-agent systems (as a computational and modeling paradigm
especially tailored to capture the nature of CCI emergence in populations of autono-
mous individuals).

The ICCCI 2017 conference featured a number of keynote talks and oral presen-
tations, closely aligned to the theme of the conference. The conference attracted a
substantial number of researchers and practitioners from all over the world, who
submitted their papers for the main track and seven special sessions.

The main track, covering the methodology and applications of computational col-
lective intelligence, included: multi-agent systems, knowledge engineering and
semantic web, social networks and recommender systems, text processing and infor-
mation retrieval, data mining methods and applications, sensor networks and internet of
things, decision support and control systems, and computer vision techniques. The
special sessions, covering some specific topics of particular interest, included coop-
erative strategies for decision making and optimization, computational swarm



intelligence, machine learning in medicine and biometrics, cyber physical systems in
automotive area, internet of things - its relations and consequences, low resource
language processing, and intelligent processing of multimedia in web systems.

We received in total over 240 submissions from 39 countries all over the world.
Each paper was reviewed by 2–4 members of the International Program Committee of
either the main track or one of the special sessions. We selected the 114 best papers for
oral presentation and publication in two volumes of the Lecture Notes in Artificial
Intelligence series.

We would like to express our thanks to the keynote speakers: Yannis Manolopoulos
from the Aristotle University of Thessaloniki, Greece; Andreas Nürnberger from the
Otto-von-Guericke University Magdeburg, Germany; Constantinos S. Pattichis from
the University of Cyprus, Cyprus; and Sławomir Zadrożny from the Systems Research
Institute of the Polish Academy of Sciences, Poland, for their world-class plenary
speeches.

Many people contributed towards the success of the conference. First, we would like
to recognize the work of the Program Committee co-chairs and special sessions
organizers for taking good care of the organization of the reviewing process, an
essential stage in ensuring the high quality of the accepted papers. The chairs of the
workshops and special sessions deserve a special mention for the evaluation of the
proposals and the organization and coordination of the work of seven special sessions.
In addition, we would like to thank the PC members, of the main track and of the
special sessions, for performing their reviewing work with diligence. We thank the
Local Organizing Committee chairs, the publicity chair, the web chair, and the tech-
nical support chair for their fantastic work before and during the conference. Finally,
we cordially thank all the authors, presenters, and delegates for their valuable contri-
bution to this successful event. The conference would not have been possible without
their support.

It is our pleasure to announce that the conferences of the ICCCI series continue a
close cooperation with the Springer journal Transactions on Computational Collective
Intelligence, and the IEEE SMC Technical Committee on Transactions on Computa-
tional Collective Intelligence.

Finally, we hope and intend that ICCCI 2017 will significantly contribute to the
academic excellence of the field and lead to the even greater success of ICCCI events in
the future.

September 2017 Ngoc Thanh Nguyen
George A. Papadopoulos

Piotr Jędrzejowicz
Bogdan Trawiński
Gottfried Vossen
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Abstract. Although many powerful applications are able to locate vast amounts
of digital information, effective tools for selecting, structuring, personalizing, and
making sense of the digital resources available to us are lacking. As a result, the
opportunities to connect and empower knowledge workers are severely limited.

In recognizing these constraints, predictions of the ‘Next Knowledge
Management (KM) Generation’ focus on nurturing personal and social settings
and on utilizing existing and creating new knowledge. Levy even envisages a
decentralizing KM revolution that gives more power and autonomy to individuals
and self-organized groups. But, such promising scenarios have not materialized
yet. It might be time to follow Pollard’s suggestion of going back to the original
premise and promise of KM and start again - but this time from the bottom up by
developing processes, programs, and tools to improve knowledge workers’ effec‐
tiveness and sense-making. As part of an ongoing design science research (DSR)
project, this paper contributes to prior publications by synthesizing renowned
computer-based methods of collective intelligence to provide a visual meta-
perspective of a novel personal knowledge management (PKM) concept and
prototype application. In focusing on time, space, and causality, the bottom-up
approach taken, pictures the relevant personal and organizational knowledge
spaces as a substitute for the intangible KM territory and provides a guiding map
for knowledge workers and KM education.

Keywords: Knowledge management · Personal knowledge management ·
Design science research · Knowledge worker · Information space · Knowcations

1 Role of Metaphors and Visuals for Design Science and PKM

Knowledge is an abstract concept with no clearly delineated structure and no ‘real world’
referent. To give it structure and make it comprehensible, metaphors allow mapping
‘real world’ things we are familiar with onto the concept of knowledge. Regardless of
whether metaphors are used as a thinking device or to support dialogue and education,
their potential “for communicating and stimulating creativity may be further enhanced
when combined with visuals” [1, 2]. Thus, this paper’s purpose is to visualize the
Personal and Organizational Knowledge Spaces so Knowledge Workers can be guided
by a map that substitutes for the intangible KM territory.
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Personal and organizational KM could have been so much more focused on supporting
Knowledge Workers, if Bush’s vision of the ‘Memex1’ had materialized already [3–6].
This lapse - exaggerated by the relentless rising abundance of information which is threat‐
ening the very attention our finite cognitive capabilities are able to master - constitutes
probably today’s biggest threat to individual and collective intelligence, performance, and
development. As a seven decades old inspiring idea never realized, the ‘Memex’ repre‐
sents, however, the as-close-as-it-gets ancestor of the novel Personal Knowledge Manage‐
ment (PKM) concept and prototype system-in-progress2.

The PKM approach is firmly rooted in Design Science Research (DSR)3, and the
metaphors and visualizations presented aim for ‘Theory Effectiveness’, a DSR notion
which characterizes a theory that is incrementally and iteratively designed to be
purposeful in terms of its utility and content but also in its communication to an audience
[23]. Accordingly, prior posters, papers, and articles have reported to and received feed‐
back from a wide range of disciplinary conferences and journals (see www.research‐
gate.net/profile/Ulrich_Schmitt2 or mini-abstracts [18]). With access to them assured,
this paper focuses on the mapping of space (three-dimensional ecosystems), time
(workflows), and causality (learning cycles) to synthesize underlying methodologies
and to illustrate the PKM Systems (PKMS) functionalities, objects, and repositories.

2 Employing Metaphors and Maps in Knowledge Management

“The function of theory-building is not to build general, accurate and or simple theory
per se but to produce purposeful theory.” As such, effective theory-building is a design
process that seeks and continuously evaluates the theory’s utility and embraces visuals
as a means of communication by highlighting those theoretic features that are appro‐
priate for a purpose and its audience [24].

1 In 1945, Vannevar Bush (then President Truman's Scientific Research Director) imagined the
‘Memex’, a hypothetical sort of mechanized private file/desk/library-device. It is supposed to act
as an enlarged intimate supplement to one’s memory, and enables an individual to store, recall,
study, and share the “inherited knowledge of the ages”. It would have facilitated the addition of
personal records, communications, annotations, and contributions, but, above all, the recording of
non-fading trails of one’s individual “interests through the maze of materials available” - all easily
accessible and sharable with the ‘Memexes’ of acquaintances [3].

2 Prior publications have elaborated on the scope of anticipated PKM outcomes and the appealing
opportunities they provide for stakeholders engaged in the context of curation [7, 8], education [9–
11], research [12, 13], development [14, 15], experience management [16], business and entre‐
preneurship [17–19]. Further papers assessed the PKMS potential against established criteria as a
disruptive innovation [20] and as a general-purpose-technology [13] and pointed out missing
capabilities and the PKM affordances in need of being conferred [21].

3 DSR guidelines and methodologies are meant to supplement the reactive behavioral (natural)
science paradigm with the proactive design science paradigm in order to support researchers
in creating innovative IT artefacts that extend human and social capabilities and meet desired
outcomes [22].
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Eppler reinforces these notions for the field of KM in his classification of knowledge
maps by defining their essential role as graphic overviews and references of knowledge-
related content that add further knowledge and serve knowledge management-related
purposes, including facilitating [25]. Visuals also assist us to overcome the textual
constraint of providing merely linear accounts of a nonlinear world [26]. This paper
endeavors to map PKMS’s contexts of space, time, and causality which are themselves
“only metaphors of knowledge, with which we explain things to ourselves” [27].

The PKMS Map is based on Boisot’s three-dimensional Information-Space or I-
Space Model (Fig. 1) which originally depicts the dynamic flow of knowledge assets
following a Social Learning Cycle (SLC) through six phases [28]. To accommodate the
PKMS contexts and motivations4, the I-Space Model has been modified by dividing its
codification axis – in line with Popper’s Three Worlds notion and the Digital Ecosystems
introduced [22] - into distinct sections (from left to right): uncodified (emotions or intu‐
ition based tacit knowledge), codified (rationality based explicit information), PKMS
captured (intellectual, social, and emotional capital), and PKMS shared knowledge.

The two left sections represent the physical objects (hosts and vectors) embodied in
the external environment with their relationships and effects. Hosts are members of
society and institutions (embodying the tacit uncodified knowledge of the collective
human mind set) and must possess the potential capacity to elaborate on knowledge and
to perform those cognitive tasks that we refer to as “understanding”. A knowledge
worker interacts with them through field research via observations and/or interviews.
Vectors comprise the technological ecosystem of physical bodies and artefacts as objects
of their encapsulated knowledge as well as the extelligence ecosystem with its encoded
content stored in physical knowledge containers (e.g. books, posters, or digital files). A
knowledge worker interacts through desk research via re-engineering, analysis, or
reading.

Five of the many renowned KM notions instrumental to the PKMS thinking have
also been appropriately positioned within these sections to demonstrate their synergies
with the novel PKMS approach. While Kolb’s Learning Model [30] concentrates on the
individual, Boisot’s Social Learning Cycle occupies the full space of the abstraction-
codification-diffusion framework. Wierzbicki’s and Nakamori’s Nanatsudaki Model
[31] (which integrates the SECI Spiral [32]) further differentiates between intuition and

4 In parallel to the prototype development, the PKMS design process and its methodological
design elements have been validated against the systems thinking techniques of the transdis‐
cipline of Informing Science (IS) [29] and the accepted general DSR research guidelines
alluded to [22]. Rather than to justify the research paradigm of the PKMS project in an ad hoc
and fragmented manner with each new paper, the dedicated articles present the IS and DSR
perspectives comprehensively as evidence of their relevance, utility, rigor, and publishability.
Their conclusions emphasize PKM’s status as a ‘wicked’ problem (ill-defined; incomplete,
contradictory, changing requirements; complex interdependencies) where the information
needed to understand the challenges depends upon one’s idea for solving them. Accordingly,
a chain of meta-arguments addressed the central ideas of the PKMS concept (incorporating
notions of complexity and Popper’s three worlds) leading to the development of a PKM
framework made up of six Digital Ecosystems referring to the particular spaces of technology,
extelligence. knowledge workers, institutions, society, and the ideosphere.

Mapping the Territory for a Knowledge-Based System 5



emotions (tacit knowledge) and between individual and group perspectives, as discussed
in a prior paper [33]. For further illustration, the knowledge assets suggested by Boisot
and Nonaka [28, 32] have been placed accordingly.

The middle section represents an individual’s human mind as an atomic constituent
of potentially many collective mindsets (e.g. teams, guilds, professions, institutions,
cultures, societies) and his/her knowledge worker ecosystem. It depicts Pirolli’s and
Card’s Notional Model of the Sensemaking Loop for Intelligence Analysis, an empirical
descriptive study in the context of expertise and work [34, 35]. Sensemaking “suggests
an active processing of information to achieve understanding” which “involves not only
finding information but also requires learning about new domains, solving ill-structured
problems, acquiring situation awareness, and participating in social exchanges of knowl‐
edge” [36]. However, the future of work and knowledge societies is said to be based on
the notion that the knowledge and skills of a knowledge worker are portable and mobile.
Accordingly, the PKM affordance presented [21] would finally enable individuals -
moving from one project or responsibility to another - to take their personal version of
a KM system (able to be continually maintained and updated) with them wherever they
choose to go, engage, share, or collaborate.

The two right sections represent the PKMS system. The left section focuses on the
technological means to support individuals’ mobility and autonomy via decentralized
PKMS devices termed ‘Knowcations®’. Its extended flows, functionalities, and loops
incorporate Pirolli’s and Card’s model with some of their terminology amended to better
fit the PKM concept.

Fig. 1. Boisot’s Information-Space (I-Space) and Social Learning Curve (SLC) [28]

6 U. Schmitt



The foraging loop is shown in red, the sensemaking loop in blue, and green arrows
depict the workflow loop of additional PKMS support functions and services; all three
loops substitute for Boisot’s original Social Learning Cycle.

The right section pictures the supporting centralized repository (termed
WHOMER™ for ‘World Heritage of Memes Repository’ [8]) as a voluntarily shared,
global digital cloud-based library for the grass-roots, decentralized, networked, auton‐
omous, personal devices and capacities, envisaged to constitute “the elementary process
that makes possible the emergence of the distributed processes of collective intelligence,
which in turn feed it” via creative conversations [38].

The three distinct areas in the right section represent the PKMS community with
their decentralized PKMS workflows and devices with their access to the cloud-based
PKMS repository. The underlying PKMS concept substantially deviates from the current
document-centric KM systems and, instead, is based on the capturing, storing, and re-
purposing of basic information structures (ideas or memes5 [39]) and their relationships
(to create knowledge assets and other archetypal reconstructions thereof) rather than
storing and referencing them the conventional way in their containers only (e.g. book,
paper, report) It, thus, follows Bush’s notion of ‘Associative Indexing’ [3] and supports
Usher’s concept of ‘Cumulative Synthesis’, a process-oriented performative account of
innovation [41]. Further reasons are the better traceability of knowledge and the reducing
of redundancies from the ever-increasing information abundance alluded to, a rationale
evaluated in the DSR-related paper [22] and publication case [42].

3 A Knowledge Map Visualizing Knowledge in Space and Time

The following subsections provide an updated and considerably expanded account [33,
43] of the PKMS workflow loops and repositories depicted in Fig. 2.

3.1 Foraging Loop: Knowledge Identification, Acquisition, and Preservation

Memes and ideas are uncovered via field research (1H) by interacting with Hosts in form
of conversations, interviews, and/or observations. The PKMS user extracts the relevant
information accessible to him/her and stores it (1H&RH) in a preliminary Shoe Box or
Case File ‘Authorship’. The outcome resembles a disorganized pile in need of further
examination. Furthermore, references (e.g. contact details, date, place) are stored (RH:
2P) in the knowledge base ‘Profiles’ and linked to the respective memes in ‘Author‐
ship’ to support their searchability, findability, and referencing later.

Memes are also uncovered via desk research (1V) but are usually packaged or
absorbed in complex ways inside larger vectors/sources (e.g. books, files). The user
selects and collects the relevant content accessible to him/her and adds them (1V&RV)

5 Memes were originally described by Dawkins [40] as units of cultural transmission or imitation
(e.g. ideas, tunes, catch-phrases, skills, technologies). They are (cognitive) information-struc‐
tures that evolve over time through a Darwinian process of variation, selection and transmission
with their longevity being determined by their environment.

Mapping the Territory for a Knowledge-Based System 7
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to the Case File ‘Authorship’. Again, references (e.g. origins, authors, publishers, contact
details, titles, formats, licenses) are stored (RV:2P) in ‘Profiles’ as above.

Based on his/her interests, knowledge and editorial literacy, the user consciously
chooses suitable content gathered from the Case File ‘Authorship’, captures their
memes’ intended original messages and stores them (2M) in a dedicated Knowledge
Base ‘Memes’. To ease re-usability any meme captured and codified ideally should be
in an atomic state which might require the variation and replication of an original meme
in a creative manner. To enhance accessibility, the user qualifies a meme by linking it
to a multi-dimensional classification system, made up of pre- or user-defined abstract
Meme Types (e.g. area, concept, process, tool) or topics (e.g. decision methods, logistics,
ecology) to be stored (3T) in a Schema Base ‘Topics’. To represent the user’s social
capital and other’s social relationships, hosts (individuals, teams, communities, organ‐
izations) can be linked to each other, and further qualified according to their research/
project-related, industrial, service-oriented, and geographic settings and relevant docu‐
ments to be stored in ‘Profiles’

3.2 Sensemaking Loop: Knowledge Goals, Development, Diffusion, Use

During the authoring process, the accumulated meme pool is scanned to activate appro‐
priate ‘meme candidates’ for composing a planned Script (e.g. article, lecture, or presen‐
tation) to be stored (4S) in a Scripts and Hypotheses Base ‘Scripts’. Any gaps will be
filled with a provisional ‘known-unknown’ meme as a reminder for field and desk
research or creative work to be carried out (4?). Any finalized script can be converted
(5U) into a presentation, pdf or paper version and stored in a Report or Presentation Base
‘Uses’ for publication and wider distribution (6U) in order to become part of the public
world extelligence (Hosts & Vectors) or to be shared in the WHOMER library.

The novel insights are shared via newly codified vectors (7V) by publication and
diffusion or via oral presentation or discussion from mind-to-mind (7H). They might get
absorbed by people and can become personal or organizational extelligence and lead to
new learning experiences and behaviors. Subsequently, the abstract knowledge absorbed
might make an impact by becoming embedded in concrete practices, either in codified
formats such as documents or products (8V) or uncodified formats such as unwritten
rules or patterns of behavior (8H).

The sharing and absorbing activities (7HV, 8HV) have been addressed by Nonaka
and Takeuchi [32] in their groundbreaking SECI-Model. A recent paper demonstrates
and visualizes its considerable synergies with the novel PKMS approach. While the
SECI Model promotes individual and collective real-world learning processes in the
Socializing-Externalizing-Combining-Internalizing-cycle, the PKMS’s meme-based
workflows are following the reverse ICES-order allowing for the PKMS support of
[organizational] OKMS cycles [20, 21].

Mapping the Territory for a Knowledge-Based System 9



3.3 PKMS Support Functions: Knowledge Measurement and Management

The iterative process described [steps 1*–6*] is driven by the user’s intentions, self-
understanding, and self-reflection; an ‘Extended PKM Ignorance Matrix’ and ‘PKM
Value Chain’ have been presented and visualized to further guide this endeavor [29].

While individual performance histories (own and others) are recorded and tracked
via the ‘Profiles’ base, three further bases are reflecting on the user’s emotional capital
by supporting the projects in progress: The ‘Forethoughts’ Base stores longer-term plans
and objectives and related thoughts and responses, the ‘Intentions’ Base deals with
shorter term tasks and diaries, and the ‘Evaluations’ Base records, for example, feed‐
backs, reflections, and references to personal assets.

Connected in a feedback cycle (aF-aI-aE), they allow for the scheduling and moni‐
toring of progress via dedicated fields for comments and to-do-lists regarding any entity
in the repositories. This way, outstanding ‘work to be carried out’ (meme gaps to be
filled) is evaluated against progress, and decisions can be made or revised (e.g. if already
captured memes have to be utilized, further suitable external memes need to be found,
new memes have to be self-authored or re-purposed from personal repositories). The
entries are ‘private’ (not to be published) memes linked to particular memes to contain,
for example, annotations, further ideas, feed-backs from colleagues or peers.

While the Pirelli/Card Model focusses on intelligence analysis [34], the PKMS
Model also encompasses creating New Memes ‘Nemes’ based on own ideas (bNn) or
on modifying captured memes (bNm) which can like captured memes linked to (bT)
entries in the ‘Topics’ Base. Supporting evidence of any relationships can be stored (cT)
separately in the ‘Testimonials’ Base and attached (cU) to the ‘Uses’ Base to back up
any statements or claims made in the user’s output to be published.

Any finalized script published can be retained in the knowledge base in a format with
all reference links kept intact and instant access to the underlying information-rich
contributing memes, their sources and alternate uses. This type of digital document can
be transferred to the WHOMER Library and - if the content is appropriate for the purpose
- is also ideal for storage (dY) in a Benchmarking/Standards Base ‘Yardsticks’ able to
feed forward (dA) to related subsequent projects and activities by providing templates,
samples, best-practice methods, proven heuristics, regulations, tutorials, evaluation
criteria, or trial assessments and in support of experience management [16].

4 Conclusions and the Road Ahead

“While today we have many powerful applications for locating vast amounts of digital
information, we lack effective tools for selecting, structuring, personalizing, and making
sense of the digital resources available to us” [44], a shortcoming of recent developments
in ICT [45]. The novel PKM concept and prototype system-in-progress offers a solution.
It merges distinctive voluntarily shared knowledge objects/assets of diverse disciplines
into a single unified digital knowledge repository allowing for concretizing Popper’s
abstract World 3 [22]. Any shared meme becomes available for learning and personal‐
ized curation as well as reusable in new contexts. On the one hand, these features provide
the means to tackle the widening opportunity divides by affording individual knowledge
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workers with continuous life-long support from trainee, student, novice, or mentee
towards professional, expert, mentor, or leader. On the other hand, they add transparency
and momentum to the digital asset production and value creation and, with it, to the
evolution of knowledge at the personal, institutional, and societal level. In a co-evolu‐
tionary PKMS-OKMS context, they would strengthen the absorptive capacity, ambi‐
dexterity, and resulting dynamic capability of organizations considerably, not at the
expense of disinterested employees but as a means to motivate them by serving their
self-interests [18].

As suggested in the introduction, the visualizations presented are, hence, of particular
importance not only for forthcoming educational activities but also for successfully
communicating the PKM concept (and the shortfalls of traditional KM) to a diverse
portfolio of audiences. To further widen its appeal, the PKM Concept’s innovative
features and educational philosophies are currently aligned to an established Learning
Management System [11].

Further publications and posters are also under review or planned addressing a
PKMS Sustainability Vision, demonstrations and tutorials/workshops, and how the
PKMS concept compares to an alternative PKM approach based on semantic technol‐
ogies [46], and also how it can make use of and further add to semantic web technologies.
After completing the test phase of the prototype, its transformation into a viable PKMS
device application and a cloud-based WHOMER server based on a rapid development
platform and a noSQL-database is estimated to take 12 months.
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Abstract. There is a numerous demand for a standard representation
of the ubiquitous available information on the web. Developing an effi-
cient algorithm for traversing large ontologies is a key challenge for many
semantic web applications. This paper proposes spreading activation over
ontology method based on bidirectional search technique in order to
detect the relatedness between two human diseases. The aim of our work
is to detect disease relatedness by considering semantic domain knowl-
edge and description logic rules to identify diseases relatedness. The pro-
posed method is divided into two phases: Semantic Matching and Disease
Relatedness Detection. In Semantic matching phase, diseases in submit-
ted query are semantically identified in the ontology graph. In Disease
relatedness detection phase, disease relatedness is detected by running a
bidirectional-based spreading activation algorithm and return the related
path (set of diseases) if so. In addition, the classification of these diseases
is provided as well.

Keywords: Bidirectional search · Disease ontology · Semantic web ·
Spreading activation

1 Introduction

The use of ontologies in the field of health informatics has become a mainstream
activity within bioinformatics due to the vast growing of healthcare system. In
bioinformatics, ontology is used for representing and organizing medical vocabu-
laries. Spreading Activation (SA) could be run on semantic networks and could
also be used for information retrieval process [2]. Spreading activation is appro-
priate to run on incomplete and large graphs. It runs on a graph structure that
comprises a set of nodes connected by edges in which concepts are nodes with an
activation value and the relations between them are represented by edges. An acti-
vation value is assigned to each node in the graph and then the algorithm spreads
to the nodes with the higher activation value. The algorithm runs in a set of itera-
tions and terminates when a stopping condition is reached. The output is a list of
c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 14–23, 2017.
DOI: 10.1007/978-3-319-67074-4 2
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activated nodes within each iteration. For each iteration or cycle, there are three
substantial actions: (1) The list of nodes is expanded by adding adjacent nodes
(all nodes which have links to the nodes in the list), (2) The activation value at
each node in the list is recomputed based on the activation value of the node itself
and the weight of links which exist between other nodes, and (3) The list is filtered
by excluding the nodes with activation values less than a given threshold. Below
a group of definitions related to the proposed methodology:

– Semantic Relation: A semantic relation between any two concepts in the
ontology is one of the relations among the set of semantic relations

∑
=

{Hypernym, Hyponymy, Synonymy},
– Hyponym, Hypernym: a hyponym is a word whose semantics is a specific

meaning of another word which called its Hyperonym or its Hypernym. For
instance, vaccinia and smallpox are all Hyponyms of viral infectious disease
(their Hypernym),

– Co-hyponyms: Given a concept C has two hyponyms A and B, then A and B
are identified as co-hyponyms.

This research investigates the question of whether two human diseases are
related to each other by any means and what is the relation between them
if exists. For instance, is there a relatedness between Vasculogenic Impotence
and Transvestism? If so, what is the relatedness? A striking feature of finding
a relatedness between diseases is that physicians can treat patients not only
based on symptoms they suffer but they can treat the real cause of this disease
which may be related to another disease that causes these symptoms. Therefore,
physicians can treat the real cause disease, not the symptoms. For instance,
Gallstones disease (Cholelithiasis) may be caused by Hemolytic Anemia disease
so crushing gallstones is not a solution or treatment because the stones will
develop again [24]. Therefore, the objectives of detecting the relatedness between
diseases are1:

– Causality : A disease may occur due to the existence of another disease.
For example, Hereditary Spherocytosis dieases is an autosomal preponderant
anomaly of erythrocytes that causes gallstones. Pigmented gallstones occur
in approximately half of untreated patients,

– Complications of diseases: one disease may increase the complications of
another. For example, Diabetes and HCV hepatitis,

– Treatments prescription: Treatments may differ when there is a relation
between two diseases.

The remainder of the article is structured as follows: We present an overview
on related work in Sect. 2. The disease ontology which is used as a semantic
knowledge base for the proposed method is described in Sect. 3. We present the
proposed method in Sect. 4. The workflow of the proposed method is presented
in Sect. 5. The proposed method is illustrated by using a running example in
Sect. 6. The conclusion and the directions for future work are outlined in Sect. 7.
1

Thank you Dr. Diaa Elsayed, Gastroenterology and Hepatology specialist, for the Counseling.
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2 Related Work

There are a numerous amount of literature on biomedical knowledge manage-
ment and medical decision making due to the explosion of biomedical knowl-
edge over the last recent years. Therefore, biomedical knowledge available on
the web is growing considerably as most of the biomedical research papers are
published online. Semantic matching is used to expose information which is
semantically related to structured data based matching concepts not keyword-
based [12]. Abundant assorted frameworks and algorithms of semantic match-
ing have been proposed so far such as [13,21,25]. Some examples of individual
approaches addressing the matching problem can be found in [6,7]. In their cut-
ting edge paper of 2010, Ngo, Cao, and Le [20] proposed an ontology-based vector
space model for semantic annotation and semantic search by combines different
ontologies. It takes advantage of ontological features of both named entities and
WordNet vocabularies and develops a spreading activation algorithm for query
expansion. As anticipated, their experiments evince that their model is better
than the solely keyword-based model and also better than the ones using only
WordNet or named entities. In addition, it merges various ontologies to improve
the semantic search process. De Maio et al. [5] proposed a project named ODINO
which uses a fuzzy knowledge approach for disease diagnosis that supports med-
ical decision-making. ODINO has three main features which are a faceted search
of diseases through taxonomy constraints, disease catalog browsing, and prelim-
inary medical diagnosis. In the field of bioinformatics, there are a lot of research
has been made to represent medical information as a semantic knowledgebase
for further processing by semantic applications. Due to the existence of many
medical ontologies, it is important to reuse and integrate ontologies to estab-
lish suitable mappings between their concepts. Therefore, a lot of research in
ontology matching and integration [8,23] have been done in the recent years.
Shvaiko and Euzenat [23] surveyed the state of the art of ontology matching and
addressed some worthy challenges for ontology matching techniques. In addition,
they analyzed the results of recent ontology matching evaluations. Some of the
famous medical-related ontologies are:

– Human Disease Ontology (DO)2 is a standardized biomedical ontology which
contains a considerable number of disease terminologies,

– Vaccine Ontology (VO)3 is a biomedical ontology which contains more than
2000 terms and relationships for vaccines and vaccinations,

– Infectious Disease Ontology (IDO)4 compromises a set of ontologies which
represent infectious diseases,

– Ontology for Biomedical Investigations (OBI)5 is an integrated ontology for
the concepts which belong to life-science and clinical practice,

2
http://www.disease-ontology.org.

3
http://www.violinet.org/vaccineontology.

4
http://infectiousdiseaseontology.org/page/Main Page.

5
http://obi-ontology.org/page/Main Page.

http://www.disease-ontology.org
http://www.violinet.org/vaccineontology
http://infectiousdiseaseontology.org/page/Main_Page
http://obi-ontology.org/page/Main_Page
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3 The Disease Ontology

The main purpose of developing ontology is to use it as a semantic knowledge
base for identifying concepts in a specific domain and to share a data semantics
among software agents so that it becomes machine understandable [10]. Köhler
et al. [17] and Croft et al. [4] discuss in their research that the human disease
data is a cornerstone of biomedical research. Therefore, there’s an enormous
need for a consistent representation of human disease for robust data analysis
[18]. Creating a biomedical knowledgebase in the form of ontologies creates a
rigid knowledgebase for semantic annotation of biomedical data through defined
concepts and relations connecting them [14]. The disease ontology (DO) has
been selected to be used as the semantic knowledgebase for the representation
of human diseases. The objective of using DO is to provide the biomedical com-
munity with a convenient, reusable and robust knowledgebase of human disease
concepts [16]. Major enhancements to the DO database since 2012 has been
made including: the content of DO has had several revisions, including the addi-
tion of 32% of all terms. The Disease Ontology database has been updated to
the latest ontology as of March 2, 2017. The DO project has had a consider-
able influence on the development of biomedical resources, as evidenced by 307
Google Scholar citations (as of April 14, 2017) to DO’s paper [22] published in
2012. We have used the disease hierarchy in DO to infer disease relatedness.
Furthermore, synonyms of diseases are also used in semantic matching phase.
For instance, Carotenemia disease has exact synonym Hypercarotinemia.

4 Methodology

The methodology of the proposed work is divided into two phases: Semantic
matching and Disease relatedness detection.

In Semantic matching phase, diseases in submitted query are semantically
identified in the ontology graph. The output of this phase is whether these dis-
eases are found in the ontology or not. If the disease has been identified then, the
Uniform Resource Identifier (URI) of both diseases is retrieved. In the Disease
relatedness detection phase, the URI of each disease is passed to the relatedness
detector to find whether they are related or not. If they are related, the algo-
rithm returns the set of diseases that connect them in the path from the first to
the second and the classification of both diseases as well.

4.1 Semantic Matching

One of the most common approaches to perform semantic matching for deter-
mining the semantic similarity between concepts in an ontology is the node-
based approach [3] which we used in this work. Semantic matching technique
is used to identify candidate diseases in the disease ontology. Concept disam-
biguation is performed by querying WordNet [11] and DO. Each disease name
in the query is first disambiguated into concepts using vector space models [3],
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representing concepts as vectors of features in a k-dimensional space where k
is the number of pertinent keywords for each disease. In other words, each
disease in the query is represented by a vector of pertinent keywords found
through WordNet and DO. Pertinent keywords are hyponyms, direct-hypernyms,
co-hyponyms, and synonyms of the disease. One-level Hyponyms and direct-
hypernyms are retrieved from DO and synonyms are retrieved from both DO
and WordNet. Direct-hypernyms are one-level up of a disease node in DO hier-
archy and Hyponyms are its siblings. After sense disambiguation, the proposed
matching algorithm returns the URIs of matched diseases. It is assumed that,
when searching for a concept, it is also important to match synonyms of that
concept. For example, the synonyms of the disease Hyperuricemia are Hyper-
uricaemia and Uricacidemia. Therefore, diseases describing these concepts are
retrieved as well. Figure 1 shows the semantic matching process cycle.

Query Preprocessing

• Tokenization 
• Lemmatization

Semantic Matching

• Matching disease 1

Semantic Matching

• Save matched URI

Semantic Matching

• Matching disease 2

Semantic Matching

• Save matched URI

Semantic Matching

• Return URI list
Disease 
ontology

Fig. 1. The semantic matching process cycle.

4.2 Disease Relatedness Detection

In disease relatedness detection phase, diseases relatedness is detected by using
bidirectional spreading activation on ontology graph which consists of a set of
finite cycles/iterations. Checking for termination conditions is performed in each
cycle. We are considering only hierarchical relations for nodes activation. The
worthiness of bidirectional search is the speed and it requires less memory [19].
Figure 2 depicts the relatedness detector components. The algorithm starts with
two initial nodes which are the two diseases and the follows the following steps:
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Fig. 2. Relatedness detector components.

1. Assume all nodes in the graph have activation values of zero and starting
nodes have activation value of 1.0,

2. For each Link lij connecting the source node ni with target node nj , compute
aj =

∑n
i=1 aiwi,j where n is the number of nodes connected to nj and wi,j is

the relatedness weight,
3. If a candidate node takes an activation value exceeds 1.0, then set its new

activation value is set to 1.0. Likewise, set the activation value of the candidate
node to 0.0 if it takes a value below 0.0. Nodes in the disease ontology receive
the highest value of wi,j if they are one of the pertinent keywords of the
current activated node (wi,j = 0.8 for hyponyms and wi,j = 0.1 for direct-
hypernyms) because they build the taxonomy using “is-a” relation. A low
value of wi,j = 0.0 is assigned to any other relation which is not effective in
this case,

4. A significance threshold (F = 0.8) determines whether to include the activated
node to the output list,

5. Activated node will not be considered in the next cycles,
6. Nodes with activation value exceeds the threshold F are marked as activated

on the next cycle,
7. The procedure terminates when a node is reached from more than one path

(sexual disorder in the running example shown in Fig. 3).

An ambiguity may arise if two homonyms are used in the search query
but there is no relatedness between them. For example, Stewart in Stewart-
Treves syndrome, (a chronic lymphedema disease), is different from the one in
Stewart-Bluefarb syndrome. The latter is a type of acro angiodermatitis which
was described independently by Stewart as well as by Bluefarb and Adams on
the legs of patients with Arterio-venous malformations [1]. Semantically matched
diseases could be found using Jena reasoners. One feature of Jena is the support
of different reasoners, which infer additional knowledge. Jena inference subsystem
contains various inference engines or reasoners. These reasoners are used to check
ontology consistency and allow additional facts to be inferred from instance data
and class descriptions. The predefined reasoners included in the Jena distribution
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are [15]: Transitive reasoner, RDFS rule reasoner, and Generic rule reasoner. The
idea of using bidirectional search is to cut back the search time by looking out for-
ward from the beginning and backward from the goal at the same time. When the
two search frontiers meet, the algorithm will reconstruct one path that extends
from the beginning state through the frontier intersection to the goal.

5 Workflow of the Proposed Method

In this section, we will illustrate how the proposed method is used over the
underlying disease ontology. User submitted query is automatically processed in
the following steps:

1. User submits the two diseases as a string using the system interface.
2. Perform pre-processing on input, a detailed discussion of pre-processing falls

outside the scope of this paper:
(a) Intelligent Tokenization and Stop list elimination: This step includes

tokenizing the query stream by breaking it down into understandable
segments. Then, eliminate all stop words. The intelligence here is that the
method does not blindly remove all stop words like traditional techniques
but using a concept tokenization technique in which the keyword is taken
with the preposition after it as a concept. If that concept has a match
in the ontology, then this proposition will not be removed otherwise it
will be removed,

(b) Stemming : Stemming removes word suffixes: both inflectional suffixes
(-s, -es, -ed) and derivational suffixes (-able, -ability) are stemmed [9].

3. Formulate semantic query using SPARQL query language and executes it
using Jena-embedded query engine (ARQ) against the ontology which per-
forms the semantic matching process described in the methodology section,

4. Diseases relatedness is detected by using bidirectional-based spreading acti-
vation on ontology graph if the diseases found in the matching process. The
output of this process is a set of diseases that builds the path between the
two diseases. In addition, the classification of these diseases could be detected
by performing one more cycle of the spreading process which could be the
parent disease (if available) in the hierarchy.

As soon as these steps have been carried out, a set of diseases that may connect
the two initially submitted diseases are displayed to the user and the classifica-
tion of them is displayed as well.

6 Running Example

As a running example in this paper, suppose a patient already has Vasculo-
genic impotence disease and the physician discovered that he/she got recently
Transvestism so the question is does these two diseases is related to each other by
any means? The answer to this question will support the medical decision of the
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physician for treatment prescription and whether there are any complications
caused by one because of the other. In this case, the physician should submit a
query includes two diseases: Vasculogenic impotence and Transvestism. As shown
in Fig. 3, the relatedness between Vasculogenic impotence and Transvestism dis-
eases are detected by the intersection node sexual disorder. The algorithm runs
in a set of cycles. When the algorithm detects an intersection node, it stops. One
more cycle can be performed to get one more up-level disease connecting both
which could be considered as a classification of both diseases.

Fig. 3. Partial view of the disease ontology shows the relatedness path (marked in
bold) between Vasculogenic Impotence and Transvestism diseases.

7 Conclusion and Future Work

In this paper, we proposed a Bidirectional-Based Spreading Activation Method
in order to detect the relatedness between two human diseases. This relatedness
can be detected by running spreading activation algorithm using bidirectional
search methodology on a large disease ontology. One key feature of the proposed
method is to identify whether two human diseases are related to each other.
Moreover, identify related diseases that may connect them to a common path. As
a result, detecting the relatedness between diseases helps in finding out the real
cause of a disease (in case it is caused by another disease), decrease the prognosis
of a disease by treating the other disease which increases the complications of
that disease and helps in treatments prescriptions. Therefore, physicians can
treat the main cause, not just the symptoms. Consequently, we believe that
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the proposed method will assist physicians and will support medical decision-
making by considering semantic domain knowledge to infer diseases relatedness.
This idea could also be applied to VO ontology to find out relations between
vaccines and also in Gene ontology to find out relations between genes. Our main
line of future research involves:

– Extending our approach to integrate different biomedical ontologies using and
ontology matching and integration services,

– Detecting the relatedness between more than two diseases using multiple goal
search algorithms and provide the relatedness graph between them not only
a simple path,

– A relatedness set is provided which is a subset of the power set of the set
of input diseases. In other words, which of these diseases is related to the
others?

– Finally, a bilingual bidirectional-based spreading activation method will be
proposed and implemented.
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Abstract. Semantic networks are nowadays one of the most frequently
used knowledge representation method. In this paper authors present a
novel approach towards the definition and semantics of semantic net-
works with the use of predefined primitives as key structure elements.
The presented solution is a part of Semantic Knowledge Base project,
in which it is used to store complex information such as facts and rules.
This approach aims at increased expressiveness of knowledge represen-
tation with the higher level of clarity of message. It introduces not only
a unique duality of nodes types, namely operators and operands, but
also provides mechanisms such as multiplicity, quantifiers or modifiers
possible to apply to each and every of network elements.

Keywords: Semantic networks · Semantic Knowledge Base · Parti-
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1 Introduction

The article presents issues from the knowledge representation area. Knowledge
is understood as information with the ability to interpret it. This means that the
data and their semantics must be one indivisible and unequivocal whole, i.e. the
basis for operating in the area of knowledge. While the data is considered in the
area of databases where data structures (metastructure or intensional part) and
the data (extensional part) exist. The data does not itself have any semantics.
Their semantics depends on the form of a model representing a part of real-
ity called the problem domain. Database modeling involves the creation of data
structures, that in the best possible way enable storage and processing of data.
Database models should show the utmost compatibility with the logic of the
system that implements the problem domain. Compatibility between database
layer and the logic of the system can be considered in several aspects. The pri-
mary purpose of the database is to provide a permanent storage for data, which
can then be read by the logic of the system for processing. Apart from technical
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issues, the focus should be on the compatibility of data storage structures with
the data structures used by the system logic.

A significant problem is the acquisition of knowledge presented in the nat-
ural language. For obvious reasons, this language may not be compatible with
any system of inference. The issue of knowledge representation is also problem-
atic, since natural language grammar depends heavily on language being chosen.
Regardless of the natural language choice, each of them is built in a very distant
way from knowledge representation methods. Much more problematic is the fact
that the natural languages operate in the area of terms rather than concepts.
Relationship term ←→ concept has many-to-many multiplicity, and choosing the
right concept for a specific term is in general ambiguous. The text itself does
not contain semantics, it is merely a sequence of characters that can be grouped
in terms. By sentence parsing you can try to determine the grammatical rela-
tionships between terms, which define their roles in the analyzed sentence. In
order to reproduce the original semantics of phrases stored in the natural lan-
guages complex systems are being created using dictionaries, thesauri, corpora
or analyzing closer and further contexts. The transformation of the information
stored in natural language into a form acceptable be knowledge representation
system is a very complex task, however, necessary for making any knowledge
processing, which is a key task of knowledge-based systems. Knowledge bases,
unlike databases, should by the assumption allow exploration of knowledge in
a free manner. It means that database applications have their functional scope
determined at the design stage. In principle, they require human factor in order
to interpret the data. Database systems themselves do not serve to produce new
information form existing, especially not in an autonomous way.

For above reasons it is important to build complex knowledge representa-
tion systems taking into account the specific nature of knowledge, which will
be stored in it. In particular it applies to e.g. conceptual structures similar to
the object-oriented approach or semantic networks, which are based on the con-
cept of graphs, etc. In order to fulfill the above postulate the data structure
tailored to the nature of knowledge should be modeled. In the proposed solu-
tion the structure based on specialized, interrelated modules is used. In this
study, the main focus is put on the Extended Semantic Network Module of SKB
(ESNMSKB) [1]. It is a completely separate element with respect to the language
layer, which is dedicated to a separate module. Both modules share the infor-
mation contained in the ontological core and in particular the central point of
the system namely the concept (CONCEPT). In the area of database layer, SKB
system was modeled in Association-Oriented Database Metamodel (AODB) [2].
With this embodiment the possibility is provided to distinguish the data and
relationships between them, the independent inheritance among data containers
and relationships, direct modeling of n-ary relationships, multiplicities on the
side of the relationship, the mutual dependence of life time of the relationships
and elements bonded by it, and many more efficient mechanisms for modeling
complex structures and their constraints.
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In this article, the authors focused on the presentation of their approach
to semantic networks modeling. The primary contribution is the introduction
of operator-operand structure. It allows to extend the classical approach to the
semantic network as a directed graph in which each link is a binary term, into
more general structure based on n-ary links with named roles. Section 2 presents
an overview Semantic Knowledge Base, i.e. system in which the method was
implemented. The next section provides an overview of state of the art in seman-
tic network modeling, and the assumptions that turned into features of adopted
solution. The Sect. 4 is dedicated to description of contribution, a structure rep-
resenting implementation of the idea, and the evaluation presented as examples.
The last section is a summary.

2 SKB Overview

SKB consist of separate modules [1,3] modeled in AODB [2]:

– Structural Module (SMSKB)
• Ontological Core Module (OCMSKB)
• Relationships Module (RMSKB)
• Cyclic Value Ranges Module (CVRMSKB)

– Dimension & Space Module (DSMSKB)
– Extended Semantic Network Module (ESNMSKB)
– Behavioral Module (BMSKB)
– Linguistic Module (LMSKB)

The OCMSKB task is to store information about concepts and basic relation-
ships between them. The most important conceptions in this module include rela-
tions: class-feature, class-instance, property-feature-value, set-instance, concept-
connection, concept-relationship. Other types of relations are performed by
RMSKB.

The RMSKB module is able to store information about relationships between
the concepts, both in intensional and extensional point of view. The basic con-
ceptual structure of this module is a hypergraph. It represents a compound
in which sets of concepts can perform specific roles. Roles are represented by
hyperedges. Moreover, the roles may have hierarchical structure, which allows
building of aspect-oriented links. That type of relationships represent the situa-
tion in which it is possible to selectively determine the role played by the given
concept depending on the aspect in which it is considered.

The CVRMSKB module is designed to store information about the values
which may be cyclic or could be defined in the form of value ranges. This is
especially helpful in case of information that express time, because of the frequent
use of cyclic time points and time intervals, which may also be cyclic.

The DSMSKB module has the task of representing knowledge in the sense
of spaces in which they can apply to individual elements of SKB. This applies
to many levels of detail, from single concepts, through relations, to complex
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expressions stored in semantic networks. The main idea of this module is based
on building spaces that consist of dimensions.

The ESNMSKB module allows storage of complex facts based on the operator-
operand structure with a number of extensions, such as cardinality constraints,
modifiers or quantifiers.

The BMSKB module is used for behavioral knowledge representation which
relates to description of elements changes in the dimension of time. The concept
of this module is based on the process approach, in which the components being
timers define timing of the system. Each event related to a timer causes a specific
action that might affect the status of the modeled process. The process model
is a fixed structure, in which the parameters are dynamic.

The LMSKB module addresses the linguistic aspects of knowledge represen-
tation system. It is not a essential element of the system itself. However, due to
the need for communication with the outside world, system should operate on
terms rather than on concepts that are existing internally in the system. Con-
cepts in SKB have unique identifiers and have no direct reference to the human
conceptual sphere. The linguistic module is a communication interface allow-
ing to express concepts and relationships between them in the form of natural
language terms.

3 Semantic Networks

Semantic Network is a network that represents semantic relations (edges)
between concepts (nodes). Edges (like relations) can be both directed and undi-
rected (bidirectional). Edges may be binary, as in the classical semantic net-
works, or n-ary like e.g. in ESNMSKB. Edges can have one predefined character
for example in the case of semantic networks describing taxonomy, meronymy,
etc. Edges may also belong to a predefined set containing their types. In the
most general case, it is possible to define any edge type, but then they should
have a type that allows for the definition of their role in the relationship, namely
the relationship semantics. Nodes can be concepts form OCMSKB or any other
elements that are the associated elements. It is also possible to specify node type,
which allows a more precise definition of semantics. Such elements of ESNMSKB

as cardinality constraints, modifiers, quantifiers, represent a significant semantic
capacity expansion of semantic network.

3.1 Related Work

Modeling of the structures with the semantic network nature dates back to
antiquity. According to J. Sowa [4] the oldest semantic network is a graph called
the Tree of Porphyry drawn in the third century AD by the Greek philoso-
pher Porphyry showing taxonomy of concept types. Graph, which provided the
philosopher comment to Aristotle Categories presented concepts as nodes while
the edges were the IS-A relationship, both in the context of a generalization-
specialization compound as well as class-instance. In the computer science inter-
ests semantic networks have grown their popularity in the 60s of the twentieth
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century. with the concept of semantic memory presented by Quillian’s Teachable
Language Comprehender (TLC) [5,6]. Quillian’s model was based on assigning
a words (terms) to nodes of semantic network which represent concepts. The
concepts had their inherent properties (has-a), as well as connectivity to other
concepts through links in order to store IS-A compounds. Quillian concept has
become the standard for the semantic network in the area of knowledge engi-
neering and many researchers have followed the same mainstream. They are
modifying it, expanding and designing new graphic languages and text formats
for the exchange of information about stored knowledge. Hendrix’s partitioned
semantic network theory [7,8] seems worth mentioning here. It introduced the
distinction between a single concept and the whole system of concepts which
constitutes a kind of a separate subnet. It derives from the fact that the network
elements can be fused together in a space on an equal level and consequently
be treated as independent nodes. Another conception worth mentioning is a
variation of a semantic network i.e. inheritance networks proposed by Brach-
man [9] and further developed by other researchers [10–12]. These networks are
directed acyclic graphs and model generalization-specialization relationship with
its semantic consequences in the form of inheritance of features. Another idea
presented and accepted as one of leading formal definition of semantic networks
are Conceptual Graphs by J. Sowa [13]. They are used to represent formulas in
first order logic in the form of directed labeled graphs.

There are various applications of semantic networks, i.e. visualisation of eco-
nomical and financial knowledge [14]. The idea of the semantic networks as a way
of knowledge representation is not merely a conceptual tool. There are a number
of abandoned as well as still developed projects built on the base of this theory.
One of the most well-known systems based on semantic networks is SNePS [15]
by S. Shapiro. SNePS is a hybrid system using knowledge representation based
on defined logic frames and semantic networks. The use of semantic networks in
SNePS system involves the representation of sentences in the form of directed,
labeled graph. Helbig [16] developed a MultiNet paradigm based on an expanded
concept of the semantic network. This system is based on the terms, allowing
to assign them the concept in the form of nodes connected by edges, performing
relationships predefined in the system. Its main objectives are the possibility of
being a interlingua for natural language processing systems, and thus, a layer of
semantic annotation of natural languages. Very well documented and interest-
ing project with rich set of semantic relations is Universal Networking Language
[17]. At the present time an extremely popular is a mainstream of the Semantic
Web [18]. Despite the similarity of names it is a distinct trend in relation to the
development of the concept of the semantic networks. Semantic Web primarily
uses two languages: RDF and OWL. RDF allows you to represent knowledge in
the form of SOP triples, which define a common semantic network.

3.2 Key Features of ESNMSKB

The following assumptions have been made and fulfilled while designing of
semantic network model of the ESNMSKB: 1. formal universal semantic network
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semantics, 2. unambiguous method of relationship interpretation, e.g. ISA arc
can be: (a) A is kind of B, (b) A is subset of B, (c) A is part of B, (d) A is
instance of B, due to ambiguity of term “is” in many natural languages. Some
natural languages are able to cope with this issue, but the majority allows mul-
tiple meanings. 3. freedom in definition of relations. In majority of systems the
relations are narrowed to closed set of few or several relation types, 4. ability
of quantification, 5. logical operators (including negation), 6. credibility, 7. time
representation, 8. uncertain and incomplete information, 9. definition of cardi-
nality constraints.

4 Operand-Operator Constructions in ESNMSKB

4.1 Syntax and Semantics

The proposed grammar and semantics of the knowledge representation system
has a number of very important features. They are particularly important for the
precision of knowledge expression as well as for possibility to build knowledge
processing systems.

The basic structure of the operator-operand :

r(p1, p2, ..., pn) (1)

where r – operator, pk – operand, k ∈ 1 . . . n provides a natural approach to n-
ary compound, as a primary element of facts representation. Since each operator
may also be used as an operand it allows to create complex networks expressing
facts with complex structure. The operator may be set as Activity or State.

r = Activity|State (2)

Activity requires intentional action to be taken. This means that the ultimate
cause of the activity must be an action taken by the actor. The original reason
for taking activity may be independent of the actor.

State is characterized by, uninterrupted for the duration of the particular
state, having a property set defined for a given concept. Wherein the values
describing the property may be defined as a range.

The operands can perform the following pre-defined roles: Actor, Co-operator,
Object, Number, Owner, Attribute, Relationship, Adverbial of Manner, Source,
Target, Tool. Both operators and operands perform strictly defined roles in the
Semantic Network. Assigning specific concepts (CONCEPT) to certain roles pro-
vides semantic networks the ability to express concrete facts.

role =Actor|Co-operator|Object|Number|Owner|Attribute|
Relationship|Adverbial of Manner|Source|Target|Tool (3)

This conception has been extended by multiplicity assigned to link between
operand and operator, which provides the ability to determine the size restric-
tions (cardinality constraint). Both operators and operands may have modifiers,
which clearly define the concept performing a specific role.
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Fig. 1. Intensional part of ESNMSKB module in AODB

4.2 Structure

Diagram in the Fig. 1 shows a structure of ESNMSKB model presented in
Association-Oriented Modeling Language AML [2]. The syntax and semantics
of AML was described in publications [1,19]. Rectangles represent collections of
data, while the diamonds represent the associations which containers of com-
pounds. Continuous lines having a closed circle indicate the role of the asso-
ciations, while a solid line with an open arrow at the end is a symbol of a
generalization. Operand was modeled as a combination of Operand association
with a collection OPERAND through the role Operand. It should be noted,
however, that the association Operand is abstract, that is to say cannot have
instances and can only be a source of inheritance for real, specific sets of asso-
ciations: OperandNode, OperandInstance, OperandOperator, OperandNet. Each of
these associations model specific type of operand, respectively, when the operand
is: a specific network node, an instance of the concepts defined in the OCMSKB,
the operator and separate semantic network. The operator has been modeled
analogously through the association Operator connected by the role Operator
with the collection OPERATOR. In addition, the relationship operand-operator
has its emanation as a role Operand in association Operator with a multiplicity
of 1 ... * to the side of the bound element (operand) and * on the other side.



Semantic Networks Modeling with Operand-Operator Structures 31

4.3 Examples

Lets consider an exemplary sentence “John owns the car”, where operand “car”
can be further redefined by the modifier “big”, which will modify the sentence
to “John owns a big car”. Complementing this sentence with appropriate cardi-
nality constraint leads to the sentence “John owns one big car”. Modifiers can
also be recursively modified, e.g. in the sentence “John owns one very big car.”
Another important element influencing the semantic capacity are Quantifiers.
In ESNMSKB quantifiers cf - certainty factor, tq - time quantifier, sq - space
quantifier and q - intensity quantifier are defined. Figure 2 presents a conceptual
representation of the semantic network of ESNMSKB for the sentence: “John
owns one very big car” along with its complementary quantifiers.

The strength of semantic networks lays in the fact that it can consist of more
than one node. The information contained in a set of nodes can be read in many
different ways depending on the starting point of graph linearization algorithm.
Figure 3 is a representation of a set of facts. It is a complex structure with a
quite detailed semantics. Simplified representation of this network is as follows:
1. Ford is a car. 2. John owns one very big car. 3. John works in New York. 4.
John goes very fast to New York by very big car. 5. New York is a city.

However, it should be noted that it lacks lots of details. Considering again
the part of the network presented on Fig. 3 we can distinguish following facts,
which approximate natural language representation is as follows:

Certainly (cf = 1) John owns intensively (iq = 0.9) one probably (cf = 0.5)
car.

Fig. 2. The diagram depicting the Semantic Network representation of sentence “John
owns one very big car”

Fig. 3. The diagram depicting the Semantic Network representation of complex fact
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At the same time we know that:

A car is probably (cf = 0.5) big and probably (cf = 0.5 * 0.2) very big.

The above example shows that the semantic networks presented by authors
has high expressiveness, meaning that lots of facts and information can be pre-
sented using little elements.

The proposed solutions significantly extend the classical approach to semantic
networks. It should be emphasized that the network stored in ESNMSKB does
not require conversion for permanent storage in the database layer. Is does do
not require a text representation, which would be parsed in order to determine
its grammatical structure. Facts are stored directly in the association-oriented
database, the structure of which is shown in the Fig. 1.

5 Summary

The presented approach to semantic networks modeling is the basis for the solu-
tion adopted in of the Semantic Knowledge Base modules, namely Extended
Semantic Networks Module. Its main goal is to directly support n-ary links with
named roles, which constitute an enhancement in comparison to the previously
explored solutions. An important aspect of the presented operator-operand struc-
ture is the fact that it was implemented in Association-Oriented Database as a
basic construct of ESNMSKB constituting SKB module in which facts and rules
are stored and processed. This module supports a number of other features that
expand the semantic capacity of the semantic networks, and which are indicated
in the Sect. 3.2. Unfortunately, due to the length limit of this paper, it does
not contain detailed and thorough description of all the aforementioned prop-
erties, therefore, it is concentrated on a chosen fundamental aspect of the basic
structure. As part of the evaluation two examples were presented. To ensure
readability, the examples have been presented in a conceptual way, rather than
as an object diagram in AODB. As part of the future works the authors intend
to focus on completing the SKB data processing methods as well as inference
algorithms.
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Abstract. One of the important functions of the operation of integrated manage‐
ment information systems, including multi-agent systems, is to properly planning
the production. Due to the different production planning strategies (methods) and
the company’s limited production capacity, the agents running in the system may
generate different versions of the production plans. In other word, agents’ knowl‐
edge may differ. The final version may be selected by the system user, however,
it should be noted that this is a time-consuming process, and there is a risk of the
user choosing the worst version. The better solution is to automatically integrate
the agents’ knowledge and to determine one version of the plan presented to the
user. The aim of this paper is to develop a consensus algorithm that will allow
integrating manufacturing plans generated by different agents, and present one
solution (that is very close to these plans, but not necessarily one of them) to user.

Keywords: Integrated management information systems · Manufacturing
planning · Multi-agent systems · Cognitive agents

1 Introduction

Integrated management information systems, including multi-agent systems, support
enterprises in business processes realization, especially in planning, control, monitoring,
manufacturing and linking the business to the environment. One of the important aspects
of the operation of such systems, due to the proper satisfaction of customers’ needs to
obtain flexibility and competitive advantage, is to properly planning the manufacturing.
The system module responsible for this task allows (based on customer’s orders and
demand forecasts) to prepare a plan for the production of goods. Decision making in an
enterprise, including manufacturing plans, is most often carried out under uncertainty
and risk conditions, since the effects of a decision can only be predicted with a certain
probability. Due to the different production planning strategies (methods) and the
company’s limited production capacity, the agents running in the system may generate
different versions of the manufacturing plans. In other word, agents’ knowledge may
differ. The final version may be selected by the system user, however, it should be noted
that this is a time-consuming process, and there is a risk of the user choosing the worst
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version. The better solution is to automatically integration of agents’ knowledge and
determines one version of the plan presented to the user.

The aim of this paper is to develop a consensus algorithm that will allow integrating
manufacturing plans, generated by different agents, and presented one solution (that is
very close to it, but not necessarily one of them) to user. This algorithm will be imple‐
mented in manufacturing planning module in a Cognitive Integrated Management Infor‐
mation System (CIMIS). This will, in consequence, increase the efficiency of production
planning by reducing the time it takes to set a target production plan, change the plan in
real time, and reduce the risk associated with this process.

2 Related Works

Planning of manufacturing is supported by different methods and tools. For example,
paper [1] presents using Bayesan network for manufacturing planning. This solution
allows minimizing the maintenance and inspection costs by reducing downtime whilst
optimizing inspection intervals. Paper [2] presents a nonlinear mixed integer program‐
ming model to minimize the average total cost per unit product subject to constraints
such as satisfying customer demand in various geographic regions, relationships
between supply flows and demand flows within the physical configuration, and the
production limitation of different size plants. In paper [3], a framework based on an
integer linear programming (based on real time product data collected by Internet of
things) is proposed for the purpose of planning and making precise production. The work
[4] describes mixed integer linear model for integrating production and distribution
(determined as NP-hard problem). The authors developed a decomposition method
based on successive sub problem solving method. The problem is decomposed to a set
of sub problems. After transformation, the sub problems are solved with an approach
based on traveling repairman with profit. A knowledge-based intelligent decision system
for production planning and decision is presented by [5]. This system detects and avoids
collisions for multi-axis multi-tool machines by using knowledge from the vision sensor,
manufacturing process, and machining data.

Knowledge integration in multi-agent systems is performed by using different
methods. For example negotiations [6], or deduction-calculation methods [7] can be
used. Negotiations enable effective integration of knowledge by reaching a compromise,
however they require exchanging a large number of messages between agents, which
results in decreased efficiency of the multi-agent system. The deduction-calculation
methods (e.g. ones based on the theory of games, classical mechanics, or methods of
choice) enable one to obtain a great computational capacity of a system, however they
do not guarantee a proper result of knowledge integration [8]. In order to eliminate the
presented problems, consensus methods may be applied which enable integration of
knowledge in real time and guarantee reaching a good compromise at a lower level of
risk, which may consequently lead to selecting decisions producing profits satisfactory
for a decision maker [9].
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3 Manufacturing Planning Module in CIMIS

The CIMIS had been widely described in [10]. In this paper (due to page limit), the
manufacturing planning module, which is a component of manufacturing management
sub-system, will be characterized.

The production process in the enterprise is aimed primarily at fulfilling the require‐
ments of customers. Production is aimed at the execution of specific orders, moving
away from being “stocked” to avoid unnecessary storage costs for finished goods.
Consequently, this shortens the life cycle of the products and the production is more or
less monolithic or even individual [4]. The correct implementation of the production
planning process, according to [11], consists of five basic stages:

• set goals,
• analyze the situation,
• develop an action plan (proper planning),
• develop a timetable for action,
• make a decision on implementation.

Due to the turbulence of the environment, it is necessary, for decision makers, to
make quick and effective decisions, which requires rapid analysis of large amounts of
information performed by IT systems.

At present, it is pursuing the full integration of IT systems supporting all areas of
business operations. Therefore, in CIMIS the manufacturing planning module is
included in the manufacturing management subsystem architecture. This module
performs functions such as:

• preparing a production plan,
• controlling the implementation of this plan,
• taking into account available resources and production capacity,
• simulation of plans.

The manufacturing planning module supports production planning on three levels [12]:

• strategic - achieving the company’s main goals and mission,
• tactical - defining the ways of implementing strategic plans, achieving the goals set

in the tactical plan,
• operational - defining tactical plans, meeting the objectives set out in the operational

plan.

The considered module performs three groups of tasks [1]:

1. Basic tasks, including poor inventory production control, short flow times and high
delivery deadlines.

2. Ancillary tasks, which include supplying the company with materials, tools and
interference response.

3. Information tasks. The module should provide information relating to, inter alia, to
the number and parameters of orders waiting before the machining system and in
production, the flow time (completion of orders) or the capacity utilization rate.
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Performing the above tasks is related to the implementation in the module, among
others, such functions as [13–15]:

• planning with limited resources,
• “forward”, “backward” and bi-directional planning,
• effective planning of the time of completion of operations based on current data from

production departments,
• detection of delayed tasks or tasks that have to start before the date of release of

production resources,
• modification the batch of sizes.

Several agents are running in the module. Each agent uses different production plan‐
ning methods such as [9, 12, 15, 16]:

• linear and dynamic programming,
• planning and scheduling production by determining the degree of urgency of orders

and priority rules (using heuristic decision rules),
• event-oriented scheduling - just in time,
• scheduling production using Gantt graphs,
• planning using network methods,
• planning and scheduling production through operational research,
• artificial intelligence methods (expert systems, genetic algorithms, neural networks).

The variety of production planning methods often leads to the generation of different
versions of plans by particular agents. The system user (the decision maker) needs one
version of the plan that will be implemented in a specific time frame. It is extremely
difficult to choose such a version because of the need to analyze all versions generated
by the system. The time spent on this analysis is very limited, as the system generates
further versions of the plans (the turbulent environment forces changes in plans to be
close to the real ones). User cannot rely on intuition or experience, as there is the risk
of choosing a non-optimal plan. There is thus inconsistency of knowledge in manufac‐
turing plans that will be characterized in the next part of the paper.

4 Inconsistency of Knowledge in Manufacturing Plans

Inconsistency of knowledge in manufacturing plans in CIMIS arises from the use, by
agents, of different methods for production planning at the same time (described in the
previous section of this paper). The manufacturing plans generated by the agents are
represented in the form of a specific structure. Therefore, the inconsistency occurs when
agents assign different values to the same objects and attributes. If we assume that the
technological line allows us to start order at the same time, then the following production
plans may alternatively be generated as an example of an inconsistency:

• to manufacture 2t product p1 starting production at 10.00 am, planned finish - 11.00
am, planned cost: 100,

• to manufacture 3t product p1 starting production at 10.30 pm, planned finish time -
13:30, planned cost: 200,
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• to manufacture 7t product p1 starting production at 11.00 am planned finish time -
12.00, planned cost: 400.

Thus, the inconsistency affects both attributes like “quantity” and “time” as well as
“cost” attribute (planned technical cost of manufacture). In this example, in each plan,
the time allocated for a unit of product (for example, tons) is different (this may be due,
for example, to taking into account different planning method or another configuration
of the production line), so it is difficult to determine which of these plans is optimal.

Integration of agents’ knowledge allows presenting to user a saturated version of
production plan that is a compromise between alternate versions generated by the
different agents. This will give the user a satisfactory low risk solution.

Next part of the paper presents consensus algorithm proposed to integration of
agents’ knowledge.

5 Consensus of Manufacturing Plans

Determining a consensus with regard to manufacturing plans consists of several stages. The
structure of the production plans generated by the agents must be thoroughly developed
first, and then calculate the distance between the individual plans. Determining a consensus

Manufacturing planning module 

Agent 1 

Plan 1 

Agent 2 

Plan 2 

Agent n

Plan n 

Manufacturing management sub-system 

                       Remaining modules 

Consensus component 

Target 
plan 

User 

Fig. 1. Conception of using a consensus method in manufacturing planning module.
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is to design a plan so that the sum of the distances between that plan (consensus) and the
individual alternative plans generated by the agents, is minimal. Figure 1 presents a concep‐
tion of using consensus method in manufacturing planning module

This conception assumes that the agents running in manufacturing planning module
generate different versions of manufacturing plans represented by knowledge structures
(defined in the next part of the paper). The consensus determining algorithms are
executed automatically when the agents generate different alternative versions of the
manufacturing plans. The results obtained using the consensus algorithm, are presented
to the user, who can make decisions on the production management.

The structure of agents’ knowledge representation is defined as follows:

Definition 1. Let set of products O = {p1, p2,… , pn}.
The agents’ knowledge related to manufacturing plan is represented as follows:

x =
{⟨p1, dts1, dtf1, i1, c1⟩, ⟨p2, dts2, dtf2, i2, c2⟩,… , ⟨pn, dtsn, dtfn, in, cn⟩

}

Where:

dts1, dts2,… , dtsn
- date and time of planned starting manufacturing of products
p1, p2,… , pn,

dtf1, dtf2,… , dtfr
- date and time of planed finishing manufacturing of product
p1, p2,… , pn

i1, i2,… , in
- the amount of product p1, p2,… , pn (the size of the order),

c1, c2,… , cn - the cost of manufacturing of product p1, p2,… , pn.

We can define the distance function between structures. It must be noted that calcu‐
lation of a distance between structures may be based on calculation and summation of
distances between individual elements of those structures. For the purpose of defining
time distance between two dates, we use following function:

Definition 2. Distance 𝜗 between two dates dt1 and dt2 is called the function:

𝜗(dt1, dt2) =
||dt1 − dt2

|| (1)

In considering the distance between number of the product and the costs of transport,
it can be use the function presented in many papers (e.g. Nguyen 2008) specifying the
distance between real numbers:

Definition 3. The distance between numbers x, y belonging to the sequence composed
with Q real numbers is called following function:

𝜒(x, y) =
1
Q
|x − y|. (2)

The distance between two structures of manufacturing plans is defined as follow:
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Definition 4. The distance Ψ between two structures:

W (1) =
{⟨

p
(1)
1 , dts

(1)
1 , dtf

(1)
1 , i

(1)
1 , c

(1)
1

⟩
,… ,
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n
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n
, dtf (1)

n
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n
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n

⟩}
W (2) =
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⟨
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is called following function:

𝛹 (W (1), W (2)) =

n∑
j=1

(𝜗(dts
(1)
j

, dts
(2)
j
) + 𝜗(dtf

(1)
j

, dtf
(2)
j
) + 𝜒(i

(1)
j

, i
(2)
j
) + 𝜒(c

(1)
j

, c
(2)
j
))

The postulated method of distance calculation may be employed in development the
consensus algorithm in order to knowledge integration. The consensus is determining
on the basis of set of structures of agents’ knowledge related to manufacturing plans,
called the profile, defined as follows:

Definition 5. The profile W = {W(1), W(2), …, W(K)} is called set K structures, such
that:

W (1) =
{⟨

p
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Algorithm for consensus determining is as follows:
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Computational complexity is O(n2K).

6 Discussion and Experiment Results

Developed algorithm allows for determining consensus of manufacturing plans. Consid‐
ering the example presented in Sect. 4, a consensus is to produce 3t of product p1
(minimum distance sum is 1 + 0 + 4 = 5) at 10.30 (minimum distance sum is
30 + 0 + 30 = 60 min) to 12.00 (minimum distance sum is 60 + 90 + 0 = 150 min), the
cost is 200 (the minimum distance sum is 100 + 0 + 200 = 300).

Developed algorithm was implemented in manufacturing planning module in
CIMIS. Next, the research experiment has been done, witch following assumption:
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• consensus have been determined on the basis of manufacturing plans generated by 7
agents (they uses planning methods described in Sect. 3), on the basis of simulated
data,

• the time of production and cost of production was assumed as performance measures
and as a measure of risk the average coefficient of variation was used,

• the calculation has been repeated 100 times.

Analyzing the results of verification one can notice that two agents have generated
better results (the lower average costs and the shorter production times) than results
generated using the consensus algorithm. However five agents have generated worse
results. While analyzing the risk connected with choice of manufacturing plan, it has
been observed that the use of the consensus algorithm enables executing the process
with the lowest level of risk. It can be said then that plans generated by the integration
component are characterized by a low level of fluctuation of production costs and times.
The phenomenon may positively affect the stability of a company’s financial liquidity,
and it help maintain continuity of production (low fluctuation of production times lowers
the risk of downtime).

7 Conclusions

Correct production management is a very important element of the functioning of a
production enterprise. Formerly, it was hand-made by man. Today, due to the turbulent
nature of the modern economy, production management without the use of information
systems is impossible. These systems make it possible to manage production with
optimum utilization of available production resources, which obviously has an impact
on the ability of companies to adapt to market demand. However, they function effec‐
tively only if they allow a dynamic response to market needs. The variety of production
planning methods often leads to a situation in which the system generates different
versions of alternative solutions, among which not all are optimal. It is very difficult for
you to choose the best plan, as it requires thorough analysis of all versions. This takes
time and significantly lowers the dynamics and thus the effectiveness of production
management. Nor is there any certainty that even after the analysis, the user will choose
a good plan. Often, due to time constraints related to the continuity of the production
process, analysis is not possible. Using consensus methods to resolve a conflict of plans
and to designate one version later presented to the user can lead to a shorter time to
designate the final version as well as to reduce the risk of choosing an incorrect version.
This paper presents preliminary results of researches. Future works may involve inte‐
gration of planning a production capacity plans or integrating an orders realization
process by using a consensus method.
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Abstract. The task of integration of sets of data or knowledge (regard-
less the choice of its representation) can be very daunting procedure,
requiring a lot of computational resources and time. Authors claim that
it is beneficial to develop a formal framework which could be used to
estimate the profitability of the integration, ideally even before the inte-
gration even occurs. Therefore, a set of algorithms for such estimation of
the increase of knowledge concerning relation level of ontology integra-
tion is proposed.

1 Introduction

One of the most common tasks related to knowledge management concerns its
integration, which can be understood as a process of unification of a set of
different and independent knowledge sources into one, consistent representation
of the combined knowledge of the collective. This involves not only providing
a summary of available information, but also resolving any conflicts which may
entail inconsistencies and therefore, result with unreliable knowledge base. On
the other hand, a new knowledge may appear as on outcome of a synergy - the
unified, integrated collective knowledge may contain more information than a
sum of its parts. To represent such knowledge a plethora of different methods
and frameworks can be found in the literature. In our research we have focused
on using ontologies as a knowledge representation. Their structure (according to
[10]) can be expressed using a notion of “ontology stack” consisting of levels of
concepts, relations and instances which express increasing level of abstraction of
knowledge expressed within a particular ontology. The task of their integration
can be formally defined as follows: for given n ontologies O1, O2, ..., On one
should determine an ontology O∗ which is the best representation of given input
ontologies.

This paper is devoted to the knowledge increase estimation framework serv-
ing as one of the quality assessment measures of ontology integration. This notion
is related to answering the question about how much knowledge has been gained
thanks to the performed integration and can be useful in a variety of applications
like the one presented in [7]. Until now we have developed methods of estimating
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this knowledge increase during the integration of ontologies on the level of con-
cepts and instances [5,6]. Due to the limitation of this paper only measures for
concepts’ relation level will be considered. To illustrate its usefulness we propose
simple algorithms for ontology concepts’ relations’ integration, that are not a
part of our framework.

Due to the limited space, the paper focuses only on the integration of concepts
relations. The paper is organised as follows. Section 2 contains an overview of
related works. Section 3 serves as an introduction to ontologies and basic notions
used throughout the rest of the paper. In Sect. 4 the developed algorithms are
described. This is followed by Sect. 5 that contains a variety of different use cases
in which proposed measures may be useful. The last section is a summary and
a brief description of authors’ upcoming research plans.

2 Related Works

For assessing the integration process many authors [1,4] use popular measures
like: completeness, precision, accuracy, consistency, relevance and reliability.
However, the described functions have one, serious defect- all of them require
the integration to be performed and only after it if completed they can be used
to evaluate the obtained results. Other authors like [3] have considered ontology
quality from the philosophical point of view where the data quality is defined
and called as “fitness for use”.

A more interesting solution has been presented in [13]. The overall model
of ontology quality analysis has been proposed. Authors have defined the two
types of metrics: schema and instance. Both are dedicated to the relation level
of ontology. The relationship richness has reflected the diversity of relations and
placement of relations in the ontology. Relationship richness classified to instance
metric, reflecting how much of the properties in each class in the schema is
actually being used at the instances level.

On the other hand, authors of [2] fit into the modern approach of treating
everything as a service, by introducing a notion of Ontology as a Service (OaaS).
To illustrate OaaS, they propose a sub-ontology extraction and merging, where a
set of sub-ontologies are extracted from various input ontologies. Then extracted
sub-ontologies are integrated to form a final ontology to be used by the user.
However, authors do not propose any method of estimating a profitability of
such process.

In [12] authors have presented a set of similarity measures between ontologies.
Authors have distinguished two layers view of ontologies: lexical and conceptual.
The relation overlap based on the geometric mean value of how similar their
domain and range concepts are have been determined. This measure has reflected
the accuracy that two relations match. Despite that authors have experimentally
demonstrated the utility of their methods, the proposed measures are not able
to estimate the potential knowledge increase during the integration process.

Lozano-Tello and Gómez-Pérez [8] have proposed the complex framework
called Ontometric. Authors have defined a taxonomy of 160 characteristics, that
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provides an outline able to choose and to compare existing ontologies. However,
they have not been clearly presented and we suppose that Ontometric is not able
to assess the growth of knowledge after adding a new ontology to the existing
set.

Authors of [11] propose to approach ontology integration (also referred to
as merging) as a task of ontology aggregation understood as a social choice. In
other words, as a problem of aggregating the input of the procedure into an
adequate collective decision. However, no estimation of the knowledge gained
thanks to such collective approach has been given.

3 Basic Notions

In our framework a pair (A,V) denotes a real world, where A is a set of attributes
that can be used to describe objects taken from some universe of discourse and
V is a set of these attributes valuations. Formally V =

⋃
a∈A Va where a domain

of an attribute a is denoted as Va. Ontology is a tuple:

O = (C,H,RC , I, RI) (1)

where C is a set of concepts, H is concepts’ hierarchy, RC is a set of relations
between concepts RC = {rC1 , rC2 , ..., rCn }, n ∈ N , ri ⊂ C × C for i ∈ [1, n],
I is a finite set of instances’ identifiers and RI = {rI1 , r

I
2 , ..., r

I
n} denotes a set

of relations between concepts’ instances such that a relation rCj denotes a set
describing possible connections between instances of some concepts from the set
C and rIj are those connections actually materialised. In other words - relations
from RC define what objects can be connected with each other, while RI defines
what is connected. For example, in some ontology a set RC may contain relations
is sister and is brother, while RI my contain definitions that John is a brother
of Jane, and Jennifer is a sister of David.

Concepts taken from the set C are defined as c = (idc, Ac, V c, Ic), where
idc is an identifier of a concept c, Ac is a set of its attributes, V c is a set
attributes domains (formally: V c =

⋃
a∈Ac Va) and Ic is a set of particular

concepts’ instances. For short, we write a ∈ c to denote that the attribute a
belongs the the concept’s c set of attributes Ac. An ontology is called (A,V)-
based if the condition ∀c∈C ((Ac ⊆ A) ∧ (V c ⊆ V ))

Concepts’ instances are formally defined as a pair i = (idi, vi
c), where idi is

its identifier and vi
c is a function with a signature: vi

c : Ac → V c. Referring to
the consensus theory [9], the function vi

c may by interpreted as a tuple of type
Ac.

A set of instances from the base ontology definition (from the Eq. 1) is
denoted below:

I =
⋃

c∈C

{idi|(idi, vi
c) ∈ Ic} (2)

we write i ∈ c to denote a fact that the concept c contains an instance with an
identifier i.
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We define an auxiliary function Ins−1 that generates a set of concepts to
which an instance with some identifier belongs. It has the signature Ins−1 : I →
2C and is defined below:

Ins−1(i) = {c|c ∈ C ∧ i ∈ c} (3)

To simplify set operations we also define a set Ins(c) which contains only
identifiers of instances assigned to concept c. Formally it can be defined as
Ins(c) = {idi|(idi, vi

c) ∈ Ic}.
LR
s is a sublanguage of the sentence calculus and is used within a function

that assigns semantics of relations from the set RC . This function has a signature
SR : RC → LR

s . As a consequence, we can define formal criteria for relationships
between relations:

– equivalency between relations r and r′ (denoted as r ≡ r′) occurs only if a
sentence SR(r) ⇐⇒ SR(r′) is a tautology

– a relation r′ is more general than the relation r (denoted as r′ ← r) if a
sentence SR(r) =⇒ SR(r′) is a tautology

– contradiction between relations r and r′ (denoted as r ∼ r′)occurs only if a
sentence ¬(SR(r) ∧ SR(r′)) is a tautology

The hierarchy of concepts (denoted in Eq. 1 as H ) may be treated as a dis-
tinguished relation between concepts. Thus, H ⊂ C × C. A pair of concepts
c1 = (idc1 , Ac1 , V c1 , Ic1) and c2 = (idc2 , Ac2 , V c2 , Ic2) may be included within it
(which will be denoted using a symbol ←), stating that c2 is more general than
c1 (c2 ← c1), only if all of the following postulates are met:

1. |Ac1 | ≥ Ac2

2. ∀a′ ∈ Ac2∃a ∈ Ac1 : (a ≡ a′) ∨ (a′ ← a)
3. Ins(c1) ⊆ Ins(c2)

As previously stated, relations from the set RC define which objects can be
connected, while RI defines what is actually connected. In our framework, to
denote this fact, we will use the same index of relations taken from both sets.
Therefore, a relation rIj ∈ RI contains only pairs of concepts’ instances that are
connected by a relation denoted as rCj ∈ RC . A set of formal criteria that both
sets must comply to is given below:

1. rIj ⊆ ⋃

(c1,c2)∈rCj

(Ins(c1) × Ind(c2))

2. (i1, i2) ∈ rIj =⇒ ∃(c1, c2) ∈ rCj : (c1 ∈ Ins−1(i1)) ∧ (c2 ∈ Ins−1(i2)) which
states that two instances may be in a relation with each other only if there
is a relation connecting concepts they belong to

3. (i1, i2) ∈ rIj =⇒ ¬∃rIk ∈ RI : ((i1, i2) ∈ rIk)∧ (rCj ∼ rCk ) which describes that
fact that two instances cannot be connected by two relations that have been
defined as contradicting with each other using relations’ semantics SR

4. (i1, i2) ∈ rIj ∧ ∃rIk ∈ RI : rCk ← rCj =⇒ (i1, i2) ∈ rIk which states that if
two instances are connected by some relation and there exists a more general
relation, then these two instance are also connected by this relation
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4 The Quantity of Knowledge on the Relations’ Level
of Ontologies

4.1 Overview of Integration Algorithms

The estimation of knowledge increase require information about how the two or
more ontologies are integrated on relational level. In our work we assume the
approach presented in Algorithm 1. It is conducted for two ontologies and any
other new ontology can be iteratively added to the previous result. It is based
on simple sum of parts of integrated ontologies and the only additional step is
removing a redundant equivalent relations while preserving the knowledge about
which concepts have been connected by discarded relations. At first, we also
considered to remove relations that are a generalisation of other relations, but
according to considerations from Sect. 3 discarding such relation may cause the
loss of knowledge about connected concepts which may not meet requirements to
participate in more specific relation. For example, coexisting more general rela-
tion “is family” along with a relation “is mother” should not entail its removal,
due to the fact that it also expresses connections other than motherhood.

Algorithm 1. Concept relations integration
Require: Set of input ontologies: O1 = (C1, H1, R

C
1 , I1, R

I
1), O2 =

(C2, H2, R
C
2 , I2, R

I
2), ..., Om = (Cm, Hm, RC

m, Im, RI
m);

1: Set R∗ =
m⋃

i=1

RC
i ;

2: for all (r, r′) ∈ R∗ × R∗ do
3: if r ≡ r′ then
4: r = r ∪ r′;
5: R∗ = R∗ \ {r′};
6: end if
7: end for

The integration of hierarchies in Algorithm 2 is different. It is not the integra-
tion of input hierarchies, but a process of generating a new taxonomy concepts
that are a result of the ontology integration on concept level. The algorithm
utilises criteria described in Sect. 3 and (as it will be further described in next
section) it may create new relations that were not present in any of the input
ontologies.

4.2 Algorithms for Knowledge Increase Estimation

The Algorithm 3 contains a procedure of calculating knowledge increase gained
thanks to the integration of relations between concepts. It consists of three main
steps, first of which being calculating the increase of knowledge coming from
broadening the scope of equivalent relations. This situation refers to the fact
that two equivalent relations may contain different pairs of concepts, and the
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Algorithm 2. Hierarchy integration
Require: The integrated ontology O∗ = (C∗, H∗, RC∗

, I∗, RI∗
) created from a set

of input ontologies: O1 = (C1, H1, R
C
1 , I1, R

I
1), O2 = (C2, H2, R

C
2 , I2, R

I
2), ..., Om =

(Cm, Hm, RC
m, Im, RI

m);
1: Set H∗ = φ
2: for all (c, c′) ∈ C∗ × C∗ do
3: if (c ← c′) then
4: H∗ = H∗ ∪ {(c, c′)};
5: end if
6: end for

eventual value of the increase of knowledge should reflect such supplementation.
Second part of the algorithm concerns the integration of two relations, one being
more general than the other. A naive approach would discard such relation, but
this could entail a potential loss of knowledge because not all of the concepts in
broader relation could participate in more specific interaction (e.g. not all par-
enting is a maternity). The last part reflects the situation in which two relations
have nothing in common with each other, therefore the increase of knowledge
can be maximal.

Algorithm 3. Knowledge increase during relations’ integration
Require: A set of input ontologies: O1 = (C1, H1, R

C
1 , I1, R

I
1), O2 =

(C2, H2, R
C
2 , I2, R

I
2), ..., Om = (Cm, Hm, RC

m, Im, RI
m);

1: Set R∗ =
m⋃

i=1

RC
i ;

2: Set RU = R∗ × R∗;
3: Set ω = |R∗|;
4: Set ΔR = 0;
5: for all (r, r′) ∈ RU do
6: if r �= r′ then
7: if r ≡ r′ then
8: ΔR = ΔR + (1 − |r∩r′|

|r∪r′| );
9: RU = RU \ {(r′, r)}
10: ω = ω − 1
11: else if r ← r′ then
12: ΔR = ΔR + |r∩r′|

|r| ;
13: else
14: ΔR = ΔR + 1;
15: end if
16: end if
17: end for
18: return ΔR

ω

Due to the fact that hierarchies are a specific kind of relations we claim
that the increase of knowledge during the integration of ontologies should be
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calculated separately using Algorithm 4. Equation 1 states that hierarchies are
subsets of the Cartesian product of sets of concepts, so in the first step the
algorithm checks if any of the integrated taxonomies are entirely included in the
other one. If this is the case then the knowledge increase coming from origin
ontologies is equal to 0. Otherwise the algorithm calculates ordinary Jaccard
distance. This serves as an indication of how much knowledge has been gained
thanks to strict integration of two ontologies and is denotes as δ−

H . Due to the
fact that the integration of hierarchies may result in new connections between
concepts (utilising criteria from Sect. 3) the algorithm should handle such situa-
tion, because it may highly influence the final result. This is done by calculating
the value δ+H in the penultimate step of the algorithm. The final result is a simple
sum of δ−

H and δ+H . Obviously, the final value may be higher than 1 which rep-
resents the fact that the completely new knowledge (that has not existed in the
partial ontologies) has been created as a result of the integration. This situation
is discussed further in the next section of the article.

Algorithm 4. Knowledge increase during hierarchy integration
Require: The integrated ontology O∗ = (C∗, H∗, RC∗

, I∗, RI∗
) created from two

input ontologies: O1 = (C1, H1, R
C
1 , I1, R

I
1), O2 = (C2, H2, R

C
2 , I2, R

I
2);

1: if H1 ⊆ H2 ∨ H2 ⊆ H1 then
2: δ−

H = 0;
3: else
4: δ−

H = 1 − |H1∩H2|
|H1∪H2| ;

5: end if
6: δ+H = |H∗\(H1∪H2)|

|H1∪H2|
7: δH = δ+H + δ−

H

8: return δH

5 Uses Case Scenarios for Hierarchy and Relation
Integration

5.1 Hierarchy Integration

Let us illustrate by simple examples how the degree to which the knowledge
increases is calculated in case of hierarchy integration (see Fig. 1). In the first
case (Fig. 1A) the integrated ontologies are quite different. The fact that for
these two ontologies any of the hierarchies is included in the other one entails
that δ−

H = 1. After the integration, any of the new hierarchies is added and any
of the old hierarchies is not replaced or removed. Therefore, δ+H = 0 because of
the cardinality of a set H∗ = H1 ∪ H2. Eventually, we obtain δH = 1 and we
can say that during the integration process on the relation level we doubled the
knowledge we had.
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Fig. 1. Examples of ontologies integration at hierarchy level

In the second case (Fig. 1B), input ontologies seem to be very similar to
the previous one. As in the previous example, any hierarchy is included in the
other one, therefore δ−

H = 1. However, H ∗ \H1 ∪ H2 = 1, then δ+H = 1
2 and

δH = 3
2 . In this situation we “create” a new knowledge during the integration. If

we consider inputs separately, we only know that a Homo Sapiens is a Mammal
and a Mammal is an Animal. After the integration, we additionally know that
each Homo Sapiens is also an Animal, therefore, we have found out something
new. This knowledge has not been included in any of input ontologies. In this
point of view, the presented integration process is very beneficial.

The next case (Fig. 1C) presents a situation where the whole set of hierarchy
of Ontology 2 is included within a hierarchy of Ontology 1, formally H2 ⊆
H1. Therefore, δ−

H = δ+H = 0 and the integration process neither increases nor
decreases the knowledge about that instance (ΔH = 0). Eventually, we can say
that the integration of these two ontologies in not beneficial from the knowledge
increase point of view.

The last example (Fig. 1D) is the most complex. The hierarchies of input
ontologies are not included in each other, however they are some common parts
i.e. each Homo Sapiens is an Animal. In this case δ−

H = 1 − 1
5 = 4

5 and δ+H = 0
because of the cardinality of H∗ = H1∪H2 (no new knowledge has been created).
Eventually, we get ΔH = 4

5 .

5.2 Integration of Concepts’ Relations

Figure 2 presents some use case scenarios of the integration of concepts’ relations.
In the first one (Fig. 2A) two input ontologies (with two different relations) are
integrated. It is easy to calculate that the potential knowledge increase in this
case is maximal and equal to 1.

The second case (Fig. 2B) represents the situation where relation from ontol-
ogy 2 is more general than the relation in ontology 1: “is parent” ← “is mother”.
The common part of inputs ontologies is pair: (woman, boy) and (woman, girl).
The more general relation can not be replaced by more detailed because it cause
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Fig. 2. Examples of ontologies integration at relation level

the lost information that man is parent of boy and man is parent of girl. There-
fore ΔR = 3

2 . Due to the fact that ω = 2, the final knowledge increase is equal
to 3

4 .
In the last example (Fig. 2C) relations in inputs ontologies are equivalency.

The “new knowledge” is contained only in the second ontology and it is pair
(woman, child). Therefore, |r ∩ r′| = 1 and |r ∪ r′| = 3, so ΔR = 2

3 and ω = 1.
Finally, we can say that the ontology integration on the relation level increases
our knowledge by 2

3 .

6 Future Works and Summary

This paper is a straight continuation of our previous research [5,6], which
addressed the problem of ontology integration on the concept and instance levels.
This article is devoted to the problem of ontology integration on the concepts’
relation level. Due to the limited space we have omitted the integration of rela-
tions that exist not only on a “schema” level of concepts, but actually describe
interactions of instances of concepts.

The main contribution of the paper is a set of algorithms of ontology integra-
tion on relation level. These algorithms distinguish the integration into the pro-
cedure of combining relations between concepts and the integration of concept’s
hierarchies (which in our opinion entail too many consequences and restrictions
to be integrated using the same algorithm as relations). The article also contains
a set of algorithms that can be used to evaluate the valency of the performed inte-
gration. Every procedure is carefully analysed and the outcomes are described
with illustrative examples.

In the future, we plan to extend the framework of knowledge increase integra-
tion of aforementioned relations between instances. We also plan to investigate
the usefulness of our ideas in other knowledge or data representation methods,
such as federated data warehouses.
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Abstract. There is an ever increasing number of sources that may be
used for knowledge processing. Often this requires dealing with heteroge-
neous knowledge and current methods become inadequate in these tasks.
Thus it becomes important to develop better general methods and tools,
or methods tailored to specific problems. In this paper we consider the
problem of knowledge integration in a group of social agents. We use
approaches based on particle swarm optimization – without the opti-
mization component – to model the diffusion of information in a group
of social agents. We present a short description of the theoretical model
– a modification of PSO heuristics. We also conduct an experiment com-
paring this approach to previously researched models of knowledge inte-
gration in a group of social agents.

Keywords: Knowledge integration · Multiagent system · Collective
knowledge · Knowledge diffusion · Multiagent system

1 Introduction

Integration of heterogeneous knowledge from different sources is becoming more
and more common with increasing knowledge processing in modern information
society. It may occur in decision making, information retrieval and various other
applications. Heterogeneous knowledge may be understood as a specific case of
inconsistent knowledge, so some of the methods developed for the latter type of
problems should be possible to be adapted to the former. In our overall research
we deal with different situations related to integration of knowledge over time,
which may be treated as parallel to knowledge diffusion problems. After consid-
ering different types of communication, knowledge integration in members of a
collective and structures of the collective, in this paper we consider an expanded
model that is more focused on heterogeneous knowledge.

We consider a collective of agents, each with some knowledge that may be of
various structure, in a task of determining the overall knowledge of this collec-
tive. We split this task into three parts: (a) division of the collective into more
homogenous groups (b) knowledge diffusion in groups with small inter-group
c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 54–62, 2017.
DOI: 10.1007/978-3-319-67074-4 6
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interference (c) integration of knowledge from representatives of each group.
The second of these parts uses particle swarm approach and some of our previ-
ous research. The third part is a single task of centralized knowledge integration,
where knowledge is heterogeneous but preprocessed to facilitate the integration
process.

This paper is organized as follows: in Sect. 2 we provide short descriptions of
other works relevant to ours; in Sect. 3 we present the description of the proposed
model of heterogeneous knowledge integration; Sect. 4 presents our approach to
verify this model in some basic situations; in Sect. 5 we provide some concluding
remarks and detail possible further applications of our research.

2 Related Works

While this paper is focused on heterogeneous knowledge integration, it is a part
of a larger research covering multi-agent systems, decentralized systems, asyn-
chronous communication protocols, collective knowledge and more. This section
covers various research that is relevant to ours, including other publications rel-
evant to this paper.

The basis of this overall research is the consensus theory and the observation
that consensus may change over time. This is somewhat similar to multi-agent
approach to continuous time consensus (e.q. autonomous robots, network sys-
tems [16]), but is more focused on determining the final knowledge of some
collective – thus the problem of finite time consensus in that area (whether the
agents will reach consensus at all). In these areas of research the continuous or
finite time consensus are used for attitude alignment, flocking, formation control,
negotiations, measuring of stability of multi-agent systems and more [2]. This
may also be considered in centralized or decentralized agent systems [6] and to
determine whether a new agent adds sufficient knowledge to a collective to be
a justified expenditure [13] – that is the problem of determining whether a col-
lective may have some optimal number of experts for decision making systems.
This overall area of research is in turn based on a mathematical model devel-
oped in [1,9] to solve a single practical problem and then further extended to
methods of determining median knowledge. Since those publications, this app-
roach has been proven to be useful for conflict solving, knowledge integration
and knowledge inconsistency resolution. The postulates and knowledge functions
are, among others: reliability, consistency, Condorcet consistency, general consis-
tency, proportion, unanimity, quasi-unanimity, simplification, 1-optimality and
2-optimality [12]. In this paper we use the last two, which are used to determine
medians of different knowledge states – a state with minimal distance to all
other elements, and a state with minimal square distance to all other elements.
We also use the basic approach to knowledge integration by simply using the
sum of all knowledge. All these are the basis for developing various integration
algorithms for different knowledge structures or practical applications.

Our research also incorporates ideas from previous publications in the area
of centralized and decentralized communication between agents. The basic idea
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for centralized systems is some supervisor agent that gathers data from all other
agents and makes decision, e.q. in [4] this is a decision making system for a
whole traffic system in some area, where each single agent monitors a single area
(crossroads) or single functionality (traffic lights). In decentralized systems the
agents communicate their knowledge to other agents, but make decisions on their
own, e.q. in [14] this is done for surveillance. There are also hybrid approaches,
where agents communicate between each other, but the overall decision is still
made by some supervisor, e.q. in [11] this is done to monitor power grid.

We also consider research done in social networks area, especially as related to
knowledge diffusion and integration aspects. This types of methods are proposed
to improve teaching process, knowledge dissemination in companies, etc. [8]. The
authors of [3] show that determining strong ties in a social network would help
with improvements to group results. In this paper we base a large part of our
model on work done in [10]. The authors use Boids algorithm [15] as a basis for
simulating a community of homogenous agents and explore the potential of their
model for online advertising (recommendations).

3 Particle Swarm Model of an Agent System

In our previous research we used the following model of decentralized asynchro-
nous communication between agents [7]:

– Each agent has a list of agents (friends) that he will communicate to more
often.

– In irregular time intervals, each agent has a chance to start communication
with a random agent of the whole population or a random agent of its friends.

– The communication between agents is unidirectional - once an agent sends a
message, he does not expect a reply or confirmation of receipt.

– Upon receiving the knowledge, an agent may use different strategies to make
use of it, e.g. substituting own knowledge, gathering a list of knowledge states
and integrating them to create his new state of knowledge, etc.

This decentralized model worked quite well in many aspects, but it was
unable to deal with heterogeneous sources of knowledge. To cover this gap, we
expand our model by ideas derived from the work done in [10]. Towards this
purpose we divide the whole collective of agents into smaller groups (each more
homogeneous than the whole collective), where each group follows some leader
and each member (including the leader) can change their knowledge state. Once
each group decides on its position, we integrate only the knowledge of each leader.
To complete this whole procedure, we require the following functionalities: (a)
division of collective into subgroups, (b) group leader selection, (c) knowledge
changes in groups, (d) interaction between different groups, (e) top-level inte-
gration. Each functionality will be described below in subsequent sections.
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3.1 Division of Collective

As previously stated, the intention is for each subgroup to be more homoge-
nous than the whole collective. We consider the problem in terms of
dimensionality – i.e. different knowledge structures are orthogonal in some knowl-
edge state (e.q. logical knowledge and ontological knowledge). In that case we
may group collective members based on distance. It is relatively simple to deter-
mine the distance in terms of one dimension, but calculating distance between
orthogonal knowledge is non-trivial. We simplify this by using Manhattan dis-
tance, that is for two orthogonal knowledge states A and B in knowledge dimen-
sions a and b, the distance between them is:

d(A,B) = da(A,�) + db(�, B), (1)

where da is the distance measure for dimension a and db is distance measure for
dimension b.

With distance measure defined, we use one of known clustering method (sev-
eral are tested in Sect. 4 for best results). As may be noted, this approach will
lead to subgroups having lower number of dimensions for its members knowledge
than the whole collective. Thus additional increase of homogeneity will occur.

3.2 Leader Selection

The leader of each group is selected initially as the best representative of that
group, but as the knowledge of each member of the group may change over time
at some point a different member may become a better representative. Thus we
are continuously monitoring the position of virtual best representative (which
should remain mostly unchanged in a group) and its distance to other group
members. The leader of the group is always the member that is closest (most
similar) to this virtual representative knowledge.

Over time the leader of each group influences all group members, making
them slowly change their knowledge to be more similar to his own.

3.3 Inter-group Interaction

As previously stated, each group is selected based on similarity of its knowl-
edge. Different groups have little similarity, but the overall collective was cre-
ated towards common purpose. Thus we introduce the possibility that leaders
of each group can influence each other, thus in turn influencing their followers.
This occurs during the parallel diffusion of knowledge in each group.

Following the social model presented in [10], we assume that there is small
repulsion between different group leaders. This works to make groups more dis-
tinct and with properly tuned parameters, helps with increasing homogeneity of
the group.
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3.4 Diffusion of Knowledge in Groups

Inside the groups we use particle swarm approach to changes in member knowl-
edge. In an optimization problem this would mean trying to determine the best
solution by exploring the solution space. In an integration problem, this means
that a single integrated solution should be found and that each member of the
group should change its own knowledge state to that integrated solution. Usually
this problem is solved by gathering all knowledge from all the members, calcu-
lating its mean (integrated value) and sending it back to all members as their
new solution. As previously stated, this is not always a satisfactory solution,
especially in situations where the knowledge is heterogeneous or inconsistent.
Our previous research in [7] has shown that when group members communicate
in a decentralized and asynchronous manner, the collective knowledge is often
better. In particular, when members gather a few opinions before integration,
the results for the whole collective were shown to be best.

Following that idea, we adopt it to the particle swarm approach: each member
of the group communicates with several randomly selected other members of the
group, sending them his own state of knowledge. The receivers wait until they
gather at least a predetermined number of inputs, then integrate the result. This
is the first component of the new knowledge state. The others components are
the attraction toward team leader and inertia (previous own knowledge state).
The new knowledge state of the agent is the weighted average of these values.

3.5 Leader Knowledge Integration

After several iterations of knowledge diffusion, the leaders of each group are
newly determined knowledge states of existing members of the collective. They
are similar to mean values of integrated knowledge of each group, but are not
required to be identical. The integrated knowledge of the collective is determined
based only on those leaders. On this level we use simple centralized approach,
that is each leader sends its knowledge state to some central supervisor, which
then uses these states to determine the collective knowledge of the whole collec-
tive. This may be done e.q. by calculating a mean or summarizing the knowledge,
depending on the exact type of problem. Overall each group should be very dif-
ferent, but complementary to others – thus the preference is summarization. As
such each group would give partial knowledge and only the sum of it would be
the correct result. We further test this in the simulation environment in Sect. 4.

4 Experimental Evaluation

In our previous research we focused on two approaches to verification of our
models: a multi-agent simulation environment and a distributed system inte-
grating different weather forecasts into a single prediction. While in this paper
we also use these two approaches, it must be noted that weather forecasts have
a more homogenous structure of knowledge and do not fully reflect the model
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proposed in this paper. On the other hand, by using the same system we are
able to compare it to the previously suggested models.

The simulation environment is based on JADE agent framework [5]. The cen-
tralized nature of this framework works for gathering data on the functioning of
agents and allows simulation of distributed system (a collective with distributed
asynchronous communication), but any practical application of our work would
need some other agent environment. We use identical Social Agents to represent
different users or different sources of heterogeneous data. In the current simula-
tion we use only multi-attribute and logic knowledge, but the attribute groups
may be different for different agents. In simulation the agents generate random
structure and value of knowledge upon initialization (e.q. a single integer in
some range, a set of logical values). After division of collective based on several
methods tested below, the communication between agents occurs in irregular
intervals (each time moment, there is some probability that the agent will com-
municate). The communication occurs according to the description in previous
Section. After some number of iterations, we gather the knowledge of the group
leaders (several agents from the collective) and integrate it using one of several
approaches.

In Table 1 we present combinations of different methods were tested on the
datasets, with final collective knowledge compared to expert determined knowl-
edge (i.e. the initial knowledge is generated randomly and we compare the result
of integration by the expert with the result of integration using our approach).

The observed results show that the difference between methods used are
minimal, but the best ones were achieved with using k-means clustering, O1
integration method in agents (determining the virtual representative) and sum-
marizing the knowledge of group leaders. The differences are very small, so for

Table 1. Results of collective knowledge integration using the present approach in
comparison with expert determined knowledge of the collective, for different integration
and clustering methods. For each set of main parameters, the weights used in inter-
group knowledge diffusion phase were independently tuned.

Agents Clustering Final integration Result comp. to expert know.

100, using O1 K-means O1 0.82

100, using O1 Hierarchical O1 0.83

100, using O2 K-means O1 0.81

100, using O2 Hierarchical O1 0.80

100, using O2 K-means O2 0.80

100, using O2 Hierarchical O2 0.79

100, using O2 K-means Sum 0.82

100, using O2 Hierarchical Sum 0.83

100, using O1 K-means Sum 0.86

100, using O1 Hierarchical Sum 0.85
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other types of knowledge structures other methods may be better. This means
that the approach must be tuned for each specific problem.

The second experiment conducted was applying the proposed approach to
our long-standing test bed of a weather prediction system [7]. This applica-
tion is only marginally fitting to this approach, as the knowledge integrated is
quite homogenous – most sources provide all information about weather fore-
casts (temperature, rain, cloud covers, etc.) and only some sources miss part
of these information. After tuning the particle swarm approach, we determined
that using O1 integration in agents, hierarchical clustering and O2 integration
in leaders was the best for this problem. The comparison of results with other
methods we tested for weather prediction is presented in Table 2.

Table 2. All observed runs of the weather prediction system in all variants: basic domi-
nant value (B. Dominant), centralized consensus (Cen. Cons.), decentralized consensus
(Dec. Cons.), decentralized consensus with friend relation (D.-S. Cons.), two new vari-
ants of dominant value approach: full decentralized voting in source layer (Dom. Dec.)
and voting interchangeable with consensus in source layer (Dom. Mix.), particle swarm
approach (PSO).

System-run MAE Comp. w/Best Src. Comp. w/Worst Src. Comp. w/Avg. Src.

B. Dominant (IV-V ’15) 1,857 89% 17% better 3% better

Cen. Cons. (IV-V ’15) 2, 018 82% 7% better 95%

Cen. Cons. (X ’15) 2, 132 75% 2% better 90%

Dec. Cons. (X ’15) 1, 984 83% 9% better 97%

Cen. Cons. (IV ’16) 1, 991 85% 6% better 93%

Dec. Cons. (IV ’16) 1, 994 85% 6% better 93%

D.-S. Cons.(IV-V ’16) 1, 989 85% 6% better 93%

B. Dominant (X ’16) 1,993 89% 15% better 99%

Cen. Cons. (X ’16) 1,956 87% 12% better 97%

Dec. Cons. (X ’16) 1,931 88% 14% better 98%

D.-S. Cons. (X ’16) 1,933 88% 14% better 98%

Dom. Dec. (X ’16) 1,898 90% 16% better equal

Dom. Mix. (X ’16) 1,892 90% 16% better 1% better

B. Dominant (IV ’17) 2,271 90% 13% better 98%

Cen. Cons. (IV ’17) 2,256 91% 14% better 99%

Dec. Cons. (IV ’17) 2,211 92% 16% better 1% better

D.-S. Cons. (IV ’17) 2,232 92% 15% better equal

Dom. Dec. (IV ’17) 2,260 90% 14% better 98%

Dom. Mix. (IV ’17) 2,191 93% 17% better 2% better

PSO (IV ’17) 2,208 93% 16% better 1% better

The comparison of results for the weather prediction data in April 2017 shows
that the particle swarm approach is comparable with the better of previously
tested methods. As stated, it is not a problem best suited for this method, but
even in this case the results are promising.
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5 Conclusions

In this paper we have described a model of heterogeneous knowledge integration
based on a particle swarm of identical social agents. The model works by first
dividing the collective into several groups that are more homogenous. Follow-
ing this, agents in each group influence each other with overall knowledge of
the group changing only minimally. There is also a slight interaction with other
groups. Each group has a leader, that is the agent closest to the virtual centroid of
this groups knowledge. The final knowledge of the whole collective is determined
by integrating the knowledge of these leaders after several cycles of communi-
cation within the groups. The evaluation of this approach was performed both
in a simulation environment and in a prototype system of a practical applica-
tion. Both show that the approach is feasible and promising – in the practical
application its results were comparable to the best of other tested methods. We
intend to further study this approach with regards to more complex knowledge
structures in other practical applications. It may be also interesting to study this
approach as a model of knowledge diffusion of groups of heterogeneous agents.
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Abstract. This paper presents a proposal of the knowledge management system
for managing and refining corporate knowledge. This information system is web-
based to allow online immediate access. Corporate knowledge is organized to
enable efficient extraction and use in business processes. It can be stored in a form
of the course (organized by time sequence) or repository (i.e. collection of
resources), depending on the characteristics of the particular knowledge. The
system´s proposal will be demonstrated on the principle of several facilitators and
many system users (employees). The proposed system can be just the same used
for educational purposes, especially in lifelong learning.

Keywords: Corporate knowledge · Collective intelligence · Knowledge
management system · Information system · Knowledge representation

1 Introduction

Corporate education is emerging as one of the most influential, dynamic and effective
means for retaining existing employees or attracting new ones as well as facilitate inno‐
vation [1]. In this paper we propose a knowledge management system for managing and
refining corporate knowledge. This knowledge is organized and intended to be further
visualized to enable efficient knowledge extraction and use in business processes. The
managed knowledge can be in a form of the process or course (organized by time
sequence) or repository (i.e. collection of resources). In this paper we will use term
“process-based” (or “course-based” when more relevant) and “repository-based”
systems. Schemes, which are presented throughout this paper, are specified for processes
rather than collections. This is because in corporate environment the knowledge is
usually associated with particular business processes. These processes are best repre‐
sented in a form of course-based knowledge. In case of collections, organization by time
sequence would be simply replaced by other mean of organization. The system is
designed to be web-based to allow online immediate access. Regarding users, we expect
several facilitators and many users of the system (employees) in our proposal, however
it can be adapted to custom needs. By the role of facilitator is meant selected supervising
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employee or associate, who is in charge of selected business process. The role of regular
user is a representation of regular employee, who is participating in various business
processes.

In the case of this particular model, presented in this paper, the first hierarchical level
of resources is composed by knowledge representation of business processes. Each
process then creates its own repository, which is the second level of the hierarchy. These
repositories can be further divided by categories into groups. Throughout the chapter,
there are comments regarding possible extensions or modifications of this basic model,
which can be carried out in the implementation.

2 Conceptual Foundation

Our system´s proposal is based on the shortcomings of commonly used systems for
knowledge management systems and educational systems, which are very similar in the
need to organize knowledge and make it accessible for its users. They both support the
processes of traditional knowledge management such as creation, transfer and storage/
retrieval [2]. According to some authors, e-learning and knowledge management func‐
tion as complements and components critical to learning [3], which has a great role in
corporate knowledge management.

Peng et al. presented a knowledge management system which would support web-
based learning in higher education [4]. In this system, students showed their will to use
the system to select useful course resources for themselves because it is easy to integrate
the course resources to their own resources [4]. Similarly, we expect that employees
would appreciate the possibility to store the official corporate materials along with their
own knowledge. By doing so in our proposed system, at the same time they will
contribute to building and improving the corporate knowledge.

Each of the discussed issue will be labelled for later reference, following this format:
{xxx}, placed after the relevant issue. As the main limitations of process-based systems
such as learning management systems were identified [5]:

• (all system users) an insufficient personalization support for:
– organization of processes / courses {per1}
– organization of resources inside processes/courses {per2}
– annotation mechanisms (tags, notes, comments,..) {per3}

• (employees / students) the lack of visualization for distinguishing:
– the process/course basic structure {mng1}
– between important and optional resources {mng2}

• (facilitators / instructors) the system´s interface does not encourage:
– regular revising of existing content {mng3}
– disposing of outdated content {mng4}

Information overload is very common; we now live in a world of abundance where
editing and curating become more crucial than ever [7]. However user interface of these
systems usually does not encourage this desirable behaviour. Actions that are made easy
by system are more likely to occur, while those that have barriers are less likely to [8].
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The above mentioned issues were gathered by thorough literature study and personal
experience with several knowledge and learning management systems. Furthermore we
have conducted an analysis of 15 computer science courses in system used in University
of Hradec Kralove, Czech Republic. The most common way to organize content in
analysed course-based knowledge was:

• by category - primary content division, also in sidebar navigation, sections usually
partially reflect content types as categories {org1}

• by continuum (time) - secondary content division, usually used in lectures section,
which are divided into sessions {org2}

The analysis of selected knowledge repositories also identified several issues. We
have chosen well-known learning object repository Ariadne Foundation [9] and Multi‐
media Educational Resource for Learning and Online Teaching [10] for the thorough
analysis and encountered these issues:

• an inefficient and confusing hierarchy and labelling of categories {res1}
• search results are outdated or do not exist anymore - resources are not further

managed (revised, updated, deleted) {res2}
• metadata are missing, inaccurate, wrong or redundant - resources are not sufficiently

described {res3}

The following table (Table 1) presents the proposed areas of improvement for iden‐
tified issues of educational and knowledge-management systems. This will be used as
a guideline for the new system proposal. The personalization requirement is further the
prerequisite for the extension - collaborative knowledge building.

Table 1. The proposed areas of improvement

Support for issues
{ORG} organization of navigation items and
resources

{mng1} {mng2} {org1} {org2} {res1}

{MNG} management of resources {mng3} {mng4} {res2} {res3}
{PER} means of personalization (in
organization and management)

{per1} {per2} {per3}

3 The Core Management System

This chapter is devoted to the proposal of the core management system. In relation to
the proposed areas of improvement, this chapter is primarily focused on the means of
personalization {PER}. The management of resources is naturally also covered, however
mainly the fundamentals such as CRUD. The solution for identified issues regarding
management {MNG} will be subject of later chapters, especially Sect. 4 “Collaborative
knowledge building”. The core model assumes many facilitators (one facilitator per one
business process) and many users - employees (who can attend any number of these
courses).
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3.1 Core Functions

The core functions are represented by key activities, which users can perform in the
system. As the primary division of corporate content were selected businesses process,
as was already mentioned in the introduction to this chapter. Each process in a form of
respective course then creates its own repository, which can be further organized into
groups of resources - or simply categories. Individual resources or pieces of knowledge
present separate entries in the system.

Regarding personalization, the first issue to consider is the extent of possible person‐
alization. In current systems, user can often only “read” the content. While learning
business processes, employees are forced to create their own repository of materials,
either as a local copy of official materials or they are accumulating their own resources
or the combination of both. The lack of personalization support, which was discussed
in Sect. 6.1, can be divided into these two main categories:

• organization of resources (regrouping, adding, deleting) {per1}, {per2}
• modification of resources (annotation, highlighting, notes) {per3}

The first category of personalization (organization of content) is reflected on the key
activities list. These are: CRUD course, CRUD category and CRUD entry from the
facilitator´s role and CRUD custom category, CRUD custom entry and customize entry
from the common user´s role. The second category (modification of content) is contained
in “update” function from the “CRUD” acronym. “CRUD” is an abbreviation for four
basic functions of persistent storage: create, read, update, delete.

Organizing is usually a subjective process, when done by ambiguous schemes, and
language used for labelling is also often ambiguous [6]. Therefore users should be
allowed not only to add and modify files, but also change labels or the position of files
and thus adapt the environment to their needs. With this possibility, they could e.g.
relocate selected resources to the separate group (category) for easier access.

3.2 Main Segments of the System

The proposed system has two main segments. The first one we would call “core reposi‐
tory”, which in forms the central knowledge base. This repository provides access to all
business processes with all resources to both facilitators and employees. Employee´s access
can be restricted according to his enrolment or other requirements, this depends on the
actual implementation of the system. Employee´s access to the core repository is “read-
only”, as is the facilitator´s access to the course/process of other facilitator. Again,
according to actual implementation there could be several facilitators with rights to manage
single business process, however we will stick to the basic model. The facilitator can edit
his course directly in the core repository, edit categories and individual entries. The extent
of editing is characterized by CRUD. These changes would affect the view of core reposi‐
tory for every user of the system.

The second segment consists of individual user´s accounts, which is in fact the
implementation of employee´s personalization. It is not precluded that also a facilitator
can have his personalized account. However it is desirable that all employees could
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benefit from facilitator´s management of resources, therefore it should take place in the
core repository. In the scope of personalized user´s account and selected business
process, the employee can add his own content to the course, update the existing resource
or delete the extra resources. Of course, these changes would take effect only in the
individual user´s view, not in the core repository of resources. As far as an employee
does not personalize the business process, he will only “read” the core repository. When
the employee starts manipulating content, the changes are logged, new content is stored,
and his view of the course becomes the personalized course. However users should retain
the option to display the original course as it is stored in the core repository.

The possibilities of personalized organization of corporate content are depicted in
(Fig. 1). The diagram consists of the following use cases:

• user “Facilitator A” created “Business process A”, within this course he created three
categories (groups) “Rules”, “Partners” and “Evaluation” and within these categories
he added several entries in each;

• user “Facilitator B” created “Business process B” and analogically any number of
categories and entries;

• user “User 1” has access to both courses in the core repository;

Fig. 1. Personalized organization of knowledge
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• when “User 1” changes anything within the scope of any course, the personalized
version of the respective course is created;

• user “User 1” created his personalized course by deleting “Evaluation” category,
creating custom “My notes” category, creating custom entries in “Partners” and “My
notes” category and customizing entries in “Rules”

The resources are for simplicity presented as files in folders, labels were selected
arbitrarily for demonstration. For illustration only three users are showed in the schema.
However the proposed system supports unlimited number of both roles.

3.3 Information Architecture

Several key classes are considered in the system, from the object-oriented programming
point of view. These are: “course”, “category”, “entry” and “topic” in the core repository.
There is only one instance of the core repository, however there are many user accounts.
These accounts are represented by the following classes: “user”, “custom category” and
“custom entry”. It is important to note that the “custom entry” in the diagram can signify
both the new “custom entry” and the customization of existing entry. The concept of
“custom category” is analogical. The management of entries by topic presents an alter‐
native way of organization. The relations between the proposed key entities are further
specified:

• Course / process can contain any number of categories, every category has to be
placed in exactly one course / process

• Each category can contain any number of entries, every entry has to be placed in
exactly one category

• Category : Custom category (with relation to one selected user´s account)
– 1: 0 - category, with its only version in the core repository
– 0: 1 - custom category, with its only version in the user´s account
– 1: 1 - customized category, with its default version in the core repository and

customized version in the selected user´s account
• Entry : Custom entry (with relation to one selected user´s account)

– 1: 0 - entry, with its only version in the core repository
– 0: 1 - custom entry, with its only version in the user´s account
– 1: 1 - customized entry, with its default version in the core repository and custom‐

ized version in the selected user´s account
• User has exactly one user´s account with any number of custom and customized

categories and custom and customized entries

We can consider several useful attributes to complement proposed classes, although
actual implementation can differ according to the purpose of the developed system. The
common attributes include e.g. “description”, “notes”, “URL” or “attachment”. The
more special ones, which we propose, are:

• “priority”, intended for time organization scheme - can be filled in by an instructor
as a sequence, signifying order of the resource in the process. Priority will determine
horizontal arrangement of the navigation list of resources. An employee can switch
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views between organization by “priority” (common version from the core repository)
or “user priority” (personalized).

• “user rating” - continuum organization scheme, by which individual users can impose
effect on the core repository, as average rating of the respective resource. Again, user
should be able to switch views between organization by “average rating” (core repo‐
sitory) and “user rating” (personalized).

• “user progress” - an additional personalization technique

The system can implement various custom attributes, which can users add to the
resources in order to personalize the experience. User progress, expressed as a number
or percentage, could - similarly as user rating - function as a continuum organization
scheme. The resources in personalized view of the business process could be then
organized according to the user´s progress with the resource.

The ideas for possible variables as organization schemes are summarized in the
above (Table 2). An addition to the classical organization schemes are tags with variables
“topics” and “user topics”. Tags were identified as the categorical organization schemes
with cross-listing.

Table 2. Proposed variables as organization schemes

Org. scheme Variable used by the org.
scheme

Personalized variablea

Alphabet Title (of entry) User title (of custom entry)
Time Priority (of entry) User priority (of custom

entry)
Created/modified time
stamp

–

Category Category Custom category
Continuum Average rating User rating

– User progress
Tags Topics User topics

aCustom entry/category is the same as the customized entry/category

4 Collaborative Knowledge Building

The proposals in this chapter will primarily deal with limitations in the area of manage‐
ment of resources {MNG}. By collaborative knowledge building is meant the coopera‐
tion of facilitators and employees alike in order to keep resources correct and up-to-date.
This is very desirable especially in fields of business, which are under continuous
progressive development such as medicine or computer science, where stored and used
knowledge needs to be regularly updated. The proposed model´s purpose is to promote
regular revising of existing content {mng3} and disposing of outdated content {mng4}.
The lacks of such leads to usability issue such as that resources are not managed or
sufficiently described {res2}, {res3}.
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4.1 Extended Functions

In order to utilize collaborative knowledge building, the list of key activities would be
extended by these use cases: “approve and add custom entry”, “reject custom entry” and
“show new custom entries”. Collaborative knowledge building in the selected course in
the proposed system is formed by cooperation of one facilitator and many employees
participating in that business process. The actual implementation of the system can of
course benefit from cooperation of more facilitators or possibly across more processes.
Contributions from users are formed by their personalization; custom and customized
entries but also deleted entries. These are accessible to the facilitator as a list of modi‐
fications from all employees of the business process managed by him. The facilitator
can then accept new entries or modifications to the core repository, if he considers it an
improvement. If not, the modifications will remain in the particular employee´s account
and the core repository will remain unchanged for the rest of the employees. This way
the moderated improvement of the core repository such as central knowledge base would
be managed.

4.2 Process of Knowledge Building

The arrangement proposed in the previous section facilitates a follow-up of personali‐
zation - knowledge building. Users can access business processes from the core repo‐
sitory and they can personalize them. The “group repository” should reflect all
performed personalization, including the new content, modified content, information
about deleted content and changed labels and position of the content. Individual single-
purposed personalization is this way transformed into a reverse process, spontaneous
collective knowledge building. Facilitators receive feedback from users and as we
assume it will inspire them to revise regularly existing content and to dispose of outdated
content, which was one of the main discussed issues.

This idea is depicted in (Fig. 2). Employees can access knowledge about business
processes from the core repository. They can personalize knowledge representation of
business processes, by which they refine existing content and add new content. This
process leads to spontaneous knowledge building, which can be used by facilitators
(original creators) as a form of feedback. Ideally facilitators should be inspired to refine
the business processes based on users’ personalization. Collaborative building of
resources presents a viable solution of knowledge management. In order to transform
personalized knowledge management into a collaborative activity, facilitator is intended
to have access to personalized and newly created entries of users, which he can evaluate,
approve and add to the central repository.
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Fig. 2. The process of personalization leading to knowledge building

5 Conclusions and Discussion

The approaches and design proposals were demonstrated in the scope of business
processes in corporate environment. The form of courses was selected as the represen‐
tation of these processes. However as was already mentioned, the system´s proposal is
applicable for knowledge management in various areas. The management of knowledge,
information, work procedures etc. is important for every larger organization. Not only
corporate organization - they can be just groups of people connected via the internet,
who need to share some knowledge. Wikis are often used for this purpose and sometimes
it is sufficient. However in situations where knowledge base has to be used often and
efficiently, e.g. as a reference, the demands on organization and navigation are way
bigger than wiki-based system can provide. Also in the case of frequently updated
resources or resources with multidimensional categorization, the proposed design has
major advantages over simple solutions such as wiki. Especially in larger organizations
with many business processes.

As was already mentioned, the presented system´s proposal is not strictly delimited.
It provides exact design proposals, grounded in both theory and research. Especially
regarding usability aspects such as organization and knowledge-management aspects
such as personalization. The final system proposal is mostly a conceptual solution rather
than ready-to-use system. Therefore there are many areas, in which presented proposals
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serve as a loose guidance or overview of possibilities. The system´s core can be extended
and modified towards the actual implementation´s needs. These can originate e.g. from
specific field of business with special requirements on resources regarding their attrib‐
utes or means of categorization.

Entries are presented as a single class in the respective diagram (Fig. 2), which can
contain any type of content. However the actual implementation can benefit from distin‐
guishing several separate types of content. The type of resource can then serve as another
variable of organization schemes. They can also serve as a parameter, by which the
entries can be filtered. The possible variations are many.
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Dipolar Data Integration Through Univariate,
Binary Classifiers
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Abstract. Aggregation of large data sets is one of the current topics of
exploratory analysis and pattern recognition. Integration of data sets is a useful
and necessary step towards knowledge extraction from large data sets. The
possibility of separable integration of multidimensional data sets by one
dimensional binary classifiers is analyzed in the paper, as well as designing a
layer of binary classifiers for separable aggregation. The optimization problem
of separable layer designing is formulated. A dipolar strategy aimed at opti-
mizing separable aggregation of large data sets is proposed in the presented
paper.

Keywords: Data integration � Separability � Dipolar strategy � Univariate
binary classifiers � Partially structured data

1 Introduction

Explored data sets may contain many high-dimensional feature vectors which represent
objects (patients, events) [1]. We are considering a situation where a given data set can
be divided into learning subsets in accordance with a particular patient’s (objects)
category. As an example, clinical learning subsets may contain such feature vectors
which represent patients with only one disease. Separability of the learning sets means
that each feature vector belongs to only one learning set [2].

Exploratory analysis is aimed at discovering interesting, useful patterns in a given
data set. Data aggregation should result in decreasing the number of feature vectors.
This means that some feature vectors are merged into a new vector. The decreasing of
feature vectors dimensionality is also expected to be one of the results of data aggre-
gation procedures.

We will consider the process of separable data aggregation [3]. The term separable
aggregation means that only some feature vectors belonging to one learning set (to one
category) can be merged. Merging those feature vectors which represent objects of
different categories is not allowed in order to preserve data sets separability.

Pairs of feature vectors are referred to as dipoles in this paper. The term clear dipole
refers to the case, where both of the feature vectors constituting a given dipole belong
to the same category. Analogically, the term mixed dipole refers to the situation, where
each of the feature vectors from a given pair belongs to a different category [3]. It has
been proved that a layer composed of binary classifiers preserves the data sets
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separability during data transformation if and only if each mixed dipole is divided by at
least one binary classifier from this layer [4].

The formal neuron is an example of a binary classifier. The output of the formal
neuron is equal to one if and only if the weighted sum of input signals is greater or equal
to some threshold. If this sum is less than the threshold, then the output is equal to zero.

Decision rule of the formal neuron may depend on many input signals. Designing a
separable layer from formal neurons has been described in the earlier paper [4]. The
procedure proposed in this paper has been based on multiple minimization of the
convex and piecewise linear (CPL) criterion functions. The procedure od separable
layer designing from formal neurons could be costly if neurons have many input
signals. In the presented paper we are considering separable layer designing from such
binary classifiers which have only one input signal. Such univariate binary classifiers
can be also treated as a special type of formal neurons.

Univariate binary classifiers have also another important property. Such binary
classifiers allow to deal with partially structured data when particular objects are rep-
resented by feature vectors of different dimensionality. Such partially structured data
often occurs, for example, in deep learning tasks [6].

2 Partially Structured Learning Sets and Dipoles

Let us consider a set of m objects Ojðj ¼ 1; . . .;mÞ which can be characterized by the
numerical results xj;iðxj;i 2 R or xji 2 0; 1f gÞ of possible measurements of n features
xiði ¼ 1; . . .; nÞ.

We assume, that the collection F nð Þ ¼ x1; . . .; xnf g of a large number n of features
xi used in the objects Oj characterization has been fixed a priori, and is constant. But we
also assume, that not all features xi of the object Oj have been measured and can not be
used as the given object characterization by the n-dimensional feature vector xj:

ð8j 2 1; . . .;mf gÞ xj ¼ xj;1; . . .; xj;n
� �T ð1Þ

For each of m objects Ojðj ¼ 1; . . .;mÞ the subset Ij contain the indices i of such
features xiði 2 IjÞ which have been not defined (not measured) for this object.

ð8j 2 1; . . .; nf gÞ ð8i 2 IjÞ xj;i is not defined ð2Þ

Often in practice, the undefined elements xj,i (2) are assumed to be equal to zero
(xj,i = 0). In such cases, sparse matrix (table) X is obtained [5]:

X ¼ x1; . . .; xm½ �T ð3Þ

We assume that the data matrix X (3) has been divided into the K learning sets
Ck k ¼ 1; . . .;Kð Þ in accordance with additional expert knowledge (data labelling):
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Ck ¼ fxj : j 2 Jkg ð4Þ

where Jk are disjoined sets of the mk indices j:

ð8k0 6¼ k : k0; k 2 1; . . .;Kf gÞJk0 \ Jk ¼ ; ð5Þ

Definition 1: The learning sets Ck (4) are partially structured if they contain such
feature vectors xj = [xj,1,…,xj,n]

T (1) which have a part of such components xj,i which
have been not defined (2).

Generally, such components xj,i of the feature vector xj = [xj,1,…,xj,n]
T (1) which

have not been defined should not be used in decision rules and can often be reduced.
Reduced feature vectors xj have different dimensionality nj 0\nj\n

� �
The partially

structured data sets are composed of such feature vectors xj which have different
dimensionality nj. The partially structured data often occurs in practice, for example, in
the deep learning tasks [5]. Special mathematical and computational techniques are
needed for exploring these large data sets which are partially structured.

Definition 2: Two learning sets Ck and Ck′ (4) are separable, if such elements xj and xj′
which belong to different sets are not equal:

if ðk0 6¼ kÞ; then ð8j0 2 Jk0 Þ and ð8j 2 JkÞxj0 6¼ xj ð6Þ

where the inequality xj0 6¼ xj of the vectors xj0 ¼ ½xj0;1; . . .; xj0;n�T and xj ¼
½xj;1; . . .; xj;n�T means that there exists at least one feature xi i 2 Ij0 and i 2 Ij

� �
which

was measured in both objects Oj′ and Oj and gave different measurement results
ðxj0 6¼ xj;iÞ.

The assumption of the learning sets Ck (4) separability (6) is related to some
constraints in the structure of the subsets Ij (2) of the features indices i. Only such
partially structured data sets Ck (4) are considered in the paper in which the separability
property (6) is fulfilled.

Definition 3: Two vectors xj and xj′which belong to the different learning setsCkðxj 2 CkÞ
and Ck0 ðxj0 2 Ck0 Þ (4) constitute the mixed dipole {xj, xj′}.

Remark 1: Two feature vectors xj and xj′ which constitute the mixed dipole {xj, xj′}
have to be different ðxj 6¼ xj0 Þ.
Definition 4: Two different vectors xj and xj0 ðxj 6¼ xj0 Þ which belong to the same
learning set Ckðxj 2 Ck and xj0 2 CkÞ (4) constitute the clear dipole {xj, xj′}.

3 Transformation of Learning Sets by Separable Layers
of Univariate Binary Classifiers

Let us consider the layer of L univariate binary classifiers BCl (l = 1, …, L) with the
decision rules rl = r(hl, i(l); x) based on the feature vector x = [x1,…,xn]

T ðx 2 RnÞ:
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ð8l 2 1; . . .; Lf gÞ ð7Þ

rl ¼ rðhl; i lð Þ; xÞ ¼ 1 if xiðlÞ � hl
0 if xiðlÞ\hl

where hl is the thresholds qlðql 2 R1Þ and i(l) is index function i lð Þði lð Þ 2 1; . . .; nf gÞ
which links the l-th binary classifier BCl to the i(l)-th component xi(l) of the feature
vector x = [x1,…, xn]

T.
The complementary binary classifiers BCc

l are also introduced by the below deci-
sion rules rc(hl, i(l); x):

ð8l 2 1; . . .; Lf gÞ ð8Þ

rcl ¼ rcðhl; i lð Þ; xÞ ¼ 0 if xiðlÞ � hl
1 if xiðlÞ\hl

The complementary binary classifiers BCc
l (8) are based on the same thresholds hl

and the index function i(l) as the classifiers BCl (7).
The layer of L binary classifiers BCl (7) and BCc

l (8) transforms each of the m input
feature vectors xj = [xj,1,…,xj,n]

T (1) into the output vector rj′ with L binary compo-
nents rj′,l defined by the Eq. (7) or (8):

ð8j 2 1; . . .;mf gÞ rj0 ¼ rj0;1; . . .; rj0:L
� �T

;

where ð8l 2 1; . . .; Lf gÞrj0;l 2 0; 1f g
ð9Þ

It is assumed here that the indices j′ of the output vectors rj′ are some function j′ = j′(j)
of the indices j of the feature vectors xj (1). The layer of L binary classifiers results in data
aggregation if more than one feature vector xj (1) is transformed (1) into one output
vectors rj′ [4].

The complementary binary classifiers BCc
l (1) are introduced to avoid the situation

where all components rj,l of the output vector rj′ (9) are equal to zero, i.e. 8l 2
1; . . .; Lf g rj0;l ¼ 0 [4].

Definition 5: The layer of L binary classifiers is separable in respect to the learning
sets Ck (4) if and only if elements xj and xj′ of each mixed dipole {xj, xj′} (Definition 2)
are transformed (9) into different vectors rj and rj0 ðrj 6¼ rj0 Þ.
Remark 2: The l-th binary classifier BCl (7) and BCc

l (8) of the layer divides the dipole
{xj, xj′} if and only if one of the two below inequalities is fulfilled:

I: xj;iðlÞ � hl and xj0;i lð Þ\hl ð10Þ
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or

II: xj;iðlÞ\hl and xj0;i lð Þ � hl ð11Þ

where the function i(l) is defined in the decision rule (7) or (8), xj = [xj,1,…, xj,n]
T, and

xj′ = [xj′,1,…, x j′,n]
T.

In accordance with the decision rule (7) or (8), the inequalities (10) and (11) mean
that only one vector xj or xj′ from the mixed dipole {xj, xj′} gives the output rl = 1.

Remark 3: The layer of L binary classifiers BCl (7) and BCc
l (8) is separable in respect

to the learning sets Ck (4) if and only if each mixed dipole {xj, xj′} is divided in
accordance with (10) or with (11) by at least one binary classifier of this layer.

4 Optimized Strategy of Separable Layer Designing
from Univariate Binary Classifiers

In accordance with the Remark 3, the division of all the mixed dipoles {xj, xj′} is a
necessary and sufficient condition for the layer of L binary classifiers BCl (7) and BCc

l
(8) separability. The optimization of the designing process is aimed at decreasing the
number L of binary classifiers in the separable layer. This also leads to the decreasing
of the transformed vectors rj (9) dimensionality. In order to decrease the number of
different vectors rj (9) it is necessary to merge the greatest possible number of such
feature vectors xj which belong to the same learning set Ck (4).

The proposed strategy of the separable layer designing from binary classifiers BCl

(7) or BCc
l (8) is based on evaluating particular values hi,l of the threshold hl (7) on the

i-th axis (feature) xi. The selected values hi,l of the threshold hi (7) have been located in
the centers of such mixed dipoles {xj(l),i, xj(l+1).i} on the i-th axis xi which have the
smallest, but greater than zero length xjðlÞ;i � xjðlþ 1Þ;i

�� �� (Fig. 1):

hi;l ¼ xjðlÞ;i þ xjðlþ 1Þ;i
� �

=2 ð12Þ

where xj(l) = [xj(l),1,…, xj(l),n]
T and xj(k+1) = [xj(l +1),1,…,xj(l+1),n]

T, and xj(l+1),i xj(l),i > 0.
The example shown in Fig. 1 contains 8 objects Oj marked as “o” and 10 objects Oj

marked as “x”. Their objects Oj (j = 1, …, 18) could be represented by high dimen-
sional feature vectors xj (1) belonging to the learning sets C1 and C2 (4). All mixed
dipoles {xj, xj′} constituted by feature vectors xj (1) have been divided based on the i-th
feature xi by three binary classifiers BCl (l = 1, 2, 3) with the thresholds hi,1, hi,2, and
hi,3 adequately to the decision rule (7). The numbers ml of mixed dipoles {xj, xj′}

ooo    xxx x o oooo      xxx xxx
↑ ↑ ↑ xixiθ i,1 θ i,2 θ i,3

Fig. 1. Example of division of mixed dipoles {xj, xj′} on the i-th axis xi.
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divided by particular classifier BCl shown in the figure are equal to: m1 = 27, m2 = 20,
and m3 = 48.

The quality of the classifier BCl (7) or BCc
l (8) improves with increasing the number

ml of such mixed dipoles {xj, xj′} which are divided by this classifier.
The optimal threshold hi,l* (11) located on the i-th axis xi is characterized by the

greatest number mi,l* of the divided mixed dipoles {xj, xj′}:

ð8l 2 1; . . .; Lf gÞmi;l� �mi;l ð13Þ

where mi,l is the number of the divided mixed dipoles {xj, xj′} by the classifier BCi,l

with the decision rule (7).
The optimal threshold hi,l* can be found for each feature xi by using the inequalities

(13). Based on these inequalities the optimal axis xi* could also be identified. The
optimal axis xi* is characterized by globally the largest number mi*,l* of the divided
mixed dipoles {xj, xj′}.

ð8i 2 1; . . .; nf gÞmi�;l� �mi;l� ð14Þ

The globally optimal threshold hi*,l* (11) specified by the above inequalities allows
to define the decision rule (7) of the optimal binary classifiers BCi*,l*:

if xi� � qi�;l� ; then ri�;l� ¼ 1 else ri�;l� ¼ 0 ð15Þ

where xi* is the i*-th component of feature vector x = [x1,…,xn]
T.

The optimal binary classifier BCi*,l* (15) divides the mixed dipole {xj, xj′}
(Definition 2) if and only if the inequalities (10) or (11) are fulfilled with the i*-th
components xj, i* and xj′, i*:

I: xj;i� � hi�;l� and xj0;i�\hi�;l� ð16Þ

Or

II: xj;i�\hi�;l� and xj0;i� � hi�;l� ð17Þ

where xj = [xj,1,…, xj,n]
T and xj′ = [x j′,1,…, x j′,n]

T.
The optimal binary classifier BCi*,l* (15) divides the maximal number mi*,k* (14) of

mixed dipoles {xj, xj′} on the basis of the i*-th feature xi*. Usually not all the mixed
dipoles {xj, xj′} are divided in accordance with the inequalities (16) or (17). The below
procedure is aimed at division of all mixed dipoles {xj, xj′}.

Procedure of the separable layer designing

The proposed procedure includes L stages. The mi*,k*
I mixed dipoles {xj, xj′} are

divided in accordance with the inequalities (16) and (17) after the first stage (l = 1). All
these divided mixed dipoles {xj, xj′} are removed after the first stage. The yet undivided
mixed dipoles {xj, xj′} are used in the second stage (l = 2). During the second stage the
thresholds hi,l (12) can remain unchanged. Only the numbers mi,l

II of the mixed dipoles
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{xj, xj′} which are divided during the second stage (l = 2) are recalculated on the basis
of the inequalities (13) and (14).

The described scheme can be repeated in successive steps l (l = 1,…, L) until all
mixed dipoles {xj, xj′} are divided (split). h

Theorem 1: If the learning sets Ck (4) are separable (6), then all the mixed dipoles {xj,
xj′} will be divided after a finite number L of the stages l by using the univariate
splitting inequalities (16) and (17).

Proof: This theorem results directly from the described procedure of the separable
layer designing which has been described earlier for the first stage (l = 1). The sepa-
rable layer has been designed here from the univariate binary classifiers BCi*,l* (15).

In accordance with the Definition 1 of the separable sets, any two feature vectors xj
and xj′ which belong to different sets Ck and Ck′ (4) can-not be equal (6). The vectors xj
and xj′ are not equal (6) only if there exists at least one feature xi* for which the
inequality (16) or (17) is fulfilled. The inequalities (17) and (18) describe the uni-
variate, mixed dipoles {xj,i*, xj′,i*} which are divided by the binary classifier BCi*,l*

(15) based on the feature xi*. At least one mixed dipole {xj, xj′} is divided during each
stage l of the described designing procedure.

The number of the mixed dipoles {xj, xj′} created from the learning sets Ck (4) can
be very large, but is finite. Therefore, after the finite number L of the stages l all the
mixed dipoles {xj, xj′} will be divided. h

Theorem 2: The layer of the L optimal binary classifier BCi*,l* (15) transforms
K separable learning sets Ck (4) into the same number K of the separable sets Rk ¼
frj : j 2 Jkg composed of the transformed vectors rj (9).

The proof of the similar Theorem has been provided in the work [4].
The number mk of the transformed vectors rj (9) in each set Rk ¼ frj : j 2 Jkg is

equal to the number of the feature vectors xj in the learning sets Ck (4), but not all
transformed vectors rj (9) in particular set Rk are different. Some different feature
vectors xj from the same learning set Ck (4) can be merged in the same vectors rj (9).
As a result, the numbers mk0 of different vectors rj (9) in some sets Rk ¼ frj : j 2 Jkg is
expected to be smaller than the numbers mk of feature vectors xj in the learning sets Ck

(4). The learning sets Ck (4) are expected to be reduced as the result of the feature
vectors xj transformation (9) by the separable layer of univariate binary classifiers [4].

5 Data Integration by Separable Layer of Univariate Binary
Classifiers

The separable layer of L optimal binary classifier BCl (15) transforms each of the
m input feature vectors xj = [xj,1,…, xj,n]

T (1) into the output vectors rj = [rj,1,…, rj,L]
T

(9) with the L binary components rj,l. The parameter L is equal to the number of the
stages l during the procedure of separable layer designing. The binary components rj,i
of the output vectors rj can be defined on the basis of the decision rule (7) of the
optimal classifiers BCl into the below manner:
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ð8j 2 1; . . .;mf gÞ; ð8i 2 1; . . .; nf gÞ ð8l 2 1; . . .; Lf gÞ ð19Þ

rlðhi;l; xj;iÞ ¼ 1 if xj;i � hi;l
0 if xj;i\hi;l

Where rj(hi,l; xj,i) is the binary output of the classifier BCl which depends on the i-th
component xj,i of the feature vector xj and on the threshold hi,l.

In accordance with the optimal designing rules (15) and (16), there may exist up to
L values hi,l of the threshold for the each axis (feature) xi. We can assume without
constraints that the threshold values hi,l were arranged in the increasing order:

ð8i 2 1; . . .; nf gÞ ð8l 2 1; . . .; L� 1f ghi;l\hi;lþ 1 ð20Þ

We can remark on the basis of the above assumptions that the separable layer of
L optimal binary classifiers BCl (19) integrates some feature vectors xj from one of the
learning sets Ck (4) into the below homogenous subsets Dj′ labelled by different output
vectors rj′ of this layer (rj′ 6¼ rj′′ for j′ 6¼ j′′):

Dj0 ¼ fxj : rðw; h; xjÞ ¼ rj0 g ð21Þ

where r(h; xj) = [r1(hi(1),1; xj,i(1)), r2(hi(2),2; xj,i(2)),…, rL(hi(L),L; xj,i(L))]
T is the decision

rule of the separable layer which is based on the decision rules rl(hi,l; xj,i(l)) (19) of
particular classifiers BCl.

The decision rule r(h; xj) of the layer depends on the vector h = [hi(1),1,…, hi(L),L]
T

containing the thresholds hi,l of particular binary classifiers BCl (7) or BCc
l (8).

Let us assume that the thresholds hi,l have been ordered in non-decreasing manner
(hi,l � hi,l+1). It can be seen on the basis of the above assumption that each subset Dj′

(21) contains such mj′ feature vectors xj = [xj,1,…, xj,n]
T (1) from the learning set Ck (4)

which are defined by the below inequalities:

Dj0 ¼ fxj 2 Ck : ð8i 2 1; . . .; nf gÞ ð8l 2 1; . . .; L� 1f gÞ
hi;l � xj;i\hi;lþ 1g

ð22Þ

The inequalities mean that the subset Dj′ (21) has the shape of a cuboit in the
n-dimensional feature space Rnðx 2 RnÞ.

The homogenous data subset Dj′ (22) constitutes some pattern in the feature space if
it contains a distinctively large number mj′ of the feature vectors xj from one learning
set Ck (4). The proposed optimization strategy based on the Eqs. (14) and (15) is aimed
at increasing the numbers mj′ of the feature vectors xj in selected subsets Dj′ (22). The
result of such optimization strategy depends on the structure of a given data set X (3). It
can be expected that in many cases the proposed technique of the data table X (3)
integration could be very effective. In such cases the separable dipolar transformation
of elements xj of the learning data sets Ck (5) results in a low number of the different
transformed vectors rj′ (9) and in numerous data subset Dj′ (22).
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6 Concluding Remarks

The described method of the separable layer designing from univariate, binary clas-
sifiers BCl (16) allows to reduce m feature vectors xj (1) into m′(m′ < m) different,
output vectors rj′ (21). Each transformed vectors rj′ (21) is composed of L binary
components rj′, l (9). Large, homogeneous subsets Dj′ (21) represented by the vectors rj′
(21) result in a high degree of data aggregation performed by the separable layer.

The separable layer of L binary classifiers reduces m vectors xj (1) into m′(m
′ < m) different vectors rj′ (21). The output vectors rj′ (9) from the layer can be further
aggregated by next separable layer of binary classifiers. The hierarchical network of
separable layers allows to transform all feature vectors xj (1) from one learning set Ck

(4) into one output vector rk (21) of such network [4].
Multilayer hierarchical networks can be designed from univariate, binary classifiers

on the basis of the dipolar separability technique described in the paper. This approach
to hierarchical networks designing could be a complementary alternative to deep
learning methods [6].

It is worth emphasizing another important application of separable layers. The
transformation of the learning sets Ck (4) by the separable layer of L binary classifier
BCl (19) allows to replace partially structured feature vectors xj of different dimen-
sionality nj by the well structured transformed vectors rj (9) of the equal dimensionality
L. Such components xj,i of feature vectors xj which are not defined (2) can be treated as
missing data [2]. In this context, the transformation of feature vectors xj by the sepa-
rable layer may be understood as a data supplements tool.

Extraction of numerous data subsets Dj′ (22) can also be used for the purpose of
biclustering [7]. The biclusters Dj′ (22) obtained as a result of the separable data
aggregation through dipolar univarite classifiers BCl (19) can play a complementary
role to collinear biclusters [8].
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Abstract. Nowadays, there appears to be ample evidence that collectives can be
intelligent if they satisfy diversity, independence, decentralization, and aggre‐
gation. Although many measures have been proposed to evaluate the quality of
collective prediction, it seems that they may not adequately reflect the intelligence
degree of a collective. It is due to the fact that they take into account either the
accuracy of collective prediction; or the comparison between the capability of a
collective to those of its members in solving a given problem. In this paper, we
first introduce a new function that measures the intelligence degree of a collective.
Following, we carry out simulation experiments to determine the impact of diver‐
sity on the intelligence degree of a collective by taking into account its cardinality.
Our findings reveal that diversity plays a major role in leading a collective to be
intelligent. Moreover, the simulation results also indicate a case in which the
increase in the cardinality of a collective does not cause any significant increase
in its intelligence degree.

Keywords: Wisdom of Crowds · Intelligent collective · Integration computing

1 Introduction

In recent years, research on Wisdom of Crowds and its applications have shown that a
collective is superior to its individuals in solving a wide variety of difficult problems [1–
4]. Intuitively speaking, this capability is due to the fact that a collective may have new
information, new perspectives, etc. to a given problem that single individual does not
possess. In [2] Surowiecki has put forward a hypothesis: “A collective is more intelligent
than single individuals”. However, it can be argued that not all collectives of individuals
can be considered intelligent. A collective can be intelligent if it satisfies: diversity,
independence, decentralization, and aggregation. By diversity, we have in mind a
variety of individual backgrounds or individual opinions on the problem that needs to
be solved. Independence means that an individual opinion must be made independently
of others in the collective [2, 3, 5]. Moreover, the existence of decentralization guaran‐
tees that members freely in making their opinions and thus ensures the existence of
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diversity in a collective. The last criterion, aggregation, is assumed as an appropriate
method in which the individual opinions are combined.

In this paper, the term collective is considered as a set of predictions given by a
number of members (such as humans or agent systems) on a given judgment or predic‐
tion problem. These predictions can be different from each other because collective
members may have different backgrounds or different knowledge bases. On the basis of
individual predictions, we need to determine a consistent one, called Collective Predic‐
tion that can be considered as representative of the collective as a whole. In general, it
can be argued that the following conventional measures can be used to determine the
intelligence degree of a collective: the difference between the collective prediction and
the proper value [2, 6–9] (Diff); the number of times in which the collective prediction
outperforms the individual ones [10, 11] (WR); the quotient of the individual errors and
the collective error [11] (CIQ).

Let us consider the following situation: a number of people are asked for giving
predictions on the outcome of a future event. Suppose that we have two collectives with
the same cardinality. The predictions in the first collective are closer to the proper value
than those in the second one. However, the collective predictions of these collectives
reflect the proper value to the same degree. Intuitively speaking, the first collective is
more intelligent that the second one. According to Diff measure, however, these collec‐
tives have the same intelligence degree. Conversely, according to CIQ measure, the
second collective is more intelligent. Even though, in the case of using WR, two collec‐
tives will have the same intelligence degree if their collective predictions outperform
all individual predictions regardless the difference between collective prediction and the
proper value. From these limitations, in this paper, we will define a new function for
measuring the intelligence degree of a collective that takes into account both collective
prediction as well as individual predictions.

Additionally, diversity can be considered as the most important criterion of intelli‐
gent collectives. On the one hand, a collective involving diverse members may add new
information, new perspectives to the problem that needs to be solved. On the other hand,
the diversity of individual predictions has been proven to come in useful to avoid the
phenomenon of the so-called correlated error [12–14]. Moreover, a factor that easily
controls to enhance the diversity of a collective is to enlarge its cardinality [15]. Taken
together, in this paper, we investigate the impact of diversity on the intelligence degree
of a collective by taking into account its cardinality. To the best of our knowledge, these
research problems have not been widely investigated in the literature.

The remainder of the paper has the following structure: Sect. 2 introduces some
related works. The measure of the intelligence degree of a collective is presented in
Sect. 3. Section 4 introduces the research model of the paper. Section 5 reports the
simulation experiments and their evaluation. The final section includes some conclu‐
sions and future work.
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2 Related Works

According to the statistical analysis from the game show “Who Wants to be a Million‐
aire?” and many other experiments [2], Surowiecki has put forward a hypothesis: “A
collective is more intelligent than single individuals”. However, a raising question is
whether all collectives are intelligent. A collective can be considered intelligent if it
satisfies diversity, independence, decentralization, and aggregation.

In general, based on the difference between the collective prediction and the proper
value [2, 6–9], we can state that a collective is more intelligent than another one if its
collective prediction is closer to the proper value. This measure is widely used in the
related works. For instance, in the experiments conducted by Galton in 1907 with 800
individuals on the problem of estimating the weight of an ox [6]. The collective guess
was only 0.8% off from the actual weight of the ox. Similarly, in the problem of guessing
the number of beans in a jar [2], the collective guess is only 2.5% off from the actual
number of beans in the jar. Later, in [10, 11] the authors have introduced two additional
measures. The first one, called win ratio, is based on the number of times in which the
collective prediction outperforms the individual ones. Meanwhile, the second one is
based on the quotient between the individual errors and the collective error. In general,
these measures are mainly based on the capability of a collective in comparison with its
members in solving a given problem.

However, these measures also have some limitations. In case two collective predic‐
tions reflect the proper value to the same degree, both of them will have the same intel‐
ligent degree (using Diff measure). Moreover, a collective involving widely dispersed
predictions will be more intelligent than that involving consistent predictions (using QIC
measure). Nevertheless, two collectives have the same intelligence degree if their
collective predictions outperform all individual predictions without considering the
difference between collective prediction and the proper value (using WR measure). If
we consider the problem of predicting the future temperature of a region the experiments
conducted by Wagner in [11], the collective prediction is only 0.89 (Celsius) off from
the actual temperature (29.00). However, it still does not satisfy the predefined intelligent
criterion (CIQ > 10). Conversely, in the experiments on predicting the number of jelly‐
beans, the collective prediction is 44.37 while the actual quantity is 46. That is, the
collective satisfies the intelligence criterion.

It can be said that diversity is one of the most important criteria for determining the
intelligent of a collective. There are two main kinds of diversity: diversity in the compo‐
sition of collective members and diversity of individual predictions on the given
problem. The former kind of diversity is understood as the variety of individual back‐
grounds, knowledge bases, and so forth. Meanwhile, the latter kind corresponds to the
difference among individual opinions on the same problem. To date, these kinds of
diversity have been proven useful in leading to a collective to be intelligent [5, 16–21].
Moreover, a common factor that can easily control to enhance the diversity level of a
collective is to enlarge its cardinality. In [22], the experiments conducted by Wagner
and colleagues have revealed that a large collective has a positive impact on the collec‐
tive prediction. Similarly, in [23] collectives of 18 members are better than those of 8
members in predicting the demand for 38 summer trips. In previous works [24, 25],
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based on Euclidean space, we have also confirmed that the large collective has a positive
impact on the accuracy of collective prediction.

3 Intelligence of a Collective

Let U be a set of values representing the potential predictions of a given problem in the
real world. By symbol 

∏
(U) we denote the set of all non-empty finite subsets with

repetitions of U. The collective of predictions provided by collective members on a
specific problem, denoted by X ∈

∏
(U), has the following form:

X =
{

x1, x2,… , xn

}
(1)

where n represents the number of predictions in a collective.
Based on consensus choice, there are two most popular criteria used to determine

the collective prediction of a collective. They are 1-Optimality and 2-Optimality (O1
and O2 respectively). In this paper, we used criterion O2:

d2(x∗, X) = miny∈U d2(y, X)

where x* presents the collective prediction of collective X and
d2(y, X) =

∑n

i=1 d2
(
y, xi

)
.

Definition 1. The intelligence degree of a collective is defined by a function Int as
follows:

Int:
∏

(U) → [0, 1] (2)

where 
∏

(U) is set of non-empty subsets with repetition of universe U.
In order to define a function that serves for measuring the intelligence degree of a

collective, we consider the following assumptions.

Definition 2. The function Int should satisfy the following conditions:

1. ∀X ∈
∏

(U):
(a) ∀xi ∈ X: If 

(
r = xi

)
∧ (r = x∗), then Int(X) = 1.

(b) ∀xi ∈ X: If 
(
d
(
r, xi

)
= 1

)
∧ (d(r, x∗) = 1), then Int(X) = 0.

2. ∀X, Y ∈
∏

(U):

If (d(r, x∗) = d(r, y∗)) ∧

(
d(r, X)

n
≤

d(r, Y)

m

)

, then Int(X) ≥ Int(Y).

where x*, y* represent the collective predictions of collective X and Y respectively, r
represents the proper value.

The first condition deals with some special cases of the intelligence measure. Intui‐
tively, it can be said that a collective achieves the maximal intelligence degree if its
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predictions are on the target. However, if individual predictions present the maximal
difference from the proper value, then the intelligence degree of the collective will be
minimal. The next condition presents the intelligence degree of a collective in compar‐
ison with another collective. If the individual predictions in collective X are closer to
the proper value than those in collective Y and their collective predictions reflect the
proper value to the same degree, then the intelligence degree of collective X is higher
than that of collective Y.

Definition 3. Function Int satisfying the conditions in Definition 2 has the following
form:

Int(X) = 1 −

(

(1 − 𝛼) ×
d(r, X)

n
+ 𝛼 × d(r, x∗)

)

(3)

In [26], it was shown that: d(r, x∗) ≤
d(r, X)

n
. Therefore, the values of Int are bounded

between 0 and 1. We consider the following numerical example of the intelligence
degree.

Example 1. Given collectives X =
{

x1, x2
}
, Y =

{
y1, y2

}
 and Z =

{
z1, z2

}
 such

that:

• d
(
r, x1

)
= d

(
r, x2

)
= 1 and d(r, x∗) = 0

• d
(
r, y1

)
= d

(
r, y2

)
= 1 and d(r, y∗) = 1

• d
(
r, z1

)
= d

(
r, z2

)
= 0.5 and d(r, z∗) = 0

The values of Int for these collectives with some extreme values of α are shown in
Table 1.

Table 1. A numerical example of intelligence measure

[α = 0.0] [α = 0.5] [α = 1.0]
Int(X) 0.0 0.5 1.0
Int(Y) 0.0 0.0 0.0
Int(Z) 0.5 0.75 1.0

According to Table 1, if function Int only takes into account the differences between
the proper prediction and the individual predictions ([α = 0.0]), then collective X and Y
have the same intelligence degree. It seems irrational because the collective prediction
of collective X is better than that of collective Y. Similarly, in the case of [α = 1.0], both
collective X and Z have the same intelligence degree. However, the individual predic‐
tions in collective Z are closer to the proper value than those in collective X. In the case
of [α = 0.5], the intelligence degree of collective Z is highest in comparison with others.
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4 Research Model

As aforementioned, the main concern of the paper is to investigate the impact of diversity
and cardinality on the intelligence degree of a collective (see Fig. 1). The collective
cardinality presents the size of a collective, whereas diversity is considered as the variety
of individual predictions in a collective.

Fig. 1. Research model

In this work, we used the function defined in [8] to measure the diversity of a collec‐
tive. This function takes into account the differences between individual predictions.

c(X) =

⎧
⎪
⎨
⎪
⎩

1
n(1 − n)

n∑

i=1
d
(
xi, X

)
, for n > 1

0, otherwise
(4)

where d
(
xi, X

)
=

n∑

j=1
d
(
xi, xj

)
 and d

(
xi, xj

)
 represents the difference between xi and xj. It

can be said that a collective whose predictions are close together, will have the small
diversity value.

5 Experimental Results and Their Evaluation

5.1 Simulation Design

In this section, we will present simulation experiments to determine how diversity and
collective cardinality affect the intelligence degree of a collective. Suppose that the
difference between the proper value and potential predictions in a collective does not
exceed a predefined threshold 𝜕, that is, for all x ∈ U we have that d(r, x) ≤ 𝜕. In this
paper, we use 𝜕 = 500, and the proper value is 1000. For such assumption, U is a set of
integers whose values range from 500 to 1500. We simulated collectives with different
levels of diversity. The magnitude of each diversity level used here is 5 times smaller
than the value of 𝜕. Specifically, the diversity levels will be D100, D200, D300, D400,
and D500 corresponding to the values of diversity that belong to the intervals [0, 100),
[100, 200), [200, 300), [300, 400), and [400, 500), respectively. We have no prior
knowledge of choosing an appropriate value of cardinality. Thus, the collective cardin‐
alities used are 9, 109, and 209.

88 V.D. Nguyen et al.



5.2 The Impact of Diversity on the Intelligence of a Collective

The accuracy of the collective prediction cannot be less important than the average of
the differences between individual predictions and collective prediction in the measure
of the intelligence of a collective. Taking it into account in Eq. (2) we use α = 0.5,
α = 0.7, and α = 0.9. For each setting, we simulated 100 collectives with the same
cardinality but with different diversity levels. Moreover, in Eq. (2), all differences
between individual predictions and the proper value are normalized to [0, 1], therefore,
in the next simulation we use the following formula for such normalization.

∀xi ∈ U : 𝛿
(
r, xi

)
=

d
(
r, xi

)

𝜕
(5)

The simulation results are presented in Figs. 2, 3 and 4.

Fig. 2. Impact of diversity on the intelligence degree of a collective [α = 0.5]

Fig. 3. Impact of diversity on the intelligence degree of a collective [α = 0.7]
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Fig. 4. Impact of diversity on the intelligence degree of a collective [α = 0.9]

Intuitively, the values of Int (in the case of α = 0.5) grow with the diversity level up
to D300 (even up to D400 with collectives of 9).

Similarly, the values of Int (in the cases of α = 0.7 and α = 0.9) grow with the diversity
level up to D400 (even up to D400 with collectives of 9). Moreover, it can be said that
the collective predictions of collectives with higher diversity levels will be more accu‐
rate. Thus, the higher value of α we choose, the higher the value of Int we get. From
these results, we can state that diversity has a positive impact on the intelligence of a
collective. Furthermore, as follows from the figures shown above, we can also intuitively
state that the collective cardinality positively affects the intelligence degree of a collec‐
tive. Especially, it seems that there exists a significant difference between intelligence
degrees of collectives with cardinalities of 9 and 109. For further analysis of the impact
of collective cardinality, in the next section, a statistical analysis is reported

5.3 Statistical Analysis

In this section, we perform a statistical test to verify the significance of the differences
between intelligence degrees of collectives with the same diversity level but with
different cardinalities. According to the results of Shapiro-Wilk test, our data do not
come from a normal distribution. Therefore, we perform Kruskal-Wallis test for such
statistical analysis.

According to Table 2, the differences among intelligence degrees of collectives with
the same diversity level but with different cardinalities (9, 109, and 209) are statistically
significant. Note that, for all statistical analyses, the significance level 0.05 is used.
However, there also exists a situation (D100) in which these differences are not statis‐
tically significant (the p values are much higher than the significance level). It is because
when the predictions in a collective are close to each other (small diversity level), then
the increase in the cardinality of a collective does not cause any increase in its intelli‐
gence degree.
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Table 2. p values of statistical analysis for collectives with cardinalities 9, 109, 209

D100 D200 D300 D400 D500
α = 0.5 0.993 1.4134E-06 1.09699E-14 1.30906E-10 3.37784E-07
α = 0.7 0.744 2.10282E-05 2.80036E-19 3.68219E-12 2.29235E-14
α = 0.9 0.479 4.61576E-08 1.58988E-21 7.22501E-23 4.92926E-12

6 Conclusions and Future Works

This paper has introduced a new function that aims at measuring the so-called intelli‐
gence degree of a collective. This function is defined based on the differences between
the collective prediction and the proper value as well as between individual predictions
and the proper value. Subsequently, we have studied the impact of diversity on the
intelligence degree of a collective taking into account its cardinality. The simulation
results indicated that these factors play a major role in leading a collective to be intel‐
ligent. However, the simulation results also indicate the case in which the increase of
the cardinality of a collective does not cause any increase in its intelligence degree. In
the future work, we will extensively investigate the research problem to determine a
proper value of α in the function measuring the intelligence degree of a collective. Also,
the criteria proposed by Surowiecki [2] will be taken into account to build a model for
intelligent collectives. Moreover, the problem of processing large collectives [27], and
transferring knowledge among collective members [28] should also be considered.
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Abstract. We present RuQAR, a tool that supports the ABox rea-
soning as well as query answering with OWL 2 RL ontologies. RuQAR
provides a non-naive method of transforming such ontologies into rules
which can be executed by a forward chaining rule engine. Thus, query
answering can be performed using functions available in a rule engine.
Moreover, RuQAR supports a relational database access which extends
reasoning scalability. We evaluate our tool using the LUBM benchmark
ontology and data stored in relational databases. We describe our app-
roach, RuQAR’s implementation details as well as future research and
development.

Keywords: Query answering · OWL 2 RL · Rule engine · Database
access

1 Introduction and Motivation

The second version of the Web Ontology Language (OWL 2) offers three profiles
providing significant advantages in different application scenarios. These profiles
are: OWL 2 EL, OWL 2 RL and OWL 2 QL. All of them are defined as syntactic
restrictions of OWL 2 [11] with different computational complexity. OWL 2 RL,
which we are focused on, provides the implementation of polynomial time reason-
ing algorithms in a standard rule engine. Moreover, this profile has been designed
to perform reasoning tasks in a forward chaining rule system by implementing a
set of predefined rules. However, a naive implementation of OWL 2 RL reasoner
is known to perform poorly with large ABoxes [7]. Furthermore, the official list1

of OWL 2 reasoners supporting OWL 2 RL is limited. Moreover, there is a lack
of tools that can generate rules for different rule engines.

Usually, a rule-based system processes data only in its working memory which
is limited by available RAM space. According to a forward chaining mechanism
(bottom-up evaluation), commonly used in reasoning tasks, a user gets conclu-
sions as a set of inferred facts. In this set it is hard to find a fact or facts which
the user is interested in. Thus, there is a need for executing a query in order

1 http://www.w3.org/2001/sw/wiki/OWL/Implementations.
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to obtain the necessary results. This is a better way than looking through the
working memory manually. Moreover, the forward chaining approach performs
reasoning with all facts in the working memory. Therefore, some of the inferred
facts are useless and many rules are fired unnecessarily. As a result the efficiency
of the query answering process is decreased. One way of increasing the efficiency
and scalability is to store data outside the working memory and load facts only
when needed. Thus, the scalability and efficiency of reasoning as well as query
answering will be increased.

According to the aforementioned issues we are motivated to provide an easy-
to-use framework for performing the ABox reasoning with OWL 2 RL ontologies
in any forward chaining rule engine. Moreover, we want to support efficient
query answering with relational data that is semantically described by the use
of mappings between an ontology and a database schema. In this paper we are
focused on query answering with OWL 2 RL ontologies executed by forward
chaining rule engines. However, presented approach can be applied to ontologies
that are more expressible than OWL 2 RL. It is possible because we use HermiT2

in order to execute the TBox reasoning (with the terminological part of an
ontology) first. Then, we start the ABox reasoning (with the assertional part
of the ontology). Thus, we can employ a rule-based engine in order to execute
reasoning and query answering.

The main goal of this paper is to present database connectivity of the RuQAR
(Rule-based Query Answering and Reasoning) framework in which query answer-
ing and reasoning can be performed using Drools3 and Jess4. Moreover, we
present RuQAR’s evaluation using the LUBM ontology benchmark [6].

The remaining part is organized as follows. Section 2 discusses the related
work. Section 3 presents the overview of the translation of an OWL 2 RL ontol-
ogy into rules. Relational database access is presented in Sect. 4 whereas Sect. 5
describes the implementation details and experimental evaluation of RuQAR.
Section 6 contains concluding remarks and the description of future work.

2 Related Work

A storage method for ABox as well as reasoning results in a relational data-
base is described in [4]. The presented OwlOntDB system proposes a novel
database-driven forward chaining method that executes scalable reasoning over
OWL 2 RL ontologies with large ABoxes. However, OwlOntDB does not support
query answering “on-the-fly”. Addition of one fact requires to perform reasoning
and materializing once again. Without this, an answer may be not complete or
sound.

OWL 2 RL rule-based reasoners are presented in [12]. In this case Jess and
Drools perform inferences with rules that directly represent the semantics of
the OWL 2 RL Profile. As a result, these rules can be perceived as the naive
2 http://www.hermit-reasoner.com/.
3 http://www.jboss.org/drools.
4 http://jessrules.com/.

http://www.hermit-reasoner.com/
http://www.jboss.org/drools
http://jessrules.com/


RuQAR: Querying OWL 2 RL Ontologies 95

ones. Moreover, in this approach a non-triple based representation of facts and
patterns in rules is applied which makes it difficult to use in other applications.

In [9] another scalable OWL 2 RL reasoner is presented. In this case an
inference engine is implemented within the Oracle database system. The pro-
posed reasoner introduces novel techniques for parallel processing with special
optimizations for computing owl:sameAs property. However, in this approach
“on-the-fly” query answering is also not supported.

The most closely related work regarding ontology transformation is an app-
roach employed in DLEJena [10]. Nevertheless, DLEJena is able to use only
one reasoning tool (Jena in contrast to Jess and Drools in our case). Moreover,
we employ slightly different translation approach. DLEJena uses template rules
to produce instantiated rules whereas we provide a Java-based generation of
rules. Such an approach do not produce redundant instantiated rules as in [10].
Furthermore, in DLEJena the entailment rules are created at runtime whereas
RuQAR produces ABox rules ahead of the reasoning process.

3 Ontology Translation Method

When applying a rule engine to an ontology-based reasoning one needs to trans-
late the ontology into rules and facts. In our previous work [2] we proposed an
approach that splits such a reasoning into two successive processes: the TBox rea-
soning (which solves the concept subsumption problem) and the ABox reasoning
(which solves the instance checking problem). Moreover, we provided a method
of translating an OWL 2 based ontology into two sets: one of rules and one of
facts. In this section we present the main overview of previously proposed app-
roach which is necessary to understand the following sections. However, more
details can be found in [1,2].

Since we focus on execution of rule-based reasoning with different rule engines
we proposed the Abstract Syntax of Rules and Facts (ASRF). Rules and facts
generated by our translation method are both expressed in ASRF first. Then, it
is required to translate ASRF expressions into the native language of a chosen
rule engine. However, RuQAR provides the translation into Jess and Drools out
of the box.

The translation schema of an OWL 2 ontology into ASRF sets is presented
in Fig. 1. It consists of the following steps:

1. An OWL 2 ontology is loaded into the HermiT engine with assumption that
this ontology is consistent.

2. The TBox reasoning is executed by HermiT. As a result, a new classified
version of the ontology (new TBox) is obtained.

3. The ontology is translated into rules and facts expressed in ASRF. However,
in case when the ABox is empty, a set of facts is also empty.

According to the aforementioned schema, by having two ASRF sets we sepa-
rate the TBox part (set of rules) from the ABox part (set of facts) of an ontology.
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Fig. 1. Translation schema of an OWL 2 ontology into the ASRF syntax.

Thus, we are able to perform the ABox reasoning with a forward chaining rule
engine after the translation of both ASRF sets into the engine’s language.

After the classification performed by HermiT, our translation of an OWL 2
ontology into a set of ASRF rules is performed in the following way. For each
supported OWL 2 RL/RDF rule and the corresponding OWL 2 RL axiom in
the given ontology a rule that reflects the expression in this ontology is cre-
ated. In other words, rather than transforming the semantics of OWL 2 RL
into rules we create rules according to this semantics combined with a given
ontology. For example, when an ObjectProperty hasCousin is defined as a Sym-
metricObjectProperty our method will generate a rule that follows the semantics
of the property. As a result, when an instance of hasCousin occurs, a symmetric
instance should be inferred (the following shortcuts are made: S for Subject, P
for Predicate and O for Object):

If (Triple (S ?w) (P “hasCousin”) (O ?z)) (1)
Then (Triple (S ?z) (P “hasCousin”) (O ?w))

Therefore, rule (1) reflects the semantics of prp-symp rule from Table 5 in [11].
Such semantically equivalent rules containing a direct reference to a given ontol-
ogy are created for each OWL 2 RL axiom that exist in this ontology. Each
generated rule is an instantiated version of the corresponding OWL 2 RL/RDF
rule for a particular TBox. As a result generated rules should be perceived as
ontology instance related rules (i.e. instantiated rules or ABox rules). We call
these rules ontology-dependant since they express the semantics of a particular
TBox and are intended for the ABox reasoning (with facts). Thus, the rules
can be directly applied in a forward chaining rule engine after the translation
from ASRF to the engine’s language. As a result, an execution of a reasoning
with the assertional part is provided. Such an approach has a positive impact
on the efficiency of reasoning since the semantics of TBox is directly reflected in
the generated rules. Furthermore, the average number of conditions in the bod-
ies of rules is smaller than in the corresponding OWL 2 RL/RDF rules, which
consequently increases the efficiency of reasoning.

Current RuQAR implementation lacks support of some rules defined
in OWL 2 specification [11]. We decided to use the simplest subset of
OWL 2 RL/RDF rules which is easily implementable in any reasoning engine.
Moreover, we excluded rules that are “constraint” rules (e.g. cls-nothing2 from
Table 6 in the OWL 2 RL Profile) and rules that are not used in the ABox
reasoning (e.g. rules from Table 9 in [11]). Nevertheless, some rules need to be
implemented, e.g. cls-maxqc3 from Table 6 in [11].
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Our translation method may provide more entailments during reasoning than
those represented by OWL 2 RL/RDF rules. It results from the fact that we
apply a DL-based reasoner and the TBox reasoning first. Nonetheless, it is deter-
mined by the expressivity of a given ontology. However, the application of our
approach to an ontology that contains expressions beyond OWL 2 RL Profile
will not provide the same entailments as derived by an appropriate DL-based
reasoner. As a result, the reasoning with RuQAR will be sound but not com-
plete. We observed such a case in our evaluation with LUBM ontologies where
all results obtained with RuQAR were within entailments derived by Pellet5.
This is a correct result since constructions used in LUBM ontologies are beyond
the OWL 2 RL axioms.

4 Mapping Ontology Predicates to Relational Data

In order to enable semantic access to relational data, it is necessary to express
relational concepts in terms of ontology concepts, that is to define mappings
between a relational schema and ontology classes (concepts) and relations (roles).
Given such mappings, one can transform relational data to RDF triples and
process that copy in semantic applications. This method has an obvious draw-
back, such as maintaining synchronization. Another method is to create a data
adapter based on query rewriting. Such adapters can rewrite SPARQL [5] query
to SQL [3] query and execute it in RDBMS. Such a method could be fast in
data retrieval, but without a reasoner, the full potential of ontology cannot be
exploited. The third method is to generate semantic data from relational data
“on-the-fly”, on demand for the requesting application, and then process that
data with a reasoner. We use such a method to fill a gap between the represen-
tation of relational data and the semantically described data.

A very important step in our mapping approach consists of linking data
stored in a relational database to a knowledge base (an ontology). We accomplish
this by creating mapping rules which contain SQL queries in their heads. These
rules serve as mappings that are used to relate knowledge predicates and the
corresponding database.

In our mapping method we assume that an ontology which will be used and
translated into rules is properly constructed (i.e. the ontology is classified with-
out inconsistencies). Then, it is required to define predicate-database mappings.
Each predicate-database mapping is defined as a rule of the following form:

Ontology predicate → SQL statement (2)

A result of each SQL statement should return rows with one, two or three
columns representing instances of a class, a property or a triple, respectively. The
body of each mapping rule contains an ontology element which will be instanti-
ated when an SQL query, that resides in the head, is executed. In other words,

5 https://github.com/stardog-union/pellet.

https://github.com/stardog-union/pellet


98 J. B ↪ak and M. Blinkiewicz

every execution of an SQL query provides a set of RDF triples. We assume that
every SQL query has one of the following permissible forms (query patterns):

SELECT Col1 FROM ∗ WHERE (Col1 is not NULL); (3)
SELECT Col1, Col2 FROM ∗ WHERE

((Col1 is not NULL) AND (Col2 is not NULL)); (4)
SELECT Col1, Col2, Col3 FROM ∗ WHERE

((Col1 is not NULL) AND (Col2 is not NULL)) AND (Col3 is not NULL)); (5)

where:

– COl1, COL2, COL3 are the attributes (columns) that occur in the result of
a query,

– ∗ is an SQL statement; it can contain SQL commands that are available in
the SQL server - e.g. nested Select query or a table name,

– (COLx is not NULL) means NULL results are not allowed.

The default meaning of a query pattern is to provide an access to a relational
database by obtaining results of the query execution. Pattern (3) can be used to
obtain instances of a class; pattern (4) gathers instances of a property whereas
pattern (5) aims at loading different kind of triples. Patterns are designed in
a way it is easy to execute them with or without values. Execution of each
pattern without values returns all mapped instances. Otherwise, only requested
instances will be returned (if they occur in a database). In that way values can
be perceived as constraints. For example, let assume that we have the following
pattern for a property worksFor :

SELECT IDEmployee, IDCompany from Employee WHERE

((IDEmployee is not NULL) AND (IDcompany is not NULL)); (6)

Pattern (6) tries to obtain instance(s) of relation worksFor between an
employee’s id and a company’s id. If we do not know any value of used columns
(IDEmployee or IDCompany) we can execute query which looks exactly the same
as pattern (6). However, in case when values of variables are known we execute
the following queries:

SELECT IDEmployee, IDCompany from Employee WHERE

((IDEmployee in (4, 5, 6)) AND (IDcompany is not NULL)); (7)
SELECT IDEmployee, IDCompany from Employee WHERE

((IDEmployee is not NULL) AND (IDcompany in (11, 13, 15))); (8)

In that case IDEmployee values 4, 5, 6 and IDCompany values 11, 13, 15 are
known. As a result we obtain instances of worksFor property that contain those
values. However, we can execute query (9) that contains both values:

SELECT IDEmployee, IDCompany from Employee WHERE

((IDEmployee in (4)) AND (IDcompany in (100))); (9)
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Each mapping rule that follows our method includes SQL pattern (query) in the
head while the body contains an ontology predicate (class or property) or a triple.
Every time, when an instance of a class/property/triple is required, we add a spe-
cial trigger fact which activates a rule. When the rule fires, the corresponding
SQL query is executed and results are added to a reasoning engine. As a result,
query answering process fires rules with SQL queries only when there is a need
for accessing data. It is important to note that queries that follow our patterns
may combine data from different tables and we can execute complex queries, i.e.
we can use nested SELECT statements (they should be inserted in * place).

5 Implementation and Experiments

RuQAR implements our approach of translating OWL 2 RL ontologies into sets
expressed in the ASRF syntax. The database interface including our mapping
method is also provided. Current version supports JDBC connectivity. The tool
is developed in Java. RuQAR is able to execute ABox reasoning and query
answering with two state-of-the-art rule engines: Drools and Jess. Moreover,
RuQAR may be used as a library and can be employed in applications that
require efficient ABox reasoning. The tool uses the OWL API [8] in order to
load and process ontology files. We use Drools 5.5 and Jess 7.1. We employ MS
SQL Server 2012 to store an ontology in a relational database.

RuQAR also supports automatic transformation of an ontology data into
a relational database. However, the transformation is a very basic one. The ABox
part of an ontology is transformed into a database with one table containing three
columns: subject, predicate and object. Thus, it is easy to automatically generate
mappings between an ontology and the corresponding database. The transfor-
mation and generation of mapping rules require only an access to a database
server and an ontology. Then, both processes can be executed automatically.

We evaluated RuQAR’s query answering feature using LUBM test ontol-
ogy taken from the KAON2 website6. We used different datasets of each ontol-
ogy (LUBM 0, ..., LUBM 4) where the higher number means bigger ABox set.
Herein, we present results from the largest set because of the limited space. We
performed the evaluation with the following engines: Jess, Drools and Pellet.
Our tests were executed on a Windows 10 desktop machine with: i7-4820K CPU
3,7 GHz, Java 1.7 update 79 while the maximum heap space was set to 15 GB.

Our evaluation takes into account the execution of 14 LUBM queries in two
cases: (i) TBox and ABox are stored in the main memory and (ii) TBox is stored
in the main memory while ABox resides in a relational database. Evaluation
schema for the first case (called IM case) was the following:

1. Perform the TBox reasoning with HermiT.
2. Transform the classified ontology into ASRF rules and facts.
3. Generate rules and facts for a rule engine.
4. Load rules and facts into a rule engine.

6 KAON2 webpage: http://kaon2.semanticweb.org/.
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5. Run reasoning.
6. Execute queries.

Evaluation schema for the second case (called DB case) was the following:

1. Store the ABox part of an ontology into a corresponding relational database.
2. Generate mapping rules for each class and property.
3. Perform the TBox reasoning with HermiT.
4. Transform the classified ontology into ASRF rules.
5. Generate rules for a rule engine.
6. Load both sets of rules into a rule engine.
7. Execute queries and perform reasoning.

Aforementioned cases were used for Jess and Drools. For the Pellet engine
we loaded an ontology, performed the TBox and ABox reasoning separately, and
then we executed 14 LUBM queries.

It is worth noting that in the DB case reasoning was performed only during
the execution of queries. It means that this kind of execution should be per-
ceived as top-down or goal-oriented reasoning. In other cases we had to perform
reasoning first and then we were able to execute queries (without reasoning we
would not be able to obtain complete results).

In each case we recorded: reasoning times, query answering times and counted
the results. However, we executed tests using data stored in the working memory
of an engine and with data stored in a relational database (only with Drools and
Jess which follow our mapping method). Moreover, we validated the engines in
order to prove that they produced identical results (an akin empirical approach
was employed in [4,12]). LUBM queries were defined in: the Jess Language, the
Drools Rule Language and in SPARQL (for the Pellet engine).

Figures 2 and 3 present results of our query answering evaluation. Each test
was executed three times and average times are presented. Results are presented
in milliseconds. Figure 2 shows IM evaluation. Times presented herein are with-
out reasoning (TBox and ABox) since we wanted to show differences between
query execution times. In each engine, combined (TBox+ABox) reasoning times
were the following: 8,5 s in Drools, 10,6 s in Jess and 14,8 s in Pellet. In this case
Drools performed reasoning and executed queries in the fastest way.

Figure 3 shows DB evaluation compared to the IM one. In order to make com-
parison adequate7 we summarized reasoning times with query execution times
in IM results. As we can see from the results Drools and Jess usually perform
better when we use database as ABox storage, especially in comparison to Pellet.
Queries 2, 8 and 9 require loading of huge number of triples. In queries 8 and 9
both engines load more than a half of all triples stored in a relational database.
As a result, loading data from a database has strong impact on the efficiency.
Nevertheless, our evaluation shows that querying data stored in a relational data-
base using rule engine is possible and efficient. The important advantage comes
from the fact that when using RuQAR with relational databases the answer for

7 In DB case reasoning is performed during the execution of each query.
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Fig. 2. LUBM queries executed in the working memory. Times in ms.

Fig. 3. LUBM queries executed with data stored in a relational database and compar-
ison with the working memory tests. Times in ms.

a query is always up to date since queries are executed on the current state of a
database (“on-the-fly”). In any other case when data change the whole reason-
ing process needs to be performed once again before any query can be executed.
More information about RuQAR, ASRF and efficiency issues can be found at
RuQAR’s web page: http://etacar.put.poznan.pl/jaroslaw.bak/RuQAR.php.

6 Conclusions and Future Work

In this paper we presented a query answering method and a relational database
connectivity implemented in the RuQAR framework that is aimed to be used
with OWL 2 RL ontologies translated into a set of rules. Moreover, we described
and performed an evaluation of RuQAR with Drools, Jess and Pellet. We com-
pared them when executing queries in the working memory and with the use
of a relational database. Our results show that it is better to use a rule engine
when executing the ABox queries.

http://etacar.put.poznan.pl/jaroslaw.bak/RuQAR.php
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In the next RuQAR’s release we will provide novel and optimized query
processing (currently, we use query functions directly supported in Drools and
Jess). We also plan to perform experiments with the latest versions of Drools
and Jess, 6.5 and 8.0, respectively. In this case we will be able to check
whether the reasoning efficiency as well as query answering performance has
been increased or not. As a result, in the Drools case, we will be able to compare
two different algorithms: PHREAK (Drools 6.5) and ReteOO (Drools 5.5).

Acknowledgments. The work presented in this paper was supported by UMO-
2011/03/N/ST6/01602 grant and by Polish Ministry of Science and Higher Education
under grant 04/45/DSPB/0163.
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Adrianna Kozierkiewicz-Hetmańska(B) and Mateusz Sitarczyk

Faculty of Computer Science and Management,
Wroclaw University of Science and Technology,

Wybrzeze Wyspianskiego 27, 50-370 Wroclaw, Poland
adrianna.kozierkiewicz@pwr.edu.pl, 203383@student.pwr.edu.pl

Abstract. The task of processing large sets of data which are stored in
distributed sources is still a big problem. The determination of a one,
consistent version of data could be very time- and cost-consuming. There-
fore, the balance between the time of execution and the quality of the
integration results is needed. This paper is devoted to a multi-level app-
roach to data integration using the Consensus Theory. The experimental
verification of multi-level integration methods has proved that the divi-
sion of integration task into smaller subproblems gives similar results as
the one-level approach, but improves a time performance.

1 Introduction

Nowadays, data is often used in making decisions and frequently originates from
a selection of autonomous sources. Moreover, this data may be incomplete and
inconsistent, therefore, their integration into one, consistent and reliable version
is a complex task, which can be very expensive and time-consuming. The solution
of the mentioned problems can be dividing an initial set of input data into
smaller, more manageable groups. Next, for each unit the solution is designated
independently. The final, consistent outcome is a result of merging of partial
results.

Due to the fact, that for data integration we apply the widely accepted Con-
sensus Theory [19], in this paper we consider consensus determination problem.
We refer to results of the aforementioned data integration by “a consensus”,
which can be designated in two ways: by using a one- or a multi-level approach.

The multi-level consensus determination involves two main problems. The
first one concerns how input data should be divided into smaller groups in order
to acquire the best final consensus. This problem has been primary solved in
[12]. The previous researches have showed that data should be divided into
highly divergent subsets to achieve the best quality of the final outcome. The
second problem focuses on an influence of number of levels on the effectiveness
of the whole process. To the best of our knowledge, this problem has not been
widely investigated. Therefore, the main contribution of this paper is examining
that adding an additional steps in multi-level consensus determination procedure
change the quality of the final consensus and improve the execution time.
c© Springer International Publishing AG 2017
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The article is structured as follows. In the next Section the short overview
about previous researches are described. In Sect. 3 authors present the introduc-
tion to the Consensus Theory and basic notions used in the rest of the paper.
Section 4 contains the general idea of a multi-level consensus determination app-
roach. In Sect. 5 the results of experimental verification with proper analysis is
presented. Section 5 concludes this paper.

2 Related Works

Solving the consensus problem is not new and many authors in theirs publica-
tions bring it up. The general problem of choosing a theory can be formulated as
follows: for a given set X being a subset of a universe U the choice concerns on a
selection of a subset of X. Choosing the subset of X is determined by some cri-
teria. Barthelemy and Monjardet [5] researched two classes of problems related
with consensus theory:

– problems, in which a certain and a hidden structure is searched
– problems, in which inconsistent data related to the same subject is unified.

In this paper we consider the second class of problems. We also know four differ-
ent approaches of solving the consensus problem: axiomatic, constructive, opti-
misation and boolean reasoning.

In the axiomatic approach a set of axioms has been defined to specify the
conditions, which should be fulfilled by consensus functions. In accordance with
solving problem the form of axioms can be different. In the literature [17,19]
10 postulates for consensus choice functions are presented: reliability, unanim-
ity, simplification, quasi-unanimity, consistency, Condorcet consistency, general
consistency, proportion, 1-optimality, 2-optimality.

In the constructive approach to solving consensus problems, definitions of a
microstructure and a macrostructure of a universe U of objects are required. A
microstructure of U is defined as a structure of its elements and a macrostructure
as a relation between elements of U . In the literature the following microstruc-
tures have been investigated: linear orders [1,16]; semilattices [3]; n-tree [2,8];
ordered partitions and coverings [7,19]; non-ordered partitions [4]; weak hierar-
chies [15] and ontologies [11,13]. In the optimisation approach solving consensus
problems is based on some optimality rules. There are three classes of these
rules: global optimality rules, Condorcet’s optimality rules and maximal similar-
ity rules.

In the last approach, Boolean reasoning, a consensus problem is looked upon
as an optimization problem. This problem is coded as Boolean formula. The first
part of those formulas determines a solution of the problem [6,20].

The multilevel solution of consensus problems for the first time was men-
tioned in [18]. In previous works [10,14] one-level and two-level consensuses
satisfying the 1-optimality and 2-optimality criterion have been compared. For
assumed macro- and microstructure the mean error for a different number of
classes k and vector lengths n has been examined. For the 1-optimality criterion
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researches have demonstrated that the mean of error for a one-level consensus
is smaller by 1,2% than for a two-level consensus. For the 2-optimality criterion
achieved results showed that two-level algorithm has given results worse by 5%
and the one-level method worse by 1% in comparison to optimal solution.

In the article [12] authors have checked how coherence of vectors in classes,
using Fleiss’ kappa value, has affected on the consensus quality in the two-level
consensus problem. Authors demonstrated, that a higher variety between vectors
in one class, the better quality of the final consensus can be achieved. So far,
the consensus problems for more than two levels have not been investigated in
details. Therefore, this paper is an extension of the previous research.

3 Basic Notions

Let U be a finite, nonempty set of a universe of objects. Each object could reflect
the potential elements of a knowledge referring to a certain world. By the symbol
2U we denote a powerset of U , that is the set of all subsets with repetitions of U .
The symbol Πb(U) denotes the set of all b-element subset (with repetitions) of
the set U for b ∈ N . Thus Π(U) =

⋃

b∈N

Πb(U) is the set of all nonempty subsets

with repetitions of the universe U . Each X which belongs to Π(U) is called a
knowledge profile (a profile).

Definition 1. The macrostructure of the set U is a distance function δ : U ×
U → [0, 1] which satisfies the following conditions ([18]):

1. ∀v,u∈U , δ(v, u) = 0 ⇔ v = u
2. ∀v,u∈U , δ(v, u) = δ(u, v)

Definition 2. For an assumed distance space (U, δ), the consensus choice prob-
lem requires establishing the consensus choice function. By a consensus choice
function in space (U, δ) we call a function:

C : Π(U) → 2U (1)

By C(X) we denote the representation of X ∈ Π(U). By such c ∈ C(X) we
call a consensus of a profile X.

In [18,19] authors present some postulates for consensus choice functions.
The 1-optimality and 2-optimality criterions play the important role in solving
the consensus choice problem. Let us assume the following notions to formally
define these postulates:

– δ1(x,X) =
∑

y∈X δ(x, y)
– δ2(x,X) =

∑
y∈X(δ(x, y))2
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Definition 3. For a profile X ∈ Π(U) a consensus choice function C satisfies
the postulate of:

– 1-optimality iff (x ∈ C(X) ⇒ (δ1(x,X) = min
y∈U

δ1(y,X)),

– 2-optimality iff (x ∈ C(X) ⇒ (δ2(x,X) = min
y∈U

δ2(y,X)).

The 1-optimality postulate requires the consensus to be as near as possible to
elements of the profile and could be recognised as the best representation of the
profile. The 2-optimality criterion can be referred as the most ‘fair’ consensus.

4 Multi-level Consesnsus Determination Approach

As it was mentioned in previous section, the problem of processing of big set of
data is often very difficult or even impossible to complete in reasonable time.
Therefore, the problem of consensus determination can be divided into smaller
problems which are easier to solve. The general idea of two-level approach to
the consensus choice requires to conduct an initial division of the profile into
k classes. For each class the consensus is determined using an ordinary (one-
level) algorithm. The final consensus is appointed as a solution obtained in the
previous stage. Obviously, the procedure can be divided into even more stages
which outputs serve as input of subsequent steps and then we say about multi-
level consensus determination method. The general idea is presented in the Fig. 1.
It requires establishing some auxiliary elements like: distance space (U, δ), the
clustering method or one-level consensus determination method.

Fig. 1. General idea of multi-level consensus determination method
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In this paper we assume that the profile X consists of n binary vectors of the
length equal to N . Formally, we can define distance space as: U = {u1, u2, ...}
where elements of the universe are binary vectors and δ(w, v) =

N∑

j=1

|wj − vj |
for such w, v ∈ U that w = (w1, w2, ..., wN ), v = (v1, v2, ..., vN ), vq, wq ∈ {0, 1},
q ∈ {1, ..., N}. The profile is defined as: X = {a1, a2, ..., an} ∈ Π(U), where:
ai = (ai1, ai2, ..., aiN ), i ∈ {1, ..., n}.

This paper is devoted to examining how the number of levels influence on the
algorithm’s efficiency. For simplicity of calculations, we assume that the profile
X is divided into k classes in the random way. In our previous work [9] we
have proved that if the cardinality of profile is the odd number it is the enough
condition to determine a reliable consensus. Thus, in this work, the set following
numbers of classes on each level is presented in Table 1.

Table 1. The assumed number of classes in each level

Levels number Level I Level II Level III Level IV Level V

1 1 - - - -

2 13 1 - - -

3 91 13 1 - -

4 455 91 13 1 -

5 1365 455 91 13 1

For the assumed distance space (U, δ) the one-level method of determining
the consensus satisfying 1-optimality is conducted in the following steps [18]:

Algorithm 1. 1-optimality consensus determination method
Require: X = {a1, a2, ..., an}
1: Set j = 1;
2: Set fj = 0, i = 1;
3: IF aij = 1 THEN fj + +;
4: i + +;
5: IF i ≤ n GOTO 3;
6: j + +;
7: IF j ≤ N GOTO 2;
8: Set j = 1;
9: IF fj ≥ n

2
THEN x∗

j = 1 ELSE x∗
j = 0

10: j + +;
11: IF j ≤ N GOTO 10;

To determine the 2-optimality consensus we use the heuristic algorithm pre-
sented below [18]:
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Algorithm 2. 2-optimality consensus determination method
Require: X = {a1, a2, ..., an}
1: Random x, set md = δ2(x, X);
2: Set j = 1;
3: xj = xj ⊕ 1;
4: IF δ2(x, X) < md THEN md = δ2(x, X) ELSE xj = xj ⊕ 1;
5: j + +;
6: IF j ≤ N GOTO 3 ;

5 Experimental Evaluation of One- and Multi-level
Binary Vector Integration

The experiment was conducted using a dedicated environment. As in other
researches [10,14], in this experiment we also used vector length N = 10, how-
ever number of classes was different for each sample as it was mentioned in
previous Section (Table 1). Apart from the distance value we also simulated a
multithread multilevel integration (spreading each class on different thread or
machine), and studied time of performance. All analysis are made for a signifi-
cance level α = 0.01 and for the profile size of n = 15015 vectors.

At the beginning we analyse normalised consensus distance from the pro-
file received from the algorithm of consensus choice for function which satisfy-
ing the 1-optimality criterion. The measured distance can be formally defined
as:

∑
y∈X δ(x,y)

n . Before selecting a proper test we analysed the distribution of
obtained data by using Shapiro-Wilk test. Because all p − values are greater
than α = 0.01, we cannot reject the null hypothesis and claim that the samples
come from a normal distribution.

Results of multiple-sample test suggest, that samples for each integration
level have different variances, therefore to the further analysis we use Welch and
Brown-Forsythe one-way ANOVA test for independent samples. The value of
statistic test is equal 42.995 and p − value < 0.000001 is less than α, therefore
we accept the alternative hypothesis and claim that samples are different.

In the next step we analyse difference of samples’ average in pairs by using
Tamhane’s T2 post-hoc test. Results show, that the algorithm determining the
two-level consensus is worse than the algorithm determining one-level consensus
by 0.11%. The three-level consensus is worse than the one-level consensus by
0.22% and 0.11% than the two-level consensus. The four-level consensus is worse
than the one-level consensus by 0.29% and 0.06% than the three-level consensus.
The five-level consensus is worse than the one-level consensus by 0.31% and
0.02% than the four-level consensus. Differences between samples’ averages are
also illustrated on the left side of the Fig. 2.

In the similar way we conducted tests for algorithm of consensus choice
for function which satisfying the 2-optimality criterion. The average distance

is defined as:
∑

y∈X δ2(x,y)

n . We also compare achieved results from heuristic with
the optimal solution achieved using the brute-force algorithm. The results of
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Fig. 2. Average distance between consensus (satisfying 1- and 2 - optimality postulate)
and elements of profile

Shapiro-Wilk test confirms the hypothesis that sample come from a normal
distribution. Welch and Brown-Forsythe one-way ANOVA test for independent
samples points out that at least one sample is different (the statistic value test:
85.868, p − value < α).

In the last step for these samples, we analyse difference of samples’ average
in pairs by using Tamhane’s T2 post-hoc test. Conducted computations show
that the algorithm determining the one-level consensus is worse than the optimal
algorithm by 0.04%. The algorithm determining the two-level consensus is worse
than the algorithm determining one-level consensus by 0.32% and 0.37% than the
optimal algorithm. The algorithm determining the three-level consensus is worse
than the algorithm determining one-level consensus by 0.45%, 0.12% than the
algorithm determining two-level consensus and 0.5% than the optimal algorithm.
The algorithm determining the four-level consensus is worse than the algorithm
determining one-level consensus by 0.69%, 0.24% than the algorithm determin-
ing three-level consensus and 0.74% than the optimal algorithm. The algorithm
determining the five-level consensus is worse than the algorithm determining
one-level consensus by less than 0.8%, 0.11% than the algorithm determining
four-level consensus and 0.84% than the optimal algorithm. Samples’ averages
are shown on the right side of the Fig. 2.

In the second stage of our researches we analyse performance time of deter-
mining 1-optimality and 2-optimality consensuses. The p−value of Shapiro-Wilk
test for some samples are smaller then 0.01 therefore, some samples do not come
from a normal distribution. Next, we conduct two Kruskal-Wallis tests for 1-
optimality and 2-optimality criterion, respectively. For both group of samples
p − values are significantly smaller than α, thus the execution times of the
multi-level algorithm are different for different numbers of levels.

To compare samples we compute the median for each and analyse differ-
ences of them in pairs. Initially, we examine methods where determining consen-
suses satisfied 1-optimality criterion. Achieved results show, that the algorithm
determining the two-level consensus is faster than the algorithm determining
the one-level consensus by 88.89%. The algorithm determining the three-level
consensus is faster than the algorithm determining the one-level consensus by
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94.44% and 50% then the algorithm determining the two-level consensus. The
algorithm determining the four-level consensus is faster than the algorithm deter-
mining the one-level consensus by 88.89% and slower by 50% than the algorithm
determining the three-level consensus. The algorithm determining the five-level
consensus is faster than the algorithm determining the one-level consensus by
83.33% and slower by 33.33% than the algorithm determining the four-level con-
sensus. Comparison of medians of performance time are presented in the Fig. 3
(on the left side).

Fig. 3. Medians of performance time of integration for 1-optimality and 2-optimality
criterion

Corollary. The last thing, which we analysed, is performance time of the algo-
rithm of consensus choice for the function which satisfying the 2-optimality crite-
rion. Achieved results show that the algorithm determining the one-level consen-
sus is faster than the optimal algorithm by 98.93%. The algorithm determining
the two-level consensus is faster than the algorithm determining the one-level
consensus by 92.25% and 99.92% than the optimal algorithm. The algorithm
determining the three-level consensus is faster than the algorithm determin-
ing the one-level consensus by 98.15%, 76.19% than the algorithm determining
the two-level consensus and 99.98% than the optimal algorithm. The algorithm
determining the four-level consensus is faster than the algorithm determining
the one-level consensus by 98.89%, 40% than the algorithm determining the
three-level consensus and 99.99% than the optimal algorithm. The algorithm
determining the five-level consensus is faster than the algorithm determining the
one-level consensus by 98.15%, 99.98% than the optimal algorithm and slower
by 40% than the algorithm determining the four-level consensus. Huge differ-
ences of performance time between the brute-force and the heuristic algorithm
are illustrated in Fig. 3 (on the right side).

6 Future Works and Summary

In this paper the comparison of multilevel consensus algorithms fulfilling the
1-optimality and 2-optimality criterion has been presented. The multi-level con-
sensus determination methods have been tested based on two factors: the quality
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of the final consensus and algorithms performance times. Our researches have
showed, that adding additional level of consensus determination algorithm has
caused growth of the average distance between consensus and elements of profile
for both: 1-optimality and 2-optimality criterion. In comparison to the one-level
consensus determination method, examined distance has been worse less than
0.5% and less 1% for 1-optimality and 2-optimality criterion, respectively.

The analysis of performance times has demonstrated that adding additional
level speeds up algorithm, however, only to some extent. When the threshold
point is achieved adding a next level to the algorithm has increased the perfor-
mance time. From the execution time point of view, the consensus determination
algorithm is the most efficient for three and four levels, in respect of 1- and 2-
optimality criterion. The three-level algorithm determining consensus satisfying
1-optimality criterion is 98.15% faster than the one-level algorithm. The algo-
rithm dedicated for the determination of the 2-optimal consensus is about 99.

In the future more research concerning a multilevel consensus is planned.
We intend to find the best number of algorithm’s levels depending on number
of vectors n, number of classes k and variety of vectors in one class, to achieve
the best performance time and the quality in the same time with an acceptable
error. Moreover, the algorithm determining 2-optimality consensus is heuristic,
therefore authors want to study and develop another algorithm which will give
better consensus quality for 2-optimality criterion. Additionally, similar analysis
for different micro- and macrostructures, like tuples, are planned.
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Abstract. The aim of the paper is to present an approach to support
decision-making on financial markets using an idea of collective intelligence
implemented as a multi-agent system, called A-Trader. A-Trader is integrated
with the Meta Trader system which provides online data, including ticks of any
securities, goods or currency pairs. Many of the implemented agents apply AI
methods, communicate their trading advices to the supervisor that integrates all
information and suggests the trading decision. The first part of the paper presents
the architecture and functionalities of A-Trader. The structure and functionality
of the agents and approach to the building of the trading strategies are detailed.
The last section describes the results of the performance evaluation of selected
trading strategies on FOREX.

Keywords: Multi-agent systems � Supporting trading decision-making �
FOREX market

1 Introduction

Trading decision making is usually supported by methods based on financial mathe-
matics, statistics, economics or artificial intelligence. These methods are often imple-
mented as software agents in trading systems. Many of these systems operate on the
FOREX market (Foreign Exchange Market), where currencies are traded against one
another in pairs, for instance EUR/USD, USD/PLN. In the paper, the main focus will
be upon High Frequency (HF) quotes and online algorithmic trading.

In comparison with traditional trading, High Frequency Trading (HFT) puts strong
emphasis on the price formation process, short-term positions, high speed, and
sophisticated algorithms based on efficient and robust indicators and modern IT. High
frequency traders are taking decisions on the basis of real-time quotes changes in order
to achieve satisfactory rate of return.

Generally speaking, to support traders, the systems must provide as soon as pos-
sible advice on what position should be taken: buy, sell, or hold. In a trading system the
advice might be computed by one or many algorithms, in terms of software imple-
mentation, by one or collection of agents.

One of the first multi-agent systems in the domain of finance was proposed by [13].
This system was built of several agents applying the specialized financial models.
Bohm and Wenzelburger [1] describe an evaluation of the shares portfolio optimization
strategy by three agents: rational agent, interference agent and technical analysis agent.

© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 113–122, 2017.
DOI: 10.1007/978-3-319-67074-4_12



The work [14] presents a multi-agent system, where the agents’ intelligence is sup-
ported by the Fuzzy Expert System. Works [2, 5, 15] describe a system where two
groups of agents apply the methods of fundamental and technical analysis trying to
shape market dynamics. Sher [12] uses neutral networks and neuro fuzzy computing
for taking into account the geometrical patterns of the financial data when making
predictions and trades. Khosravi et al. [7] present an agent that uses multiple behavioral
techniques to make bidding decisions fighting with market uncertainty.

The above cited solutions did not fully satisfy the user expectations. They
demonstrated low performance on HFT and costly maintenance.

The aim of this paper is to present an approach to model and advise investors on the
FOREX market using an idea of collective intelligence implemented as a multi-agent
system, called A-Trader. A-Trader is a kind of trading signal generators that advise
recommended open and closed positions for online FOREX traders. The trading
opportunities are provided by consensual advice, generated by multiple software agents
that use technical and fundamental analysis as well as behavioral sentiments. Software
agents in the system generate buy-sell decisions with the use of diversified methods.
The performance of the agents is constantly evaluated to select the agents giving the
best advice on the current market situation. In other words, the agents’ highest per-
forming decisions constitute the basis of the trader’s buy-sell transactions. Trading
agents in the system form the collective investment strategies. The strategies are
constantly evaluated, and those with the highest evaluation can be chosen to advise the
trader. The return on investment, usually taken as a key measure, is not considered as
the only evaluation criterion. The other aspects having influence on the effectiveness of
the investment strategies, such as investment risk [6] or transaction costs should also be
taken into consideration. To evaluate the system’s performance, the A-Trader uses a
multi-criteria function that calculates several profit and risk measures, such as Sharpe
ratio, number of profitable and unprofitable transactions, the average coefficient of
volatility.

The structure of the paper is as follows. The first part of the article presents the
architecture and functionalities of the system. Next, the structure and functionality of
agents and the building of the trading strategies are discussed. The final section
describes the research experiment and the results of the performance evaluation of
selected trading strategies.

2 Architecture and Functionalities of A-Trader

In general, a multi-agent system is composed of the agents which are capable of
generating independent decisions. It should be noted that decisions can be consistent or
contradictory, e.g. two independent agents may generate buy and sell decision at the
same time.

The architecture and the operational idea is presented in Fig. 1.
The architecture has been already defined in our previous publications [8, 9]. The

key agent of the system is the Supervisor (S). Its goal is to generate profitable trading
advice that reduces the investment risk. The Supervisor coordinates the computing
Basic and Intelligent agents, and provides the final advice to the trader. It is charged to
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resolve conflicts and to assess the effectiveness in investing and risk. The central
component of the architecture is the Notification Agent (NA) that receives the quota-
tions, distributes messages and data to various agents, and controls the system
operation.

The communication of the system with the external environment is ensured by the
Market Communication Agents (MCA). These agents deliver news from financial
markets and quotations of the available securities. They also transmit open and close
position orders.

Visualization of the results of the agents is an important issue in verifying the
correctness of agents operations. The task is carried out by the User Communication
Agents (UCA). The Communication Agent allows the trader to communicate its own
recommendations to the Intelligent Agents. It is possible to modify the parameters of a
selected agent or to suggest the Supervisor which mechanisms are supposed to influ-
ence investment decisions, and to what extent.

3 Building Trading Strategies

The trading strategies of A-Trader indicate when to close/open a long or short position,
taking into consideration signals generated by agents. These strategies apply more
sophisticated algorithms than the typical technical analysis functions [10]. In order to

Fig. 1. A-Trader system architecture.

Collective Intelligence Supporting Trading Decisions 115



illustrate the use of collective intelligence, two strategies will be evaluated: Consensus,
Evolution-based Strategy, and compared with the Buy-and-Hold strategy.

The Consensus [4, 11] agent, detailed in [8], provides a trading strategy based on
the set of decisions generated by all fuzzy agents. The strategy can be specified as
follows:

’

The Evolution-based Strategy is inspired by the works of [3]. This strategy defines
the best thresholds for open/close positions on the basis of technical analysis, funda-
mental analysis, and behavior-based agents. The evolutionary algorithm determines
which agents should be taken into account in decision making. It also finds out how
important the advice of a given agent is. The algorithm searches the space of agent
decisions and sets the weighting of their importance. Genotype (Fig. 2) contains the
weightings for every agent separately for opening/closing short/long position.

Except for weightings, every advising agent also has “compulsory” parameters
which mean that the signal value of the agent has to be positive, negative or “don’t
care”. It also sets Take Profits value, Stop Loss and Trailing Stops for long and short
positions separately. The result of the evolutionary algorithm is a phenotype that can be
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interpreted as a set of decision rules. An example of the set of rules to open short
position for the agent at time T0 can be defined as follows:

A1T0 � wso1 þ � � � þAnT0 � wson [ Thsoð Þ
^

A1T0 � Cso1 [ 0ð ÞW Cso1 ¼ 0ð Þð Þ
^
..
.

^
AnT0 � Cson [ 0ð ÞW Cson ¼ 0ð Þð Þ

ð1Þ

where:
AnT0 – value of Agent n signal in time T0,
wson – weighting for opening short position for Agent n,
Thso – threshold for opening short position,
Cson – compulsory parameter for opening short position for Agent n.
The conditions for opening/closing short/long position consist of two parts. In the

first part the algorithm checks if a threshold is reached. To check the threshold, the
algorithm multiplies values of signals of each agent by the corresponding weightings,
then sums up all the results. If the sum is over the opening short position threshold, the
first part of the condition is fulfilled. In the second part of the condition, the algorithm
checks if all compulsory rules are fulfilled. The strategy can be specified as follows:

Legend: 
Th. – threshold, o. – opening, c. – closing, 
s. – short, l. – long, pos. – position, 
Wso1 – the weighting of opening of the short position of the first agent, 
Csc1 – the weighting of the compulsory closing the long position of the first agent.

Fig. 2. Genotype in the evolution-based strategy.
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A-Trader built-in strategies can be reused and extended. The trader may easily add
a new agent, a new source of information, by filling out a generic pattern of the agent
structure. More details about the implemented trading strategies can be found in [8, 9].

4 Research Experiment

The strategies’ performance analysis is carried out for data within the M1 range of
quotations from the FOREX market. The following assumptions were made for the
purpose of this analysis, namely:

1. USD/PLN quotations were selected from randomly chosen periods, notably:

• 12-11-2015, 0:00 am to 12-11-2015, 23:59 pm,
• 18-11-2015, 0:00 am to 19-11-2015, 03:00 pm,
• 20-11-2015, 0:00 am to 20-11-2015, 23:59 pm,

2. At the verification, the trading signals (for open long/close short position equals 1,
close long/open short position equals −1) are generated by the strategies Consensus,
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Evolution-based Strategy. The Buy and Hold (B&H) strategy is used as a
benchmark.

3. It was assumed that the unit of performance analysis ratios (absolute ratios) is pips
(a change in price of one “point” in FOREX trading is referred to as a pip).

4. The transaction costs are directly proportional to the number of transactions.
5. The capital management – it was assumed that in each transaction the investor

engages 100% of the capital held. The capital management strategy may be
determined differently by the trader.

6. The performance analysis was performed with the use of the following measures
(ratios):

• rate of return (ratio x1),
• the number of transactions,
• gross profit (ratio x2),
• gross loss (ratio x3),
• the number of profitable transactions (ratio x4),
• the number of profitable transactions in a row (ratio x5),
• the number of unprofitable transactions in a row (ratio x6),
• Sharpe ratio (ratio x7),
• the average coefficient of volatility (ratio x8),
• the average rate of return per transaction (ratio x9), counted as the quotient of the

rate of return and the number of transactions.

7. To compare the agents’ performance, the following evaluation function was
elaborated:

y ¼ ða1x1 þ a2x2 þ a3ð1� x3Þþ a4x4 þ a5x5 þ a6ð1� x6Þþ a7x7 þ a8ð1
� x8Þþ a9x9Þ ð2Þ

where xi denotes the normalized values of ratios mentioned in item 6 from x1 to x9.
It was adopted in the test that coefficients a1 to a9 = 1/9. It should be mentioned that
these coefficients may be modified with the use of, for instance, an evolution-based
method, or determined by the trader in accordance with his or her preferences.

Table 1 presents results of performance analysis. The analysis of the ratios by the
traders is very difficult and taking decisions in real-time is limited. However, the results
of the experiment allow us to rank strategies in the given periods. In the first period the
Consensus was the best one. In the second period the best was the Evolution-based
Strategy. Ranking in the third period is similar to the second period. The Consensus
strategy was ranked highest most often (2 out of 3 periods), although the rate of return
of this strategy was not always the highest. However the Consensus strategy charac-
terizes the low level of risk measures and that is the reason for highest ranking. The
Evolution-based strategy generated the high level of average rate of return per trans-
action. The results Buy and Hold strategy were added in the Table 1 as a trading
benchmark.

It should be noted that in other systems (e.g. in the MetaTrader, XTRADE, Trade
Chimp), evaluation is, in most cases, performed “manually” by the trader. This is very
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time-consumption process, therefore taking decision in near-real time is rather
impossible. Besides, these systems offer only the functions to compute the basic
financial ratios (rate of return, number of transactions, highest profit, etc.). A-Trader
system, instead, offers also additional ratios, e.g. risk measures and the value of global
evaluation function (see Table 1).

The Supervisor agent uses the evaluation function in order to the performance
evaluation of particular strategies for opening/closing positions in the system. This
process is performing automatically, in near real-time. Supervisor agent also advises
the investor to take final decisions on the basis of decisions generated by the strategy
with the highest level of performance. In order to considering user preference con-
cerning the criterion of the importance of particular evaluation ratios, he/she can
change ai and xi parameters of the evaluation function. The transaction costs are also
considered in evaluation. It is computed as a relation between the number of trans-
actions and the average rate of return from the transaction. However, this simple
principle cannot be adopted more generally, because a large number of transactions
have an impact in reducing the strategy’s efficiency level, especially for transactions
with a high rate of return.

Table 1. Trading performance

Ratio Consensus Evolution-based strategy B & H

Period 1 Period 2 Period 3 Period 1 Period 2 Period 3 Period 1 Period 2 Period 3

Rate of return
[Pips]

680 178 243 432 198 202 −41 173 198

Number of
transactions

19 37 32 5 4 6 1 1 1

Gross profit
[Pips]

431 175 164 231 211 129 0 173 198

Gross loss [Pips] 177 77 97 128 178 117 −41 0 0
Number of
profitable
transactions

12 16 17 3 2 3 0 1 1

Number of
profitable
consecutive
transactions

5 6 4 2 1 2 0 1 1

Number of
unprofitable
consecutive
transactions

2 2 3 1 1 1 1 0 0

Sharpe ratio 1.08 1.77 2.80 0.92 1.15 2.09 0 0 0
Average
coefficient of
volatility

0.62 0.11 1.03 2.26 1.28 1.17 0 0 0

Average rate of
return per
transaction

35.79 4.81 7.59 86.40 49.50 33.66 −41 173 198

Value of
evaluation
function (y)

0.58 0.28 0.47 0.42 0.39 0.36 0.08 0.26 0.24
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5 Conclusions

The idea of collective intelligence, implemented in as the multi-agent system, has been
positively validated on high frequency financial time series. The collection agents,
shown in the two illustrated trading strategies, has provided much better investment
decisions than all individual agents. However, there is no one strategy which definitely
dominates over all the others.

The use of performance evaluation function allowed the automatic setting of the
best strategy in a time close to real-time, and this has, in turn, a positive influence on
investment effectiveness. The numerous experiments on the financial time series allow
us to draw the conclusion that the level of performance of any particular strategy
changes, depending on the current situation on the FOREX market.

The results of the study are promising, however more experiments are needed to
deeper conclusions. Therefore the scope of the tests should be considerably extended to
get more general outcomes.

In the near future, this research will be continued on the development of new
forecasting strategies, issues of agent synergy and cooperation, as well as more
trader-oriented methods of performance evaluation.
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Abstract. This paper describes the first steps towards development and
evaluation of an ‘artificial friend’, i.e., an intelligent agent that provides
support via text messages in social media in order to alleviate the stress
that users experience as a result of everyday problems. The agent consists
of three main components: (1) a module that processes text messages
based on text mining and classifies them into categories of problems,
(2) a module that selects appropriate support strategies based on a vali-
dated psychological model of emotion regulation, and (3) a module that
generates appropriate responses based on the output of the first two
modules. The application has been tested in a pilot study involving 33
participants that were asked to interact with different variants of the
agent via the social network Telegram. The results provide hints that
the agent is appreciated over a baseline version that generates random
support messages, but also point at some possibilities to further improve
the agent.

Keywords: Social media · Empathic agents · Chatbots · Pilot study ·
Text mining · Emotion regulation

1 Introduction

Situations such as work deadlines, non-serious health issues, flight delays, broken
relationships, loss of family members, etc. can be categorized as ‘everyday prob-
lems’, which many of us experience from time to time. They are known to be
important sources of stress [1]. To help people to cope with everyday stress, peer
support seems to be a promising means [5,8,13,16]. In our current society, one
of the quickest and most frequently used approaches to provide peer support
is to use online social networks like Twitter or Facebook [17], since this type
of support only requires sending a short text message at appropriate moments.
Indeed, as concluded in [14], sharing problems and showing affection are among
the most common reasons why people use social media.

In spite of its strong potential, helpful peer support is not always available for
users of social media, for the simple reason that some people have fewer friends
than other. Moreover, even people who have many friends do not always want to

c© Springer International Publishing AG 2017
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share their problems online, particularly when their problems are very personal.
Besides that, research has shown that people who deliver peer support are more
vulnerable to developing stress-related complaints themselves [12].

To deal with the issues listed above, this paper is part of a project that
explores the possibilities of computer-generated peer support via online social
networks. More specifically, we introduce the concept of ‘artificial friends’ that
have the ability to analyze text messages that people share via online social
networks, and generate appropriate responses to these messages with the aim of
helping them deal with their ‘everyday problems’. The main source of inspiration
for this vision is a number of promising recent initiatives in developing artificial
agents that support human beings in similar domains [4,18]. We envision our
system as an intelligent software agent or chatbot (possibly, but not necessarily
embodied in the form of an avatar), which has the ability to analyze messages
posted in social media, understand which messages potentially seek for peer
support, and generate personalized response messages in order to reduce the
user’s experience of stress.

This paper presents a first prototype of such a support agent and aims to
test how users would react to it. It builds upon a previous study in which the
requirements for the system were elicited [11]. The current paper describes the
algorithms used to make the agent process incoming messages and generate
appropriate responses, and describes a preliminary evaluation of the application
that was performed via a pilot study with 33 participants.

The remainder of this paper is structured as follows. Section 2 describes the
background of the current research, including the results of a requirements analy-
sis that was performed to obtain more insight in how the proposed support agent
should behave. After that, Sect. 3 presents the support agent itself. Section 4
describes a pilot study that was conducted in order to evaluate the usability of
the support agent, and Sect. 5 discusses the results of this study. Finally, Sect. 6
concludes the paper with a discussion.

2 Background

2.1 Related Work

Peer support, as defined by Kim et al. [10], has been considered as an effective
method for promoting health, in particular in situations where people have to
cope with stress [2,3,8]. Recently, the concept of peer support has been intro-
duced within Artificial Intelligence, resulting in various types of intelligent vir-
tual agents that provide support, varying from virtual depression therapists [4]
to virtual buddies that help victims of cyberbullying [18]. Our project builds
upon this research by bringing the idea of supportive virtual agents into the
world of social media, resulting in a supportive agent (a chatbot) to help coping
with ‘everyday stress’.

Several other studies exist that involve chatbots. For instance, Gianvec-
chio et al. propose an approach to distinguish humans from chatbots [6], and
Holgraves & Han use a chatbot as a tool to study online conversational behavior
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[9]. A chatbot in the form of a virtual guide for tourists in heritage tours is
put forward in [15]. This work can be seen as complimentary to our research
since our long-term goal is to come up with a chatbot that acts as a human user
providing social support (and not only practical information) to others to make
them feel better understood.

2.2 Requirements Analysis

Before starting to develop the support agent as described in the introduction, we
were interested in: (1) identifying the most common types of stressful situations
shared by people via social networks and (2) determining the strategies used by
users to support stressed friends in these situations.

Table 1. Types of shared stressful situations and respective examples.

Type Example

Relationship “I miss my boyfriend”

Work “I’m working too much”

Death “My aunt passed away”

Financial “I have so many bills to pay”

Disease “I’m ill”

Exams “I didn’t pass my exam”

Other “My dog is crying”

To accomplish this, we performed a number of tasks (see [11] for details).
First, we collected data provided by participants through an anonymous survey
in order to check what kinds of stressful situations they had shared with their
friends via social networks. This resulted in 7 categories, which are shown in
Table 1, along with an illustrative example for each type of stressful situation.

Next, we also asked the participants what kind of support they received in
response to sharing their problems. The results were clustered according to 6
types of ‘support strategies’, which are based on Gross’ theory on emotion regu-
lation [7]. This is a commonly accepted theory in the literature, which has been
proposed to be applicable to self-regulation as well as interpersonal emotion
regulation [19]. The following six strategies are used: situation selection (s.s.)
(e.g., avoiding undesired stressful situations), situation modification (s.m.) (e.g.,
changing a given stressful situation), attentional deployment (a.d.) (e.g., stop-
ping thinking about a situation), cognitive change (c.c.) (e.g., looking at the
‘bright side’ of a situation) and general emotional support (g.e.s.) (e.g., simply
showing empathy, love, trust and/or caring). Note that the first five strategies
are taken directly from Gross. The sixth strategy was added because the data
indicated that people sometimes use a more general type of emotional support.
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Table 2. Frequency table for all types of support identified. The agent uses these data
to select its support strategy.

g.e.s c.c a.d s.s s.m

Relationship 29% 21% 18% 14% 18%

Work 17% 44% 17% 0% 22%

Death 53% 27% 0% 0% 20%

Financial 40% 40% 0% 0% 20%

Disease 11% 56% 22% 0% 11%

Exams 0% 25% 0% 0% 75%

Other 56% 22% 0% 11% 11%

Based on this analysis, it was possible to relate the various types of problems
shared via social networks to the various types of support given for these prob-
lems. The results are shown in Table 2, and will be used in Sect. 4 to develop our
support agent. The most important requirements resulting from this phase are
the following:

1. The most typical stressful situation shared by people via their social networks
concerns their own relationships.

2. In case people share stressful situations about relationships or death, the most
frequently used support strategy is general emotional support.

3. In case people share stressful situations about work or diseases, the most
frequently used support strategy is cognitive change.

3 Support Agent

A prototype of the support agent was developed using Python, in the form of
a bot for the Telegram Messenger App, which provides a public API. We also
used MongoDB to manage the data generated by our bot. In the pilot study,
various versions of the bot have been used for different experimental conditions
(this will be explained in Sect. 5), but in the current section we only discuss the
specification concerning the complete version of the bot.

The algorithm behind our agent is based on the results obtained from the
study reported in Sect. 2 (see Table 2). The high level workflow of the application
is described in the following (note that the respective code is available on GitHub
via https://github.com/leninmedeiros/Stress-Support-Bot and see also Fig. 1):

1. A given user sends a message to the bot (we are assuming that any message
sent by a given user is a description a of stressful situation);

2. To process the incoming message, the bot will first identify the type of stress-
ful situation shared by the user. To this end, it uses sets of key words (for the
different categories shown in Table 2). Such bags of terms (also available in
the GitHub repository) were designed based on the data obtained from the

https://github.com/leninmedeiros/Stress-Support-Bot
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Algorithm 1. Processing incoming messages from a stressed user.
function ProcessIncomingMessages(m1)

situation ← ClassifyTheStressfulSituation(m1)
strategy ← SelectStrategy(situation)
m2 ← ConstructResponse(situation, strategy)
return m2

function ConstructResponse(situation, strategy)
response ← SelectTemplate(strategy)
response ← SetTemplateForSituation(situation, response)
return response

requirements analysis and the most common synonyms of these words. The
current version can only deal with English words;

3. After classifying the type of the stressful situation, the bot will select the
proper support strategy. This decision is made based on the data obtained
previously as well. For example, as shown in Table 2), for 29% of the cases
when people share problems about a relationship, the support strategy used
is ‘general emotional support’. These percentages are used as probabilities in
our application in order to select a support strategy;

4. Finally, after having both the problem and the support strategy identified,
the bot will send a support message back to the user. To construct a message,
first a template message is randomly selected from a list of templates that
match the support strategy (again, these templates were developed based on
the data collected previously). After that, the template is filled in with the
appropriate terms to refer to the stressful situation.

4 Pilot Study

In a first attempt to evaluate the usefulness of the developed support agent,
a pilot study was designed in which participants were asked to interact with
(different variants of) the bot and provide feedback by means of a questionnaire.
The details of this study are discussed below.

4.1 Participants

A sample of 33 participants was recruited (19 male and 14 female; age between
21 and 30 years). All participants were friends and acquaintances of the authors,
and most of them had an academic background.

4.2 Agent Variants

Before the start of the pilot study, four variants of the support agent were created
(1 bot per variant was launched). Bots 1 and 2 used our algorithm to generate
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Fig. 1. Structure of the developed bot represented by a sequence diagram. This diagram
shows the most important functions of the system with their respective inputs and
outputs.

a support message, whereas bots 3 and 4 selected a random support message.
Moreover, bots 1 and 3 explicitly mentioned the name of the stressful situations
within the support message, whilst bots 2 and 4 did not.

To illustrate the difference between the four variants, assume a user would
enter the message ‘My cat died’. For this sentence, bot 1 and 2 would use the
algorithm described in the previous section to select a suitable response strategy,
which would most likely be ‘general emotional support’. Instead, bot 3 and
4 would randomly select a strategy. Furthermore, bot 1 and 3 would use the
term ‘death’ (or ‘tragedy’) in its response message (assuming that the incoming
message was classified correctly), whereas bot 2 and 4 would not. So, examples
of response messages that could be generated by the four different bots are as
follows:

1. “I’m really sorry to hear about this tragedy, but keep in mind that there are
good people around you that care about you!”

2. “I’m really sorry to hear about this situation, but keep in mind that there
are good people around you that care about you!”

3. “I’m really sorry to hear about this tragedy, but perhaps you should just
ignore it and focus on positive things!”

4. “I’m really sorry to hear about this situation, but perhaps you should just
ignore it and focus on positive things!”
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These four variants were created because we were interested in whether men-
tioning the name of the identified stressful situation has an effect on how users
perceive the bot and, also, whether our algorithm for selecting a support strategy
has an effect, compared to randomly selecting a strategy.

4.3 Design

To make effective use of the (relatively low) number of participants, a mixed
design was used. To this end, participants were randomly allocated to one of
four conditions: (A) first bot 1, then bot 3; (B) first bot 3, then bot 1; (C) first
bot 2, then bot 4 and (D) first bot 4, then bot 2.

Hence, each participant was asked to interact with two variants of the bots
(randomly selected). For instance, participants in group A first interacted with
bot 1, and after that they interacted with bot 3. This design allowed us to
compare bot 1 and 3 separately (by using data from condition A and B in a within
subjects comparison), as well as to compare bot 2 and 4 (by using data from
condition C and D). In this way, the effect on the strategy selection algorithm
could be investigated. By keeping the amount of participants per group balanced,
an ordering effect was avoided. Moreover, by comparing data from condition A
and B with data from condition C and D (in a between subjects comparison),
the effect of mentioning the name of the stressful situation could be studied.

4.4 Task and Procedure

Participants were invited by e-mail to take part in our study. Upon accepting
the invitation, they were asked to open a URL, which displayed a page with the
following instructions:

1. If you already use the Telegram Messenger and have an account, please go to
step 3;

2. Download the Telegram Messenger for Android, iOS, etc. You can easily check
how to do this by going to https://telegram.org/;

3. After having the Telegram Messenger app running in one of your devices,
search for the contact ‘stress support one bot’;

4. Think about 10 stressful situations that you are facing, have faced in the
past, or you believe anyone else could face (like “my aunt died”, “I fought
with my girlfriend”, “I have so many bills to pay”, “I’m ill”, “my pet needs
to go to a vet”, “I have lots of exams next week”, etc.). Put these situations
in 10 different messages and send them to the bot (type a given situation,
press enter, wait for the bot’s response and continue);

5. After finishing step 4, search for the contact ‘stress support two bot’;
6. Repeat step 4 but in this case you have to send the messages to the bot ‘stress

support two bot’;
7. We will not share any information about you and the entire procedure of

talking to the bots. Taking part in the experiment usually lasts no more than
20 min. After that, you can start answering our survey.

https://telegram.org/
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The survey was developed using Qualtrics1, and consisted of the following
four statements (named S1–S4), for which users had to indicate to what extent
they agreed on a Likert-scale from 1 (strongly disagree) to 7 (strongly agree):

1. It felt like the bot understood the problems I shared (S1)
2. The support messages sent by the bot were appropriate (S2)
3. The support messages sent by the bot were helpful (S3)
4. The support messages sent by the bot could have been sent by a real human

as well (S4)

4.5 Variables

The participants’ ratings for the four statements presented in the previous
section were the main dependent variables of the study. The type of bot
(as explained previously) was the independent variable. We hypothesized that
using the developed algorithm to select the support strategy would make the
bot’s behavior appear more human-like. Hence we formulated the following
hypothesis:

Hypothesis 1. The ratings for statement S4 will be significantly higher for bot
1 than for bot 3, and higher for bot 2 than for bot 4.

In addition, we expected that including the name of the stressful situation
would enhance people’s feeling that the bot understands their problems. For this
reason we formulated another hypothesis:

Hypothesis 2. The ratings for statement S1 will be significantly higher for bot
1 and 3 than for bot 2 and 4.

Statement S2 and S3 were included to get a general idea about the usefulness
of the support agent, and the possibilities to apply it in practice. However, no
explicit hypotheses were formulated regarding these statements.

Finally, to gain more insight in the agent’s ability to classify the incoming
messages into the different categories (i.e., independent of the user’s perception
of the agents), the agent’s accuracy is investigated. This accuracy is defined
as the number of correctly classified messages divided by the total number of
messages.

5 Results

Paired t-tests were performed to check if there were any significant differences
between the ratings given for the different conditions mentioned in Sect. 4. In
particular, the ratings given for bot 1 were compared to those given for bot 3,
and the ratings given for bot 2 were compared to those given for bot 4.

1 https://www.qualtrics.com/.

https://www.qualtrics.com/
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When comparing bot 1 to bot 3, the average ratings for the four statements
were: S1: 3.7 vs. 3.8 (p = 0.39), S2: 4.8 vs. 4.3 (p = 0.07), S3: 4.0 vs. 4.0 (p = 0.5),
and S4: 4.8 vs. 4.6 (p = 0.17). Hence, we have not found any conclusive evidence
for a difference between those two bots for any of the four characterstics that were
tested, although for statement S2 bot 1 received substantially higher ratings.

When comparing bot 2 to bot 4, the average ratings for the four statements
were: S1: 3.3 vs. 3.2 (p = 0.35), S2: 4.1 vs. 4.1 (p = 0.50), S3: 4.1 vs. 4.0 (p = 0.34),
and S4: 4.3 vs. 3.9 (p< 0.05). From this, it may be concluded that participants
rated the support messages generated by bot 2 (using our model) as more likely
to be sent by a real human (= statement S4) than the messages generated by
bot 4 (which were generated randomly).

Consequently, we can conclude that Hypothesis 1 is partly fulfilled: the
ratings for statement S4 were significantly higher for bot 2 than for bot 4, but
were not significantly higher for bot 1 than for bot 3.

Next, in order to isolate the effect of stating or not stating the name of the
stressful situation in the support messages, we compared the ratings for bots
1 and 3 (as one group) with the ratings for bots 2 and 4 (as another group),
using unpaired t-tests. In this case, the respective p-values found for the four
statements were: 0.08, 0.11, 0.45 and 0.08. Unfortunately, these values do not
allow us to conclude that there are any statistical differences in the ratings for the
bots that mentioned the stressful situation explicitly compared to the ones that
did not. Hence, also Hypothesis 2 cannot be confirmed. Nevertheless, although
not significant, the ratings for statement S1 were higher for bot 1 and 3 than
for bot 2 and 4 (p = 0.08). This is still an encouraging finding, which provides
opportunities for further exploring this research direction in the future.

Additionally, we (manually) calculated the percentage of the messages for
which the bot correctly classified its type (i.e., relationship, work, etc.). This
turned out to be the case in 81.4% of the cases. Given the fact that we did not
put much effort yet into optimizing the classification module (using a simple
bag-of-words approach), we believe that this is another promising result.

Finally, the participants provided us some general impressions and feedbacks
about the idea to have an ‘artificial friend’ in their social network. Unanimously,
they pointed out that being able to have an elaborated dialogue with the users
is crucial for the bot. Some of them believed that the size and the type of the
support messages should depend on the size of the messages sent by the users.
Most of them would use such a bot if they were also seeking for practical advices
(for instance, a stranded passenger in an airport gate who got upset and wants
to calm down as well as to find a gate).

6 Discussion

This paper describes the first steps towards the development and evaluation of a
so-called ‘artificial friend’, i.e., an intelligent agent that provides support via text
messages in social media in order to alleviate the stress that users experience as a
result of ‘everyday problems’ [1]. The assumption underlying this research is that
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such an agent can help reducing the stress people experience in these situations
by generating tailored response messages, and that this is particularly helpful in
cases where users do not receive comforting responses from their human peers.

The presented agent consists of three main components, namely (1) a module
that processes text messages based on text mining and classifies them into cat-
egories of problems, (2) a module that selects appropriate support strategies
based on a validated psychological model of emotion regulation, and (3) a mod-
ule that generates appropriate responses based on the output of the first two
modules.

The application has been tested in a pilot study involving 33 participants
that were asked to interact with different variants of the agent via the social
network Telegram, and provide feedback by means of an online questionnaire.
An analysis of the results leads to a number of conclusions. First, participants
were generally positive about the application, in the sense that they provided
average to above-average ratings for statements about the abilities of the bot.
Second, the module that classifies incoming messages was evaluated positively, in
the sense that it performs with an average accuracy of 81.4%. Third, the appli-
cation’s ability to select appropriate support strategies was deemed promising,
as the hypothesis that this ability has a positive impact on users’ experience
(Hypothesis 1) was partly confirmed. Fourth, regarding the application’s ability
to name the experienced stressful situation explicitly, no conclusive effect on user
experience was found (Hypothesis 2), but due to the relatively low power of the
study it is advisable to investigate this issue in more detail in the future. Also,
it is useful to emphasize that even the most minimal baseline condition used
in the pilot study (bot 4) already possesses some intelligence, as the messages
generated by this bot are constructed on the basis of insights from the earlier
investigation.

Additionally, it should be noted that the accuracy of 81.4% in classifying
stressful situations, although promising, is still too low to be of much use in a
real world application. However, improving this accuracy will probably be not too
difficult by using more sophisticated machine learning techniques (e.g., using a
Vector Space Model to create a representation of the text in the messages). While
doing this, also additional categories could be introduced, in order to reduce the
percentage of messages that end up in the ‘other’ category. Along similar lines,
a future version of the application might use of context information such as a
history of the problems shared before. Such improvements will probably enhance
users’ experience of the bot, hence increasing the chances to find a significant
effect on the independent variables.

Finally, in future work we intend to explore various possibilities to extend
the functionality of the support agent. For example, instead of only address-
ing simple interactions consisting of one incoming message and one response
message, it would be interesting to tackle more complex types of interaction.
This could eventually result in entire human-agent conversations, as described
in [18]. Another idea for follow-up research is to place the bot within an online
group of people that are mutually helping each other to cope with stress. This
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would extend its scope from one-to-one settings to group settings, thereby fur-
ther broadening the potential impact of this promising type of technology.
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Abstract. The cold-start is the situation in which the recommender
system has no or not enough information about the (new) users/items,
i.e. their ratings/feedback; hence, the recommendations are not accurate.
Active learning techniques for recommender systems propose to interact
with new users by asking them to rate sequentially a few items while
the system tries to detect her preferences. This bootstraps recommender
systems and alleviate the new user cold-start. Compared to current state
of the art, the presented approach takes into account the users’ ratings
predictions in addition to the available users’ ratings. The experimen-
tation shows that our approach achieves better performance in terms of
precision and limits the number of questions asked to the users.

Keywords: Active learning for recommender systems · Cold-start prob-
lem · New users problem · Decision trees

1 Introduction

The new user cold start is the situation where a recommender system cannot gen-
erate personalized recommendations for a new user because it has not learnt yet
his preferences. This issue is commonly encountered in collaborative filtering rec-
ommendations as they rely mainly on the users’ feedback to predict future users’
interests [1]. In addition, new users start evaluating the system from their first
usage [2]. This is a challenge for both academia and industry because the recom-
mendations’ accuracy is directly related to the users’ satisfaction and fidelity [3].

The techniques used to alleviate the new user cold start can be categorized
into passive learning and active learning. Passive collaborative filtering tech-
niques [1] learn from sporadic users’ ratings; hence learning new users prefer-
ences is slow [4]. Active techniques interact with the new user in order to retrieve
c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 137–147, 2017.
DOI: 10.1007/978-3-319-67074-4 14



138 M. Pozo et al.

a bunch of ratings that allow them to learn the user’s preferences. We focus on
active learning techniques for collaborative filtering because they quickly and
accurately bootstrap the generation of recommendations for users. In addition,
collaborative filtering only requires users preferences; analyzing users’ ratings
from (new) users can achieve better recommendation in cold-start than exploit-
ing other users’ attributes (e.g. age, genre) [5].

A naive active learning approach is to question users about their interests
and get their answers [6]. Such questions may include: ‘Do you like this movie?’
with possible answers such as: ‘Yes, I do’; ‘No, I do not’; ‘I have not seen it’. In
this context the questions are items and the answers are the users’ preferences
to these items. However, users are not willing to answer many questions [3,7].
As a consequence, the main goal is to present short (a maximum of 5–7 ques-
tions [2]), but very informative questionnaires. Active learning creates person-
alized questionnaires which leads to a progressive understanding of the user’s
preferences. In fact, the personalization of the questionnaires is close to a recom-
mender system concept, although the latter seeks the items the user likes and
the former seeks the items the user recognizes.

Our contribution relies on an active learning technique based on decision
trees that exploits both available users’ ratings and warm users’ ratings predic-
tions in order to improve the questionnaire. The experimentation shows that
our approach enhances previously suggested ones in terms of accuracy and in
a smaller number of questions.

This paper is organized as follows: Sect. 2 presents the state of the art for
active learning using decision trees techniques. Section 3 presents our contri-
bution to enhance active learning based on past warm users’ rating predictions.
Section 4 shows the experimentations performed and the results of our approach.
Finally we conclude and present our future works in Sect. 5.

2 Related Work

In this research, we focus on active learning techniques in the domain of collabo-
rative filtering recommendations, particularly those using decision trees because:
(1) the sequential question paradigm allows a personalization of the question-
naire, and (2) they aim to well profile a new user by posing as less questions as
possible. Other techniques, such as Entropy0, Logarithmic Popularity Entropy
(LPE) and Harmonic Entropy Logarithmic Frequency (HELF), are not dis-
cussed [6]. Specifically, we do not mention passive learning techniques [8–10],
content-based techniques [11] or other hybrid techniques [12–14]. For more infor-
mation about these approaches, the readers can refer to [3,4,7].

Recent researches focus on user partitioning techniques that allow to group
users of similar tastes into clusters or nodes, and then find out to which group
the new user belongs to. In [15] authors use clustering techniques to find the cor-
rect users neighbors that match the new user with other users’ profiles. This
makes it easier to generate recommendations in cold-start. In [2] the authors
use non supervised ternary decision trees to model the questionnaire. The deci-
sion trees are built off-line to be completely available for new users that receive
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the questions sequentially. To move to a new question they answer the current
one by clicking on one of the three possible answers (‘like’, ‘hate’ and ‘unknown’).
The users’ answers lead to a different child node of the trees. This creates a per-
sonalized tree path that depends on the past users’ answers. On the other hand,
this technique uses a collaborative filtering approach to choose questions. Using
available users’ ratings, they seek the best discriminative item in order to split
the population of users into three nodes (users who liked, those who hated and
those who do not know this item). The best item is the one which minimizes
a statistical error within the users’ ratings of the node.

In [16] authors suggest to apply matrix factorization while building every
node of a decision tree, yet this is computationally expensive. In [17] the authors
proposed to “learn” the active learning technique. They assumed that warm
users can be thought of as new users from whom some ratings are known. Thus,
this is seen as a supervised decision trees which internally reduces the accuracy
of the technique by picking the best discriminative items. Moreover, they split
the tree nodes into six, a 1–5 natural scale rating and an unknown node.

The approach in this paper uses decision trees as in [2,17], and it picks better
discriminative items and hence better bootstraps the new users’ preferences.

3 Contribution

Supervised and non supervised active learning decision trees aim to find out the
best discriminative items for every node of the tree in order to better capture
the new users preferences.

Formally, let R be the available ratings. The rating of a user u in an item
i is defined by ru,i ∈R. In addition, let t be a node in the decision trees. We
define Ut, It, and Rt as the set of users, items and ratings currently in the node
t. Furthermore, Rt(u) and Rt(i) are ratings of the user u and item i in the node
t. Given the current node t, these techniques iterate over all candidate items
i ∈ It by analyzing users’ ratings on i. The users populations are then grouped
into users’ who rated item i and users who did not. Typically, the latter is
more populated due to the sparse nature of the available dataset. Furthermore,
the users who rated item i can be grouped into further categorizations, e.g. users
who liked/hated, or who rated ‘1, 2, 3, 4, 5’. Then, the population of users in
these nodes, and their ratings, are used to evaluate the performance of choosing
i as one discriminative item of Rt.

Our contribution exploits the predictions over the existing R. Thus, we define
P as the predicted set of R, so that for each ru,i ∈R there is a prediction pu,i ∈P .
The set P is computed by using collaborative filtering techniques, e.g. matrix
factorization. Highlight that the number of users, items, and entries in R and P
are the same. Finally, Pt is the set of predictions currently in the node t, and
Pt(u) and Pt(i) are the set of users and items predictions in the node t.

Current decision trees techniques exploit only the available ratings in R in
order to (1) find the discriminative items, (2) split the users’ population, and
(3) compute predictions over the candidate items. These techniques use a simple
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item prediction method based on the “item rating average” in order to evaluate
a prediction accuracy and to compute prediction labels for candidate items.
Note that this technique is fast and accurate in large datasets, which allows
a quicker generation of predictions from the available ratings in Rt. On the other
hand, using more accurate prediction techniques is possible but (1) it can be
very expensive and time consuming to do it for every node of the tree, and (2)
the predictions needed in decision trees are item-oriented regardless of the user
(the same prediction value to any user).

We propose to change this paradigm by using more accurate predictions over
the available ratings R. The main idea is to introduce the prediction P as a new
source. Hence, R and P are available from the root node of the tree. Then,
when the node is split into child nodes, Rt is split into Rt−child. As long as we
want to preserve that for every rating ru,i ∈ Rt there is an associated prediction
pu,i ∈ Pt, for every node t, we split Pt into Pt−child as well. In addition, we
propose to use the available ratings in R only to split the users population, and
P to find out the best discriminative items to enhance the prediction label of
candidate items.

This makes sense since finding discriminative items and label predictions are
associated with computing an error. As long as P is built by using more accu-
rate methods than the “item rating average”, this error is minimized efficiently.
We propose using efficient algorithms, such as matrix factorization [18]. The
main drawback of using matrix factorization is that it computes different item
predictions for different users. The decision trees require a unique item predic-
tion value to be applied to any user. In [2,17] the authors use the “item rating
average” within Rt. We suggest using a similar method, with a major difference
that is computing the “item prediction average”, which is indeed the average of
the predictions within Pt.

In fact, collaborative filtering methods are very accurate for recommending
items to users by replicating the users’ rating behavior. As a consequence, they
are good as well in guessing the average prediction of users, items, and in general
the average rating value of the dataset. Figure 3 supports this statement. In
addition, this is true as well for the “item prediction average”. Figure 2 develops
this by considering different group of users split by quantity of ratings. We
observe that “item prediction average” based on matrix factorization predictions
(MF-Avg) are close to the item rating average predictions (Item-Avg), while as
normal the matrix factorization (MF) outperforms these predictions.

3.1 Apply Warm Predictions to Decision Trees Algorithms

The difference between supervised and non-supervised approaches is that the for-
mer considers that some users’ ratings can be used to validate the technique.
As a consequence, these ratings can be used as a validation set to evaluate the
accuracy of the tree node. On the contrary, since non supervised techniques do
not have any validation, they compute a statistical error based on the available
ratings in the node. Nevertheless, in both approaches a validation is not possible
in the ‘unknown’ nodes, since by definition, there is no rating label for these
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Statistic Movielens MF

1st Quartile 3.00 3.13
Median 4.00 3.58
Mean 3.51 3.51

3rd Quartile 4.00 3.96

Fig. 1. Statistics for available ratings
and matrix factorization (MF) predic-
tions of Movielens 10M [19].

Fig. 2. Prediction techniques and aver-
age comparisons regarding the RMSE
for Movielens 10M [19].

users to this item. As a consequence, a statistical error is mandatory in this
case. Our approach uses similar statistics as [2] (Fig. 1).

Non Supervised Approach. In [2], the authors define a set of statistics and
an internal error using these statistics to find out the best discriminative item.
In this approach, the best item is the one which reduces this error. In addition,
as long as the tree nodes contain many ratings, they use the item rating average
method to compute item label predictions for items.

In our approach we use the same statistics to compute the same error, with
two major differences. First, the available ratings are only used to split the pop-
ulation of users. As a consequence, the statistics and the items predictions are
computed by using the proposed set of predictions P . Second, once a discrimi-
native item is chosen in a parent node it does not pass to the child nodes. This is
done for two reasons: (1) to avoid to choose the same item, and hence, to avoid
to pose twice the same question to the same user, and (2) to delete the influ-
ence of the items’ ratings in the child nodes. In fact, one can avoid choosing
an item without deleting their ratings as done in [2]. This approach is described
in Algorithm 1.

Supervised Approach. In [17], the authors suggested using warm-users as
cold-users from whom some interests are known. This assumption allows to create
a supervised decision trees where some labels are known for validation purposes.

We suggest again to use the predictions P over the available ratings in R in
order to enhance this technique. We make use of R to split the users’ population,
meanwhile P is used to (1) validate the approach, and (2) obtain items label for
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Algorithm 1. Non-supervised decision tree algorithm
1: function BuildDecisionTree(Rt, Pt, currentTreeLevel)
2: for rating ru,i in Rt do
3: accumulate statistics for i in node t using pu,i

4: end for
5: for candidate item j in It do
6: for ru,j in Rt(j) do
7: obtain Pt(u) and split Ut 3 child nodes based on j
8: find the child node where u has moved into
9: for rating pu,i in Pt(u) do

10: accumulate statistics for i in node t − child using pu,i

11: end for
12: end for
13: derive statistics for j in node tU from the tL and tD statistics
14: candidate error: et(j) = etL(j) + etD(j) + etU (j)
15: end for
16: candidate item i∗ = argmini

17: compute pi∗ by using item prediction average
18: if currentTreeLevel ¡ maxTreeLevel then
19: create 3 child nodes Ut−child based on i∗ ratings
20: for child in child nodes do
21: exclude i∗ from Rt−child

22: BuildDecisionTree( Rt−child, Pt−child, currentTreeLevel +1 )
23: end for
24: end if
25: return i∗

26: end function

the chosen discriminative items. The validation requires the items predictions,
which in [17] is given by the item rating average within the child node. As
long as P contains the predicted values pu,i, this validation is more accurate. In
addition, the item prediction average over P is also used to obtain a prediction,
and we split the nodes into 3 child nodes (‘like’, ‘dislike’, ‘unknown’) rather than
6. Algorithm 2 shows this approach.

3.2 Complexity of the algorithm

The complexity of our approaches for non-supervised decision trees and super-
vised decision trees is very similar to [2,17]. In fact, these algorithms fol-
low a similar procedure. The complexity of splitting the users in node t
is O(

∑
u∈Ut

|Rt(u)|2), and thus, for all the nodes in the same level we use
O(

∑
u∈U |R(u)|2). As a consequence, the complexity to build a tree of N ques-

tions is O(N
∑

u∈U |R(u)|2). In fact, adding the prediction set P does not
affect the complexity of the algorithms, although, the memory footprint of
the approaches may vary according to their implementations. Considering that
rating and prediction datasets are coded equally, our approach consumes double
of the memory size to store the set P .
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Algorithm 2. Supervised decision tree algorithm
1: function BuildDecisionTree(Ut, Rt−train, Rt−validation, Pt, currentTreeLevel)
2: for user u ∈ Ut do
3: compute RMSE1

u on Rt−validation(u) and Pt(u)
4: end for
5: for candidate item j from Rt−train do
6: split Ut 3 child nodes based on j
7: for user u ∈ Ut do
8: find the child node where u has moved into
9: compute RMSE2

u on Rt−validation(u) and Pt(u)
10: �u,i= RMSE1

u − RMSE2
u

11: end for
12: end for
13: δ = aggregate all �u,i; and pick candidate item i∗ = argmaxiδi
14: compute pi∗ by using item prediction average
15: if currentTreeLevel < maxTreeLevel and �i∗≥ 0 then
16: create 3 child nodes Ut−child based on based on i∗ ratings
17: for child in child nodes do
18: exclude i∗ from Rt−child

19: BuildDecisionTree( Ut−child, Rt−child−train, Rt−child−validation,
Pt−child, currentTreeLevel +1 )

20: end for
21: end if
22: return i∗

23: end function

4 Experimentation

The goal of our experimentation is two-folds (i) to present the behaviour of
current techniques in smaller datasets and (ii) to show the performance of our
presented approach. Recent techniques have presented their results using Netflix
dataset. However, this dataset is no longer available for research. Hence, we use
the Movielens 10M dataset [19], which contains 71567 users, 10681 items and 10
million ratings. Since our approach considers external techniques prediction as
a new source, in order to build our decision trees we use matrix factorization [18]
due to its accuracy. We compare our approach in non supervised decision trees,
as in [2], and in supervised decision trees, as in [17].

In order to compare the approaches we use the RMSE metric oriented
to users, which measures the squared difference between the real ratings and
the predicted ratings:

RMSEu =

√
1
N

∑
(ru,i − pi)2 (1)

where N is the number of ratings of the user u, pi is the predicted label value of
the candidate item in the question node and ru,i is the real rating of the user u
for the item i. Hence, the evaluation of the error in one question is the average
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of the users error in this question number. As a consequence, for this metric
the lower is the better.

The experimentation carried out in [2] splits the datasets into 90% training
set, Dtrain and 10% test set, Dtest. However, this is not a real cold-start context
since the same user may appear in both training and test set. We suggest a real
cold-start situation. We split the set of users in the datasets into 90% training
set, Utrain and 10% test set, Utest. Hence, the users in the training set help to
build the decision trees and the users in the test set are considered as new user
to evaluate the performance of the approach.

The process we have followed to run this experimentation is as follows. First
we split the dataset into Utrain and Utest. Second, we compute the collabora-
tive filtering algorithms over ratings R in Utrain and we extract the associated
predictions P . Third, we train the approach of Golbandi by using Utrain. Our
approach is trained by using both ratings in training set R and the prediction
of the training set P . Finally, the performance of the decision trees is evaluated
by using the test set Utest. The users in this set are used to answer the ques-
tions. If the item is known, we compute the RMSE associated to this answer and
this question. Then, the user answer a new question. At the end, we compute
the average of the accumulated nodes RMSE.

Knowing that the experimentation may depend on the split of the dataset,
we run it 50 times and then used the mean value of the RMSE. We use this
process to evaluate the performance for the MovieLens 1M and MovieLens 10M.
Figure 3(a) shows the results (the mean values and tendency curves) of this
experimentation for both MovieLens datasets, where ‘Golbandi’ is the approach
used in [2]. On the one hand, our approach achieves a much lower error in less
number of questions. This matches with the needs of active learning; short but
very informative questionnaires. This is possible due to the higher accuracy of
the matrix factorization. On the the other hand, all the approaches tend to
converge into a pseudo-asymptotic behavior. This is due to the fact that nodes
in the bottom of the tree (nodes in 8th question) are less populated by users and
thus predictions and profiles are less accurate. This particularity is not shown
in [2,17] due to their very large dataset.

We perform a similar experiementation to compare our approach to [17]. This
time the authors use a 4-fold set to evaluate their dataset: Dtrain set which is
split into Utrain and Uvalidation sets, and Dtest set which is split into Utest and
Uanswer sets. Utrain and Uvalidation are to train and validate the evolution of the
algorithm. Utest and Uanswer are used to evaluate the performance of the tree at
the question q and to answer to that questions. As long as the validation phase
aims to optimize the RMSE, the accuracy prediction of the matrix factorization
enhances this metric. This yields to better questions and hence the accuracy of
the decision tree is enhanced as well. Figures 3(b) shows better results than [17]
as well. Further analysis are not described in this paper due to a lack of space.
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(a) MovieLens 10M dataset. (b) MovieLens 10M dataset.

Fig. 3. Questionnaire performance in RMSE.

5 Conclusions and Future Work

The personalization of the active learning technique is crucial to better learn
the new users preferences and decision trees are interesting techniques to model
questionnaires. Indeed, decision trees can predict the items that new users have
already used, although we consider that recent approaches do not correctly
exploit the “prediction” inside the decision trees since they use very simple
approaches (e.g. item rating average) to make it tractable.

The main idea of our contribution is to train an accurate collaborative fil-
tering techniques with a ratings dataset to generate a prediction dataset. Then,
both ratings and predictions dataset are used inside the decision trees. The
former properly split the users’ population while building the tree. The latter
enhances the seek of the best discriminative items (questions) and better predict
the associated labels. We have tested this approach in non supervised decision
trees and supervised decision trees. The experimentation shows that our app-
roach find better questions to present to users in order to better understand his
preferences.

Our future work focuses on (1) detecting the new users preferences directly
on the fly, and (2) using new techniques to exploit the information coming from
questionnaires. We especially believe that the time (new) users spent to answer
a question is very significant for the answer itself. Thus, we focus on “time-
aware” recommendation techniques and decision trees to retrieve and exploit
not only the users’ answers but also the users’ behavior.
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Abstract. This paper presents our approach to optimize the concurrent
operations on a large-scale social network. Here, we focus on the directed,
unweighted relationships among members in a social network. It can
then be illustrated as a directed, unweighted graph. With such a large-
scale dynamic social network, we face the problem of having concurrent
operations from adding or removing edges dynamically while one may
ask to determine the relationship between two members. To solve this
challenge, we propose an efficient parallel method based on (i) utilizing
an appropriate data structure, (ii) optimizing the updating actions and
(iii) improving the performance of query processing by both reducing the
searching space and computing in multi-threaded parallel. Our method
was validated by the datasets from SigMod Contest 2016 and SNAP
DataSet Collections with the good experimental results compared to
other solutions.

Keywords: Bi-directional BFS search · Concurrent operations on social
networks · Multi-threaded parallel computing

1 Introduction

Today, social networks play a significant role in our networked society. Face-
book, Twitter, WhatApp, etc. can be seen as the famous examples applied more
commonly in our modern life. On social networks model, graph theory has been
considered as a proper methodology. Furthermore, a member is generally mod-
eled by a vertex, and the direct relationship between two members is represented
by an edge. Actually, there are three remarks in this kind of graph we should
consider: (i) the number of vertices and edges are enormous; (ii) the graph is
dynamic due of the relationship changes among members and new member reg-
istered; and (iii) the shortest distance (SD) query is mostly performed in order
to find the way to establish the connection between any two members. Thus,
the SD query allows to analyze the influence of a user to the community [8]; to
identify the closeness between two users; to find more related users or contents
by using the socially-sensitive search [1]. Although the SD problem is frequently
trivial, the task to answer optimal path queries is a considerable challenge in
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the context of having large-scale and quickly changing/elastic social network in
reality [5].

In this paper, we demonstrate a method to enhance the performance of par-
allelizing the concurrent operations on large-scale and elastic social network. To
gain this purpose, we propose an appropriate data structure for modeling the
network, following a strategy to parallelize the updating operations and finally
the sufficient approach to perform the computing queries (such SD) in parallel.

The rest of this paper is organized as follows. Section 2 presents preliminaries
and related works. Section 3 details our efficient method for improving the per-
formance of both updating and computing operations. In Sect. 4, we summary
our experiment to verify and benchmark our approach. Finally, the last section
provides some conclusions and future works.

2 Problem Formulation and Related Works

2.1 Data and Operation Model

As mentioned above, in this article, a social networks can then be represented
as a graph G(V,E) where V is the set of all members (and called vertices)
and E = (vi, vj)|vi, vj ∈ V represents the set of all directed relationships (called
edges) (vi and vj are connected with a single unweighted link). The total number
of edges to (incoming) and from (outgoing) a vertex vi is called the degree of vi
and is represented as deg(vi).

For the vertex, it is conveniently represented by a number. That leads to
encode the |V | vertices from 0 to |V | − 1. For the graph edges, there are three
main structure types: (i) edge lists, (ii) adjacency matrices and (iii) adjacency
lists. In the large scale graph, the appropriate way to represent the large-scale
edges of the graph is the adjacency list structure [2].

For the social networks modeled, the fundamental relationship operations
can be “Read” and “Write”. Once writing on a such network, an edge is simply
added or deleted, whereas a Read on it is traversing its vertices. A graph traversal
is also considered as a query on the graph. In a traversal, we are performing
whether a Depth-First Search or a Breadth-First Search (BFS) method [7]. From
that, three operation types will be specified and described in more details as
follows:

– Add an edge [‘A’ u v]: Modify the current network by adding another relation
(edge) from the member u to v. In the case of the input of the original graph,
if the edge already exists, the graph remains unchanged. If one (or both) of
the specified endpoints of the new edge does not exist in the graph, it should
be added.

– Delete an edge [‘D’ u v]: Perform the removing of relation between (u v) from
the current network. If the specified relation does not exist in the network,
the later should remain unchanged.

– Compute the SD [‘Q’ u v]: Perform and return the SD from u to v in the
current network. If there is no relation between these members or if neither of
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Fig. 1. Concurrent operations on graph

them exists in the network, the answer should be −1. The distance between
any member and itself is always 0.

After that, the concurrent operations on G could be shown by a schedule of
operations being susceptible updates and SD queries. For efficiently controlling
the concurrency, we keep this schedule as a sequence of operations by their
order of acceptance at the system. It is clear that if we assume the consistency
of graph when performing each action this schedule, the final graph state will be
consistent. The Fig. 1 indicates some example schedules of concurrent operations
on a graph.

2.2 Related Works

To perform the actions on the graph, a substantial number of tools and libraries
can feasibly be used to address this problem. NetworkX [12] and SNAP C++
library [4] are two popular libraries that can be shown here. However, their
implementation is not optimal due of general purpose requirements: the SD is
calculated only in sequence (performed by only one CPU core) and the direc-
tional selection is based on the number of enqueued vertices only.

For the large-scale graphs, the recent study of GraphLab in [3], PowerGraph
in [10], GraphX in [11] are dedicated for processing the large graph in both
distributed and parallel computation. These systems are efficient for general
purposes in case having a dominant computing platform such as clusters and
supercomputers [3]. Nevertheless, they are not adequate for the SD computation
for the dynamic graph in the context of medium computing platforms.

The similar works for managing large-scale directed, dynamic graphs should
describe five final teams participated the SigMod Programming Contest 2016
(SPC16) [13]. We will summary their main ideas here:

1. H minor free: this team was the Overall Winner in the SPC16. Their main
ideas are based on considering the state of each edge: ALIVE for passable
edges; DEAD for impassable edges; and UNKNOWN for the edges modified
in the batch. For each batch, they experience 3-step process: (i) updating
operations add UNKNOWN to the edges; (ii) utilizing bi-directional BFS
(bBFS) processes SD queries using one of OpenMP threads; and (iii) updating
edge states to ALIVE or DEAD after bBFS [14].
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2. uoa team: this group used the approach of multiversioning data structures
for updating operations and using the heuristics to optimize multi-threading
bBFS. They also used the threadpool11 and concurrentqueue libraries in
order to enhance the performance of bBFS.

3. akgroup: the strategic solution of this team is based on the adjacency lists
for both incoming and outgoing vertices. The updating operations have to be
committed before performing the parallel heuristic bBFS [2].

4. gStreamPKU: the solution is based on (i) reducing the number of basic
operations per query with Bit Compression and Optimizing program’s spatial
locality; and (ii) building parallelism Delta Graph (updating operations) to
support fully concurrent bBFS query execution within a batch.

5. while1: this team used the idea of “transaction edge list” for performing the
updating operations. All node and edge lists are duplicated for both NUMA
nodes to ensure memory locality for processing parallel bBFS.

The last three teams got the third prize for that Contest.

3 Method for Performing Concurrent Operations

To process the concurrent operations on such social network represented by a
directed, unweighted graph G, we suppose that all n concurrent operations have
been executed by order of each operation Op[i]. This approach is strictly a serial
schedule for concurrent operations. Thus, it is clear that G will be consistent
after performed all concurrent operations. That schedule will be ingested by the
Algorithm 1 illustrated as following:

Algorithm 1. Perform the concurrent operations
Input: Graph G and Op is the schedule of n operations (a,u,v) on the graph
Output: G committed all updates and list of SDs for all queries
1: for t= 0; t < n; t++ do
2: (a,u,v) = Op[t];
3: if a = ‘Q’ then
4: Queries.push back(t,u,v);//push back the tuple (t,u,v) into the Queries vector
5: else
6: Updates.push back(t,a,u,v);//push back the tuple (t,a,u,v) into the Updates vector
7: end if
8: end for
9: Make temporally edges for the updating operations; //Algorithm 2

10: Perform in parallel all queries;//Algorithm 4
11: Commit the updating operations;//Algorithm 3

In this algorithm, each tuple in both Queries and Updates vector has the
timestamp t specified by order of operation in the concurrent list. We will use
this parameter for checking whether an edge can be used or not when computing
the SD queries.
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3.1 Organizing the Data Structure

For managing the big data, the consecutive item list seems to be the best way to
allow having the highest cache hit rate [2]. Moreover, in this research, we mainly
examine large social networks having the number of members smaller than one
billion (not Facebook case). Therefore, the member identification is represented
by a 30-bit integer, and if we allocate 4-byte integer for a vertex, the two last
bits for the state of edge can then be used.

To make in profit of the multi-core, multi-chip computational power, we
use the idea of H minor free team [14] to model an edge: each edge can be
one the three state: ALIVE, DEAD and UNKNOWN for executing concurrent
operations. Therefore, the concurrent operations in the Fig. 1 can be illustrated
by the Fig. 2.

Fig. 2. Execution of updating operations

From the above idea, the graph data is represented by the adjacency
lists. All incoming/outgoing nodes of a node u are stored in a sorted vector
incomingEdges[u]/outgoingEdges[u]. Each item v of these vectors has the first
30-bits for the vertex; the last 2-bits for the state of edge (u, v). By using both
incoming and outgoing edge lists, we can quickly explore the graph by both
directions. That allows computing the SD queries by the bBFS algorithm [6].

3.2 Optimizing the Updating Operations

All updating operations will be firstly performed by adding/modifying an edge
having the UNKNOWN state.

Algorithm 2. Make edges for the updating operations
Input: Updates: schedule of m updating operations (t,a,u,v); Graph G;
Output: G, incomingSum, outgoingSum modified by Updates
1: for each (t,a,u,v) in Updates do
2: if a == ‘A’ then
3: InsertNode(outgoingEdges[u],v); InsertNode(incomingEdges[v],u);
4: else
5: RemoveNode(outgoingEdges[u],v); RemoveNode(incomingEdges[v],u);
6: end if
7: end for
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The two global lists incomingSum[v] and outgoingSum[v] are used to store
the all incoming and outgoing vertices from every vertex of incomingEdges[v]
and outgoingEdges[v] respectively. Theses parameters will be used for comput-
ing the SD queries.

Algorithm 3. Commit the updating operations
Input: Updates: schedule of m updating operations (t,a,u,v); Graph G;
Output: G committed by all m updating operations
1: for each (t,a,u,v) in Updates do
2: if a == ‘A’ then
3: CommitAdd(outgoingEdges[u],v); CommitAdd(incomingEdges[v],u);
4: outgoingSum[u] += outgoingEdge[v].size();
5: incomingSum[v] += incomingEdges[u].size();
6: else
7: CommitDelete(outgoingEdges[u],v); CommitDelete(incomingEdges[v],u);
8: outgoingSum[u] −= outgoingEdge[v].size();
9: incomingSum[v] −= incomingEdges[u].size();

10: end if
11: end for

Once all queries have been executed, we will commit all updating operations by
modifying the state of updating edges to the right state by the Algorithm 3. Note
that the operation CommitAdd of a vertex v into the sorted vector Vn will change
the state of v (for the edge (n,v)) to ALIVE. Similarly, applying for the operation
CommitDelete, the state of v for the edge (n,v) will be DEAD.

3.3 Optimizing the Query Processing

For the query processing, we interest firstly to determine the shortest relationship
distance between two members of the social network. Since this is modeled by a directed
and unweighted graph, the parallel BFS algorithm is adequate to answer that distance
[6,9]. Another point should be emphasized here that all the capability of modern multi-
core and multi-thread CPU have to be exploited. To do this, our strategy has to offer
in parallel processing for all consecutive queries, which will be discussed more details
as following.

i. Algorithm of shortest distance computation
For bBFS, the incoming edges and outgoing edges should be used. Two bitmap

arrays (called incomingMaps/outgoingMaps) are also used for remarking traveled
incoming/outgoing nodes. To reduce the search space, the strategy of predicting deeply
on the graph has been proposed: following only the direction that has the smaller sum
of next level enqueued vertices and their children [2].

Our strategy tuning the bBFS algorithm can be explained in the Algorithm 4. The
testBit(v,map) function returns the value of bit at the position v in the buffer map.
Meanwhile, setBit(v,map) function will set the bit at the position v in map to 1.
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Algorithm 4. Compute SD (u,v) by the bi-directional BFS
Input: (t, u, v): containing the timestamp t and two vertices u and v;

incomingMap, outgoingMap: global arrays for marking the traveled vertices of each
worker; incomingQueues, outgoingQueues: global arrays for enqueueing the potential vertices
to travel of each worker; incomingSum, outgoingSum and G

Output: the shortest distance from u to v
1: if u == v then
2: Return 0;
3: end if
4: if (incomingEdges[v].size() == 0) ‖ (outgoingEdges[u].size() == 0) then
5: Return −1; //No path between u and v
6: end if
7: Get inMap and outMap from global incomingMaps and outgoingMaps for this thread
8: Get inQueue and outQueue from global incomingQueues and outgoingQueues for this thread
9: inQueue ← v; //initiate in-queue

10: setBit(v, inMap); //indicate v was visited
11: outQueue ← u; //initiate out-queue
12: setBit(u, outMap); // indicate u was visited
13: inCost = 0, outCost = 0; //distance to/from u/v
14: outSize = outgoingSum[u]; inSize = incomingSum[v];
15: while (outSize > 0)&&(inSize > 0) do
16: if (outSize < inSize) then //following the outQueue
17: outSize = 0; outCost+ = 1;
18: for each vertex e in outQueue do
19: for each vertex n in outgoingEdges[e] do
20: if !testBit(n, outMap) then
21: state = GetState(n);
22: if (state==ALIVE)‖(state&UNKNOWN && IsEdgeAlive(e,n,state,t)) then
23: if testBit(n, inMap) then
24: Clear all bits of inMap and outMap;
25: Return inCost + outCost;
26: end if
27: //ifnot, we push this vertex to outQueue
28: outQueue ← n; setBit(n, outMap);
29: end if
30: end if
31: end for
32: outSize+ = outgoingSum[e];
33: end for
34: else//following the inQueue
35: inSize = 0; inCost+ = 1;
36: for each vertex e in inQueue do
37: for each vertex n in incomingEdges[e] do
38: if !testBit(n, inMap) then
39: state = GetState(n);
40: if (state==ALIVE)‖(state&UNKNOWN && IsEdgeAlive(n,e,state,t)) then
41: if testBit(n, outMap) then
42: Clear all bits of inMap and outMap;
43: Return inCost + outCost;
44: end if
45: //ifnot, we push this vertex to inQueue
46: inQueue ← n; setBit(n, inMap);
47: end if
48: end if
49: end for
50: inSize+ = incomingSum[e];
51: end for
52: end if
53: end while
54: Clear all bits of inMap and outMap;
55: Return −1;
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For a UNKNOWN edge, we use the vector of updating operations for deciding use
this edge or not. The idea of the IsEdgeAlive(u, v, t, state) function has to answer this
problem and illustrated as the following algorithm:

Algorithm 5. Verify if an edge (u, v) is ALIVE at the timestamp t
Input: (u,v,state,t): edge (u, v) with state at the query moment t; Updates: all updating operations
Output: TRUE if (u, v) is ALIVE at t; FALSE if not
1: i = lower bound(Updates, (u, v, t, 0));
2: if i == Updates.begin() then
3: Return (state&1) == 0;
4: end if
5: (lu,lv,la,lt) = Updates[i−1];
6: if (u == lu && v == lv) then
7: Return (la==‘A’);
8: end if
9: Return (state&1) == 0;

In this algorithm, lower bound is a function implemented in the C++ libraries. It
finds (by using the binary search) and returns an iterator pointing to the first element
in Updates that is not less than the tuple (u, v, t, 0).

ii. Query parallel processing
Our solution for processing the consecutive queries is:

– Global incoming/outgoing queues are employed for each call of searching the SD.
Then, each searching thread will use only proper in/out queues determined by an
interval of global in/out queues.

– Each searching thread will also own the appropriate in/out map slots calculated
from the global in/out maps. Since the searching process finishes, these in/out slots
will be cleared for the next search.

– Cilkplus is used for performing queries in parallel because this method seems to be
the most efficient one and achieve the outstanding performance in our solution [2].

Thus, the parallelization of consecutive queries is illustrated as the following algo-
rithm:

Algorithm 6. Execute all consecutive queries on the graph G
Input: Queries having all SD queries; Graph G
Output: vector of results
1: //Perform in parallel the queries by Cilkplus method
2: for i = 0; i < Queries.size(); i + + do
3: (u, v, t) ← Queries[i];
4: distances[i] = shortest distance(u, v, t);
5: end for

4 Experiments and Evaluation

Based on the proposed method, we built and implemented our solution in C++ lan-
guage. The experiments were performed in the evaluation machine having 2 x Intel(R)
Xeon(R) CPU E5-2697 v4 @ 2.30GHz (45 MB Cache, 18-cores per CPU), 128GB for
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the main memory, CentOS Linux release 7.2.1511, gcc 6.3.0. This computing system
was configured with maximum 36-threads in parallel (disable hyperthreading).

To validate our method for optimizing the concurrent operations on large-scale
dynamic directed graph, two datasets from the Stanford Large Network Dataset Col-
lection [15] and one from SigMod Programming Contest [13] are selected to evaluate
the results. Here are some statistics of these graphs:

Table 1. Graph collection statistics

Parameter SigMod dataset Pokec dataset LiveJournal dataset

Edges 1574074 68993773 30622564
Nodes 3232855 4847571 1632803
Diameter (longest
shortest path)

9 16 11

Particularly, LiveJournal is a free on-line community with almost 10 million mem-
bers. In addition, Pokec is the most popular on-line social network in Slovakia that
connects more than 1.6 million people [15].

For testing workloads, we built a tool in order to generate the workloads by using
the testing protocol of SigMod [13]. For each graph, we produced two experiment sets of
workloads and results. The first one concentrates on the query operations. This exper-
iment workload composes 1,000,000 operations involving queries/insertions/deletions
ratios 80/10/10 respectively. We denote 8-1-1 for this set. In the second experiment
set, we interest to the real situation which updating operations play an integral part
in social networks. The set contains 1,000,000 operations as well, but differs from the
respective proportion of queries/insertions/deletions of 50/40/10. 5-4-1 is denoted for
this kind of experiment set.

To measure the time performance and the parallel efficiency, we run our solution
(called akGroupPlus) and other solutions detailed in the Sect. 2 ( akgroup - our
old solution; H minor free - the Overall Winner) with distinct numbers of thread
for each dataset. To be specific, all solution was tested with 1, 2, 4, 8, 16, 24, and 32
threads (since we have maximum 36-threads in our computing system). Every test was
executed ten times for each dataset per each number of thread and gave the average
result. The final results are illustrated in the figures below.

From the Fig. 3 that the execution time of the akGroup is the longest and its trend
is obviously upward relative with the increase of the number of thread. Meanwhile,
akGroupPlus and H minor free have the execution time reduced when performing in
more threads. Additionally, our solution does not get the first rank when running on
the only single thread, it, however, come on top from two threads onwards.

Concerning Pokec dataset, as it is demonstrated in Fig. 4, the running time of all
solutions decrease considerably when the number of thread rise. In the Pokec 8-1-1,
at one and two thread cases, akGroup team take the first place. Moreover, it can be
seen notably that from four threads and more, our solution, akGroupPlus, comes first.
Likewise, the similar pattern is showed in all solutions in the Pokec 5-4-1: akGroup
takes the first place in case of performing no-parallel; other cases, akGroupPlus is the
best one.

Regarding LiveJournal, similar to Pokec dataset, there is a gradual decline in the
running time of three solutions with the rising number of threads. akGroup stands in
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Fig. 3. Sigmod dataset test results

Fig. 4. Pokec dataset test results

Fig. 5. LiveJournal dataset test results

first place at 1 and 2 threads for the 8-1-1 set and at 1-thread for the 5-4-1 set; the
other cases, the best execution time is privileged to akGroupPlus.

In all datasets, the execution time does not decrease linearly when we increase the
thread number. The reason here is firstly due to the concurrency among concurrent
operations. Secondly, the cache locality for the graph data structure causes also the exe-
cution time: the more parallel thread number, the higher the miss rate. Thus, in case of
the large-scale graph, the thread number in parallel should be selected experimentally.



158 P.-H. Du et al.

5 Conclusion and Future Works

The concurrent operations on large-scale social networks have been a huge challenge
today. We propose in this research an efficient method with (i) the appropriate data
structure (for reducing amount of time accessing the main memory for the graph data
by increasing the cache hit rate), (ii) the method for optimizing the updating opera-
tions, and (iii) the best bBFS algorithm by selecting the smaller queue for traversing
to reduce the execution time. Another advantage is in the Cilkplus multi-threaded par-
allel computing method, which offers a quick and easy way to harness the power of
both multi-core and vector processing. Overall, the experiment results allow confirming
that akGroupPlus is the most efficient method and obtain the outstanding performance
in comparison with other approaches for executing concurrent operations in parallel.
The time execution is often reduced proportionally with the number of real parallel
threads. However, in case of the large-scale graph, the thread number in parallel should
be selected experimentally.

For future works, we aim to extend our method for performing more complex
operations on social networks such as computing the relationship distance between two
members involving the weight of each member relationship, the influence of a user to
the community. Another idea we will focus in next time is the way for performing in
parallel the updating operations. By that, it will reduce the execution time and get
better performance. The other works might be considered as the graph-based data
model enabled Online Transaction Processing.
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Abstract. This work proposes an agent-based evacuation model that incorpo‐
rates social aspects in the behaviour of the agents and validates it on a benchmark.
It aims to fill the gap in this research field with mainly evacuation models without
psychological and social factors such as group decision making and other social
interactions. The model was compared with the previous model, its new social
features were analysed and the model was validated. With the inclusion of social
aspects, new patterns emerge organically from the behaviour of each agent as
showed in the experiments. Notably, people travelling in groups instead of alone
seem to reduce evacuation time and helping behaviour is not too costly for the
evacuation time as expected. The model was validated with data from a real
scenario and demonstrates acceptable results and the potential to be used in
predicting real emergency scenarios. This model will be used by emergency
management professionals in emergency prevention.

Keywords: Social contagion · Agents · Model · Evacuation · Simulation

1 Introduction

Preventing incidents in crowded environments involves many aspects such as investi‐
gating the effects of environmental factors like the number of doors, their positions, the
location of other objects and escape areas. All these factors have a big impact on evacu‐
ation time and consequently influence the number of injuries and casualties. There are
many details to be considered, some of them are predefined by the design of the building
itself, such as stairs, width of exits and existing pillars. Other environmental aspects are
organised only hours before an event starts, such as areas for queuing, gates and signs to
direct the flow of people. Moreover, there are psychological and social factors that have
an effect on the evacuation process as well, such as age, gender, language, being in a rush.
To avoid dangerous situations, organisers follow security protocols and make scenario
simulations. Simulations are good to indicate security lacks and unpredicted situations.
Most of the evacuation simulation tools consider physical characteristics of the environ‐
ment, ignoring behaviour and personality of people. Some of them consider queues
formation, jamming, clogging, fluid movement of crowds and following behaviour [22].

Evacuation simulation models could become more precise by incorporating realistic
human behaviours, as currently they do not. Most evacuation simulation models do not
incorporate psychological and social factors. Observations of actual emergencies show
that people tend to be slow to respond to evacuation alarms (taking up to 10 min) and

© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 160–171, 2017.
DOI: 10.1007/978-3-319-67074-4_16

http://orcid.org/0000-0003-2702-5059
http://orcid.org/0000-0002-0010-8447


take the familiar route out instead of the nearest exit [1, 7]. Most models simulate people
like ‘robots’ taking rational decisions to reach a safe place, avoiding obstacles and
suffering the influence of the environment in their speed to escape from a dangerous
place. Including psychological and social factors in evacuation simulations could make
these models more realistic and better in their predictions to ultimately save more lives.

As part of the EU Horizon 2020 project IMPACT1, this work will propose and vali‐
date an evacuation simulation incorporating social factors, named the IMPACT model.
It is a refinement and extension of an initial version of the model proposed in [18]. New
features added are: helping behaviour, groups, age and gender. The following social
features were refined: familiarity, response time and social contagion. The rest of the
paper is organised as follows. Section 2 starts with a short literature review. Next,
Sect. 3 introduces the conceptual and formal model with the new features. This is
followed by reports of the simulation experiments in Sect. 4 and a summary and discus‐
sion in Sect. 5.

2 Related Work

There are many different approaches for computer models of crowd evacuation simu‐
lations. Zheng and colleagues describe seven approaches for computer evacuation
models: (1) cellular automata, (2) lattice gas, (3) social force, (4) fluid dynamics, (5)
agent-based, (6) game theory, (7) animal experiments [22]. Each one of these approaches
combines physical aspects with statistics measurements of evacuation flows in diverse
types of environments. According to Templeton and colleagues, current crowd simula‐
tions don’t include psychological factors and therefore cannot accurately simulate large
collective behaviour that has been found in extensive empirical research on crowd events
[16]. On the other hand, Santos and Aguirre have reviewed the integration of social and
psychological factors incorporated in evacuation simulation models [13]. They describe
how social dimensions are incorporated in three evacuation simulation models:
FIRESCAP [4], EXODUS2 [6] and multi-agent simulation for crisis management
(MASCM [8]).

MASCM includes social interaction in the way of evacuation leaders. For example,
evacuation leaders can communicate ‘please follow me’ and start to walk along the
evacuation route or find an evacuee at the distance or wait for the evacuee to approach.
Even though leadership is modelled fairly accurate, there is no possibility of simulating
the set of group decision-making processes involved in selecting a leader when there is
no trained professional/evacuation leader present. Yet in evacuation situations, there are
often no official leaders. Also, evacuees in MASCM go to the nearest group, but research
suggests that such an action typically involves social factors including the relationship
between the evacuees from the start of the evacuation. EXODUS includes 22 social
psychological attributes and characteristics for each agent, including age, name, sex,
breathing rate, running speed, dead/alive, familiarity with building, agility and patience.
Yet, agents in EXODUS cannot have social micro-level interactions that would create

1 http://www.impact-csa.eu/.
2 http://fseg.gre.ac.uk/index.html.
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a collective definition of the situation for groups and collective interactions. Other
models that Santos and Aguirre reviewed do not model social dimensions, such as group
decision making, but focus more on the physical constraints and factors such as walking
speed, walkways, stairways etcetera to find the optimal flow of the evacuation process.
This work aims to fill this gap in the field of evacuation simulations, by proposing a
model that includes social interactions and collective decision making.

3 IMPACT Model

The evacuation dynamics were modelled using an agent-based model with the beliefs-
desires-intentions and network-oriented modelling approaches [11, 17]. The first version
of the model included physical, psychological and social aspects. Each agent in the
simulation has his own characteristics and his behaviour is influenced by environment
as well as by other agents around him. Table 1 describes the internal characteristics of
each agent and the external influences on them as the initial version [18].

Table 1. Individual agent characteristics in the initial version of the model.

Characteristic Description
Familiarity When an agent is familiar, he chooses the nearest exit otherwise, he

always evacuates via the main exit
Compliance The compliance level of each agent can vary between 0 and 1 and has an

effect on the agent’s desires. In the initial version, the setting was fixed
to 0.5 for each agent

Fear Internal state influenced by external factors and other internal states
Belief of danger The level of this state directly influences the decision to evacuate or not.

It is a combination of fear and external stimuli
Desire walk
randomly or evacuate

Depending on the level of Fear and Belief of danger, an agent can have
the desire to walk randomly in the environment or to escape

Intention of walk
randomly/evacuate

Based on the desires, the agent creates an intention (decision) to perform
a certain action with a certain intensity

Speed Maximum speed of the agent, depending on intensities of the intention.
It varies from walking to running. Range: (1.42 m/s, 4.26 m/s)

Express emotion Expression of fear to other agents within observation distance
Vision radius Scope of vision of an agent
Fall Each agent can fall, spending some time before standing up and

continuing its path. The chance of falling is based on the number of agents
around and the agent’s own speed. The more people around the agent,
the faster the agent runs and the higher the chance to fall

Observation event
(external factor)

Agents who observe dangerous events change their beliefs and
immediately start to evacuate

Observation alarm
(external factor)

When the alarm sounds, there is a 50% chance for each agent to start to
evacuate. (Representing risk-taking, as not all passengers react quickly
to a fire alarm [7, 10])

Observation fear
(external factor)

Agents can observe other’s fear and belief expressions and decide to
evacuate without seeing the danger him/herself
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The model was implemented in the Netlogo multi-agent language [20]. Figure 1
gives an overview of the conceptual model, showing four agent modules. Individual
characteristics influence all other modules. the perceived external stimuli from others
(people-people interaction) and from environment (people environment interaction)
affects directly the actions in such a way that the patterns simulations emerge organically
from the behaviour of each agent and events in the environment.

Fig. 1. Agent modules of the IMPACT model.

Comparing the current IMPACT model to the initial one, some characteristics were
updated regarding speed, falls and compliance. For all of them, the updates are based
on psychological and statistical analyses as described below.

• Speed: The walking speeds varied for each demographic group (children, adult
males, adult females, elderly males, elderly females) and were based on the obser‐
vational work of Willis et al. [21], ranging from 1.12 m/s to 1.58 m/s. We calculated
running speeds by multiplying the walking speed for each demographic group by
three – to account for the luggage, belongings, and clothes that people wear while
travelling – to yield speeds between 3.36 m/s and 4.75 m/s. Moreover, a crowd
congestion factor was added that reduces the speed according to the number of agents
within the same square metre: ≤ 4 people (no speed reduction), 5 people (62.5%
reduction), 6 people (75%), 7 people (82.5%), 8 people (95%). These speed adjust‐
ments were based on research by Still [15], where 8 is the maximum number of people
per square metre and 4 the number of people from which speed reduces.

• Falls: The number of falls in the initial model seemed unrealistically high during
structured simulations. So, we manually tuned the value to a more realistic level by
visually inspecting the movement patterns during many different settings. This
resulted in a new rule: if there are more than 4 people in the same square metre of
the agent and if he is running more than 3 m/s, then there is a 0.5% chance of a fall
for each new movement.
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• Compliance: In the current version, the probability of compliance is based on data
from Reininger et al.’s [12] study of gender differences in hurricane evacuation,
modified for different age groups using data from Soto et al.’s [14] personality study.
The model has 6 compliance values according to the category of the agent: male or
female, and child, adult, or elderly. The precise levels can be found in Sect. 2 of [19].

Besides the improvements in speed, falls and compliance that have substantial
changes to the outputs of scenario simulations, three new social features were added to
the model. These new social factors were chosen by the stakeholders of the IMPACT
project to make the model more realistic and effective for emergency prevention/predic‐
tions. The current IMPACT model categorises the agents in groups of age and gender.
Based on these characteristics the agents have different speed and compliance levels,
consequently their fear, belief of danger, express of emotions and desire to walk
randomly or evacuate vary more realistically according to the type of agent and in rela‐
tion to the initial model. Each agent has his own personality, for example, not all female
elderly has the same speed, but they vary among a range of possible speeds for that
category. The same occurs for the other groups.

As an example, Eq. 1 shows how the desire to evacuate is calculated and how
compliance influences this internal state. A logistic function is thereafter used to decide
if the intention to evacuate or keep walking randomly is larger. Then, this outcome is
multiplied by the desire to evacuate to represent the strength of the intention. In this
way, compliance Level has a direct effect on the value of desire to evacuate. The result
is a number between (0, 1), whereby 0 means a minimal intention and 1 a maximal
intention to evacuate. Each decision and internal state in the model has a formal rule,
for lack of space, only the rule to calculate the desire to evacuate is shown below. All
formal rules can be found in [19].

desire_evacuate(t) =
desire_evacuate(t) + 𝜂⋅((

compliance ⋅
(
max

(
𝜔amplifyingevacuation ⋅ belief_dangerous(t), 𝜔amplifyingevacuation.

fear(t),𝜔amplifyingevacuation

)))
−desire_evacuate(t)) ⋅ Δt.

(1)

Whereby,

ω = predefined weights of the tuned model.
η = speed factor, defines how smooth or abrupt changes in the calculations happen.
max = function that returns the maximum value among the parameters.

The current IMPACT model also includes group formations. Currently, it supports
the most frequent types of groups with 2, 3 and 4 people. Agents in a group always move
together with the same speed. The group speed is 40% of the difference between the
minimum and maximum speed of group’s members, assuming that the slower people in
the group can be ‘pulled’ along faster or children can be carried, but not faster than the
average speed of the group. Children are always part of a group, while adults and elderly
can both travel alone as in groups. One of the group members is always the leader, the
others follow him. However, the leader is constantly influenced by other members of
the group since they are close to each other, so if other members express a high level of
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fear, the leader will increase his level of fear in a re-feed cycle until a stable value is
reached that could be enough to make the leader decide to evacuate.

Besides that, helping behaviour was included. An agent can decide to help other
people that felt on the floor. That means, the agent stops in front of the fallen agent until
it stands up and after that, each agent follows his own path. The decision to help another
agent is a statistical combination of gender, age and group identity of the helpers and
fallers. For example, if the agent belongs to a group, there is a very high chance that his
group members help him [2]. Men are most likely to help others and women, children,
and older adults are most likely to receive help [3].

4 Simulation Results

Experimental Design. Simulation experiments with different factors and levels were
designed to answer the research questions of this work: (1) Model comparison: does the
model have significant differences after the improvements compared to the initial
version? (2) Model validation: does the model correspond to reality and in how far? (3)
Model simulations: what are the effects of the new features: helping and group formation
on the evacuation time? A square (20 × 20 m) layout of a building with two exits (4
metres wide) was chosen to represent a general building layout. All environmental and
personal factors such as width of the doors and level of compliance were kept constant
among simulations. Only the factors and levels stated in each experimental setup were
systematically varied. After inspecting the averages and variances in evacuation time of
100 simulations of a scenario with the most variability, Eq. 2 was used to find the
minimum number of repetitions (56) to guarantee that the error in the outcome results
are within 5% of the maximum error with 95% of confidence. In total, 60 repetitions of
each variation were run and the results represent the average of these runs.

n ≥
[
100 ⋅ Z ⋅ s∕r ⋅ x̄

]2
= 56.61599 → 60 samples (2)

Whereby,
Z = confidence interval of 95%; s = standard deviation, 53.4287
r = maximum error of 5%; x̄ = evacuation time average of 100 samples

Simulation Results Comparing the Models. This experiment was conducted
according to Table 2 comparing the influence of each factor of the initial model [15]
with the current IMPACT model. Figure 2 compares the average evacuation time of the
two models, varying familiarity and social contagion as described in Table 2. For all
cases the current IMPACT model presented higher evacuation times than the old model.
Even comparing social contagion of the models with themselves, it is clear that the
influence of social contagion on the current IMPACT model, was not visible in the old
one. In relation to the number of falls, there was a drastically reduction for reasonable
values. For example, in a simulation with 800 people the initial model has 368 falls on
average, while the current IMPACT model has 16. For both, when the social contagion
is activated it results in the duplication of falls, and no significant variability was
observed in the average response time to evacuate after the incident started.
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Table 2. Factors and levels in simulation experiment social contagion and familiarity.

Level Factor
Crowd density Familiarity Social contagion Environment type Model

1 Low: 2 people/m2 0% On Square room, 2 doors Initial model [15]
2 Medium: 4 people/m2 50% Off Current model
3 High: 8 people/m2 100%

Fig. 2. Average evacuation time of the initial and current IMPACT models.

Simulation Results Exodus Benchmark. The project Exodus [6] was selected as
benchmark of the model. It is a traditional model accepted by the specialists in this area
[9]. The environment selected is called SGVDS1. It is a ship: a complex environment
composed of 3 floors divided into sectors, with many escape route possibilities to the 4
exit areas. Figure 3 shows the floor plan of the ship which was imported to the simulator.
An experiment was conducted comparing three versions of the current IMPACT model
with the benchmark as the baseline model, see Table 3. The current IMPACT model
covers more aspects than those required by the benchmark protocol. In order to make a
fair validation some of the current IMPACT model’s variables were fixed:

• Familiarity: It was assumed that everybody was not familiar with the environment.
• Relationship: It was assumed that no one has relationships with other passengers.
• Social contagion: Considered depending on experimental condition, see Table 3.
• The passenger`s speed in experiment 1 follow the patterns indicated in [5]. In experi‐

ment conditions 2 and 3, the speed was calculated by the current IMPACT model.
• Groups and help: Not considered in any experimental condition.
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Fig. 3. Scenario of the software simulation.

The validation considers The Final Evacuation Time in Seconds (FET); the
percentage difference between the predicted and Total Assembly Time (TAT); and the
curve differences between the predicted and expected arrivals to the assembly areas
(exits). This last measurement is calculated based on Euclidean Relative Difference
(ERD), Euclidean Projection Coefficient (EPC) and Secant Cosine (SC).

Table 3. Results over validation protocol for the overall arrival times.

Condition: Benchmark Experimental
Condition 1

Experimental
Condition 2

Experimental
Condition 3

Explanation: Exodus SGVDS 1 No social contagion,
response time and
speed taken from the
benchmark

No social contagion,
response times and
speed calculated by
the model

Social contagion
ON, response times
and Speed
calculated by the
model

FET: 585 498.6 543.4 516.6
TAT: 0 14.77 7.11 11. 69
ERD: 0 0.568171 0.575657 0.565754
EPC: 0 0.724621 0.731295 0.731634
SC: 0 0.522105 0.423135 0.451471

In [5] it is stated that a ‘good’ TAT, should be below 40%. For all conditions this is
true, indicating that the TAT in the experimental conditions are all ‘good’ and below
40%. For ERD, all experimental conditions are over, but close to, the expected boundary
that is ≤ 0.45, while for EPC, the results do stay within the expected boundaries of
0.6 ≤ EPC ≤ 1.4. For SC the values are below the expected boundary ≥ 0.6, and again
close to the acceptance threshold. Figure 4 shows the curves for the 3 experiments
compared to the experimental data.
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Fig. 4. Total arrival time pattern for one simulation run.

Simulation Results - Effect of Helping and Groups. In these structured simulations,
the effects of helping and group formations on evacuation time, response time and
number of falls are analysed. The hypotheses for the simulation experiments are: (1)
evacuation time slows down when people are helping, because the helpers will need
more time to evacuate; (2) groups have a higher effect in slowing down the evacuation
time. Table 4 shows the experimental design.

Table 4. Factors and levels in simulation experiment helping and groups.

Level Factor
Crowd density Helping Travelling alone

1 Low: 2 people/m2 0% 100%
2 Medium: 4 people/m2 50% 0% (only groups of 2 adults)
3 High: 8 people/m2 100% 0% (only groups of 3 adults)
4 0% (only groups of 4 adults)

The factor helping has a considerable influence only for low crowd density, resulting,
in average, 14% increase of total evacuation time (50 s more time to evacuate) with
helping ‘On’. While, for medium and high crowd densities this difference disappears.
Figure 5 (left) shows the influence of helping on evacuation time. The discrepancy in
results in low density environments can be explained by the few bottle-necks that are
created in front of the exits. As many people stop their evacuation to help others as much
is their contribution to delaying the evacuation. On the other hand, for medium and high
crowd density scenarios, many people that are stuck in front of the exits are awaiting
their chance of accessing the exits. In these cases, if some people stop their trajectory
to help someone else, that time has few or almost no influence on the final evacuation
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time, since that same person will be stopped by other people close to the exit doors. The
average response time (time to decide to evacuate and perform the actual evacuation for
of each agent) does not present remarkable results in any of the scenarios.

Fig. 5. Help and group factors influence over evacuation time to different crowd densities.

Contrary to expectations, the result in Fig. 5 (right) shows that groups reduced the
average evacuation time. Groups of two presented the best results and the time increases
when more people are added to a group. The explanation is social contagion. In groups
the contagion of beliefs and emotions are spread faster than when all passengers travel
alone. Therefore, groups evacuate faster than people travelling alone.

5 Discussion

This work aims to fill the gap in the research field of evacuation simulations by modelling
evacuations including social and psychological factors in the model. This work is an
extension of the initial proposed model in [15] and the new features were analysed and
the model was validated. Existing features were refined and helping and group formation
were added, approximating the model to reality in terms of evacuation time, falls and
social interaction in crowded environments. Experiments were conducted to compare
the outputs of both models. The current IMPACT model demonstrates clear improve‐
ments over the initial model in terms of evacuation time, falls and social influences in
the agent’s behaviour. Although the experiments presented in this work show the influ‐
ence of social aspects individually, more experiments have to be conducted to analyse
effects of combination of them. The cross relations between social effects and more
complex environments might be explored, e.g. environments with pillars or multiple
rooms.

A validation was conducted over a complex benchmark environment. The results
are as expected and close to reality. All IMPACT model variations performed less than
7.11% to 14.77% (between 42 and 86 s) of difference from the benchmark’s total evac‐
uation time, which is a good TAT according to [13], and the curves of acceptance in
Table 3 show values close to the prescribed boundaries, establishing the model’s
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validity. For the future, it is recommended to apply new benchmarks over the model,
increasing the confidence about the model’s results.

To finalise, experiments that analysed the influence of helping and groups demon‐
strated interesting patterns useful for future security protocols. Social contagion effect
creates faster evacuation time as expected, because information about the need for evac‐
uation spreads faster than without social contagion. Furthermore, the more people are
familiar with the environment: (1) the faster evacuation time and (2) the less falls. These
results are a combination of a phased evacuation (less congestion) with more people
spread through the environment going to the nearest exits, what leads to less falls as
well, and social contagion (the decision to evacuate can spread faster), resulting in faster
response and evacuation time. In case of helping, evacuation time increases only for low
crowd density environments. For high crowd density environments the Helping effect
is minimised for other effects that grow in importance like blocking of paths due to a
number of people. Groups of two people reduce the evacuation time and as more people
are added to a group this effect is reduced until it disappears. To conclude, the model
has advantages over others that don’t consider social effects in collective behaviour to
evacuation scenarios, presenting reasonable results and can be used to predict real
scenarios. As next steps, new social aspects will be incorporated and more benchmarks
will be applied to it.
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Abstract. Tourists need tools that can help them to select locations in which
they can spend their holidays. We have multiple social networks in which we find
information about hotels and about users’ experiences. The problem is how
tourists can use this information to build their proper opinion about a particular
location to decide if they should go to that place or not. We try in this paper to
present a design of a solution that can be used to achieve this task. In this paper,
we propose a framework for a recommender system that bases on opinions of
persons on the one hand and on of users’ preferences on the other hand to generate
recommendations. Indeed, opinions of tourists are extracted from different
sources and analyzed to finally extract how the hotels are perceived by their
customers in terms of features and activities. The final step consists in matching
between these opinions and the users’ preferences to generate the recommenda‐
tions. A prototype was developed in order to show how this framework is really
working.

1 Introduction

According to United Nations World Tourism Organization, tourism contributes to about
8% of the employment in the world with nearly 260 million people work in jobs directly
related to tourism. With the advent of the information technology, the management of
this sector has changed enormously. The internet made the growing of this sector faster
and made many countries able to promote their touristic destinations easily. Nowadays,
to attract customers, destinations have to win the “Internet war”. In this perspective,
many organizations either public or private developed tools that can help tourists to
identify quickly what they need in terms of touristic locations where they can spend their
holidays. Many websites like TripAdvisor [1] or Booking.com [2] have been used by
persons for a long time to plan their holidays. According to [3], in 2014, TripAdvisor
attracted about 340 million of visitors per month. Currently the trend is to have smart
tools that could recommend places and activities basing on users’ preferences and expe‐
riences of other persons.
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On internet, we can find all the world destinations, we could find the potential
customers and we could find the feedback of persons on these destinations. All these
ingredients motivated many researchers to propose designs for tourism recommender
systems. Moreover, the increasing popularity of social networks has boosted this.

As a part of this effort, we propose in this paper a new framework for a recommender
system totally based on social networks for recommending touristic destinations. We
worked on Tunisia destinations and especially on Djerba Island destination. Our moti‐
vation comes also from the fact that in 2011 the Tunisian Ministry of Tourism launched
an international tender for the acquisition of smart system that can make a dashboard
for the Tunisian Tourism mainly based on social networks. According to them, no
effective proposal has been made. No proposal replied exactly to their requirements.

However, the main goal of our framework is not to generate dashboards but to
recommend locations (Hotel, Clubs, Restaurants, etc.) to customers according to pref‐
erences that they introduce to the recommender. The only sources of information are
the internet websites, portals and social networks.

To reach our goal we have to surmount many challenges: (i) How we will collect
data from the sources, (ii) How we can track persons’ opinions and how we can recognize
their sense (positive or negative)? Finally, (iii) How we will use this data to generate
recommendations?

For this reason, the framework that we proposed contains three components: the first
one is dedicated to extracting from internet sources data about touristic locations and
opinions related, this step is known as the crawling step, the second component is a data
mining step in which we analyze, we organize and we store extracted data. The last
component is dedicated to generating recommendations through finding the overlap
between the user profiles and the stored destinations.

The repos of the paper will be organized as follows; in Sect. 2, we discuss works
related to recommending system in tourism sector. In Sect. 3, we will state the problem,
present our framework for the proposed recommender. A prototype of the proposed
framework is shown in Sect. 4. In Sect. 5 we will present the results of a qualitative
evaluation. We conclude with directions for future work.

2 Related Work

Recommender systems proposed in the literature may be classified into two perspec‐
tives: collaborative filtering systems, and knowledge based systems. An interesting
review is made in [4].

Collaborative Filtering Systems use the experience of similar users to recommend
destinations. In these systems two important elements are used to generate the recom‐
mendations: the user profile and the feedbacks to decide if we recommend a given
destination or not.

A recent work called PlanTour was proposed by Cenamor et al. [5]. The proposed
system aims at proposing a tourist plans using the human-generated information gath‐
ered from the Minube traveling social network. The main problem is the fact that the
information gathered from Minube is really light like rating, city information, etc.
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In this perspective we can cite the work of Castilloa et al. [6] in which the authors
developed a system called SAMAP. In this system, we store the user profiles and pref‐
erences. These preferences are permanently updated by tracking the different visits made
by the user and by analyzing past planning behavior of him and of similar users. The
output is generated through a case-based reasoning and it consists of a list of touristic
locations. The proposed system is even able to make a global timetable and plan for
visiting the proposed destinations. All the information needed by the system is stored
into an ontology defined by the authors.

In the same perspective we can cite also the work of Loh et al. [7]. The goal of the
proposed system is to help travel agents in recommending touristic activities to their
customers. The system analyzes textual messages exchanged between the travel agents
and the customers through private Web chat, and recognizes customer’s interest areas
using a predefined ontology. The system will try to find in a database activities over‐
lapping with the interest areas of the user.

Authors in [8] combine information coming from user profile, complaints, experi‐
ences of other customers and their ratings to some touristic locations in order to generate
for every customer recommendations using fuzzy rules.

Currently, some collaborative works, tend to integrate the social networks in the
recommending process. However, their number is not so important. For instance, in [9]
the authors proposed a system that uses the actual geographic position of the user and
the social networks in order to provide recommendations. Social Networks are used to
gather information about the user profiles and to have feedbacks of other users on some
location geographically near. Similarly, in [10] the authors propose a location based
recommendation system. They handle a database containing attractive places tagged
with keywords and containing also user profiles. They match between the user profiles
and the attractive places via the TF-IDF techniques. The recommendations are generated
according to the current location of the person. This recommendation is filtered in a
second step using model-based collaborative filtering in which we use the ratings of
similar profiles to eliminate some irrelevant recommendations.

In a recent work [11], recommendations are generated using also social networks.
When a user asks for recommendations for a special category of location, he will be
localized and the recommender looks for locations belonging to the same category and
which are well rated by users similar to him. The ratings are extracted from social
networks. The same thing in [12], authors proposed a framework for tracking potential
customers using social networks. Trip destinations are proposed to users after analyzing
their profiles in social networks and their preferences.

The second kind of works are Knowledge Based Systems. These works base on two
main elements: the user profile and a set of rules in order to generate recommendations.
In this perspective Garcia et al. [13] generate recommendations either for a single person
or for group of persons. For a single person, the user profile is collected and a taxonomy
is used to indicate what kind of places could be recommended to him. The taxonomy is
a representation of typical kind of activities that a user may practice. The idea is to get
exactly what kinds of activities can be recommended. In case of group of persons, the
system will recommend the places that match the best with group users.
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In [14] classical fuzzy sets are used to generate recommendations. Experts in tourism
are consulted to define the fuzzy sets representing hotel features and the customer
potential requirements. User profiles are collected and Fuzzified. After that, the fuzzy
rules are evaluated in order to obtain a set of fuzzy values for the hotel features. A weight
is computed to determine the matching level between the hotel features and the customer
requirements. Hotels having high weights are recommended to customers.

In [15] a multi-agent system was proposed. An agent is attributed to every customer
by which he can mention his preferences. The same thing for the activities an agent was
attributed to each activity. A recommender agent will communicate with activity agents
and user agents to generate recommendations.

In [16] authors proposed a recommender system for medical health care in Tunisia.
They collect users’ interests from the users directly and from social networks. The pref‐
erences are stored into an ontology. The authors prepared also a medical domain
ontology containing information about medical activities, thalassotherapy cures centers,
hotels SPA, travels and entertainments of Tunisia. An algorithm using a set of rules uses
the two ontologies to generate recommendations.

In [17] authors realize a context analysis to generate recommendations. They handle
a database in which we have potential attraction activities and the contextual features to
which they are related. The construction of this database was made using the experience
of some persons and this database is updated permanently by relevance feedback. The
link between attraction activities and these contextual features is made through Bayesian
models. When a person was introduced to a system, a recommendation is generated
using the characteristics of his profile and using the appropriate Bayesian model.

Some works like [18] combines users’ experiences and fuzzy rules to make recom‐
mendations. Recommendations generated from uses experiences are adjusted by fuzzy
rules.

In the literature, there are also some works proposed to make forecast on tourism
using information coming from social networks.

3 Proposed Approach

3.1 Framework Design

To design our framework, we started from the following assumptions. First of all, we
think that to have an efficient recommender we should imperatively start from user
experiences. They represent a kind of assessors and their opinions is a kind of assess‐
ments that we should collect, organize and on which we should capitalize to have a
general idea on the quality of a given location. Second, we think that this information
is essentially located in social Networks. Finally, we think also that Natural Language
Processing are the most effective techniques that could help us to extract this informa‐
tion. An effective recommender system should be able through these techniques to
analyze exactly what are the elements that users are evoking in their comments and what
are their opinions.
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On these assumptions, we built our framework. To the best to our Knowledge, this
is the first work where clear Natural Language Processing Techniques are clearly
presented to show how they have been used in tourism recommendation.

As shown in Fig. 1, the system that we propose is made of 3 modules: (i) the fetching
module used to get comments from different data sources as Facebook, Twitter, Web
pages. (ii) A data Analysis module used to analyze the content of fetched data and to
extract important information. This information is stored into a database. (iii) Finally, a
recommendation module that matches the user profile and the stored data in order to
generate recommendations.

Data 
Fetching

Data 
Analysis

Building 
Recommend

ation

Generate 
Recommend

ation

Fig. 1. Tourism recommender framework overview

3.2 Data Fetching

Data sources used to extract the comments are social networks like Facebook and Twitter
and some tourism portals like Booking.com and TripAdvisor.

The data fetching consists in extracting comments, recognize the elements cited
inside the comments and finally extract the sense of these comments (positive, negative,
mitigated, etc.). To do that we based on Segmented Discourse Representation Theory
which supposes that a given comment can be segmented into elementary units called
EDU (Elementary Discourse Units) and these units are linked via rhetorical relations.
Inside the EDU the smallest making of an opinion against a given concept is called and
Elementary Opinion Units (EOU). We distinguish two kinds of EOU: simple and
complex. For instance, in the sentence “Great Hotel”, “Great” is the only word that
expresses the sense. However, in the sentence “the pool was not clean”, the sense is
expressed by the expression “not clean”.

From the portals like “TripAdvisor” or “Booking.com” we targeted people opinions
dealing with the features of touristic locations (Fig. 2).

Morpho-lexical 
Analysis

EDU 
Extraction 

EDU 
classification

Features Score 
Computing

Fig. 2. Data analysis process

From the portals like “TripAdvisor” or “Booking.com” we targeted people opinions
dealing with the features of touristic locations (Fig. 2).

To extract comments from “Booking” and “TripAdvisor” we used Kimono API,
which is an extension of Chrome web browser and which can extract all the comments
in a given site with all the necessary metadata. We have only to show what we want to
extract from an excerpt of a comment and it will generalize that on all the comments.
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From the social networks like Facebook or Twitter we do not targeted comments but
we targeted events organized in hotels and we aim at having feedbacks about these events
from persons who participated in them.

To fetch Tweets and Facebook pages we used Facepager API. This API returns the
tweets and status in JSON, XML, RSS or ATOM format.

All the extract data is translated in to the English language and stored into a CSV
files in order to use them to make a knowledge base for Djerba Hotels and to use it to
generate recommendations.

In the CSV file we identify the source of the comment, the time, the concerned hotel,
the nationality of person, and the comments in which persons evaluate the activities in
the hotel, the features, the cleanness, etc.

3.3 Data Analysis

After fetching the data, the next step will be the analysis of the comments and the
extraction of important parts of the discourse that can be used to generate recommen‐
dations. We are looking for Elementary Discourse Units evoking one of the elements
shown, like the activities, the locations, the services, the budget, the cleanness, the
rooms, the foods, etc.

The idea is to extract from the comments opinions of customers about these concepts
and to store them into database in order to reuse them in the future. The process to achieve
the data analysis is shown by the Fig. 2.

Morpho-Lexical Analysis. In this step, the comments are analyzed to extract sentences
and identifying the categories of every word in the sentence. We use GATE software
[19] which a is a text engineering machine including interesting modules that help to
analyze textual information. To realize the morpho-lexical analysis we used the
modules: “Document Reset”, “GATE Unicode Tokenizer”, “ANNIE Sentence Splitter”
and the “LingPipe POS TAGGER”.

Elementary Discourse Units Extraction. After categorizing words composing the
comments, we should now look for EDUs that we assume that they contain Elementary
Opinion Units which express opinions about some aspects related to the hotels.
However, before starting the extraction of EDU we should achieve some improvements
on the on the comments like the replacement of some abbreviations (LOL, ASAP), the
correction of spelling mistakes, the replacement of emoticons ((:-O)), the replacement
of repetitions in letters (‘niiiiiiiiiiiiice hotel’, ‘goooooooood staff’, etc.), etc. After
achieving all the improvement operations, we proceed now at the extraction of EDUs
and we used GATE software to do that. GATE proposes JAPE language used to make
rules that reflect patterns of the EDUs. We do not target all the EDUs we target only
EDUs which are carrying opinions. That’s why the rules that we used to extract are
intended to extract only ones which are containing opinions.
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Adjectives Based Rules. To express an opinion, we generally use adjectives to qualify
some features in hotels. We identified 6 patterns of expressions in which we use
adjectives and we made for everyone a rule to extract them:

Adverb Based Rules. In general, we use adverbs to make an exact judgement on a
particular feature or we use them with past participle of verbs to make an opinion. For
this reason, we decide to make 2 rules to extract EDU containing adverbs:

Predefined List Based Rules. We need to extract EDU that give information about of
the hotels (location, distance from the beach, time to reach, transportation, etc.). For this
reason, we defined lists (see Table 1) in which we put all distance and time units, some
key locations in Djerba and transports means.

Predefined List Based Rules. We need to extract EDU that give information about of
the hotels (location, distance from the beach, time to reach, transportation, etc.). For this
reason, we defined lists (see Table 1) in which we put all distance and time units, some
key locations in Djerba and transports means. We make 4 rules that use these predefined
lists in order to extract information about the hotels.

Other Rules. Sometimes we find in the EDUs some expressions which are grammati‐
cally incorrect but they contain opinions of persons. We make 2 rules to extract them.

EDU Classification. After extracting all the EDUs We should classify them into “Posi‐
tive” or “Negative”. We should also attach them to a given activity or to a given feature.
This operation is known as polarity detection. As example of activities and the features
that we identified we can cite “Rooms”, “Cleanness”, “Foods”, “location”, etc. So, we
should detect inside the EDU the type of opinions against these features.

We compute the rate of positive or negative appreciations for every feature and we
add them or we deduce them to or from the 0.5 value, taken as the reference score.

At the end of this operation we will have a score for every feature in the hotel ranging
from 0 to 1. This information will be exported to CSV file.

3.4 Database Schema

To build our recommender, we have to build a database where we will store data. The
database schema that we proposed. It is made of 6 entities: “User”, “Event”, “Hotel”,
“Group”, “Hotel” and “Score”.

The “User” entity includes on one hand personal information about the user and on
the other hand information about the user experience and about his evaluation of a
specific hotel. All the hotels mentioned in the comments are referenced by the entity
“Hotel”, which includes information about the hotels. “Event” is the entity referencing
events that occur in the hotels. “Group” is the entity that references group of persons
having similar profiles, i.e. persons who have the same nationality, the same age, the
same preferences and which came to the hotel at the same period. The last entity is
“Score” in which we put the scores computed for every feature.
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3.5 Generate Recommendation

In this section, we will explain how user can use the proposed system to have recom‐
mendations for hotels.

Similar Group Identification. The user should type information about him and about
his trip. He should also give an importance score for every feature for the targeted hotel.

Using these information, the system will try firstly to retrieve a group of persons that
has been identified in the comments and which has the same profile as the user.

Of course, we can fail in retrieving a group, that matches perfectly with the user. For
this reason, we can ask him to enrich the typed information. After that if the profile is
retrieved we match it with the nearest one.

Compute Recommendation. At this step, the system will try to match between the
scores stored in the database and which are computed per hotel for the identified group
and the importance scores given by the user. A simple Euclidean distance is used to
order the hotels in the recommendation List.

The next step will be the selection of the hotel and the reservation of rooms. The
system should propose a web site portal proposing the lowest price.

Results Displaying. Results are displayed in a smart way. The top 5 Hotels are recom‐
mended by the system. The hotel which matches the best will be displayed in upper left
corner of the page and located in Google Maps. For this hotel, a brief summary of the
comments is displayed. These comments will be organized according to features. The
same information will be displayed if one of the four remaining hotels will be selected.

Moreover, to have an effective idea about the hotel features, we think that we should
know how they are evolving along the time. That’s why we proposed another GUI in
which we average the comments scores of persons for very feature and per touristic
season (winter, summer, spring and autumn).

Finally, from the social networks like Facebook and Twitter we extracted events.
We display for every hotel the events that has been organized in it and we present

also a general appreciation about these events computed through counting the number
of positive and negative opinions and after that rating them.

4 Prototyping

A prototype of the Framework was proposed in order to evaluate it. This prototype was
made in Java Language and we used in it some frameworks like JavaScript, jQuery,
Html5 et CSS3. The Database that we used is MySQL.

The server on which we tested the prototype is a medium capacity server with a 2
GHZ of CPU frequency and 2 GB of RAM.

A video presentation was made online on the following URL in order to appreciate
more the functionalities of the prototype:

http://www.dailymotion.com/video/k65fuq1SUS419cc9f8a.
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5 Evaluation

One of the challenging problems of the Recommender Systems is their evaluation. Many
works did not achieve the evaluation because of its difficulty [5, 6, 9, 10]. Indeed, to
have a right evaluation for likewise systems you should present it to an important number
of users with detailed evaluation criteria. Elsewhere, the evaluation will not be really
effective. For this reason, we decided to evaluate our framework qualitatively by a
Tourism Business Software Specialist Partner, I-WAY company.

I-Way experts recommended 4 things. First, they recommend to enrich the sources
of information in addition to TripAdvisor, Booking, Facebook and twitter. They recom‐
mend also to achieve a crosscheck of comments. Indeed, some comments are not really
effective and they can make a kind of noise on real comments.

The third thing that has been discussed with the experts is the use of relevance feed‐
back. The recommend us to integrate this mechanism in the recommender system.
Certainly, the return of this mechanism is not immediate but in long-term it can be
interesting. The last thing is to make the framework smarter by adding the functionality
of planning of the whole holidays.

6 Conclusion and Perspectives

We presented in this paper a framework for making a Tourism recommender system.
The framework was mainly build on user experiences of people. Comments of these
people are extracted and analyzed to be used to generate recommendation. We proposed
also for this framework an implementation and a graphical user interface. The main
advantage of our proposal is the fact that we present a framework with a real prototype
that we hope to extend to let him mature enough to be widely used.
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Abstract. The number of events generated on social networks has been
growing quickly in recent years. It is difficult for users to find events that
most suitably match their favorites. As a solution, the recommender sys-
tem appears to solve this problem. However, event recommendation is
significantly different from traditional recommendations, such as prod-
ucts and movies. Social events are created continuously, and only valid
for a short time, so recommending a past event is meaningless. In this
paper, we proposed a new even recommendation method based on social
networks. First, the behavior of users be detected in order to build the
user’s profile. Then the users’ relationship is extracted to measure the
interaction strength between them. That is a fundamental factor affect-
ing a decision of a user to attend events. In addition, the opinions about
attended events are taken into account to evaluate the satisfaction of
attendees by using deep learning method. Twitter is used as a case study
for the method. The experiment shows that the method achieves promis-
ing results in comparison to other methods.

Keywords: Recommender system · Event recommedation · Social event

1 Introduction

In recent years, the popularity of event-based social networks, such as Meetup
and Eventbrite, has significantly increased, allowing users to plan an event and
share it with others. For convenience, a large number of events is generated. For
example Meetup currently has 30.26 million members, 611535 monthly Mee-
tups1; Eventbrite currently has two million events per year2. It is hard for users
to find the events that suitably match their favorites. How to recommend the
best-matched event to the target user is an important task.

Twitter, which is one of the most well-known online social networks, has
been popular in recent years. With more than 500 million tweets per day and
over 300 million users, Twitter is full of opportunities to extract information3.
1 https://www.meetup.com/about/.
2 https://www.eventbrite.com/.
3 https://about.twitter.com/company.
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In addition, the geo-tagged data of users and timeline information in Tweets are
available through both mobile applications and social media. Therefore, based
on the features that users provide, a recommender system can determine the
preferences of users for certain events. It is an essential factor for generating
recommendations of upcoming events that a target user might find interesting.

Recommender systems aim at producing a list of recommendations for
the target user based on collaborative-based or content-based filtering.
Collaborative-based filtering builds a model to predict items that the user may
be interested in. Meanwhile, content-based filtering recommends items based on
their characteristics and user preferences. Hybrid recommender systems combine
these approaches in order to increase overall performance.

The event recommendation method is significantly different from the tradi-
tional recommendation scenarios (e.g., product recommendations), where other
users have already rated the recommended items. Since events are time-varying,
recommending past events is unnecessary. Moreover, users often do not clearly
rate their satisfaction with the attended events. Thus, recommending useful
events to a target user is a difficult task.

Some recommender systems have been developed to solve that problem. For
example, Magnuson et al. [4] developed a system that connects a user’s tweets
with real-world events via their geo-location tags in order to create a user’s
interest profile about events. However, the relationships between users were not
taken into account in their method. Therefore, they missed valuable informa-
tion from users who can have a significant influence on a decision to attend
an event. Another method [9] did not consider users’ opinions about attended
events. This led to some events with a low rating being recommended to the
target user. In this study, a new event recommendation method is proposed by
taking into account relationships between users as well as users’ opinions. The
relationships between users are computed based on Twitter activity, such as fol-
lowers, those following, reTweets, etc. Users who have the closest relationship
to the target user will be chosen for the extraction of information. This method
mines the users’ opinions about events via tweet content, reTweet content, and
other comments by using sentiment analysis. The rest of this paper is organized
as follows. In the next section, closely related work on social event recommen-
dation systems is investigated. The proposed method is presented in Sect. 3. In
Sect. 4, experiments are shown. Lastly, the conclusions and some directions for
future work are presented in Sect. 5.

2 Related Works

With a large number of events published all the time in event-based social net-
works, such as Eventbrite, Meetup, and Plancast, it has become harder for users
to find the events that best match their preferences. Therefore, event recommen-
dation has attracted a lot of research attention in recent years. For instance, Qiao
et al. [9] presented a Bayesian probability model that can wholly use the power
of heterogeneous social relations, and efficiently deals with an implicit feedback
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feature for event recommendation. An experiment on several real-world datasets
showed the utility of their method. Kang et al. [1] built a real-time event rec-
ommendation system (Eventera) from large heterogeneous online media. The
system crawled large heterogeneous online media from various channels in real
time and aggregated them into events. Their method also mined relationships
among the events and recommended events to relevant users based on their pro-
files or past browsing histories. A topic modeling method [12] was applied to
connect the semantic gap between events and user preferences. Latent Dirich-
let allocation (LDA) was used to identify underlying latent topics to discover
events that accommodate user favorites in semantics. The impact of a user’s
connections was also considered. The authors presented a hybrid model combin-
ing three topic modeling-based approaches. Most of the existing methods did
not take into account the users’ opinions about attended events from geo-tagged
data of users and the timeline information available through both mobile appli-
cations and social media. These are excellent resources for finding users’ pref-
erences. On Twitter, some methods have been proposed to detect events. For
example, Li et al. [3] proposed the Twitter-based Event Detection and Analysis
System (TEDAS), which helps to detect new events, analyze the spatial and
temporal pattern of events, and then identify their importance. Ozdikis et al. [8]
presented an event detection method for Twitter based on clustering of hash-
tags and using semantic similarities between the hashtags. Magnuson et al. [4]
built a system that connects a user’s tweets with real-world events through their
geo-location tags in order to generate a users’ interest profile regarding events.
From a Web crawl of Eventbrite, a list of events was extracted. Based on geo-
tagged Twitter and timelines, they identified users who attended these events.
From the tweets that users created, retweeted, or received, the users’ opinions
about an event are discovered using sentiment analysis. These are good ways to
determine users’ opinions. However, they did not extract relationships among
users. That is a major factor that affects the decisions of users to attend events.
In this paper, the relationship among users is taken into account to filter out
critical information. In addition, users’ opinions are analyzed in order to make
better recommendations. A set of events that best match the target user will be
recommended.

3 The Event Recommendation Method

This section presents how to develop a social event recommender system based
on the social networks. Let U = {u1, u2, ..., uN} be a set of users, and let EF =
{e1, e2, ..., ef} be a set of future events. This method focuses on detecting a set
of past social events, Ep = {e1, e2, ..., ep} of U and finds a set of future social
events, Ef (Ef ⊆ EF ), that target user um should attend. The details of the
proposed method are described in the following subsections.
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Fig. 1. The workflow of the detection stage

3.1 Detection Stage

We analyzed the content and used time correlations and geo-locations with a
tweet posted to identify the past events of users, as shown in Fig. 1. In order to
determine if a user has been to an event, two aspects are taken into account,
as follows. First, if the user appears in an event bounding box, and second,
does he/she appear in the bounding box within the time bounds of the event’s
lifetime? We identify that person as a participant in an event when the conditions
mentioned above are satisfied. Once the user is connected to past events, we
develop the user’s previous event activity.

Fig. 2. The workflow of the extraction stage
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Algorithm 1. Recommendation algorithm
Input: - Twitter data;

- Eventbrite data;
- Target user um;

Output: - A list of social events that target user um should attend;

1: Preprocessing data;
2: Detect attended events of target user um;
3: for each user ui (ui ∈ U) in list friend of target user um do
4: Detect attended events of user ui;
5: Calculate interaction strength between target user um and user ui;
6: end for;
7: Get N users having the largest value of interaction strength with target user um;
8: for each future event ef in the set of future events EF do
9: Sentiment analysis and calculate the similarity between all attended event of N

users and ef ;
10: Sentiment analysis and calculate the similarity between ef and all attended

events of target user um;
11: Calculate recommendation score;
12: end for;
13: return A list of social events have largest recommendation score;

3.2 Extraction Stage

Normally, the relationship between users can be reflected via interactivity, such
as comments, likes, retweets, etc. An event favored by a user who has good
relationship with the target user should be recommended. Therefore, the rela-
tionship between users is an important factor, which can affect on recommender
system. Moreover, on Twitter, the important question is the quality and quan-
tity of Twitter followers. When more people follow a user (Followers), there is a
greater chance that more people will know the user’s posts. If a tweet is a good
one, it is more likely that someone will retweet it, creating the viral marketing
that Twitter is famous for. In addition, people with more Followers seem to have
more credibility with other people. To resolve this, the ratio between followers
and those followed is computed.

Definition 1. The relationship between users um and un is defined as follows:

R(um, un) =
1
3

×
(Reply(um, un) + Retweet(um, un) + Like(um, un)

Tweets(um)

)
×K (1)

where Reply(um, un), Retweet(um, un), Like(um, un) are the number of Reply,
Retweet and Like messages that user un had from posts of um; Tweets(um) is
the total number of Tweets by user um; K is the ratio between the Follower and
those Followed, which is computed as follows:

K =
1

1 + e
−Fe

Fi

(2)
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where Fe, Fi are the numbers of followers and those followed of user un. The value
of R(um, un) is ranged between 0 and 1. The greater the value of R(um, un), the
higher the interoperability between users.

Moreover, given that like-minded persons generally like similar items, users
who regularly attend social events will likely prefer similar social events in the
future. In this method, the title and textual descriptions of social events are
extracted to measure the similarity between them. However, challenges are the
short lengths of the titles and textual descriptions, as well as the numerous
social events. In addition, the spread of social networks has brought a new way
to express sentiments of individuals. A user’s satisfaction with an attended event
is an important factor in the decision-making process to attend similar future
events. However, due to the short and informal nature of a tweet, it is hard to
analyze it with sentiment analysis. To solve this problem, a word embedding
model, Word2Vec [5], is used to improve the accuracy of recommendations.

Definition 2. The similarity between the attended events of users um and un

is defined as follows:

S(um, un) =
∑

ei∈Eum

∑
ej∈Eun

sim(ei, ej) × Sen(ej)
(|Eum

| × |Eun
)

(3)

where S(um, un) measures the similarity between the attended events of users um

and un. Function sim(ei, ej) indicates the value of the content similarity between
events ei and ej . The value of sim(ei, ej) is computed by using deep learning
Doc2Vec model, which obtains state-of-the-art results in document similarity [2].
|Eum

|, |Eun
| are the number of all attended social events of users um and un.

Sen(ej) represents the sentiment of user un about event ej . Normally, the value
of S(um, un) ranges between 0 and 1.

The interaction strength between users is calculated by combining Eqs. (1)
and (3) as follows:

T (um, un) = α.R(um, un) + (1 − α).S(um, un) (4)

where 0 ≤ T (um, un) ≤ 1, which represents the strength of the interaction
between users um and un. Parameter α is a constant, which controls the rates
of reflecting two importance values to the user’s relationship and the similarity
of attended events. By means of ranking the values of interaction strength, we
obtain N users who have the greatest interaction with the target user, as shown
in Fig. 2.

3.3 Recommendation Score

Normally, the best predictor of future behavior is past behavior. People tend
to attend events with themes that match their personal interests. Thus, the
attended events of target user um is analyzed, and we calculate the similarity
between them and future event (ef ). In addition, sentiment analysis is mined to
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measure the user’s satisfaction about attended events. These are two key factors
that influence the decisions of target user um, computed as follows:

F1 =

∑
ei∈Eum

sim(ei, ef ) × Sen(ei)

|Eum
| (5)

where function sim(ci, cf ) is the content similarity between events ei and ef .
The greater the value of F1; the higher the probability that user um will attend
future event cf .

Fig. 3. The workflow of the recommendation stage

In addition, all attended events of N users who have largest interaction with
the target user are computed for the similarity to future events as follows:

F2 =

∑
ui∈UN

(∑
ei∈EN

sim(ei,ef )

|EN | × T (um, ui)
)

∑
ui∈UN

T (um, ui)
(6)

where UN is the top N users who have the greatest interaction with target user
um, and UN ⊆ U ; EN shows all events that the top N users had attended.

As shown in Fig. 3, a recommendation score is created by combining Eqs. (5)
and (6), as follows:

F (um, ef ) = (1 − β).F1 + β.F2 (7)

where β ∈ [0, 1], which controls the importance of the weights between F1 and
F2. The value of F (um, ef ) is within the range [0,1]. A set of recommended events
for target user um is created based on ranking the recommendation score obtain
by Eq. (7).
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4 Experiments

4.1 Datasets

This study applies the proposed recommender system to Twitter and Eventbrite
datasets. Twitter provides REST APIs4, which users can use to interact with the
service. For collecting the Twitter dataset, we used the Tweepy5 library, which
allowed getting to a user most recent around 3200 tweets. We collected tweets
from users and remove some users who have a few tweets. We selected 2015 users
to do experimentation. Tweet geolocations and timestamps were extracted for
use in detection users’ attended events. The Scrapy6 library was used to crawl
events from Eventbrite to extract event content. We extracted 300 events that
related to the 2015 users mentioned above and identified their locations. The
time span that the events were going to last, and the contents related to the
events, were analyzed using topic modeling tools. The event dataset was crawled
from Eventbrite7, which supports an application programming interface (API)
to access the available dataset.

4.2 Evaluation

In this work, a prediction accuracy method, which is the most popular way
employed in the recommendation literature, evaluates the performance of the
proposed method. A set of events was collected from Eventbrite. A target Twitter
user was randomly selected, and then the recommender system predicted a set
of events that this selected user should attend. We divided the dataset into two
parts. The first part was used for the training dataset, and the second part was
used for the testing dataset. Usually, the system recommends many events, but
a target user only likes a few of them. Thus, in an offline scenario, we assumed
that the recommendation results would not include events that the target users
or their friends had not attended. The values of Precision, Recall, and F measure
are computed as follows:

Precision =
TP

TP + FP
(8)

Recall =
TP

TP + FN
(9)

F measure =
2 × Precision × Recall

Precision + Recall
(10)

4 https://dev.twitter.com/rest/public.
5 http://tweepy.readthedocs.io/en/v3.5.0/.
6 texthttps://scrapy.org/.
7 https://www.eventbrite.com/.

https://dev.twitter.com/rest/public
http://tweepy.readthedocs.io/en/v3.5.0/
https://scrapy.org/
https://www.eventbrite.com/
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Fig. 4. The accuracy of the proposed system

4.3 Results and Discussions

We implemented the recommender system with N sets at 1, 3, 5, 10, 15, or 20,
and parameters α and β were both set at 0.5. The results of the recommender
system are shown in Fig. 4. As shown in Fig. 4, the accuracy of the system
got the best results at N = 5. When N is less than 5, other users who also
have good interactions might be skipped. Besides, when N is greater than 5, the
interaction strength between the target users and their friends will be weaker.
Thus, the recommendations generated by a small or large value of N are prone
to error. In particular, the results show that the interaction strength between
target users and their friends is a major factor that impacts the decisions of
users to attend social events. Many events are created on social networks, but
the target users might only attend a few of them. This research filtered them and
focused on recommending social events that are similar to previously attended
events of the target users and their friends. Therefore, this recommender system
overcomes other disadvantages mentioned by Magnuson et al. [4]. In addition,
the geo-tagged data of users and timeline information are available through
both mobile applications and social media. Therefore, these are good resources
for analyzing users’ opinions about the events they attended. This is helpful in
making better recommendations.

5 Conclusion and Future Work

This work proposed a new method for recommending events to target users.
Firstly, the proposed method detects events attended by users to build users’
profiles. Secondly, the interaction strength between users was calculated by tak-
ing into account the users’ relationships and similarities in their profiles. Also,
their opinions were analyzed to determine the N users who have greatest inter-
action strength with the target users. Lastly, recommendation scores were com-
puted by combining the similarities between future events and attended events
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of the N users and the target users. In addition, the opinions of the N users
and the target users about attended events were analyzed to help make better
recommendations. The experiment shows that our approach achieves promis-
ing results in social network-based event recommendations. In future work, we
will integrate more social network databases, such as Facebook, Instagram, and
Flickr [6], in order to improve the accuracy of the recommender system. For the
integration process, ontology and consensus methods should be used [7,10,11].
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Abstract. This paper details a novel method for grouping together
online social networking profiles of the same person extracted from dif-
ferent sources. Name ambiguity arises naturally in any culture due to
the popularity of specific names which are shared by a large number
of people. This is one of the main problems in people search, which
is also multiplied by the number of different data sources that contain
information about the same person. Grouping pages from various social
networking websites in order to disambiguate between different individ-
uals with the same name is an important task in people search. This
allows building a detailed description and a consolidated online identity
for each individual. Our results show that given a large enough dataset,
neural networks and word embeddings provide the best method to solve
this problem.

Keywords: Profile matching · Social networking · Deduplication · Deep
learning

1 Introduction

Billions of queries are performed each day using online search engines [11]. Out
of all these queries, 11–17% include a person name and about 4% contain only
a person name [1,2]. Extracting the correct personal information from the web
pages retrieved by a search engine is a difficult process, however this task is par-
ticularly useful for people search. The most important problem in people search
is name ambiguity, which makes the process of extracting personal information
from a web page and assigning it to a specific individual cumbersome. There is
a huge overlap in person names worldwide and the ratio of identical names to
different people is around 1 to 10, 000. For example, the most popular 90, 000
full names (first and last names) worldwide are shared by more than 100 million
individuals [3]. Thus, detecting which person an online document actually refers
to poses challenges both to humans and to machines.

Lately, there has been a change in focus in people search, shifting from per-
forming searches using generic online search engines to making use of social
networking profiles [6]. Therefore, we have chosen not to focus on the general
c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 192–201, 2017.
DOI: 10.1007/978-3-319-67074-4 19
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people search use case of disambiguating generic web pages containing personal
information. Instead we have made use of the more reliable structure of social
networking websites, from which personal data can be extracted easier. The
ability to deduplicate profiles, especially within professional social networks, is
important for generating relevant people search results by building a consoli-
dated online identity for each person [12].

This paper compares several methods for identifying all the different social
profiles of a given individual in a large dataset. Our proposed solution employs a
binary classifier implemented with a neural network (NN) that decides whether
two social profiles belong to the same person. The classifier makes use of features
generated using Word2Vec [5] for the texts in each profile. We also implement
several domain specific features, such as the edit distance and cosine similarity
between names in each profile. The set of all profiles belonging to a single indi-
vidual will be referred to as a cluster and a perfect solution should provide a
perfect clustering of the social profiles. To highlight the degree of name ambigu-
ity present in the dataset, we also provide a simple baseline by grouping all nodes
that have identical or very similar names. Alternate unsupervised and supervised
solutions are implemented as comparison for the proposed NN approach.

Section 2 continues with an overview of relevant related work in people search,
focusing on personal web page deduplication. Our proposed approach for treating
social profiles deduplication as a classification problem is presented in Sect. 3,
while the next section contains the most important details about the dataset
and the features employed by the classifiers. The experimental setup is detailed
in Sect. 5, focusing on the NN solution which achieves a substantial improve-
ment over all other methods. These results are highlighted in Sect. 6, followed
by concluding remarks and details on future work.

2 Related Work

Deduplication is an important problem in people search and several different
solutions have been proposed to solve it. Some of the most relevant ones were put
forward as part of the Web People Search (WePS) competitions [1,2]. However,
these contests focused on a more general problem than the one solved by us,
grouping web pages that relate to the same specific person.

2.1 Personal Web Pages Deduplication

This was the main problem that the WePS 2 competition [2] aimed to solve.
Given all the web pages returned by a generic search engine for an ambiguous
query containing a popular name, one needed to cluster these pages such that
each cluster corresponded to one specific person. There are a number of possible
metrics available to assess the accuracy of this clustering. Due to their robustness
to adversarial classifications, we have chosen the metrics recommended by WePS:
B-Cubed precision and recall and the corresponding F1 score.

Correctness(e, e′) =
{

1 ⇐⇒ L(e) = L(e′) and C(e) = C(e′)
0 otherwise (1)
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PrecisionBCubed = Avge[Avge′.C(e)=C(e′)[Correctness(e, e′)]] (2)

RecallBCubed = Avge[Avge′.L(e)=L(e′)[Correctness(e, e′)]] (3)

In (1)–(3), L(e) represents the manually assigned label (person identity) for
web page e, while C(e) is the cluster computed for page e.

The best solution for WePS 2 employed several techniques to produce the
final clustering: feature extraction from web pages using Wikipedia concepts and
Named Entity Recognition (NER), together with a bag of words (BoW) model
[4]. All the features discovered in a page were then attached a weight accord-
ing to a feature weighting model. Clustering is then performed based on these
feature vectors using both cosine and overlap similarity to compare documents.
Hierarchical Agglomerative Clustering (HAC) was selected as the best method
to group pages belonging to the same person.

A pairwise approach for solving this problem was proposed by Nuray-Turan
et al. [8]. The authors proposed a two step process. First, they computed the
probability that two pages may refer to the same person. The second step was
to perform a clustering of the pages by joining pairs that have a sufficiently
high probability for representing the same person. The probability function was
computed by joining multiple features including the named-entity similarity,
middle name dissimilarity, and hyperlink-based similarity.

2.2 Social Networking Profiles Matching

More recent research has turned away from deduplicating general web pages
containing personal information to linking social networking profiles belonging
to the same individual. Zhang et al. [13] use a binary classifier to identify profiles
of a given person from different online social networks. The classifier is a factor
graph, called matching graph, that learns an energy function which outputs
the probability that two profiles from different social networks are referring to
the same real-world person. Their research highlights the difficulty in training
the proposed model, given the large set of possible pairs in the factor graph.
The authors make use of a vector space using BoW and TF-IDF for the text
in each social profile, but also look at its social status (position in network)
and connections. Since our dataset does not contain connections (e.g. friends or
followers) within the same social network, our method is different as we only use
the textual information in a profile. However, considering also the connections
for each profile should provide further improvement to our method.

3 Proposed Approach

We have attempted to solve the social profile matching problem using two differ-
ent methods: unsupervised clusterization and binary classification. These solu-
tions have been inspired by previous research in personal web page and profile
matching. However we improve these results by proposing a deep NN trained on
the large dataset presented in the previous section.
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For the unsupervised approach, first we generated the feature vector for each
profile, followed by Hierarchical Agglomerative Clustering (HAC) using cosine
distance. We varied the number of desired clusters and computed the precision
and recall values for several thresholds.

For the binary classification scenario, our objective is twofold. First, we aim
to detect whether two profiles refer to the same person and can be matched
(pairwise matching). Second, for the graph of connected profiles discovered in the
first phase we compute its connected components. Each connected component
should represent the identity of a single individual (one of the clusters in the first
scenario). To learn the pairwise matching function, we trained a binary classifier
over a dataset constructed as shown in (4).

f(u, v) =
{

1 if pages u an v refer to the same person
0 otherwise (4)

We have experimented with multiple classifiers, but the two most noteworthy
results came from using a Random Forest classifier and a neural network (NN)
trained using TensorFlow1. The best results were obtained using a NN classifier
with several dense layers in a deep learning manner. Other classifiers have a
rather poor performance, either due to the difficulty of training them on the full
train set or by producing poor results mainly caused by underfitting.

4 Dataset and Features

4.1 Profiles Dataset

Our corpus contains a snapshot of multiple social networking profiles collected
throughout the year 2015. The list of social networks used is: Academia, Code-
Project, Facebook, Github, Google+, Instagram, Lanyrd, Linkedin, Mashable,
Medium, Moz, Quora, Slideshare, Twitter, and Vimeo. Making use of the page
structure of each website, for each profile we have extracted several/all of the fol-
lowing attributes: username, name (full name or distinct first and last names),
gender, bio (short description), interests, publications, jobs, etc. The average
number of social profiles per individual is 2.04 and the maximum is 10. Most
profile pages feature a brief description (bio) of the owner. Profiles do not con-
tain their connections, nor any posts written by the owner. The dataset is large,
containing more than half a million profile pages extracted automatically from
about.me2. These profiles are manually built by users and contain links to other
social profiles of that user in different platforms, thus providing a user-annotated
ground truth. The total number of about.me accounts in our dataset is 210, 967.

The entire corpus was provided by Wholi3 and is one of the largest cor-
pora used for social profile matching. While other datasets [9,13] have a larger
number of distinct profiles, the ground truth (profiles belonging to the same
1 https://www.tensorflow.org/.
2 https://about.me/.
3 https://www.wholi.com.

https://www.tensorflow.org/
https://about.me/
https://www.wholi.com
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individual manually labeled) is one order of magnitude larger in our dataset
(200, 000+ compared to 10, 000 items). This allows training a more complex
classifier, such as the deep NN model proposed in the subsequent section. How-
ever, it is important to understand that all this data has been entered by the
users of the about.me website, thus the ground truth might be incorrect in some
cases (e.g. entry errors, misbehaviour of users). We can say that this dataset is
a crowd-sourced corpus. This type of dataset have been widely used in natural
language processing (NLP) lately.

When performing the train/test split on the dataset we took into account
the following rules: (1) Train and test sets should contains different identities
(persons); (2) The clusters in the training set should have no entries present
in the test set in order to avoid overfitted models; (3) The test set must have
the same distribution for cluster sizes as the train set to provide a relevant
comparison for various sized online identities.

All the positive class pairs were generated for both datasets. Due to the size
of the dataset, only a subset of negative pairs were generated for both datasets.
The number of negative pairs is 10 times greater than the positive ones for the
training set and 100 times greater for the test set. These ratios were chosen to
be as close as possible to a real-world scenario during testing (each profile has
100 negative candidates and some positive ones when testing), but also to avoid
a very imbalanced dataset when training. The final train and test sets statistics
are presented in Table 1.

Table 1. Training and test datasets for profile matching as binary classification

Dataset Total items Positive items Negative items Class split

Train 4,000,000 400,000 3,600,000 1:9

Test 1,010,000 10,000 1,000,000 1:100

4.2 Profiles Features

To train the classifiers, we extracted from each profile a vector of features which
were passed to the classification algorithm after applying normalization.

Domain Specific Features. Generating the feature vector was done by
extracting relevant information from each profile. Several important features
which are problem-specific and are discussed next.

First and last name represent the first discriminative features specific to this
problem. Almost all items in the dataset feature these attributes. Although not
impossible, it is unlikely that two profiles belong to the same person if the first
or last names differ. Thus, we compute the edit distance between names in a
candidate profile pair. Gender is also a very important signal for classification.
This attribute might be flawed for some entries in the dataset, but in general
gender needs to match for two profiles to belong to the same person. Thus,
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we treat gender as binary feature (matches or not). A matching country is
another relevant feature and it is provided as a nominal attribute with 3 distinct
values (countries match, no match, and information unavailable).

We also wanted to extract relevant features from all the other textual
attributes in a profile (e.g. bio, publications, interests). Merely using a BoW
model with TF-IDF would have provided a very sparse representation given our
dataset (few words per profile, large dictionary). In turn, we generated 300-
dimensional vectors (called word embeddings) through Word2Vec [5] for each
word in the profiles’ textual description. Then we compute the embeddings for
a document as the average embedding score over all the words in a profile as
shown in (5).

embedding(doc) =
∑words

word Word2V ec(word)
|words| (5)

For the pairwise classifier, we needed to generate pairwise embeddings. To
generate a feature vector for a profile pair we simply concatenate the embeddings
of both profiles. As the pairwise features are not symmetric, the resulting vector
for pair (a, b) is different from the resulting vector for pair (b, a). To counteract
this problem we generated both pairs and fed them both to the classifier.

pair embedding(a, b) = concat(embedding(a), embedding(b)) (6)

Distance Based Features. The supervised approaches presented in the exper-
imental section also make use of several distance-based features specific for a pair
of profiles. These extra features are not employed by the unsupervised approach.
The edit distance between names is a strong discriminatory feature for candi-
date profile pairs. For this, we convert all profile names to lowercase and then
compute the Levenshtein distance between the names. Cosine similarity and
euclidean distance are also computed based on the two document embeddings
for each candidate profile pair.

Features Normalization. The feature values extracted from our dataset are
not normalized by default. To normalize them, we employ standardization thus
computing the z-scores for each feature by substracting the mean value and
then dividing by the standard deviation of that feature. Finally, we perform
a dimensionality reduction using Principal Components Analysis (PCA). The
data’s dimensionality is reduced to a 25-dimensional subspace and returned to
the original feature space via the inverse transformation. This improves the per-
formance of all classifiers; for example, for the proposed NN classifier recall
boosts by 2% for the same precision.

5 Experiments

In this section we detail the methods for generating the final groups of profiles,
including how each method uses the feature vectors defined in the previous
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section. We also introduce a simple baseline, grouping all profiles that have
identical names, to highlight the level of profile ambiguity in our dataset.

5.1 Unsupervised Clustering for Profile Matching

To generate the final groups of profiles belonging to the same individual using
Hierarchical Agglomerative Clustering (HAC) the first step is to compute the
feature vectors as described in Sect. 4.2, less the pairwise features. Then, we com-
pute the pairwise cosine distances between all profile pairs. The PCA transforma-
tion previously discussed is performed before generating the distances between
pairs in order to remove the noise in the clustered items. HAC is performed based
on these pairwise distances. The threshold for the HAC is determined using grid
search to maximize the B-Cubed F1 score for the training set. Finally, the output
of the HAC algorithm is compared to the gold standard.

5.2 Binary Classification for Profile Matching

The supervised approach trains a classifier which learns a separation function
between pairs of profiles that need to be matched and the rest. Feature vectors
are generated as for the unsupervised approach, with the addition of the pairwise
features. The classifiers are trained using different weights for false positives
and false negatives to counteract the imbalanced dataset. The final grouping is
performed by computing the connected components for the graph having profiles
as nodes and edges between pairs of profiles labeled positive by the classifier.

Random Forest Classifier. Our first supervised solution was to train a Ran-
dom Forest (RF) classifier, to compare it with the unsupervised approach. Even
without tuning its meta-parameters, the RF classifier surpasses both the baseline
and the HAC proving that supervised profile matching achieves better results.
The main advantage over the unsupervised approach is that HAC needs to have
the pair-wise distances between all pairs of profiles, thus limiting its usage over
subsets of the proposed test set due to its large size.

Neural Network Classifier. Given the promising results of the RF classifier,
we decided to experiment with a more complex model, making incipient usage of
the recent advances in deep learning for NLP tasks. Thus, we train a neural net-
work (NN) with several dense layers that takes as input all the features, including
Word2Vec embeddings, of a candidate pair and outputs the probability for the
pair to refer to the same person. Using a NN is justified as we need a classifier
able to model complex combinations of features and to learn nonlinearities.

The architecture of the neural net is described in Fig. 1. The first layer takes
as input the features computed for the candidate profile pair. The next two lay-
ers iteratively reduce the dimensionality of the representation ending up with a
denser feature space. The final layers employ RELU activation for the neurons,
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Fig. 1. Architecture of the neural network used for profile matching

as RELU units are known to provide better results for binary pairwise classi-
fication [7]. To avoid overfitting we employed dropout [10], while the output is
obtained with a softmax layer. All these layers are dense (fully-connected) layers
from TensorFlow. The loss function shown in (7) is defined using the cross-
entropy function, with an added weight for false positives which contribute 10
times more to the loss score. This aims to penalize false connections between
profiles and to counteract the imbalanced distribution.

L(y) = − 1
N

N∑
n=1

[yn ∗ log y′
n + (1 − yn) log(1 − y′

n)] ∗ W (yn, y′
n) (7)

W (y, y′) =
{

10 if y is positive and y’ is negative
1 otherwise (8)

6 Results

We have made several experiments using the training and test sets described
in Table 1. All the proposed methods were assessed using an imbalanced test
set with one positive profile pair for 100 negative candidates. The datasets are
imbalanced to reflect a real-world scenario, where for each correct match between
two profiles, one also compares tens of incorrect (but similar) candidates.

Table 2. Comparison of the proposed methods for social profiles matching

Model Precision Recall F1

Baseline (same name) 0.79 0.57 0.66

Baseline (edit distance ≤ 3) 0.61 0.70 0.65

Unsupervised - HAC 0.58 0.45 0.51

Supervised - RF (only embeddings) 0.45 0.20 0.27

Supervised - RF (all features) 0.84 0.60 0.69

Supervised - Deep NN 0.95 0.85 0.90
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Fig. 2. Precision-Recall curves on the test dataset

The B-cubed precision and recall obtained on the test set for each method
are presented in Table 2. It can be observed that the baseline achieves a good
precision, with an average cluster size of 1.8 profiles. Using the same name to
generate groupings, the baseline matches most of the profiles belonging to the
same person correctly (P = 0.79). However, it generates too many groupings
and misses several connections between profiles (R = 0.57). By allowing a larger
name mismatch (edit distance ≤ 3), the baseline drops in precision significantly.
Unfortunately, HAC performs worse than the baseline on our dataset, mainly
because the cosine distance is not a good measure for cluster/item similarity for
the proposed feature vectors.

The RF classifier performs well only when domain specific features are added
to the word embeddings. The classifier identifies name distance as an important
feature for classification and achieves better precision and recall compared to the
baseline. Due to the large training set, we were forced to limit the complexity
of the RF (numberoftrees = 12). The neural network overcomes this limitation
thanks to mini-batch training. Thus, it is able to learn a combination between
word embeddings and name distance, grouping profiles with similar embeddings
and similar names. Due to the usage of embeddings, it can also correctly group
profiles with different names, significantly improving the recall (R = 0.85).

In Fig. 2 are plotted the Area Under Curve (AUC) precision-recall graphs
for the proposed methods. By varying the penalty for false negatives in the case
of classifiers and the threshold for HAC, we can opt for a trade-off between
precision and recall. It can be seen that while the RF can obtain good precision
only for R ≤ 0.60, the deep NN can achieve both R ≥ 0.80 and high precision.

7 Conclusions

In this paper we have shown that deep neural networks can be successfully used
for social profile matching given a sufficiently large dataset for training. The
experiments showed that a deep NN can achieve a high precision (P = 0.95)
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with a good recall rate (R = 0.85), surpassing other unsupervised or super-
vised methods for this task. As far as we know, this result outperforms existing
approaches for social network profile matching. Further advancements can be
made by training more complex deep learning models, using recurrent or convo-
lutional networks, and also by adding features extracted from profile pictures.
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Abstract. This article is about multi-agent collective learning in net-
works. An agent revises its current model when collecting a new obser-
vation inconsistent with it. While revising, the agent interacts with its
neighbours in the community, and benefits from observations that other
agents send on a utility basis. When considering the learning speed of an
agent with respect to all the observations within the community, it clearly
depends on the neighbourhood structure, i.e. on the network topology.
A comprehensive experimental study characterizes this influence, show-
ing the main factors that affect neighbourhood-aided collective learning.
Two kinds of informations are propagated in the networks: hypotheses
and counter-examples. This study also weights the impact of these prop-
agation by considering some variants in which one kind of propagation is
stopped. Our main purpose is to understand how network characteristics
affect to what extent the agents learn and share models and observations,
and consequently the learning speed within the community.

Keywords: Collective learning · Multi-agents learning · Agents network

1 Introduction

The role of networks, as expressing the link between intelligent entities, become
prominent through the emergence of the Internet of Things, multi agent systems,
online social networks, mobile assistants and so on. While artificial intelligence
at the individual level still is an important area, there is a clear need to study
learning phenomena at the collective level, and in particular their dependency
on the network structure that connect these entities. We will use in this study a
simple collective learning protocol, with learning guarantees, to observe efficiency
of collective learning mechanisms with respect to both network topology and
agents behaviour.
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N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 202–211, 2017.
DOI: 10.1007/978-3-319-67074-4 20



Effect of Network Topology 203

SMILE (Sound Multi-agents Incremental LEarning) [2] is a multi agent learn-
ing protocol that consider learning in a community or multi-agent system (MAS)
as the consequence of a set of interleaved model revisions and interactions result-
ing from queries from a current learning agent to other agents. It investigates
interaction-based collective learning phenomena through simulations, in a way
close to what is proposed in Ontañón [8]. In such a framework, agents looks
primarily at revising their current model, when addressing some online learning
from observations task. They also collaborate with other agents, asking queries
regarding the quality of their current model with respect to observations known
of other agents, and answering other agents queries by transmitting counter-
examples, i.e. observations they know of that contradict the querying agent’s
model. From the point of view of a single agent, this is a typical query learning
situation [1] where the omniscient oracle is replaced by a set of imperfect agents.

In the original SMILE protocol all agents were linked together: each agent
could send a query to all other agents, in order to benefit from their counter-
examples to revise its current model. Further variants of the protocol consider
the case of a network of agents [4] and compensate the fact that agents only
interact with their neighbours by allowing some form of propagation of models
or queries within the network. However, in the present study we are interested
in the effect of the network topology on the decrease in learning accuracy when
there is no such compensation, i.e. when revising their current model, agents do
no have access to any information outside of their neighbourhood. For that pur-
pose we stick to the original SMILE protocol that in this case only guarantees
consistency of an agent current model with observations found in its neighbour-
hood. Furthermore, in the original SMILE protocol, another behaviour is added
to agents, that we call adoption. This means that whenever an agent finds its
current model consistent with the observations known by the other agents, it
notifies the community that a new model is available that is consistent with
all observations known in the community at that moment. As the other agents
don’t have such a guarantee regarding their own current model, they replace it
by the querying agent model. As a consequence, when no more observations are
collected by agents and all interactions are finished, there is only one current
model in the community.

In our experiments we consider, for various network characteristics, both the
original SMILE and some variants with no adoption behaviour or with no memo-
rization of counter-examples obtained from any other agent, and observe to what
extent the restriction of interactions to the neighbourhood affect the learning
accuracy. Section 2 details the system of agents and the collective learning task,
describing how to use SMILE in a structured network of agents by restricting its
application to the neighbourhood. Then, Sect. 3 presents the experimental set-
ting of our study, used in Sect. 4 and 5 to investigate respectively the influence
of the topology of the network on the learning speed and the influence of sharing
hypotheses or examples. At last, Sect. 6 will conclude.

Note that there is rather few works on this subject. A related domain is
network epistemology as investigated by Zollman [7] which studies hypotheses
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propagation and selection within a community, rather than their construction,
still displaying fascinating effects of the network topology on the time needed
by a community to select the correct hypothesis. Regarding the way information
propagates within networks, it has been deeply investigated [6], but, again, we
are more interested here in the collective learning counterpart of such study.

2 Neighbourhood-Aided Collective Learning

We consider a network of N agents represented by a graph G = 〈Ag, C〉 where
nodes Ag = {a0, . . . , aN−1} represent agents, and edges {ai, aj} in C represent
bidirectional communicational links between agents ai and aj . Each agent ai
has an example memory Ei and must learn some target concept, based on the
examples it possesses. Its model of this target concept will be called a hypothesis
and denoted by Hi.

In this paper, we study the influence of the topology of the network on learn-
ing by focusing on a simple learning task: concept learning of boolean formulae.
We consider a propositional language defined over a set of atoms. An example
e in an example memory is represented by a label + or - (depending whether it
belongs or not to the target concept) and a description which is a conjunctive
statement, that is, a conjunction of atoms, represented here by a set of atoms.
Given an example memory Ei, we denote by E+

i the set of examples labelled
by + (positive examples) and by E−

i those labelled by - (negative examples). A
hypothesis will then be a disjunction of conjunctive statements, or terms, that
is, Hi = t1 ∨ . . .∨ tm where each term tj is a conjunction of atoms. A hypothesis
is thus a formula in disjunctive normal form.

A hypothesis H is said to cover an example e if and only if there is some
term t in H such that all the atoms of t belongs to the description of e. We shall
say that a hypothesis h is consistent with a set of examples E if and only if h
covers all positive examples of E and does not cover any negative example of E.

SMILE [3,5] is a generic protocol ensuring that, in a fully-connected sys-
tem of agents, all hypotheses Hi of the agents are consistent with the set⋃

i∈{0,...,N−1} Ei of all examples in the system. It is based on a learner critic
principle, where the agent revising its hypothesis, taking the role of a learner,
proposes it to all the other agents, acting as critics, which either accept the
proposed hypothesis if it is consistent with their example memory or give a
counter-example otherwise. The learner agent then revises its hypothesis to take
into account the counter-example, and the process is iterated with this revised
hypothesis until the learner produces an hypothesis that is consistent with the
example memory of each of the other agents, and thus, also with the union of
all theses example memories. It is then adopted by all agents, guaranteeing that
each agent possesses an hypothesis consistent with all the examples.

Here, we adapt this protocol to non fully connected graphs by considering
that the learner agent will only propose its hypothesis to its direct neighbours.
By interacting in turn with each of its neighbours, it will be able to revise
its hypothesis until it is accepted by all of its direct neighbours. In effect, it
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unfolds as if the learner agent applied SMILE normally in a subset of the MAS
constituted only of its neighbourhood. Its hypothesis is then only guaranteed
to be consistent with the set of examples in its neighbourhood, that is, after
a revision by ai, hi is guaranteed to be consistent with Ei ∪ ⋃

j∈N(i) Ej where
N(i) = {j, {ai, aj} ∈ C}. We shall say that Hi is group-consistent wrt ai. ai will
still inform its neighbours of this group consistency, and in the default version,
these neighbours will then adopt hi as their own hypothesis. A variant without
adoption will also be considered to evaluate the impact of sharing hypotheses.
Without adoption, an agent never takes advantage of the hypotheses proposed
by its neighbours. Note that during a revision, the learner might get some new
examples from its neighbours. In a later revision where it acts as critic, it can
give this example as a counter-example. As a result, given a series of revisions,
a crucial counter-example might be propagated along the network. To evaluate
the impact of this propagation, we shall also consider a variant called Forgetness
in which, once it has finished its revision, the learner agent will forget all the
examples it obtained from its neighbours. Example 1 illustrates our protocol.

Example 1. We consider four agents in a line (Ag = {a0, a1, a2, a3} and C =
{{a0, a1}, {a1, a2}, {a2, a3}}). Agents are trying to learn the target concept A∨B.
After the reception of e+1 (A ∧ not B ∧ C) by a1 (who revises its hypothesis
as H1 = A ∧ not B ∧ C and share it with a0 and a2), and the reception of
e+2 (A∧B ∧not C) by a3 (who revises its hypothesis as H2 = A∧B ∧not C and
share it with a2), agent a2 receives positive example e+3 (¬A∧B∧C) (see Fig. 1).
a2 adds e+3 to its example memory and observe that it contradicts its current
hypothesis (H2). It revises it with its learning mechanism and gets H3 = B and
proposes it to its neighbours, starting with a1. a1 answers with a counter-example
(e+1 ), triggering a new revision by a2 of H3 into H4 = B ∨ (A ∧ not B ∧ C). H4

is in turn proposed by a2 to a1 who accepts it, and then to a3, who also answers
with an acceptation. Since all its neighbours have accepted its hypothesis, the
local revision by a2 is now finished: H4 is group-consistent wrt a2. Unless we
used the variant without Adoption, a1 and 3 will then adopt H4 (but not a0
as it is not a neighbour of a2). If we use the Forgetness variant, a2 will then
forget the counter-examples it received during the revision, removing e+1 from
E2, otherwise, e+1 will remain in a2’s example memory.

3 Experimental Setting

We perform in the following a comprehensive experimental study to investigate
the effect of neighbourhood-aided collective learning on the average accuracy of
the hypotheses of the agents. This value represents the probability any agent’s
hypothesis will cover or not the next example accordingly to the target concept.
In our setting, the accuracy of an hypothesis will be evaluated on a testing set
of examples, by computing the ratio of correctly predicted test examples over
the total number of test examples. As agents only share their hypotheses with
their neighbours, there will be several different hypotheses in the system at a
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Fig. 1. Example of collective learning in a line network of 4 agents.

given time. We shall evaluate the learning speed of the system by measuring the
average accuracy with respect to the total number of different examples in the
system. A system of agents has a better learning speed than another if it reaches
a higher mean accuracy with less examples.

An experiment is typically composed of 100 runs, each one corresponding to
a sequence of examples incrementally sent to random agent in MAS. We choose
to restrain this study to networks of 50 agents with a steady layout from the
beginning to the end of each run. We will compare the efficiency of different
networks in term of accuracy (with respect to the number of different examples
in the system of agents).

Learning Problem. We choose the 11-multiplexer (M11) as the main difficult
learning problem to study. M11 uses 3 address boolean attributes a0 ,a1 ,a2 and
8 data boolean attributes d0, ..., d7. The formula is satisfied when the number
coded by the 3 address attributes is the number of a data attribute whose value
is 1. (ex : with a1,2,3 value being 000 and represents 0 the formula is satisfied if
d0,1,2,3,4,5,6,7 is 1000 0110 but not 0000 0110).

Network Topologies. We are going to show the influence of the network layout
on collective learning where communications are limited to the neighbourhood.
We choose a large panel of communication graphs in order to find the proprieties
which have a hold on the average accuracy of the system. The regular graphs
are composed of k regular trees called Treek, circular regular graphs (each node
is linked to all d/2 previous ones) called Regd and a Torus whose section is
a circle of 5 nodes which revolves in a circle of 10 nodes. Small-Worlds called
SmWdpx, are built with Watts and Strogatz algorithm ([9]) from circular regular
graphs with mean degree d and reconnection probability x of each edge. We
design centralized network patterns called MultiHubs. MultiHubs main nodes,
called hubs, are linked to as many secondary nodes as possible. Links are first
established between hubs then from hubs to secondary nodes and at last between
secondary nodes. A variant called MultiHubs separated (sep) skips the first
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step and do not link hubs to each other. At last MCluster5circ(star) is formed
of ten cliques of 5 agents having one edge being rewired in order to connect them
together in a circle(star) shape.

4 Characterizing the Influence of the Network Topology
on the Learning Speed

We first investigate different topologies of 50 agents with the default version of
the SMILE protocol (with adoption and without forgetness). We can identify
several factors of decreasing importance that affect learning in such networks.

4.1 Main Factors

Density. With a fixed number of agents it is equivalent to compare density of
graphs or their mean degree (with 50 agents: density = Meandegree/49). We
compare first a set of similar graphs, Small-Worlds built from regular circular
graphs with mean degree 4 to 49 (clique) and a probability of rewiring each edge
of 0,5. Figure 2 (left) shows a better learning speed as density increases. Density
represents how much communications between agents are limited, the smaller it
gets, the less each agent can access others agents information and thus learning
gets less accurate.
Changing the second parameter of Small-Worlds also have an influence on accu-
racy. SmW04p01 with a probability of rewiring edges of 0,1 is closer to regular
circular graphs whereas SmW04p05 rewiring shortens both diameter and mean
distance between pairs of agents. SmW4p05 learns faster than SmW04p01 and
we’ll confirm this tendency with a bigger set of graphs of this same density.

Fig. 2. Mean accuracy evolution as a function of the number of examples within the
MAS. Similar structure (left): Small-Worlds with mean degree 4 to 49. Fixed density
(right): influence of graph’s mean distance between nodes for various graphs of mean
degree 4 compared to Clique. The means distances are reported near the graph name.
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Diameter and Mean Distance. Figure. 2 (right) reports the learning accu-
racy curves of a variety of mean degree 4 graphs. These graphs have different
mean distance between pairs of agents and we may observe that the learning
accuracy clearly decreases with this characteristic. All graphs are between the
clique which have no limitation and MCluster5 a non-connected graph formed of
ten cliques of 5 agents. Mean distance represents mean number of agents which
have to perform a revision in order for information to be passed on between two
random nodes. Diameter only represent the worst case of the two further nodes
of one graph. Information is passed on more easily as they are both shorter,
meaning better accuracy of hypotheses. Layouts with high local density but few
links between groups of agents (Mcluster5*) constitute a first exception as Reg4
performs a little better with a higher mean distance. Another group composed
of MultiHubs isn’t fully explained with neither mean distance nor diameter as
they have the same ones but shows different accuracies. We will first see how
the main characteristics influence learning over time and second find another
property to explain these oddities.

Evolution of This Influence During Learning. We found three main graph
properties to have impact on accuracy. We made a set of graphs composed of
Small-Worlds, trees and mean degree 4 graphs in order to compare the influence
of these properties at different learning stages in Table 1. Mean distance and, with
a lower impact, diameter, are more and more influential as learning progresses.
Density unlike the other two have very high influence since the beginning but it
decreases over reception of more examples.

Table 1. Correlation between hypotheses mean accuracy with respectively diameter,
density and mean distance between pairs of nodes at different learning steps.

Nb examples Diameter Density Mean distance

100 −0, 453 0,848 −0, 557

200 −0, 501 0,787 −0, 606

300 −0, 560 0,693 −0, 668

400 −0, 609 0,613 −0, 716

500 −0, 657 0,559 −0, 761

600 −0, 696 0,517 −0, 797

4.2 Secondary Factors

We make a focus on MultiHubs in order to find another property to explain what
the three main ones couldn’t. We study two groups of MultiHubs of different
density with same diameter and mean distance. For density 0.08 (resp 0.2) we
can have up to 3 (resp 9) hubs but they can’t be full hubs, connected to every
other nodes, since the presence of the 3rd (resp 6th) hub. The layout achieving
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Table 2. Two different groups of MultiHubs showing the high correlation between the
number of shorter paths of length 2 and accuracy (300 examples) at a fixed density.

nbr hubs Density Diameter Mean dist. nbr paths 2 Accuracy

1 0,08 2 1,92 2352 0,82

2 4506 0,88

3 3000 0,85

3 0,2 2 1,8 6198 0,92

4 7964 0,93

5 9828 0,94

6 8928 0,93

7 7732 0,92

better accuracy in the two groups is the one maximizing the number of full hubs
(respectively 2 or 5 for a density of 0.08 or 0.2). Full hubs represent opportunities
to resynchronise the whole MAS with their revisions as their hypotheses are
verified and adopted by every agent.

A short mean distance represents the necessity of few agents’ intervention in
order to transmit any information to other agents in the networks. This value
doesn’t take into account the number of possible paths between two agents with
the shortest length found. As revisions happen randomly to any agent when it
gets new examples, alternative paths gives greater chance for information to be
passed on. Shortest path of length 1 are represented by density as there can’t be
more than one edge between to agents. We then focus on the next shortest length
(2) in Table 2. Graphs maximizing full hubs in each group are also maximizing
the number of shortest paths. The 0,2 density, MultiHubs group (1 to 9 hubs)
presents a very high correlation coefficient between number of shortest paths of
length 2 and accuracy. It’s value is between 0.945 and 0.97 depending on the
MAS number of examples.

Table 3. Third group of MultiHubs showing the high correlation between the number
of shorter paths of length 2 and accuracy (300 examples) at a fixed density.

nbr hubs Density Diameter Mean dist. nbr paths 2 accuracy

21 0,2 3 2,12 1416 0,77

21(sep) 4 2,34 4576 0,87

The number of shortest paths of length 2 is less important than the number of
paths of length 1 measured with edges number through density. It can explain on
the other hand a better accuracy from MultiHubs21sep even though it presents
slightly worse mean distance than MultiHubs21 (Table 3).
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5 Importance of Hypotheses and Examples Propagation

During a local revision with SMILE, two kinds of information are propagated:

– The learner agent may gather some counter-examples from its neighbours. In
the default protocol, it will memorize them in its example memory, and will
thus be able to provide them to other agent in the future when acting as a
critic. If we use a Forgetness variant, the learner will delete these examples
at the end of the revision, and thus a counter-example will never go beyond
the neighbourhood of the agent possessing it.

– The critic agents will receive the hypothesis of the learner, and will, in the
default protocol, adopt it at the end of the revision. Then, in future revision,
when acting as learner, this adopted hypothesis will serve as the base of its
revision (incremental learning) and some of the information it contains will
thus be kept. If we use a variant without adoption, an agent will always keep
its own hypothesis, and will not benefit from the revision of its neighbours.

By studying the variants with forgetness or without adoption, we can thus inves-
tigate how these two propagations impact the learning speed on different topolo-
gies. Indeed, networks with different layouts do not all benefit from hypothesis
adoption and example memorization in a same way. Charts representing results
for adoption: with and without forgetness are grouped on Fig. 3 and those with-
out adoption are grouped on Fig. 4. We can extract properties from each graph’s
performance analysis in the four cases:

1. Hypothesis propagation through adoption is always beneficial.
2. Memorization have no effect on accuracy of diameter 2 graphs while there’s

already hypothesis adoption.
3. For bigger diameter graphs memorization becomes more important than

adoption in the end.
4. Learning benefits more from adoption in the beginning (first 100 examples).

Fig. 3. Mean accuracy evolution in graphs with 50 agents on M11 problem as a function
of the number of examples within the MAS; protocols with hypothesis adoption with
(left) or without(right) external example memorization
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Fig. 4. Mean accuracy evolution in graphs with 50 agents on M11 problem as a function
of the number of examples within the MAS; protocols without hypothesis adoption with
(left) or without(right) external example memorization.

6 Conclusion

Networks of agents learn faster with high density, short mean distance between
nodes and multiple paths for information to be passed on. They benefit both from
example memorization and hypothesis adoption. This constitutes a preliminary
study before investigating strategies to handle multiple hypotheses. Agents could
either keep all the hypotheses they receive, choose between them or build their
own one from them. These strategies determine, on a macroscopic level, theory
formation as much as their transmission and opposition in a network.
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4. Bourgne, G., El Fallah Seghrouchni, A., Soldano, H.: Learning in a fixed or evolving
network of agents. In: ACM-IAT 2009. IEEE (2009)

5. Bourgne, G., Soldano, H., El Fallah Seghrouchni, A.: Learning better together. In:
Coelho, H., Studer, R., Wooldridge, M. (eds.) ECAI. Frontiers in Artificial Intelli-
gence and Applications, vol. 215, pp. 85–90. IOS Press, The Netherlands (2010)

6. Guille, A., Hacid, H., Favre, C., Zighed, D.A.: Information diffusion in online social
networks: a survey. SIGMOD Rec. 42(2), 17–28 (2013)

7. Zollman, K.J.S.: Network Epistemology. Ph.D. thesis, University of California,
Irvine (2007)
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Abstract. The success of online communities depends on different aspects and
has been subject of several evaluation works. Most of the existing works in this
scope are not generalizable due to their strong dependence to the considered
community characteristics. Face to this finding, our aim is to propose a generic
approach to evaluate and to improve the success of online communities. This
paper starts by an identification of the success determinants of online communities
including the participants, the technology as well as the common goal. After that,
we propose a generic evaluation approach based on two levels. The first level
consists in a failure detection based on a quantification of the success determi‐
nants. The second level focuses on a failure explanation and an identification of
the most plausible causes of the detected failures. This approach was applied to
evaluate the success of a social network-based community; it gave reliable results.

Keywords: Online community · Success evaluation · Failure detection · Failure
explanation · Social networks

1 Introduction

Since several decades, technologies have increasingly invaded our lives by intervening
and facilitating practically all the tasks we need to perform. Despite its obvious interest,
the use of technologies in any task is not always a guarantee of its success. Consequently,
the evaluation of technology-supported tasks has been a topical issue for a long period.
Due to the actual widespread use of social networks producing a large number of
communities, we are interested in the success evaluation of online communities. In the
literature, several definitions of the term “online community” are proposed. In this work,
we adopt the following definition proposed by Howard Rheingold describing an online
community as “a group of people who may not meet one another face-to-face, and who
exchange words and ideas through the mediation of computer bulletin boards and
networks” [10].

Nowadays, online communities are emerging in several domains such as e-
commerce and e-learning. Some of them progress and succeed and others fail and
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disappear. In several works, the proposed measures to quantify the success of online
communities are not generalizable since they depend on the studied community. This
finding was confirmed by the work of Jenny Preece [9] (in Sect. 5.4).

Consequently, the first aim of this work is to propose a number of measures allowing
to assess the success or failure of an online community independently from its belonging
domain. Our second aim consists in making the considered community more successful
by explaining the previously detected failures.

This paper will be organized as follows. In Sect. 2, we summarize the existing works
interested in the evaluation of online communities. In Sect. 3, we describe the suggested
evaluation approach composed by two levels: a failure detection level and a failure
explanation level. In Sect. 4, we describe the application of our evaluation approach on
a social network based community. Finally, Sect. 5 concludes the paper.

2 Literature Review

For over forty years, the success of using a software was a direct consequence of its
interface appropriateness called usability. In fact, usability means that people who use
the product can do so quickly and easily to accomplish their own tasks [3]. In the liter‐
ature, several works in the fields of Human-Computer Interaction (HCI) and Computer-
Supported Cooperative Work (CSCW), focused on this aspect and proposed methods
to evaluate and to improve usability [1, 2, 8]. More recently, the emergence of online
communities imposes a more serious considering of social aspects in studying all
community types. Several works, underlined this finding [6, 9]. Particularly, in the eval‐
uation topic, Jenny Preece [9] proposed some success determinants of online commun‐
ities related to both usability and sociability. The sociability determinants include the
community purpose, people and policies while the usability determinants cover the
dialog and social interaction support, the information design, the navigation and the
access. Determinants of sociability are quantified by measures such as the number of
participants in a community, the number of messages per unit of time, members’ satis‐
faction and the amount of reciprocity. Measures of usability include the number of errors,
the speed of learning and several others.

Both the sociability and the usability measures are interesting for some communities
but they can be completely insignificant for others [9]. For example, in an e-commerce
community, a high rate of messages can express a great interest to the product in question
but in a learning community, it is not always a success indicator; it depends on the
community policies.

Hsiu Fen Lin [6] developed and tested a virtual community success model by using
and adapting the Information System Success Model proposed by DeLone and
McLean’s. The obtained model focuses on two particular success determinants
consisting of: system characteristics (e.g. Information and system quality) and social
factors (e.g. Trust and social usefulness). The authors confirmed [6] (in Sect. 6.4) that
the obtained results have limited generalizability.

According to these findings and especially the dependence of the proposed success
determinants not only to the field but also to the considered community, we propose in
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what follows, a generic approach to evaluate the success of online communities. With
the aim of improving the evaluated online community, the proposed approach is not
limited to a success evaluation: it also explains the eventually detected success problems
called failures. Consequently, our approach is based on two different levels: a failure
detection and a failure explanation.

3 Evaluation

In this section, we start by identifying the determinants of success in online communities,
after that we describe the two evaluation levels of the proposed approach.

3.1 Determinants of Success in Online Communities

In fact, an online community is a group of people called “participants or members” who
interact with each other exchanging ideas and information related to the context of the
community. Thanks to technologies, these members may not meet one another face-to-
face; their interactions are supported by technological tools providing various means of
communication. In addition to members and technology, an online community is usually
built around a common goal.

According to this vision and inspired by the work of Jenny Preece [9], we focus, in
this work, on three key components contributing to the success of online communities
and consisting of: participants, technology and the common goal. These features are
called in the following, determinants of success in online communities.

3.2 First Evaluation Level

As previously explained, several measures have been proposed to assess the success of
online communities. For example, if we count the number of participants as proposed
by [9], which range of values expresses positive assessment about the success of an
online community? The response to this question depends on the considered community:
there is no general values referring to the community success. To provide more gener‐
alizable measures; we propose to base our success measurement on the comparison
between the obtained and the expected values that quantify the previously identified
determinants of success. For example, we compute the rate between the expected and
the effective participants number instead of simply computing the number of participants
to the community. In fact, the success is more intense when the correspondence between
the two values is greater. Due to this thinking, the approach application supposes the
availability of information about the expected features.

The proposed measures called success indicators are the following:

– The participation rate PR expressing the correspondence between the expected and
the effective numbers of active members;

– The satisfaction rate SR showing the correspondence between the expected and the
obtained satisfaction from the technological support;
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– The accomplishment rate AR expressing the correspondence between the expected
and the estimated accomplishment degree of the overall goal.

The proposed success indicators are computed according to the following equations:

PR =
PN

EPN
∗ 100 (1)

SR =
AS

ESD
∗ 100 (2)

AR =
AD

EAC
∗ 100 (3)

Where:

– PN: expresses the effective number of active participants;
– EPN: expresses the expected number of active participants;
– AS: is the average satisfaction degree of members from the technological support;
– ESD: is the expected satisfaction degree of the community members from the tech‐

nological support;
– AD: is the average of the estimated accomplishment degrees of the common goal

retrieved from the community members;
– EAC: expresses the expected accomplishment degree of the common goal.

To compute the success indicators, some values (AS and AD) must be recovered from
community members using a survey. To quantify the satisfaction degree from the tech‐
nological support and the accomplishment degree of the common goal, we use the
“Likert Scale” [7] as shown in the first part of the survey accessible in the following
URL:

https://docs.google.com/forms/d/e/1FAIpQLScsgMCLBX2Tvz7B_5rsm1oKwILtn
R83YbBjeWbid9z9QSDuug/viewform?c=0&w=1

The “Likert scale” is adapted to our aim and is widely used in several domains
including marketing, health and social psychology. According to this scale, we set the
expected rates of the satisfaction from the technological support (ESD) as well as the
accomplishment degree (EAC) to 100%: they do not need to be retrieved from the eval‐
uator. The effective number of active participants is directly retrieved from the techno‐
logical support while the expected number of participants must be retrieved from the
evaluator.

In the following, the term “success failure” expresses an important mismatching
between the expected and the effective states of success determinants. It is expressed by
a low value of the success indicator. To identify success failures, the evaluator is also
asked about the minimal rate of correspondence (MC) between the expected and the
effective values under which a success failure is detected.

This evaluation level is a preliminary step allowing to measure the success of online
communities and eventually detect success failures. It is supposed to be deepened by
rigorous explanations permitting to find the causes of each detected failure. This work
will be the subject of the next evaluation level.
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3.3 Second Evaluation Level

Since this level focuses on the explanation of the previously detected failures, we
performed a review of literature works that are interested to failure explanation.

Further to this research, we decided to inspire from two interesting works focused
on failure explanation [4, 12]. These two works are based on the human reliability error
analysis method entitled CREAM (Cognitive Reliability and Error Analysis Method)
and proposed by Hollnagel [5].

CREAM Method Application. The choice of this method is made due to the following
advantages:

– The CREAM method is compatible with our context since it is focused on the analysis
and assessment of a human participation;

– The method is very concise, well-structured and independent from the application
domain;

– It allows to deduce the possible causes explaining the occurrence of a detected failure
as well as the causal links connecting them;

– It is based on an interesting classification of the detected causes into three different
categories consisting of: persons, organization and technology. This causes classifi‐
cation is adapted to the studied environments.

The CREAM method is composed by three steps:
The first step consists in describing the community progress conditions using the

Common Performance Conditions named CPC [5]. The CPC is a set of items fixed by
the CREAM method and supposed to capture the principle aspects affecting the progress
of the considered environment (the online community in this work). They consist of the
following items [5]: Adequacy of organization, Working conditions, Adequacy of Man-
Machine Interface and operational support, Availability of procedures and plans,
Number of simultaneous goals, Available time, Time of day, Adequacy of training and
expertise, Crew collaboration quality. For each CPC the CREAM method gives several
descriptors (three or four) as well as their effect on performance reliability.

The second step consists in identifying the occurred failures.
The third step is an iterative step consisting in determining the possible causes of a

failure occurrence as well as their causal links basing on states of the previously
described CPC. In each iteration, a cause (also called an antecedent) and an effect (also
called consequence) are identified; in the next iteration, the last cause becomes an effect.

Hollnagel [5] divides the different antecedents into three categories according to their
relation to persons (category P), to technology (category T) or to the organization (cate‐
gory O).

In the following, we explain the adjustment of the CREAM method to the studied
context of online communities and to the proposed evaluation.

To capture the CPC, several questions are added to the previously described survey
intended to community members constituting its second part. As we can notice, the
second step of the CREAM method consisting in failure identification has already been
carried out in the first level of our approach. Consequently, this step will be skipped
during the application CREAM method.
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Thanks to the obtained responses to the diffused questionnaire allowing to retrieve
the CPC, we are able to apply the third step of the CREAM method. The implementation
of this step, gives several inferences for each detected problem. Each inference is consti‐
tuted by a set of explanations related by a causal-effect relationship.

For better visibility of the causal link, we represent the different explanations of each
failure by a causal graph. Each causal path linking a graph leaf to the considered failure
represents an inference explaining it. In fact, an inference is a set of linked antecedents
giving a possible explanation of the failure occurrence.

The causal graph gives different explanations of a failure; but it does not show the
most plausible of them. For this reason, we were interested in the application of a prob‐
abilistic approach adapted to the graph characteristics as well as the antecedent classi‐
fication into categories (P, T, O). In fact, the majority of the probabilistic approaches
allow assigning a probability to each explanation regardless to its category and its ante‐
cedents. The evidence theory, introduced by Dempster and Shafer [11], has the great
advantage of allowing to assign a belief degree to a whole set of related assumptions
representing, in our context, an inference of a failure occurrence. It is why this theory
was judged the most adapted to our context and was applied to compute the plausibility
of each inference.

Application of the Evidence Theory. To compute the plausibility (or belief mass) of
each inference, we need to calculate the belief masses of the different graph nodes. In
this purpose, we applied the principle used in the work referenced by [4], defining the
mass propagation in a causal graph. In this work, the mass of an antecedent depends on
its consequences masses as shown in Eq. (4).

m(a) = p(c(a)) ×
∑

∀b∈Cons(a)

m(b)∑
∀i ∈ P, T, O(p(i) × nib)

(4)

Where:

– m(a) is the mass of the a;
– C(a) is the category of a;
– Cons(a) is the set of consequences of a;
– p(i) is the weight of category i;
– nib is the number of antecedents of b belonging to the category i.

According to this equation, each consequence of an antecedent ‘a’ gives it a part of its
mass modulated by the weight category of ‘a’. The addition of these different conse‐
quences parts gives the belief mass of the antecedent a.

In the current context, there is no preliminary hypothesis expressing different impacts
of the antecedent categories on a failure occurrence; so we give the same weight (1/3)
to all the three categories (P, T and O).

The mass computing process starts by affecting a mass m to the failure (m = 1). Then
an iterative mass propagation to the graph leaves using the Eq. (4) is carried out. At the
end of the calculation step, we can verify that the sum of leaves belief masses is equal
to 1. This propagation is fully applicable since the causal graph is acyclic.
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In this section, we presented a two-level based evaluation approach. The first level
ensures a failure detection. The second focuses on explaining the detected failures by
combining the CREAM method, the causal graph and the evidence theory.

To make the previous description more clear, we present in what follows, an appli‐
cation of the proposed approach to evaluate the success of social network-based
community.

4 Approach Application on a Social Network-Based Community

In order to apply and test the proposed approach, we were interested in a political online
community supported by the social network “Facebook”. In the last seven years, such
communities have had important impacts on political events especially in countries of
the “Arabic Spring” [14]. Given this finding and the actual dynamicity of political scenes
in these countries, a citizen created the considered community to encourage the diffusion
of political actualities, to support discussions about them and to facilitate the organiza‐
tion of political events to react to them. The community creator started by inviting some
of his friends as well as family members supposed to invite other participants, to share
and to comment recent political news.

The community presentation on its facebook page is the following: “the objective
of this community consists in following and reacting to political events. Thank you for
inviting persons who may benefit from our group and have interesting and efficient
feedbacks which argue in favor of the country.”

After a period of two weeks, we applied the proposed approach to evaluate the
success of the considered community. In this purpose, we started by diffusing the already
described evaluation questionnaire.

4.1 First Evaluation Level

Given the purpose of the first evaluation level; we present, in Table 1, the obtained values
allowing to compute the previously described success indicators and to detect failures.
Since some values are retrieved from responses to the first part of the questionnaire, we
add the number of the corresponding question as well as its topic for more clarity. In
this experimentation, the evaluator who is the group creator fixed the minimal corre‐
spondence value (MC) to 75%. According to this value, we can easily detect a goal
completion failure from Table 1. To check the possible causes of the detected failure,
we perform the steps described in the second evaluation level.

Table 1. Obtained measures of success

Retrieved values Success indicators Question Question topic
PN 32 PR 80%
EPN 40
AS 84.48% SR 84.84% Q1 Technological

satisfaction
AD 28.44% AC 28.44% Q3 Goal completion
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4.2 Second Evaluation Level

As previously explained, the second evaluation level consists on an explanation of the
detected failures. Since this explanation is mainly based on the retrieved responses to
the second part of the questionnaire, we present in Table 2, a recapitulation of the
obtained responses. For more readability, we present for each question in the second
part of the survey (corresponding to a CPC), the obtained predominant descriptor as well
as its corresponding rate in percentage.

Table 2. Recapitulation of the obtained responses to the second part of the questionnaire

Question Question topic Predominant descriptor Rate
4 Work organization Inefficient 89.7
5 Working conditions Incompatible 69
6 Adequacy of MMI Tolerable 57.1
7 Work specification Inappropriate specification 89.7
8 Number of simultaneous goals Matching current capacity 48.3
9 Available time to the work Continuously inadequate 55.2

10 Period of the day During the night time 62.1
11 Work adequacy according to

available skills
Inadequate training and experience 51.7

12 Quality of collaboration Deficient 55.2

The analysis of the obtained responses allowed us to detect the following antecedents
behind the detected goal completion failure:

– An ambiguous understanding of the group objectives as well as the expected results,
identified from large differences between responses to the question 2.

– A low motivation of community members detected especially from responses to
question 5.

– An availability problem detected from responses to question 9.
– A technological problem detected in responses to question 1.

These problems can themselves have multiple antecedents: it is what justifies the
iterative progress of the evaluation work in this level.

– The first problem can be caused by an inadequate supervision of the community
consisting of: an insufficient explanation of the community interest as well as its
objectives (can be deduced from responses to question 4) and a poor presentation of
the activities to perform in the community as well as the expected results (can be
deduced from responses to question 7).

– The second problem can be due to an inadequate supervision (described below) if
the community interest and the expected results were not correctly highlighted. This
failure can also be caused by a disinterest of several members in political topics (can
be deduced from responses to question 11).

– The third problem of availability can be due to a period inadequacy which prevents
members to spend time on doing the required actions and consisting in a work
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overload period or on the contrary, a holiday period (can be deduced especially from
responses to questions 9 and 10).

– The fourth technological problem can be caused by: an interface problem (ques‐
tion 6), a limited internet connectivity (question 5) or limited technical skills
(question 11).

For more clarity, the causal link between the different antecedents is illustrated by the
causal graph in Fig. 1. According to the Hollnagel classification scheme, the antecedents
we have just distinguished belong to the three different categories: P, O and T.

Fig. 1. Causal graph explaining the “weak goal completion”

The belief masses of the different failure explanations are calculated according to
the Eq. (4).

The causal graph shown in Fig. 1 presents many available explanations of the
detected failure consisting in a weak goal completion. It reveals the plausibility of the
two following inferences having a belief mass equal to 0.375:

Inadequate supervision → understanding problem of the common interest and the
expected results → weak goal completion: this inference supposes that the community
creator realized an inappropriate supervision caused by a missing presentation of the
common objective as well as the expected tasks and results. This ambiguity blocked the
members dynamicity and consequently the goals completion.

Inadequate supervision → low motivation → weak goal completion: this inference
supposes that the community interest presentation was not sufficiently convincing to
attract members. The creator’s intervention in the community and his reactions to polit‐
ical news was too poor to encourage members to have the expected behavior allowing
the goal completion.

To check the consistency of the proposed evaluation approach, we planned to verify
the correspondence between the plausible inferences and members feedbacks about the
encountered problem in the considered community. For this purpose, we organized a
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virtual meeting in which we discussed with the considered community members about
the reasons of the weak goal completion. All their responses confirm that the group
creator failed in presenting the created group and consequently in motivating them to
contribute and benefit from it. If we go back to the community description reported in
the beginning of this section, we can easily note that it is too brief and ambiguous.

5 Conclusion

In this paper, we presented a two level-based approach to evaluate the success of online
communities. The first level is based on measures that quantify the already proposed
determinants of success. The obtained values from this level allow the detection of
success failures. The second level focuses on the explanation of the previously detected
failures. Given the impact of human participation on online communities, this level uses
the CREAM method to provide explanations. It also uses the evidence theory in order
to identify the most plausible explanation. The proposed approach was applied to explain
the failure of a social network-based community having a political objective: it gave
satisfactory results. This approach is more generalizable than the existing ones [6, 9]
since it is built on the correspondence between the expected and the obtained success
values.
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Abstract. Simulation is often used during the development of a system
to study the performance of a trial design. On the basis of information
gained through this process, the design may be modified and retested.
Thus, software offers the convenience of introducing changes or fixes
without major effort, whereas it could be quite difficult or even impossi-
ble to modify an already built hardware for instance. Moreover, scenarios
exist where a simulation offers not only the cheaper, but also the safer
and ethically more acceptable solution as is the case with nearly any
experiment involving live organisms. This paper summarizes the work
done on the subject of simulating the dynamics between populations
of various organisms that share an environment. The main goal is to
introduce an application that visualizes comprehensively their interac-
tion while offering means to conduct experiments with ecological nature.

Keywords: Population dynamics simulation · Ecological simulation ·
Agent based modelling · Predator/Prey relation

1 Introduction

This papers presents the empirical results of a simulation modeling the popula-
tion dynamics of a micro sea ecosystem. The application developed to run the
tests can be seen as a mathematical game, in which the dynamic resp. spatial
aspects of the species inhabiting it are the main variables. The ultimate goal
is to define the boundaries for these variables for which the game can maintain
self-sufficiency. Inspiration for the design of the environment has been drawn
from the Wa-Tor-like world described by A.K. Dewdney’s [5]. His idea encom-
passes a world shaped like a torus (refer to Fig. 2) and completely covered with
water. Marine species are introduced to the world to simulate an actual ecosys-
tem. Their behavior and interaction are defined by certain rules, which however
reflect the real world to a certain degree. By changing the rules one can observe
the respective impact on the ecosystem, if any. Emphasis is laid on the linear
predator-prey relationship between the two major species – sharks (predator)
and fish (prey). The sharks feed on the fish and the latter feed on imaginary
c© Springer International Publishing AG 2017
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plankton, i.e. the shark population depends entirely on the fish for its survival.
The work described in this paper introduces a third species – imaginary whales,
which feed on both, and thus, create a somewhat more complex food chain. The
whales are on a theoretical level as in the real world the only species of whales
that would hunt sharks are the orcas, whose actual hunting techniques are too
complex for the scope of this work, hence the “imaginary” epithet. The program
developed to run the simulation emphasizes more on obtaining results regard-
ing the species’ interaction rather than visual effects. Therefore, it resembles a
cellular automaton similar to J.H. Conway’s Game of life [9].

The design of the application follows an established model of a simulation as
described by [1]. Essentially it involves a system’s model, some inputs used in the
model and the respective outputs produced by the model (refer to Fig. 1). In this
matter of thought a model is simply an abstraction of a real world phenomenon or
environment, which is too complex to theoretically describe in detail. Thus, the
model is by no means perfect or accurate and its level of abstraction determines
the degree to which the simulation’s results would resemble the outcome of
the experiment should it be conducted in the real world. Naturally, the higher
accuracy of the model comes at a cost, but experience in the field has confirmed
that often as not even low level abstractions can yield plausible results. The input
is usually some initial state of the system and its components. The unknown
variable in a simulation, i.e. the subject of interest, is the output produced by
inserting the input into the given model.

Fig. 1. The structure of a typical simulation problem as given by [1], page 9.

A variety of problems can be successfully addressed with simulation means,
which are typically more economical (e.g. when testing the aerodynamics of
cars [2,4]), more feasible (e.g. simulating a space rover’s mission to another
planet as described by [6] or when the rate of the observed phenomenon is too
fast/slow in real-time as is the case with plant growth or explosions) or ethically
more acceptable (e.g. performing air-bag tests or most experiments involving
animals). Dewdney’s proposal is a typical example of all three and more pre-
cisely the study of an ecosystem. This topic has gained popularity in the recent
years as the globalization and industrialization have taken their tolls on the
environment and the consequences have become evident. Species are becoming
endangered or extinct and while environmentalists are coping to mitigate the
damage, scientists are more concerned with determining the potential effects of
the caused imbalance or lack of a species on the remaining ones. In other words,
how would the predator/prey chains in an ecosystem change [3].
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Fig. 2. The simulated world displayed in two-dimensional space as a plain (left) and in
three-dimensional space as a simple torus (right). Torus image provided by Wikimedia
Commons under the GFDL, CC-BY-SA license.

2 Problem Description

A major difficulty when simulating a system is to create a model of the system
that is elaborate enough to yield plausible results and yet not too complicated
as to require an unrealistic amount of effort. The problem of an ecosystem sim-
ulation can therefore be decomposed into several key aspects:

– Designing an adequate environment, where the system’s components can
interact. It should copy the essential features of the real world, while leaving
out everything that has little to no effect on the simulation output.

– Create species, which would inhabit the environment and define their behavior
according to their real world copies. Only actions relevant to the problem
scope are to be considered. For a predator-prey populations dynamics this
includes activities such as feeding, moving, reproducing, etc.

– Visualize the simulation output in a comprehensive way while also gathering
ample statistical data, so that the relation between input and output can be
determined.

– Ideally enable the introduction of changes, e.g. adjustable organism charac-
teristics or environmental phenomena such as diseases, in the model as to
make the analysis flexible.

– Specify the goal of the simulation, e.g. analysis (does the simulated system
exhibit the expected behavior), prediction (would a species go extinct), opti-
mization (how to change the environment so that an equilibrium is achieved)
and concentrate on it.

The goals pursued in this paper can be related to the prediction whether an
ecosystem is stable or not given some initial populations of inhabiting organisms,
and if not, how can it be optimized for instance by controlling the populations’
sizes or introducing an evolutionary component to find out the optimal charac-
teristics of a species for it to survive under the given conditions [8].
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Fig. 3. The movement behavior of each species: fish (left), sharks (middle) and whales
(right). Each individual chooses a random neighbor position from the available ones, if
any, after considering danger from predators (for prey) resp. the opportunity to hunt
prey (for predators).

3 Proposed Approaches

The actions implemented in the simulation include moving, feeding, reproduc-
ing and dying. An organism is defined by its age (fish) or remaining life energy
(shark and whale), as well as reproduction maturity and energy gained after eat-
ing prey (only for predators). Each existing individual performs the aforemen-
tioned actions in a specified order and a cycle in the simulation ends when all
individuals have “acted”, after which the environment is updated. The prey will
show awareness when moving and avoid positions already inhabited by preda-
tors. The latter will similarly display selectiveness in their movement by choosing
tiles inhabited by better prey and by prey in general, avoiding empty positions,
but never staying idle as this could mean starving to death.

3.1 Movement Behavior

An individual’s movement consists of the horizontal or vertical, but not diagonal,
displacement by one tile. All four neighbor tiles (up, down, left, right) are checked
if adequate and the most optimal one is chosen. In this line of thought “adequate”
suggests that moving to that tile is possible, whereas “optimal” means that
moving to is not only possible, but offers some benefit as well.

The terms “optimal” and “adequate”, however, differ between the various
species. For a fish for instance both mean moving to a tile not inhabited by other
organisms (refer to Fig. 3, left). On the other hand, a shark’s optimal decision
is to move to a position inhabited by a fish so that it can eat it and gain life
energy, but any position not inhabited by a whale is an adequate candidate (refer
to Fig. 3, middle). Similarly, a whale would always go for a neighbor containing a
shark as it would give the largest energy gain, while its second best choice would
be one containing a fish. The least popular decision for a whale is to simply
move to a free position in search for prey (refer to Fig. 3, right). Fish do not lose
energy upon moving, whereas sharks and whales do.
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3.2 Reproduction Behavior

All three species have the ability to reproduce provided that certain require-
ments are met. These include reaching reproduction maturity and having space
(adequate positions) for the offspring. Each cycle a fish’s age is increased by
one. Upon reaching a certain age the parent will check if viable positions for the
offspring exist and produce at most two before dying. The viable positions are
the same as those for movement including the position of the dead parent (refer
to Fig. 4, left). The reproduction of the predator species is defined in a similar
fashion, but instead of age the individuals have to possess a certain amount of
energy. Only then will they create a single offspring, while losing half of their
current life energy. The created child is placed in a random adequate position
(refer to Fig. 4, middle resp. right).

Fig. 4. The reproduction behavior of each species: fish (left), sharks (middle) and
whales (right). The offspring are randomly placed at the available neighbor positions,
if any, after considering danger from predators (for prey).

3.3 Feeding Behaviour

The feeding behavior of each species in the simulation follows the predefined
predator-prey hierarchy, i.e. sharks eat fish, whales eat both sharks and fish.
Therefore, the program checks whether a tile of the grid contains a predator,
and if so whether its respective prey is also present. The latter would be eaten
and so removed from the tile, and the predator would gain the specified amount
of energy for consuming that type of prey. Should individuals of all three species
reside on the same tile, the whale will consume both shark and fish.

3.4 An Individual’s Death

An organism can die in several ways in the simulation. Fish either get eaten by
a predator or die after giving birth, sharks may be killed by whales or reach a
life energy of 0 (equivalent to a death due to starvation) and whales may only
starve to death. Since killing prey is done during the feeding step, in the death
step the simulation need only look for sharks resp. whales with life energy equal
to 0.
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4 Visualising the Populations

As initially specified the simulation environment is represented by a grid of
square tiles, 500 tiles in length and 300 in height, effectively enabling up to 150000
organisms to inhabit it. On the screen of the device running the simulation a tile
is simply a square with a side length of 2 pixels and a space of 1 pixel between
neighbor tiles (refer to Fig. 5, left).

To distinguish between individuals of different species a simple approach
based on colors has been used. More precisely, each species is characterized by a
unique color and a tile having a certain color means that the respective species
inhabits it. In the developed application for instance, cyan marks a fish, dark
blue a shark and pink a whale (refer to Fig. 5). Unoccupied tiles are colored light
gray. To avoid any ambiguity in the case when individuals of two or three species
inhabit the same position, a color hierarchy has been defined. It corresponds to
the food chain hierarchy in the simulation, i.e. the color of the most dominant
species is used, which makes perfect sense as it will eat the rest anyway (see
Fig. 5, right).

Fig. 5. The environment is visualized as a grid of squares (left) with side length 2
pixels and space of 1 pixel between neighbor tiles (middle). The color of a given tile
is always that of the most dominating species, following the hierarchy: fish < shark <
whale (right). Empty positions are colored gray. (Color figure online)

5 Experimental Results and Statistical Tests

Numerous tests with different combinations of initial population sizes for the
three species were conducted in order to determine whether a relation between
the simulated ecosystem’s stability and the populations’ size exists. Since the
behavior of the individuals, expressed with the functions described in Sect. 3,
contains a random component, it should be no surprise that a given set of start
conditions can produce different results each time. For that reason, each input
scenario was tested several times to assign a probability to each possible out-
come. Even though the listed input combinations are just a small fraction of
all possibilities, the yielded results are statistically significant enough to make
certain conclusions. Table 1 summarizes the results of the simulation for some
given initial populations.
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1. An overpopulation of predators resp. underpopulation of prey as in the real
world eventually leads to the collapse of the ecosystem as in test cases (1–5).

2. Predators are more prone to extinction than prey as they have to roam in
search for it. Test cases (6–9) are good examples in which sharks and whales
die out nearly always due to starvation as the world is sparsely populated.

3. Due to their less flexible diet sharks are more vulnerable than whales, which
can survive eating fish as well. Moreover sharks are also prey, meaning that
besides starvation, excessive hunting (should the whales be numerous) also
contributes for the elimination of their species. As a proof there is only one
test case (17), where the whales are more likely to die out, whereas test cases
(10–16 and 18–21) all show scenarios, where sharks are.

4. The prey is crucial for the survival of the ecosystem as without it the whole
food chain is disturbed. Should the fish become extinct sharks and whales die
out rapidly soon after (1–4).

From the statistical data gained through the experiments and the made obser-
vations one can derive an empirical formula to approximate the system’s stability
factor, see (1). Obviously the probability of survival for each species should be
taken into consideration, but also some species should be weighted more than
others, e.g. sharks due to their vulnerable nature.

S = P (fish) · 0.2 + P (sharks) · 0.5 + P (whales) · 0.3. (1)

The stability information gathered from all tests listed in Table 1 and from
additional ones is visualized in Fig. 6 (left) as a function of the predator initial
populations. It is easy to see that an increasing whale population is decreasing
the stability rapidly (indicated by the sharp steps along the direction of the
whale axis), whereas that of the sharks in a more gradual manner (indicted by
the smaller steps along the shark axis). Beyond some point, however, the joint
number of predators becomes too large for the environment to sustain.

A number of additional tests using random initial populations between 10 and
50,000 were conducted without repetition to gain insight regarding the bound-
aries of the set of successful combinations. Out of several hundred tests only
those were chosen, where the system reached a balanced state. This subset of
the tried input combinations can be seen in Fig. 6 (right). It is apparent that
the fish population’s size can vary, whereas that of the whales must not exceed
10,000. Similarly, the upper limit for the sharks is around 25,000. These results
correspond to the information regarding the system’s stability shown in Fig. 6
(left), and therefore support the approximated coefficients used in (1). To further
examine the validity of the results one more test was made with initial popula-
tions taken from the subset illustrated in Fig. 6 (right). Since the subset is just
an approximation of the actual one, moderate values were used taken from its
center rather than its edges: 40,000 fish; 3,500 sharks: 4,500 whales; The test
yielded a success rate of 200 out of 200 repetitions.

Unfortunately, the data shown so far is not very informative regarding the
dynamics of the ecosystem, i.e. how do the species’ populations vary over the
course of the simulation. Therefore, the changing population sizes were recorded
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Table 1. The effect of the three species’ initial population size on the environment’s
stability calculated with (1).

# Initial population Survival probability P (x) System stability

Fish Sharks Whales Fish Sharks Whales

(1) 10000 50000 10000 0.0 0.0 0.0 0.0

(2) 10000 50000 50000 0.0 0.0 0.0 0.0

(3) 50000 50000 50000 0.0 0.0 0.0 0.0

(4) 50000 50000 10000 0.1 0.0 0.0 0.02

(5) 100 10000 10000 0.6 0.0 0.0 0.12

(6) 10 10 10 1.0 0.0 0.0 0.2

(7) 10 100 100 1.0 0.0 0.0 0.2

(8) 100 10 10 1.0 0.1 0.1 0.28

(9) 1000 100 10000 1.0 0.0 0.3 0.29

(10) 100 1000 10000 0.9 0.0 0.4 0.3

(11) 100 10 100 1.0 0.0 0.5 0.35

(12) 1000 10000 10000 1.0 0.0 0.6 0.38

(13) 100 100 100 1.0 0.1 0.55 0.415

(14) 1000 1000 10000 1.0 0.0 0.8 0.44

(15) 100 10000 100 1.0 0.0 0.9 0.47

(16) 100 100 1000 1.0 0.0 1.0 0.5

(17) 100 1000 100 1.0 0.6 0.1 0.53

(18) 100 10000 1000 1.0 0.1 1.0 0.55

(19) 100 1000 1000 1.0 0.2 1.0 0.6

(20) 50000 10000 10000 1.0 0.3 1.0 0.65

(21) 10000 1000 10000 1.0 0.4 1.0 0.7

(22) 10000 1000 1000 1.0 0.8 1.0 0.9

(23) 1000 100 100 1.0 1.0 1.0 1.0

(24) 1000 1000 100 1.0 1.0 1.0 1.0

(25) 1000 10000 1000 1.0 1.0 1.0 1.0

as a function of the time. A plot produced from such data can be seen in
Fig. 7. Despite the simplicity of the model, one can easily distinguish the famous
predator-prey relation described by the Lotka-Volterra-Model [7]. With the
increase of the prey population the predators thrive and increase in numbers
as well. The latter coupled with environmental factors such as overpopulation
or diseases lead to a decrease in the prey population. Accordingly, soon after
the predators dwindle as food becomes sparse. If the populations are big enough
and no devastating disaster happens, the system will oscillate between some
relatively constant boundaries, i.e. be stable. Past the 1000th cycle a similar
phenomenon can be seen in Fig. 7. All three populations increase and decrease
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Fig. 6. The stability of the system for various initial predator populations calculated
with (1) (left) and a set of initial populations for all three species, with which the
system reaches a balanced state (right).

Fig. 7. A graph plotting the population sizes changing over the course of the simulation
as a function of the time. The input consisted of 50000 fish (cyan), 10000 sharks (dark
blue) and 1000 whales (pink). (Color figure online)

periodically with that of the sharks being slightly delayed relative to the fish
population, and that of the whales relative to both fish and shark.

6 Conclusion and Future Work

The main goal of the undertaken project was to develop an application for
the easy and comprehensive simulation of the interaction between objects resp.
organisms. As an example a simple ecosystem was modeled and tests were per-
formed to obtain information regarding its equilibrium state. Given the results,
one can confirm that even with a simple model and basic rules the observed ten-
dencies reflect the real world quite accurately. The input configurations that lead
to the destruction of the ecosystem could easily be related with phenomena such
as over- resp. underpopulation of a species. On the other hand, start configura-
tions that allowed for the environment to reach a state of stability (no species
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becoming extinct) produced ecosystem dynamics that fit to known predator-
prey models such as that of Lotka-Volterra. Furthermore, a mathematical model
was introduced to approximate the system’s stability factor as a function of the
initial species populations. The model was verified with extensive testing.

Nevertheless, the application was developed with the idea of expansion. A
very general base was created upon which further functionality or new contexts
could be implemented. The software could easily be modified to encompass tech-
niques such as the Ant Colony Optimization or the Particle Swarm Optimization,
and thus target different problem types than ecology. The model can be made
more complex to better reflect the reality. Viable options would be to introduce
genders, longer movement paths or global phenomena like diseases. Implement-
ing Collective Intelligence, so that the prey moves together and shares informa-
tion regarding danger from predators and their known positions, could also lead
to interesting outcomes. Evolutionary approaches would definitely be the next
step in improving the simulation. Instead of specifying a static initial model one
could allow for the model to change over the course of the simulation similar
to the evolution of organisms in the real world. For instance the personal char-
acteristics of a species’ member can change independently from the remaining
members due to a mutation or a cross-over with a fellow species member (esp. if
genders are implemented). This approach can be used as a form of optimization
to find out the optimal conditions for the survival of a species without the need
for extensive testing.
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Abstract. E-learning has become a more flexible learning approach thanks to
the extensive evolution of the Information and Communication Technologies.
A perceived focus was investigated for the exploitation of the learners’ indi-
vidual differences to ensure a continuous and adapted learning process.
Nowadays, researchers have been oriented to use learning analytics for learner
modeling in order to assist educational institutions in improving learner success
and increasing learner retention. In this paper, we describe a new implicit
approach using learning analytics to construct an interpretative views of the
learners’ interactions, even those made outside the E-learning platform. We aim
to deduce automatically a learners’ profiling rules independently of the learning
style models proposed in the literature. In this way, we provide an innovative
process that may help the tutors to profile learners and evaluate their perfor-
mances, support the courses’ designer in their authoring tasks and adapt the
learning objects to the learners’ needs.

Keywords: Behavioral indicator � Learning analytics � Learning profiling
rules � Leaner model

1 Introduction

The interactivity between the E-learning actors (learners, tutors and course’s designer)
has undoubtedly been an important part to enhance the quality of any learning process.
In a traditional learning classroom, the tutor is face to face with the learners. This
allows him to accurately recognize their behaviors from their facial expressions,
questions and interactions. The tutor is, therefore, able to interact at the right moment
for a constructive intervention. Regrettably, this has not been the case of E-learning
environment. The tutor cannot have the same feedback from the learners, owing to the
absence of human contact. Additionally, learners can lose concentration and motivation
easily; especially when the learning process is not tailored to their needs.

From this angle, several researchers focus on understanding the variability of the
learners’ individual differences to improve learning outcomes. Most of studies apply an
explicit method that aim to use a direct and obvious way to identify the learners’
personality. This is done through the filling of some psychological questionnaires [1].
In this context, many learning style models [2, 3], standards [4, 5] and ontologies [6, 7]
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were proposed. Despite the frequent adaptation of this method, it was confirmed by [8],
that theses questionnaires are typically too long and contain a huge range of data
elements. Consequently, the acquisition of this data consumes an overplayed time and
the learner gets quickly bored, stressed and unmotivated for completing such task [9].
Furthermore, Stash [10] pointed out that most of learners are unconscious about their
own preferred learning methods and they tend to provide unreliable sources of infor-
mation about themselves. The social and psychological aspects such as the learners’
beliefs about how people should behave can influence their answers [11]. In addition,
the learning scenarios’ modeling will be a big challenge and a tedious task for authors
by considering all learners’ personalities to achieve one single learning objective [12].

To overcome these issues, studies became conducted for modeling the personal-
ization parameters implicitly. This approach aims to collect the information about
learners in a concealed and unobtrusive way. Principally, this is done by analyzing the
learners’ behavior regarding to their interactions with the E-learning environment [9].
These traces reflect in-depth details of the learning activities. They can enhance the
awareness of the tutor and the course’s designer, about the ongoing activity. Conse-
quently, these two actors will be able to regulate and adapt the learning scenario in
order to overcome failure and errors. Additionally, the gathered traces allow the learner
to visualize his/her evolution and to understand his/her progress during the learning
session.

To reach this objective, we conduct a detailed comparative study of the most
distinguished existing E-learning systems based on learning analytics approach, in
order to point out their main advantages and shortcomings. From this study, we pro-
pose a new adaptation approach for an automatic deduction of learners’ profiling rules
based on behavioral analysis. Our contribution allows us to exploit all the learners’
interactions, even those made outside the E-learning platform.

In this paper, we first start by presenting the learning analytics approach. Then, we
present a comparative study between E-learning systems according to some common
behavioral indicators. Subsequently, we specify the dependency between the learning
analytics approaches and the learning styles proposed in the literature. In the third
section, we detail our contributions. Finally, we discuss the benefits of our approach
and we precise some perspectives.

2 Research Context and Related Works

The learner’s personality does not only interest psychologists, but also pedagogues,
course’s designer and tutors. They search to understand the human personality and to
find a systematic way to measure it. Consequently, there has been a growing interest in
the analysis of learners’ interaction for enhancing the learning experience. A research
area referred to recently as learning analytics has emerged as a very challenging target
for the field of technology enhanced learning. The learning analytics was presented in
[13] as “the use of intelligent data, learner-produced data, and analysis models to
discover information and social connections, and to predict and advise on learning”.
Based on this definition, Chatti et al. [14] defined the learning analytics process as an
iterative cycle divided into three phases: (i) data collection and pre-processing,
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(ii) analytics and action, and (iii) post-processing. The first phase is a fundamental part
in any learning analytics approach. The relevance of the discovered patterns depend of
the collected data quality. These data may be too large and/or imply many irrelevant
attributes. For that reason, they must be transformed into a convenient format that can
be used as input for a particular learning analytics method. The analytics and action’s
phase aim to explore the cleaned data in order to discover a set of high-level indicators
[17]. These behavioral indicators are seen as a meta-knowledge of the traces’ obser-
vations. Many researchers employed these indicators to achieve many learning
objectives such as: visualization [18–20], evaluation of the learning objects’ effec-
tiveness [21], prediction of learner profile [22], generation of profiling rules [9, 23], etc.
The post-processing phase is made to improve the analytics process by compiling new
data from additional data sources, choosing a new analytics method, identifying new
indicators, etc. [14]. Table 1 highlights a comparative study between E-learning system
and behavioral indicators proposed in literature.

As shown in Table 1, most of studies explored and analyzed the learner’s collab-
orative activities. Each of these studies defined the collaborative aspects differently. For
instance, Halawa et al. [22] extracted this type of data from the learning management
system Moodle and the Facebook as a social networking service. In the context of the
game based learning environment, this collaborative indicator was investigated by [18]
to enhance the learners’ activities. Unfortunately, the learner’s interaction in the client
side was completely ignored, in this work. The recorded trace might not to be enough
to reflect the whole learners’ activities during their communication. Besides the idea of
observing collaborative activity on both client and server sides, May et al. [26] com-
pared the participation rates of the collaborative task and evaluated the productivity
rates of one group in relation to another, according to the number of discussions
forums, number of discussions threads, numbers of messages posted and files created
and shared. In the same context, many other indicators are listed in [25] like the
division of labor, Nonverbal actions indicator, active agent indicator, selected agent
contribution indicator, etc. Additionally, we notice that a few studies treated the
annotation activities’ indicators despite the fact that an annotation is considered as a
credible source of knowledge. Actually, collecting the learners’ annotations is a tedious
task due to the dependency to “pen-and-paper” which the learner voluntary interacts
with a document in an intuitive and familiar manner. Most of studies like in [24]
extracted manually the annotations traces to deduce some behavioral indicators. For
that reason, Louifi et al. [28] replaced the “pen-and-paper” approach by proposing a
client-side tool for tracking annotations. Nevertheless, the annotations in server-side are
totally unheeded.

Moreover, most of researchers constructed their interpretative views of learners’
interaction behavior with respect of a given learning style model. They convert
dimensions of a given learning style model into a set of behavioral indicators to predict
the learner profile. Table 2 highlights the correlation between the recent learning
analytics approaches based on learning style models.

As presented in Table 2, researchers were oriented to matching the learners
behavior with their respective learning style proposed in literature. For example, the
indicators proposed by [23], were investigated according to some teachers’ experiences
and to the FSLSM model [2]. Ammor et al. [9] proposed a set of performance profiling

Automatic Deduction of Learners’ Profiling Rules 235



T
ab

le
1.

C
om

pa
ri
so
n
be
tw
ee
n
E
-l
ea
rn
in
g
sy
st
em

s
ba
se
d
on

be
ha
vi
or
al

in
di
ca
to
rs

E
-l
ea
rn
in
g
sy
st
em

B
eh
av
io
ra
l
in
di
ca
to
r

C
on
ce
nt
ra
tio

n
ra
te

D
is
or
ie
nt
at
io
n

ra
te

B
ro
w
si
ng

pa
tte
rn

C
on
su
lta
tio

n
ty
pe

C
on
tr
ib
ut
io
n

in
di
ca
to
r

D
iv
is
io
n

la
bo
r

A
ct
iv
e
ag
en
t

in
di
ca
to
r

C
ol
la
bo
ra
tiv

e
in
di
ca
to
r

Pa
rt
ic
ip
at
io
n

gr
ou
p

Pe
rs
ev
er
an
ce

ra
te

Pe
rf
or
m
an
ce

in
di
ca
to
r

A
nn
ot
at
io
n

in
di
ca
to
r

A
ct
iv
ity

in
di
ca
to
r

M
ar
ty

&
C
ar
ro
n

[1
8]

√

D
SL

P
[9
]

√
√

√

D
yc
kh
of
f
et

al
.

[2
0]

√
√

√

O
m
he
ni

et
al
.

[2
4]

√

E
l
ha
dd
ao
ui

&
K
ha
ld
i
[1
6]

√

SB
T
-I
M

[2
5]

√
√

√
√

√

A
ita
dd
a
&

B
ou
sb
ia

[1
5]

√
√

T
R
A
V
IS

[2
6]

√

ID
L
S
[2
3]

√
√

√

C
am

po
s
et

al
.

[2
1]

√
√

H
al
aw

a
et
al
.[
22
]

√
√

√

Pa
pa
ni
ko
la
ou

[1
7]

√
√

√
√

√

236 F. Hlioui et al.



rules based on the 7 learning profiles model [29] and only three behavior indicators (the
collaborative rate, the concentration rate and the perseverance rate). In this work, the
profiling rules were generated explicitly by an expert.

Despite of the complexity of psychology and cognitive science, must of the
researchers didn’t found correlation between the behavioral indicators and all the
dimensions of the learning style model. For instance, Bousbia et al. [23] treated only
the sequential/ global and active/reflective dimensions of FSLSM model and the
navigation type indicator. Consequently, many behavioral indicators have not been
dealt in the literature, such as the educational preferences (the autonomy, the habits, the
information representations, the perception, etc.), the indicators related to information
processing (the understanding process, the dependence of filed, the difficulties, etc.) and
the cognitive abilities (the motivation factors, the rapidity, the emotional factors, etc.).
Nevertheless, the errors committed by the learner are not handled previously. In the
following section, we describe our contributions to answer the main issues, which were
stated above.

3 Approach for an Automatic Deduction of Learner’s
Profiling Rules

In our research, we propose an approach for regulating the learning scenarios by an
automatic deduction of learners’ profiling rules based on the learning interactions, even
those made outside the E-learning system. The aim of this study is to investigate how
learners with different learning profiles use the course differently with respect to their
navigational behavior. These profiling rules may help tutors to profile learners and
evaluate their performance, and courses’ designer to create learning objects. Our sys-
tem’s architecture, presented in Fig. 1, is composed of six basics components: the
collection traces’ component, the transformation of log file component, the fusion of
log file and learning objects’ component, the extraction of behavioral indicators’
component, generation of profiling rules, and the regulation of learning scenarios’
component.

Table 2. Comparison between learning analytics based on learning style models

E-learning system Learning styles
MBTI
[3]

FSLSM
[2]

7 Learning profile
[29]

Kolb’s theory
[30]

IDLS [23] √

DSLP [9] √

El heddaoui et khaldi
[16]

√

Halawa et al. [22] √ √

Graf et al. [27] √ √
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3.1 The Collection Traces’ Component

Collecting learners’ actions is the first step for discovering patterns from learners’
activities. These heterogeneous data recorded from learners’ interaction must be
carefully chosen and handled in order to yield meaningful information and build a
thorough view of learners’ activity. As mention in [28], approximately 78% of
E-learning systems include a trace collection tools. Table 3 highlighted a comparative
study between adaptive e-learning system adopting collection tools.

Fig. 1. Our approach for an automatic deduction of learners’ profiling rules based on behavioral
analysis

Table 3. Comparison between E-learning systems according to the collection tools

E-learning system Collection type
Client side Server side Client/Server sides

Aitadda & Bousbia [15] √

Marty & Carron [18] √

DSLP [9] √

Omheni et al. [24] √

El haddaoui & khaldi [16] √

SBT-IM [25] √

IDLS [23] √

Halawa et al. [22] √
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As show in Table 3, the most E-learning system adopted a collecting tool for both
client and server sides. It was confirmed by [28] that approaches based on log file
analysis on server side does not contain any information of any parallel activities done
outside the E-learning environment. In fact, the approaches based on the client side can
overcome these issues. On one hand, they provide information not only on the activity
of the learner within the learning content on the E-learning environment, but also
outside of it and, on the other hand; they could collect traces from heterogeneous
E-learning systems. Despite the shortcoming of tools presented previously, we choose
to identify the learners’ navigational observations on both client and server sides. This
mixed approach aims to have an overall view of learners’ individual differences. For
collection traces’ component on client side, there are two types of traces collection
tools: the key logger and the eye tracking technologies. The first technology was used
frequently in many E-learning systems like [11, 15], to record each keystroke done.
Recently, researchers are oriented to adopt an eye tracking technology like in [16].
They consider that the eye movements are an indication of learner interest and focus of
attention. Despite all its advantages, the eye movement cannot reveal the compre-
hension difficulty and the thought contents. For that reason, we choose to add a
Mini-Key-log software [31], a key logger that has the capability to record keystroke to
a log file. The data collected from this devise indicate where the learner’s attention has
been caught, thus providing evidence of the learner’s focus of attention over time. We
choose an open-source collecting tool to prevent tracking the learner’s personal data.
So following the connection and the authorization of the leaner, each collection traces’
component records all the observations performed on the learner’s station during the
learning session: visited web pages, keyboard, Mouse clicks, clipboard, data medium
change, file operations and more.

3.2 The Transformation of Log Files’ Component

The log files obtained as an output of the traces’ collection component are not always
directly exploitable, and it is sometimes necessary to go through one or more trans-
formations. Djouad et al. [25] stated three type of traces’ transformation: the selection,
the re-writing and the temporal fusion. The goal of the selection process is the
extraction of the relevant traces respecting some criteria. However, the re-writing aims
to replace one or more traces by another trace. The temporal fusion consists to combine
the traces taking into account the temporality of their observations in order to obtain a
new trace.

In our case, we adopt the selection process because the log files’ data are often
required to remove noise (publicities, incorrect URLs, pages not found, etc.) to store
them in a well-defined and expandable database format. These pre-processing opera-
tions are described in an XSLT sheets supplied as input to the traces’ transformation
component.

3.3 The Fusion of Log File and Learning Object’s Metadata Component

The main goal of this component is to understand what a learner has done outside the
learning session. It aims to combine the filtered traces and the learning object’s
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metadata stored, in order to obtain a global vision of the learners’ observations.
Additionally, the computing of some behavioral indicators depends of information
about learning content. For instance, the concentration rate represents the learner’s
level of interest in relation to the subjects studied. This behavioral indicator is calcu-
lated by the study of semantic similarity between the metadata of learning object and
the web pages visited during the learning session. At the end of the fusion step, the
tracking data is cleaned and transformed into an appropriate format to be exploited.

3.4 The Extraction of Behavioral Indicators Component

This component aims to calculate the learners’ behavioral indicators. The input of this
component are a learner model and the recorded observations. The learner model
contains the list of the behavioral indicators that cover the learners’ individual differ-
ences. Throughout our study, we have classified the behavioral indicators according to
different aspects:

– Collaborative indicators: that reflect various aspects of social behavior in the
E-learning environment such as the browsing forums structure, the replied mes-
sages, the files uploaded, the new messages, the division labor, etc.

– Cognitive indicators: that concern the interactions of learners in the learning process
such as the consultation type, the browsing forms, the navigation strategy, the
consultation’s coherence, etc.

– Performance indicators: that reflect the product of the learner’s activities such as the
concentration rate, the progression level, the curiosity rate, etc.

– Temporal indicators: that concern the time spent by the learner during her con-
nection into the E-learning platform such as the perseverance rate, the rapidity, the
inactivity duration, etc.

3.5 Generation of Profiling Rules Component

Due to the vast quantities of behavioral indicators generated, it is very difficult to
analyze this data manually. In recent years, there has been an increasing interest in the
use of Data Mining to investigate the education sector. It was confirmed by [32] that
Educational Data Mining is able to understand the learners’ personalities, as well as
enhancing teaching and learning processes. Data mining is the process of efficient
extraction patterns from a large collection of data. Association rules are one of the
distinctive rule patterns in data mining tools [33]. It generates relationships between
attributes-values in databases. In our case, the attributes are the behavioral indicators
stored in the repository. Therefore, we aim to discover learners’ profiling rules
according to these indicators using one of association rules’ algorithms. An association
rule X ) Y indicates that in those transactions where X occurs there is a high prob-
ability of having Y as well. X and Y represent the behavioral indicators and they are
called respectively the antecedent and consequent of the rule. Each rule is measured by
its confidence and support. The confidence of the rule is the percentage of transactions
that contains the consequence Y in transactions that contain the antecedent X.
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The support of the rule is the percentage of transactions that contains both antecedent
X and consequence X in all transactions in the database [33].

3.6 Regulation of Learning Scenarios Component

For the interpretation step, the profiling rules will be used to regulate the learning
scenarios. These rules will help the tutors in their monitoring and accompanying tasks,
and by helping the courses’ designers for modeling and adapting the learning objects
according to the learner’s needs.

4 Conclusions and Future Work

In this paper, we present new implicit approach using analytics instead of question-
naires based approach to identify the learners’ personality. The intention of our study is
to provide a new way to manage learners’ traces. We describe an approach for regu-
lating the learning scenarios by an automatic deduction of learners’ profiling rules
based on learning interactions. The one of particularities of our research is to analyze
the learners’ traces during learning session, even those made outside the E-learning
system. Additionally, we present new method to discover pattern from learners’
interaction independently of any learning style proposed in literature. We have already
started the development of our approach. We point to validate it with a large database,
in different learning sessions and with different association rules techniques. Addi-
tionally, we aim to integrate more behavioral indicators as much as possible, in order to
enhance the performance of the profiling rules and to cover all the learners’ individual
differences. Moreover, the contention of our work is to consider the learners’ emotional
features using the eye tracking technology.
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Abstract. Various efforts have been made to quantify scientific impact
and identify the mechanisms that influence its future evolution. The
first step is the identification of what constitutes scholarly impact and
how it is measured. In this direction, various approaches focus on future
citation count or h-index prediction at author or publication level, on
fitting the distribution of citation accumulation or accurately identifying
award winners, upcoming hot research topics or academic rising stars.
A plethora of features have been contemplated as possible influential
factors and assorted machine-learning methodologies have been adopted
to ensure timely and accurate estimations. Here, we provide an overview
of the field challenges, as well as a taxonomy of the existing approaches
to identify the open issues that are yet to be addressed.

Keywords: Scientometrics · Bibliographic data · Predictive modeling

1 Introduction

With the extensive recording of scientific progress on the Web and the emergence
of large scale open source as well as proprietary databases of bibliographic data
(Google Scholar, Web of Science, Scopus, etc.), the quantification and evaluation
of scientific impact, the “science of science” [2], has attracted significant atten-
tion. In particular, research institutions, universities and even countries have
been adopting research policies that emphasize “excellence” and “impact”. In
this direction, rigorous efforts have been made to extract meaningful and action-
able information from the abundance of bibliometric data to produce rankings,
aid decision making and assist peer review. This is evident by the plethora of
bibliometric indices that have been proposed in the past decade, since the sem-
inal paper by Hirsch introducing the h-index [13], and all attempts to quantify
different aspects of scientific impact [39]. The high level of correlation amongst
the majority of these indices has been extensively investigated [4,32]. However,
the focus is now turning towards the quantification of future impact and rising
influence, instead of measuring existing output in different ways.

In his preliminary work, Price deduces that current visibility, publishing
venue and age highly influence a publication’s future outreach [35]. In today’s fast
paced, ever growing and interdisciplinary research world what determines future
influence? Is it possible to provide early estimation using current data? These are

c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 244–254, 2017.
DOI: 10.1007/978-3-319-67074-4 24



Predicting the Evolution of Scientific Output 245

intriguing questions for all stakeholders of the scientific community, from indi-
vidual scholars to publishers and from funding agencies to hiring committees,
as current decisions on tenure, grand allocation and publishing are based on an
inherent estimation of future evolution. Identification of future trends, advanc-
ing topics and trend shapers or influentials in the science world are examples
of efficient utilization of predictive analytics and, therefore, they are attract-
ing attention from both public and private sector, with the number of related
publications rising every year. Thompson Reuters, a game changer corporation
in publishing, has created the InCite platform (https://incites.thomsonreuters.
com) for mapping and ranking scientists and their output, as well as identifying
“hot” publications or up and coming research avenues. In any case, efficient and
meaningful approximation of future trends can provide invaluable tools to stake-
holders of the scientific world, to better coordinate research endeavors, utilize
funds and create connections that will improve visibility and productivity.

Hitherto, due to difficulties in obtaining reliable and abundant data, the sci-
entific community was largely reliant on judgement of experts to evaluate future
potential of a publication or a scholar. However, with the increasing data avail-
ability and advances in big data mining, the need for computerised support in
decision making has come up, given that peer review can prove to be costly and
time-consuming. In addition, peers will use their own knowledge and expertise
to formulate judgement leading to more conservative views not receptive to nov-
elty. On the other hand, data intelligence, which has been utilized in various
disciplines like marketing, business, security, etc. [9], can overcome personal-
ized criteria and provide evidence based valuable insights to assist in strategy
planning. Figure 1 demonstrates a workflow describing the general process for
deriving actionable data intelligence from available bibliographic data.

Fig. 1. Workflow from available bibliographic data to actionable data intelligence.

In the present work, we focus on the question: Is scientific progress quantifi-
able and predictable? To riddle this question, we provide an overview of existing
approaches and a taxonomy of them based on their common qualities. Addition-
ally, we identify the remaining open research issues and challenges in this area
as well as the dangers that arise from the quantification of scientific evolution.

https://incites.thomsonreuters.com
https://incites.thomsonreuters.com
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2 Taxonomy of Approaches

There exist multiple approaches to quantify the evolution of scientific impact;
they can be categorized with regards to the scientific entity concerned, their
modeling approach and their target metric (see Tables 1 and 2 in the next).

Scientific entity: An initial category stems from the entity under evaluation:
publication, author, venue or institution. Most efforts focus on publications,
because for the other three categories one needs to aggregate the respective
entire portfolio of publications (author, venue or institution), thus increasing
the calculation complexity. Also, complete information about a publication is
usually available at several online databases, whereas for the other entities there
is a high disambiguation amongst different online entities to ensure that the
complete records are retrieved (e.g. names, abbreviations, etc.).

Target variable: Another approach is related to the target variable: e.g. the
citation count taken as a proxy for impact or a bibliometric index, such as the
h-index. Due to the exponential distribution of these quantities and the debate
regarding their crude limiting nature, a set of works has defined the prediction
problem in an alternative way to mitigate the skewness of the predicted output.
For instance, in [6] the yearly rise in citation is estimated, in [11] the predictive
question is whether a publication will contribute to the rise of the first author’s h-
index, whereas Garner et al. foresee how quickly the first citation of a publication
will occur [12]. To avoid the heavy tailed distribution of target variables, which
often inhibits the effectiveness of the model, the relative rank of a scientific
entity in a network can be predicted instead. In [21] the rank of a publication
is compared to all other publications in the same discipline, while in [5] it is
compared against the journal publications of the same year. Approaches inspired
by network analytics include [30,37], where variations of a future PageRank value
are the calculated target. As shown in Table 1, the target of the prediction may
also entail an award [33] or a specified position in a scholar’s career [36], while
in [29] the question at hand is identifying Nobel prize winners.

Modeling approach: Several approaches have been proposed to calculate the
evolution of the scientific impact over time.

– Classification based models, where a set of predefined categories have been
constructed to characterize the current state of a bibliometric quality and
measure the changes to occur after a time period. Then, by assigning a new
entity into one of the existing categories, its future state is approximated by
that of the entire category. Even though this approach manages the diversity
of scientific patterns and distinguishes amongst them effectively, placing an
entity in a particular cohort only establishes how its current behavior resem-
bles its peers; limited predictability is offered for its future state, which may
significantly deviate from the group (e.g. sleeping beauties).

– Regression based approaches have been introduced with the seminal work
by Acuna [1] and others [20,36]. This methodology has been criticized since
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Table 1. Classification of approaches for estimating future impact

Categorization attribute Examples of each category Related work

Scientific entity Publication [3,5–8,10–12,16,21,25,37,40]

Author [1,17,20,23,28,29,31,34,36,37,41]

Venue [6]

Institution [36]

Target variable h-index [1,31]

Citation count [7,12,16,20,23,28,40]

Increase in h-index/citations [11]

Shift in impact group [6,34]

Relative ranking [3,5,8,17,21,31,34]

Rank position in a network [21,25,37,41]

Award or promotion [29,33,36]

Model Classification [5,6,8,11,23]

Regression [1,3,12,16,17,20,21,36]

Statistical modeling [29,34]

Time series [28]

Citation networks [25,37,41]

Combination of the above [7,10,40]

its predictability depends on the aggregation of career data across multi-
ple age cohorts, leading to unfair models towards young researchers or “late
bloomers” [24]. Therefore, recent endeavors combine entities to subsequently
calculate regression coefficients individually for each group [7].

– Statistical modeling, inspired by social networks evolution and Web modeling,
attempts to fit bibliometric quantities to existing distributions, thus approx-
imating the mechanism they will continue to evolve over time. Logarithmic
and exponential distributions have been fitted to the evolution of productiv-
ity and impact over a scholar’s career, whereas parameter thresholds have
been utilized to predict impact shifts [29,40]. In [34] Sinatra et al. produced
the random impact model, according to which the highest impact publication
may occur randomly at any point of a career and future popularity can be cal-
culated based on a multiplicative process of the impact exponent. Although
interpretable, statistical modeling approaches require an abundance of past
data to calculate the model parameters, thus discouraging the quantifica-
tion of future evolution for young researchers or publications. In general they
oversimplify when characterizing the complex process of citation dynamics
using a distribution model alone even with a plethora of parameters. Thus,
the challenge becomes prominent at the author level, where the interactions
amongst different models produce the final output.

– Time series prediction constitutes another alternative, since citation acquisi-
tion is a temporal process. By viewing scientific entities as spatio-temporal



248 A. Gogoglou and Y. Manolopoulos

objects [23,28] one can approximate its future trajectory based on an abun-
dance of data from various past time slots.

– Network approaches, where one can consider a citation network, where each
link represents a vote of confidence between researchers or publications, and
therefore determining the future state of such a network constitutes a link
prediction problem [30,41].

– Combining two or more of the previous methodologies has proven to yield
increased performance, like [10], where a time series classification of publi-
cations occurs or [5] where classification of publications is combined with
threshold based distribution modeling.

To estimate future evolution, of pivotal importance are the selected features
that shape scientific impact. Redundant or irrelevant factors can cause overfit-
ting or add unnecessary complexity to the produced model, while on the other
hand failing to account for crucial factors the effectiveness, accuracy and usabil-
ity of the prediction are threatened. These factors are grouped into six categories:
author centric, publication centric, content related, venue-centric, socially derived
and temporal ones. The outreach of any scientific contribution is determined in
part by who is working to make it, his/her scientific track record, how s/he is
trained as scientists and how long s/he is engaged with research. Other features
that influence his/her output include the gender, the country of origin and the
faculty position. Furthermore, with an increasing productivity, one increases the
chances for scientific recognition. The same effect is achieved with interdiscipli-
nary research that merges different domains together [38].

A number of features can determine the future of a publication, ranging from
its topic allocation to the number of used keywords or the time of appearance.
A high quality work may end up under-appreciated if it gets published in a year
that ground-breaking achievements are happening in the same field or analo-
gously if a field has started losing its overall popularity. Based on the “standing
on the shoulders of giants” motto, it is expected that high quality works cite
other high quality works, thus making the number of cited references a relevant
predictor. Also, a high number of co-authors often results in a wider dissemina-
tion increasing its probability to be cited. A rising interest has focused recently
in mining the actual content of a publication: e.g. the terms used, the position of
references, the ordering of author names as well as the originality and diversity
of the subject in an effort to provide more detailed and specific predictions.

In today’s prestige-based interconnected world the social characteristics sur-
rounding a publication and its authors are also highly defining factors of future
impact, with the authority and networking power of the author being the most
popular social features utilized in predictive modeling. It is understood that a
well-connected scholar, with a large collaboration network, who also refers to
other seminal works or is part of a highly respected institution will be able to
better publicize his/her work. The same holds for the venue where a publication
is released, with top rated venues attracting usually high quality publications
and also providing a broader audience for the released work. However, a large
variety of publishing patterns occur in research, as mentioned previously, raising
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Table 2. Categories of features to characterize scientific impact and its evolution.

Feature origin Features

Author-centric Popularity and productivity

Academic age and gender

Affiliation and academic position

Rank based on bibliometric indices

Disciplines/domains

Publication-centric Popularity and age

Number of references and keywords

Topic allocation and number of authors

Relative ranking in portfolio or field

Content-related Popularity of topic and novelty

Positioning of references and author ordering

Diversity of topic and MeSH terms

Abstract content

Venue-centric Journal Impact Factor (JIF)

Popularity of publishing house

Ranking in international lists (JCR, Scimago, etc.)

Number of issues/volumes

Open access

Social Collaboration network

Citation network

Co-citation/bibliographic coupling

Temporal Differences from past state

Normalization over time frame

Rate of activity within a time frame

the need for temporal evaluation of scientific output. To identify rising stars and
upcoming trends, there needs to be an accurate prediction based on the timing of
the discovery and not only its calculated magnitude. Also, considering the rate
at which the status of a scholar or publication rises can provide more insight
into the future output, than his/her static current state. The categorization of
these features and examples of each category of factors are presented in Table 2.

3 Challenges

With the rising abundance and complexity in bibliographic data the science
of science is focusing on measurable quantities regarding scientific output: for
instance citations to past work, timing of scientific discoveries and events in
career trajectories such as promotions, awards, reaching top percentile of impact
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amongst a group and many others. Using computational tools one can identify
quantitative patterns in these events that present a straightforward metric to
predict, but also raise controversy regarding fair and meaningful predictions.
Many of these quantities, like the number of citations or the h-index, are heavily
subject to preferential attachment, meaning that the majority of the scientific
community achieves low scores in these metrics, with a selected few attracting
significant attention. Due to the Matthew effect in citation counting [22] a num-
ber of scientists have altered the definition of the prediction problem at hand,
aiming for example to predict whether a publication will contribute to a scholar’s
rise in h-index values [11] or his/her relative ranking amongst a group of peers
[21,37], instead of addressing the future citation count prediction per se. Scien-
tists also argue that the inert property of citations and citation based metrics to
be always accumulating creates false self-fulfilling predictive models [31]. Con-
sequently, adjusted metrics have been utilized, like the number of citations each
publication receives every year which tends to be a decreasing quality [30].

Another challenge is the prediction of the timing in which a shift in the
citation pattern will occur (e.g. a scientific discovery, a seminal publication,
etc.) as opposed to predicting the magnitude of one’s impact. Studies have con-
cluded that the timing of scientific output is rather random compared to the
more predictable impact of this output [34]. Given that extraordinary tempo-
ral patterns appear, like “sleeping beauties” [27] indicating publications that
receive recognition after a long period of time or “premature discoveries” [18],
the provocative issue of the ageing of scientific output rises: Does an abrupt
boost in citations mean recognition and how long before scientific work becomes
obsolete? In [15,27] threshold based and parameter free methods are proposed
respectively to differentiate different ageing patterns for publications, while in [8]
six categories of publication trajectories are identified with individual predictive
models trained for each one of them and achieving different levels of prediction
performance [7].

Studies [14,17,34] also suggest that the early years in a scientist’s career pro-
vide the appropriate circumstances for one’s seminal publication. However, this
pattern could be highly related to the tendency of younger researchers to be more
productive compared to more mature ones. While most of the proposed models
address future impact of existing work, the problem of predicting future impact
of future works that have not yet been published, is a real controversy [20]. Sim-
ilarly to the link prediction problems in complex networks [19], predicting a link
to an existing node is a challenging but addressable issue, while predicting the
introduction of a new node and its connections is progressively harder [16,25].
In the same direction, predicting highly cited scholars or publications is often a
different problem from identifying the truly innovative ones that will break new
ground in a field or will shape a new research domain. It has been pointed out
that publications that conform to the mainstream within a field get cited more
often than novel original works [16].

In general, many different publishing patterns are present across various dis-
ciplines, countries and academic levels, thus a predictive model that would be
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fair towards all groups of scientists is hard to create [24]. A set of works has
undertaken the creation of different models for individual groups, e.g. publica-
tions of a specific journal [5], scholars of a given domain, academic age or position
[17,36] to limit the variety of social processes that can lead to increased scientific
output. These publishing patterns do not remain steady over time and a model
created on a specific dataset in a limited time frame may contain significant bias.

The identification of such patterns becomes increasingly difficult given the
interaction of the complex networks formulated in the scientific life, collabora-
tion amongst scholars, affiliation of scholars, topics of a publication, citation
links between publications and authors to name a few. These networks are inter-
connected and their evolution is co-dependent, affecting the evolution of science
in non-obvious ways [26]. An additional challenge arises when considering long
term vs. short term impact, with [3,23] explaining that different factors influence
early predictions, whereas long term success is more complicated. However, it
has been argued that short term impact is more important since it may influence
the whole career trajectory of a scholar or the fate of a new publication [3].

4 Discussion and Future Research Directions

Despite the wide range of proposed approaches to quantify the future of science,
a unified framework for all levels and patterns of scholarly impact is still missing.
Instead of focusing on a single metric, the various aspects of scientific output
need to be taken into account to produce an overall fair framework accounting
for young scientists, for truly novel out of the ordinary research ideas and under-
represented fields. Additionally, such a predictive framework needs to mitigate
the drawbacks of the aforementioned approaches by combining them effectively
and creating a resulting model that is robust to manipulation, meaning it should
not encourage greed and strategic networking over the advancement of science.

There is a rising belief in the scientometric community that more timely and
accurate predictions can occur from incorporating context-specific data, such
as the length and content of papers, the terms used and their relationship to
the topic. Also, integration with online presence and social media dissemination
(posts, number of downloads, number of views, etc.) has given birth to the rising
field of Altmetrics, which measures scientific outreach in today’s digital era more
effectively compared to accumulated citations. Most importantly, the data bias
introduced by each online database, with its different properties and coverage
range, significantly hinders the comparisons amongst introduced approaches.
The need for a detailed diverse ground truth dataset that is widely accepted by
the scientific community is imminent.

Finally, the performance of predictive frameworks relies heavily on what con-
stitutes proven high impact, an award, a high h-index or a tenure position? A
set of selected criteria accepted by the computing community and peer review
that efficiently evaluate recognition needs to be utilized as a target variable for
proposed frameworks. Given that a great deal of controversy has surrounded
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both bibliographic data and impact metrics during the past decades, the chal-
lenge to create a common basis for evaluation of predictive efforts in the science
of science remains open.
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Abstract. This paper presents a hybrid component-based face recogni-
tion. Can face recognition be enhanced by recognizing individual facial
components: forehead, eyes, nose, cheeks, mouth and chin? The proposed
technique implements texture descriptors Grey-Level Co-occurrence
(GLCM) and Gabor Filters, shape descriptor Zernike Moments. These
descriptors are effective facial components feature representations and
are robust to illumination changes. Two classification techniques have
been used and compared: Support Vector Machines (SVM) and Error-
Correcting Output Code (ECOC). The experimental results obtained
on three different facial databases, the FERET, FEI and CMU, show
that component-based facial recognition is more effective than whole-
face recognition.

Keywords: Face recognition · Facial components · Shape descriptors ·
Texture descriptors

1 Introduction

Biometric technology has greatly improved in the past few years, making facial
solutions more accurate than ever. The performance of a face recognition system
largely depends on a variety of factors such as illumination, facial pose, expres-
sion, age span, hair, facial wear, and motion [12]. Considering these factors, can
the face recognition be performed at component level?

The main idea behind using components is to compensate for pose changes
by allowing a flexible geometrical relation between the components in the clas-
sification stage, however the main challenge is the selection of components; in
addition, the face is more likely to be occluded and affected by abnormal lighting
conditions. There has been a significant amount of research to date in various
aspects of facial recognition, holistic-based methods, feature-based methods and
hybrid-based methods.

Holistic-based methods perform well on images with frontal view faces and
they are characterized by using the whole face image for recognition. However,
they are computationally expensive as they require third-party algorithms for
dimensionality reduction such as Eigen face techniques, which represents holistic
matching of faces by the applications of PCA [17].
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Feature-based approaches are much faster and robust against face recognition
challenges. They are pure geometric methods; and they extract local features
from facial landmarks [7]. Hybrid methods combines holistic and feature based
methods to overcome the shortcomings of the two methods and give more robust
performance.

Recently, hybrid-based methods have shown promising results in various
object detection and recognition tasks such as face detection, face recognition
etc. They compensate for pose changes and allow flexible geometrical relation
among the face components in the classification stage [6,8,14].

Dargham et al. [9] proposed a hybrid component based face recognition sys-
tem that recognises faces using three main facial components i.e. eyes, nose and
mouth. The system is dysfunctional on faces rotated 45◦ from frontal view. The
face contains rich information, focusing only on these three components might
not be ideal in low lighting conditions.

In [14], a component based face recognition system is presented. It employs
two-level Support Vector Machines (SVM) to detect and validate facial compo-
nents. Learned face images are automatically extracted from 3-D head models
that provide the expected positions of the components. These expected positions
were employed to match the detected components to the geometrical configu-
ration of the face and provide the expected positions of the components. These
expected positions were employed to match the detected components to the
geometrical configuration of the face.

Component-based face recognition studies are found at lower frequency in
the literature. Even methods which compute similarity measures at specific facial
landmarks, such as Elastic-Bunch Graph Matching (EBGM) [5] do not operate
in a per-component manner. This work focuses on face recognition at compo-
nent level. A robust hybrid component based strategy for facial recognition is
proposed. The strategy seeks to utilize any successfully detected components to
recognize and verify the identity of a person.

The rest of the paper is organized as follows: Sect. 2 describes the overall
methodology of the study, Sect. 3 describe the overall face recognition system.
Section 4 outlines the experiments, results and discusses the outcome of the
study, and Sect. 5 concludes the paper and discusses possible extensions and the
future work.

2 Methods and Techniques

2.1 Preprocessing

Image pixel values are first converted to grey scale and the contrast is enhanced
using histogram equalization with adaptive parameters. This is defined as fol-
lows: if we let f be a given image represented as a mr by mc matrix of integer
pixel intensities ranging from 0 to L − 1, where L is the number of possible
intensity values, often 256. Let p denote the normalized histogram of f with a
bin for each possible intensity, then

pn =
n

nt
(1)
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where n is number of pixels with intensity n and nt is the total number of pixels.
The image g with adjusted intensities is defined by

gi,j = floor((L − 1)
fi,j∑

n=0

pn) (2)

where floor() rounds down to the nearest integer. Histogram equalization has
simplified the detection and recognition of image in low lighting conditions.

2.2 Facial Components Detection

In component based facial recognition, the most challenging task is to locate the
components from the face. The Viola and Jones [18] algorithm is one of the pow-
erful algorithms to perform this, although it does not cover all the components.
A cascade detector developed using this algorithm is capable of detecting, the
eyes, nose and the mouth. However, we have further trained the cascade detector
to detect the cheeks, chin and forehead, per-component. These three additional
components have been presumably considered to be distinguishing components
for our facial recognition model. Figure 1 depicts eight detected components from
the face.

Fig. 1. Eight facial components detected individually.

3 Face Recognition

3.1 Representation of Features

Grey-Level Co-Occurrence Matrix (GLCM). was proposed by Haralick in
the 1970s [4]. It is regarded as a statistical method that considers the spacial rela-
tionship of pixels. They characterize the texture of an image by calculating how
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often pairs of pixels with specified spacial relationship occur in an image [10,16].
We have used GLCM to extract statistical features from each face components.
A single GLCM might not be enough to describe the textural features of the
input image, hence, for each component, we have created multiple GLCMs for
a single input image. To achieve this, we had an array of offsets. These offsets
define pixel relationships of varying direction and distance.

There are directions in a matrix representing an image, (horizontal, vertical,
and two diagonals) corresponding to 0◦, 90◦, 45◦, 135◦ and four distances. The
offsets are specified as a p-by-2 array of integers. Each row in the array is a two-
element vector, [row-offset , col-offset], that specifies one offset. Row-offset is the
number of rows between the pixel of interest and its neighbour, and Col-offset
is the number of columns between the pixel of interest and its neighbour. [0 1],
[−1 1], [−1 0], [−1 −1] defined as one neighbouring pixel in the possible four
directions. We have used the following three properties of the GLCM, Energy(3),
Entropy(4), and Contrast(5).

Energy,E =
∑

x

∑

y

P (x, y)2, (3)

Entropy, S =
∑

x

∑

y

P (x, y) log P (x, y) (4)

Contrast, I =
∑

x

∑

y

(x − y)2P (x, y) (5)

Gabor Features. The Gabor features are computed by convolving the
extracted components of interest ξ(x, y) i.e. forehead, eyes, cheeks and the chin,
with the filter in (6) and produces corresponding response images rξ.

The response images are computed for a bank of filters tuned on various
frequencies and orientations. The resultant Gabor feature thus consists of the
convolution results of an input image ξ(x, y). with all of the 40 Gabor filters
(Fig. 2):

ψ = e−α2(t−t0)
2
ej2πf0t + ϕ. (6)

A feature matrix G is defined by

Gm,n(x, y) =
1

M × N

M−1∑

m=0

N−1∑

n=0

I(x − m, y − n)ξ(m,n). (7)

where ξ is the filter mask of m × n and Gmn the matrix of Gabor coefficients of
the same size as the image I(x, y).
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Fig. 2. Response image rξ, after convolving the filter in the component.

Zernike Moments. In this work, Zernike moments are used to compute the
shape features of both the nose and the mouth. The face components are first
scaled and normalized to maintain the same dimensions. The magnitudes of
Zernike moments are rotation and reflection invariant [3] and can be easily con-
structed to an arbitrary order. Although higher order moments carry more fine
details of an image, they are also more susceptible to noise. Therefore we have
experimented with different orders of Zernike moments to determine the optimal
order for our problem. The partial feature vectors of these two facial components
are concatenated and normalized using the standard deviation and mean. Zernike
moments of order n with l repetitions are given by:

Anl =
n + 1

π

M−1∑

i=0

N−1∑

j =0

I(i, j).Rnl.e
−ilθij (8)

where polar coordinates rij and θ are defined as follows:

rij =
√

x2
i + x2

j and θij = arctan(yi/xj
) (9)

The Cartesian coordinates xj and yi are given by:

xj = c +
j.(d − c)
N − 1

0 ≤ j ≤ N − 1 and yi = d +
j.(d − c)
N − 1

0 ≤ i ≤ M − 1 (10)

where c and d are real numbers chosen according to whether the image function
is mapped outside or inside a unit circle, that is:

Outside a circle : c = −1 and Inside a circle : c = −1/√
2

In this paper, the mouth and the nose are mapped inside a circle. Real values
of radial polynomials Rnl(r), in a unit circle are given by:

Rnl(r) =

n− |l|
2∑

s=0

(−1)s (n − s)!

s!(n+ |l|
2 − s)! × (n − |l|

2 − s)!
(11)

where |l| ≤ n and n − |l| is always even.
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Zernike moments with the highest order are mainly used to capture the
detailed shape information in images. We have applied it in our case to capture
the shapes properties of the facial components. Table 1, provides a summary on
the set of components extracted and their corresponding features.

Table 1. The extracted face components with corresponding features.

No. Component Texture Shape Order

1 Cheeks (Left & Right) Gabor filter, GLCM Zernike moments 4

2 Forehead Gabor filter, GLCM Zernike Moments 4

3 Chin Gabor filter, GLCM Zernike Moments 4

4 Nose − Zernike moments 10

5 Mouth − Zernike moments 10

6 Eyes (Left & Right) Gabor filter, GLCM − −

3.2 Feature Vector and Normalization

One of the most critical issues in using a vector of geometrical features is that of
proper normalization. The two partial feature vectors are fused together to form
a global feature vector f in (13). The main purpose of feature normalization is to
modify the location and scale parameters of individual feature values to trans-
form the value into a common domain. The feature can be normalized via various
normalization schemes like min-max, z-score, tanhand median absolute [2]. We
used the Min-max normalization scheme due to its robustness to outliers. The
implementation of min-max normalization technique results in modified feature
vectors. Let x and x̄ denote a feature value before and after normalization. The
min-max technique computes f as

x̄ =
x − min(Fx)

max(Fx) − min(Fx)
(12)

where Fx represent the function that generates x, and min(Fx) and max(Fx)
represents the minimum and maximum values respectively for all possible x.

f = {x̄1, x̄2, . . . , x̄n} (13)

4 Experimental Results and Discussions

Three different facial databases have been used to evaluate our approach, i.e.
FERET, FEI and CMU. The FERET and CMU databases are chosen for their
significant facial expression variations and there are common in testing facial
recognition algorithms, however, there are complex databases to work with,
regarding variations in background and light, particularly, the FERET facial
database consist of clustered faces with various poses.
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Table 2. Recognition rates on permutation of facial components.

Components Average accuracy (%)

FERET CMU FEI

Eyes + mouth + nose 88.4 83.4 94.8

Eyes + mouth + forehead 80 83 90

Eyes + mouth + chin 77.4 80 86

Eyes + mouth + cheeks 83 83 97

Eyes + mouth + nose + forehead 83 83.4 90

Eyes + mouth + nose + chin 80 90.3 97

Eyes + mouth + nose + chin + cheeks 95 98 90

Table 3. Comparison of facial recognition techniques

Method Databases

FERET CMU FEI

PCA [1] 93.8 92.23 71.66

BEMD [11] 90.22 - -

PCA-SVM [13] 93.08 - -

SQI [15] 77.94 - -

MSR [15] 62.07 - -

View-based and modular eigenspaces [19] 83 - -

Our Approach 95 98 90

Table 2 provides the permutation of facial components. Each of the compo-
nents are paired together to evaluate their effectiveness for the recognition of the
face. It can be seen that if all components are combined together, we achieved
significantly positive results. Some components like the chin do not carry much
information about the face, although they constitute of shape and texture infor-
mation. Some images from the FERET and CMU had low light, as a result when
preprocessed using the method described in Subsect. 2.1. Table 3 compares the
performance our approach with the state of the art techniques PCA (Principal
Component Analysis), BEMD (Bi dimensional Empirical Mode Decomposition),
PCA-SVM (Principal Component Analysis and Support Vector Machines), SQI
and MSR [1,11,13,15] by using the three face data-bases.

The results demonstrate that the facial components are effective for facial
recognition. We have developed hybrid component based face-recognition sys-
tem that uses component features. The method that is independent of pose,
occlusion as well as invariant to rotation, scaling, and translation. The method
is tolerant to shape distortion and adaptive. Using Zernike moments, Gabor
features and GLCM as component features, two classification methods, namely
SVM and ECOC have been compared. The Support Vector Machines (SVM) and
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Fig. 3. The performance of the SVM and ECOC classifiers.

error-correcting output code (ECOC) classifiers based on the eight facial com-
ponents, i.e., forehead, eyes, nose, mouth, cheeks and chin. Based on these face
components, we have measured the performance of our algorithm. The behav-
iour of the two classifiers is shown in Fig. 3. The figure shows the ROC curves for
both classifiers on the component based face recognizer. The performance varies
in some sort, due to some images that suffered deeply on illumination and pose.

5 Conclusion

A component-based technique for facial recognition has been presented. This
model implements texture descriptors Grey-Level Co-occurrence (GLCM) and
Gabor Filters, shape descriptor Zernike Moments on the successfully detected
facial components to recognize an individual. The model is a capable to recognize
faces on various orientations under controlled illumination environment and it
has achieves an overall accuracy recognition rate of 94.3%. As for future work,
statistical fusion schemes for facial components feature extraction is envisaged.
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Abstract. A solar term is an ancient Chinese concept to indicate a
point of season change in lunisolar calendars. Solar terms are currently
in use in China and nearby countries including Vietnam. In this paper
we propose a new solution to increase performance of cholera outbreaks
prediction in Hanoi, Vietnam. The new solution is a combination of solar
terms, training data resampling and classification methods. Experimen-
tal results show that using solar terms in combination with ROSE resam-
pling and random forests method delivers high area under the Receiver
Operating Characteristic curve (AUC), balanced sensitivity and speci-
ficity. Without interaction effects the solar terms help increasing mean of
AUC by 12.66%. The most important predictor in the solution is Sun’s
ecliptical longitude corresponding to solar terms. Among the solar terms,
frost descent and start of summer are the most important.

Keywords: Cholera outbreaks prediction · Solar terms · Resampling

1 Introduction

Cholera - an acute diarrhea disease - remains a global threat, especially in devel-
oping countries. The World Health Organization (WHO) estimates that every
year, about 3–5 millions people are affected by cholera worldwide [1]. Prediction
of cholera outbreaks helps mitigating their consequences. At present, cholera
outbreaks prediction is still a difficult problem. Researchers have found relation-
ships of cholera outbreaks and environmental factors [2] in Bangladesh, China
and Vietnam. The factors are used as predictors for cholera outbreaks prediction
models.

In Bangladesh, researchers have found that the number of cholera cases
strongly associated with local temperature and sea surface temperature (SST)
[3]; local weather, southern oscillation index (SOI) and flooding condition [4];
and ocean chlorophyll concentration (OCC) [5].

In China, statistical evidences showed that precipitation, temperature and
location altitude, relative humidity, atmospheric pressure [6]; SST, sea surface
height (SSH) and OCC [7] are linked to number of cholera cases.
c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 266–276, 2017.
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In Nha Trang and Hue of Vietnam, precipitation [8]; SST and river height
[5] are correlated with number of cholera cases. Recently, there are attempts
to predict cholera outbreaks in Hanoi, Vietnam [9,10] using machine learning
models with local weather and SOI data. In these models, temperature and
relative humidity are the most important factors to predict cholera outbreaks.

A common difficulty for prediction of cholera outbreaks in Hanoi is an imbal-
anced data set [9,10]. To deal with this difficulty, Le et al. [9] only use monthly
data for cholera-present years of 2004 and 2007–2010. This approach makes good
prediction models, but only for cholera-present years. For cholera-free years,
these models are not suitable. Another approach is to use the number of cholera
cases in the past days of a district and its geographical neighbours to make daily
prediction models [10]. These models performance is good during outbreaks but
still moderate when predicting the first cases of outbreaks.

In this paper, we propose a new model to enhance the performance of daily
cholera outbreaks prediction in Hanoi. We resample our training data sets to
overcome disadvantages of imbalanced data set. Furthermore, we use additional
season information to increase prediction performance of classification models.

2 Study Area and Data Sets

2.1 Study Area

Our study area is Hanoi, the capital city of Vietnam. Hanoi is located at 21◦01′N,
105◦51′E. In 2016, Hanoi’s population is about 7.5 millions. Hanoi’s weather is
warm humid subtropical, classified as Cwa in Köppen climate system.

2.2 Cholera Data Set

We obtained a raw cholera data set from Hanoi Grant 01C-08/-8-2014-2 project
[9]. The data set consists of observed cholera cases in Hanoi from Jan 01, 2001 to
Dec 31, 2012. Each observation contains date, patient’s name, age, gender and
home address. From the raw data set we aggregated and created a derived data
set where each observation has only date and number of cholera cases in Hanoi
(epi variable). The number of cholera cases is transformed to yes/no levels.

2.3 Local Weather Data Set

The local weather data set contains daily weather data from Jan 01, 2001 to Dec
31, 2012. Each record of the data set contains average temperature in Celsius
degree, average relative humidity in percentage, daily sun hours, daily average
wind speed in m/s and daily precipitation in mm. Corresponding variables names
are tavg, havg, sun, wind and precip, respectively.

2.4 Southern Oscillation Index Data Set

We obtain SOI data from a website of Queensland government, Australia [11].
The data set contains daily SOI measurement (soi variable) from 1991 to date.
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2.5 Solar Terms Data Set

A solar term [12,13] is an ancient Chinese concept describing a point of change
in seasonal cycles. Solar terms are 15◦ separated along the apparent path of the
Sun on the celestial sphere and are used in lunisolar calendars to synchronize
with the seasons.

Although originated from China, solar terms are used in Japan, Korea and
Vietnam. In Vietnam, solar terms are named . Solar terms’ Gregorian
date and other corresponding climatology information from 1947 to date is avail-
able at Hong Kong Observatory [14]. We obtain solar terms information of years
2001 to 2012 from the observatory and use it as additional season data. The
data includes solar terms names, corresponding Gregorian date and ecliptical
longitude (EC) in degree. We describe solar terms in Table 1.

Table 1. List of solar terms.

3 Data Preprocessing

We merge the cholera, local weather, and SOI into one (refers as MDS) with
reference to the date variable as the primary key. A sample of the MDS with
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date variable is in Table 2. We use MDS for cholera outbreaks prediction. The
epi variable, indicating cholera status of a particular date (yes or no), is the
outcome. Predictors are tavg, havg, precip, sun, wind and soi variables.
The date variable is not used directly. We derive seasonal information from date
to make new variables. The new variables are week (week number in a year),
month (month) and solarterm, ec (solar terms and corresponding Sun’s eclip-
tical longitude, available at Hong Kong observatory [13,14]). For convenience in
reference we abbreviate solarterm, ec variables as solar.

Table 2. A sample of MDS with date variable in a cholera outbreak of 2004.

Date tavg havg precip sun wind soi epi

2004-05-01 28.20 82 0.00 4.40 2.30 17.48 No

2004-05-02 28.60 84 0.00 3.70 2.30 −3.74 Yes

2004-05-03 28.90 82 0.00 5.20 2.50 −15.84 Yes

2004-05-04 24.00 83 67.00 0.10 1.80 3.16 Yes

2004-05-05 21.80 71 0.00 0.00 1.80 18.25 Yes

2004-05-06 22.30 77 0.00 0.80 1.30 11.13 Yes

There are 24 solar terms. Therefore the solarterm and ec variables in MDS
have a lot of null values. We process null values for solarterm and ec as follows:
Each null value of solarterm is set to the closest solar term in the past. Not null
values of ec (or reference values) are 0, 15, 30, . . . , 360 (refer to Table 1). Each
null value of ec in a date d is set to its closest reference value in the past in a
date d0 plus d − d0. A sample of MDS with seasonal variables is in Table 3.

Table 3. The same sample as in Table 2 with seasonal variables week, month and
solar. A reference value of ec is 45 and corresponding solarterm is start of summer.

Week Month ec solarterm tavg havg precip sun wind soi epi

18 5 41 Grain rain 28.20 82 0.00 4.40 2.30 17.48 No

18 5 42 Grain rain 28.60 84 0.00 3.70 2.30 −3.74 Yes

18 5 43 Grain rain 28.90 82 0.00 5.20 2.50 −15.84 Yes

18 5 44 Grain rain 24.00 83 67.00 0.10 1.80 3.16 Yes

18 5 45 Start of summer 21.80 71 0.00 0.00 1.80 18.25 Yes

19 5 46 Start of summer 22.30 77 0.00 0.80 1.30 11.13 Yes

4 Design and Analysis of Experiments

4.1 Design of Experiments and Measure Selection

We need to perform classification tasks to predict the epi outcome variable of a
day d + 1 from predictors tavg, havg, precip, sun, wind, soi of day d in
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the MDS data set. The MDS is imbalanced with 4.2% positive (yes or present of
cholera cases) observations. Classification methods on imbalanced data set often
give very high specificity (or true negative rate) and low sensitivity (or true
positive rate) [15]. Common approaches to deal with imbalanced data sets are
resampling the train data set, using class-weighted classification methods and
collect additional data if possible [15,16]. In this paper, we use a new approach
that combines additional solar terms data and resampling methods.

To assess performance of classifiers, researchers use common measures includ-
ing precision, recall, F1, area under the Receiver Operating Characteristic curve
(refers as AUC) and Cohen’s Kappa. Jeni et al. [17] found effects of imbalanced
data sets to the measures. They defined skewness of an imbalanced data set as

skew =
negative observations

positive observations
(1)

and found that F1 and area under the Precision-Recall curve (APR) drop when
skew > 1 and becomes larger; Kappa drops when skew �= 1 and becomes more
different. The AUC is virtually not attenuated while skew changes. Therefore
in this research, we choose the AUC, a non-sensitive measure to skewness, for
assessment of classification models. The skew of MDS data set is 22.7.

Performance of cholera outbreaks prediction models is affected by three fac-
tors: resampling method, classification method and additional seasonal data.
To compare the effects of factors to performance of models, we design a fac-
torial experiment [18] with the above three factors. Levels of each factor are in
Table 4. In the table, resampling factors are named after corresponding methods:
none, up, down, smote, rose [16]. Classification methods are general linear
model (glm), k-nearest neighbours (knn), C5.0 (C5.0) and random forests (rf).
Seasonal information levels are none, week, month, solar meaning use MDS
only, MDS and week, MDS and month and MDS and solar, respectively. We do
not combine different types of seasonal information because they are all derived
from date variable. The factors combination is 80. For each combination we
build a prediction model and assess its performance using AUC measure.

Table 4. Factors and their levels.

Factor Levels

Resampling none, up, down, smote, rose

Method glm, knn, C5.0, rf

Seasonal none, week, month, solar

To build classification models, we first rearrange MDS with seasonal factors
listed in Table 4 to obtain seasonMDS data sets. Each seasonMDS is randomly
divided into training and testing data sets. The training set has 70% observations
of the seasonMDS and the testing is the rest. The training data set is resampled
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following the above resampling methods. We then apply the above classification
methods to build models on the training data set and test their performance on
the test data set. This procedure is repeated 100 times for cross-validation. We
collect the models performance measures to a PERF data set to compare models
performance. The measures include AUC, sensitivity and specificity. We run all
experiments in an R environment [19] and use caret package [20] for prediction
modeling. In the next section, we analyze the result statistically.

4.2 Statistical Analysis of Models Performance

The purpose of our statistical analysis in this section is twofold. Firstly, we find
which factors among seasonal, sampling and method influence AUC measure
taking into account their possible interactions. Secondly, we compare mean of
AUC of groups forming by combination of the three factors to find the best. The
best groups must have high AUC, balanced sensitivity and specificity.

We use the analysis of variance (ANOVA) method [21] to analyze effects of
the factors. To perform the ANOVA, we build a linear regression model named
LM1 on the PERF data set. In the LM1 model, the three factors seasonal,
sampling and method are independent variables. The AUC measure is a depen-
dent variable. The LM1 model is

LM1 <- lm(auc ~ seasonal*sampling*method, data=PERF)

as writing in R syntax. The model takes interaction effects of the three factors
into account. ANOVA test result of LM1 is in Table 5.

Table 5. ANOVA test for effects of factors and their interactions to mean of AUC.

Df Sum Sq Mean Sq F value Pr(>F)

seasonal 3 16.6507 5.5502 4692.1734 0.0E + 00

sampling 4 4.8779 1.2195 1030.9513 0.0E + 00

method 3 19.8978 6.6326 5607.1960 0.0E + 00

seasonal:sampling 12 0.8860 0.0738 62.4214 1.5E− 145

seasonal:method 9 5.6684 0.6298 532.4556 0.0E + 00

sampling:method 12 11.1310 0.9276 784.1803 0.0E + 00

seasonal:sampling:method 36 1.6713 0.0464 39.2479 2.4E− 250

Residuals 7920 9.3684 0.0012

In Table 5, all p-values corresponding to the factors (or variation sources)
in the last column (Pr(>F)) are much smaller than 0.05 indicating that all
the factors, their pairwise interactions (seasonal:sampling, seasonal:method,
sampling:method) and interaction of all three (seasonal:sampling:method)
have effects to AUC measure and the effects are all statistical significant. By com-
paring mean squares in the fourth column (Mean Sq), we see that method has
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highest value of 6.63, then seasonal (5.55), sampling (1.22), sampling:method
(0.93). The interaction seasonal:sampling:method has lowest value of 0.05.
It means that the method and seasonal variables have highest effects and the
interaction seasonal:sampling:method has lowest effect to mean of AUC.

We compare mean of AUC taking into account the interactions by calculating
adjusted mean of AUC of the groups and producing interaction plots. We use
phia [22] and ggplot2 [23] packages to perform this task. Figure 1 shows effects
of pairwise interactions to mean of AUC. We refer plots in the figure by their
coordinate (row, column) with reference to the top left plot. Each plot among
(1,1), (2,2) and (3,3) has one curve. These curves describe main effects (no
interaction) of seasonal, sampling and method to mean of AUC. As seen in
the plots, solar of seasonal, smote of sampling and rf of method are the most
influence to mean of AUC. Using another linear model with no interaction

LM2 <- lm(auc ~ seasonal+sampling+method, data=PERF)

we quantify main effects of the factors, described Table 6. In the table all p-values
in the last column is much smaller than 0.05. It is statistically significant that
solar, week and month of seasonal factors increase mean of AUC by 12.66%,
8.25% and 7.88%, respectively. These values are in the second column of Table 6.
Main effects of other factors are interpreted in the same manner.

Table 6. A linear model describing main effects of the factors to mean of AUC.

Estimate Std. error t value Pr(>|t|)
(Intercept) 0.6310 0.0022 283.7711 0.0E + 00

seasonalmonth 0.0788 0.0019 41.5728 0.0E + 00

seasonalsolar 0.1266 0.0019 66.7829 0.0E + 00

seasonalweek 0.0825 0.0019 43.4977 0.0E + 00

samplingdown 0.0497 0.0021 23.4324 1.7E− 117

samplingrose 0.0614 0.0021 28.9797 1.1E− 175

samplingsmote 0.0715 0.0021 33.7317 2.6E− 233

samplingup 0.0518 0.0021 24.4478 2.3E− 127

methodC5.0 −0.0098 0.0019 −5.1705 2.4E− 07

methodknn −0.0875 0.0019 −46.1373 0.0E + 00

methodrf 0.0521 0.0019 27.4557 1.2E− 158

The off-diagonal plots in Fig. 1 describe pairwise interactions of the factors.
Plot (1,3) shows interactions of method and seasonal. We notice that combina-
tion of rf (method) and solar (seasonal) delivers the highest mean of AUC. If
we change method to knn, mean of AUC will change different amounts depend-
ing on seasonal data. When seasonal data is none or solar, the mean of AUC
will decrease the same amount of approximate 9%. However when it is week or
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Fig. 1. Influence of pairwise interactions to mean of AUC. (Color figure online)

month, the mean of AUC will decrease an amount of approximate 20%. These
effects are shown in the plot (1,3) by almost parallel segments of solar and none
and nonparallel segments of solar and month/week with reference to knn and
rf points on the x-axis. Interpretation of other interactions is similar.

To find groups those have highest means of AUC we calculate adjusted mean
of AUC. The adjusted means of the best groups are in Table 7. Results in the
table show that using solar and rf is recommended for high AUC. Sampling
method is a choice among up, smote or rose. The rose gives balanced of sensi-
tivity (0.746) and specificity (0.778), and therefore is chosen. The combination
of (week, smote, C5.0) is slightly worse than (solar, rose, rf). However it has
unbalanced sensitivity (0.525) and specificity (0.898) and is not chosen.

4.3 Importance of Variables

We have chosen (solar, rose, rf) as the best combination. The importance
of variables in this combination is simply extracted from the random forests
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Table 7. List of five groups with highest mean of AUC.

Seasonal Sampling Method auc Sensitivity Specificity

Solar up rf 0.855 0.143 0.989

Solar smote rf 0.850 0.601 0.861

Solar rose rf 0.840 0.746 0.778

Solar smote C5.0 0.838 0.564 0.867

Week smote C5.0 0.837 0.525 0.898

Table 8. Importance of variables and solar terms in percentage.

Mean 95% confidence interval

ec 97.51 [96.67, 98.35]

soi 90.29 [89.45, 91.13]

tavg 75.54 [74.70, 76.38]

havg 74.54 [73.70, 75.38]

frost descent 15.39 [14.55, 16.23]

start of summer 13.47 [12.64, 14.31]

output in the factorial experiment (Sect. 4.1). To compare importance of vari-
ables statistically, we build yet another linear model for an ANOVA test. The
model’s outcome is the importance; and the predictor is a factor having tavg,
havg, precip, sun, wind, soi, ec, solarterm as levels. Test result is statistical
significant and shows that the top important variables are ec, soi, tavg and
havg. Among the solar terms, start of summer and frost descent are the
most important. Table 8 lists the importance of these variables.

5 Conclusions

We have developed a new solution to enhance performance of cholera outbreaks
prediction in Hanoi. Our solution is a combination of solar terms data, ROSE
resampling of training data set and random forests method. The solution delivers
high AUC (0.84), balanced sensitivity and specificity.

Without taking interactions of the factors into account, the solar terms data
helps increasing mean of AUC by an amount of 12.66%. The most important
variables in the solution are ec, soi, tavg and havg. Among the solar terms,
frost descent and start of summer are the most important.

To our best knowledge, this research is the first that uses solar terms in a
cholera outbreaks prediction. Our experiment results show that solar terms are
worth considering as predictors for cholera modeling in Hanoi.
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Abstract. The paper studies Ant Colony Communities (ACC). They are used to
solve the Dynamic Travelling Salesman Problem (DTSP). An ACC consists of a
server and a number of client ACO colonies. The server coordinates the work of
individual clients and sends them cargos with data to process and then receives and
integrates partial results. Each client implements the basic version of the ACO
algorithm. They communicate via sockets and therefore can run on several sepa‐
rate computers. In the DTSP distances between the nodes change constantly. The
process is controlled by a graph generator. In order to study the performance of the
ACC, we conducted a substantial number of experiments. Their results indicate that
to handle highly dynamic distance matrixes we need a large number of clients.

Keywords: Dynamic Travelling Salesmen Problem · ACO parallel
implementations · Scalability

1 Introduction

The aim of the paper is to learn how useful are the Ant Colony Communities (ACC) for
solving the dynamic version of the Travelling Salesman Problem (DTSP). The static
version of the TSP is remarkably simple: given a list of cities and the distances between
each pair of cities, the task is to find the shortest possible route that visits each city
exactly once. It is one of the classical problems of Artificial Intelligence. The Ant Colony
Optimization (ACO) is one of the heuristics used to solve it. The paper studies the
Dynamic TSP. In this version, the distances between cities change. The paper evaluates
the usefulness of distributing the work to a number of cooperating Ant Colonies. Parallel
implementation shortens processing so the ACC can catch up with the ever changing
environment.

The paper is organized as follows. The Sect. 2 describes the related work on the
DTSP and introduces the Graph Generator which is used to alter the distances. In the
3rd Section we describe the parallel implementations of the ACO concentrating on the
Ant Colony Community used in experiments. During the experiments two Graph Gener‐
ators were used and the performance of a considerable number of colonies was tested.
The experimental setup, presentation of obtained results and their interpretation are
discussed in the 4th Section. The paper concludes with an indication of future work.
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2 DTSP - Dynamic Traveling Salesman Problem

The simplicity of formulation of the TSP could be misleading. The running time for the
brute force search lies within a polynomial factor of O(n!) where n is the number of cities
(nodes). Known exact algorithms for the problem could limit the time to O

(
n22n

)
 [1] but

still, for the larger number of n suboptimal heuristic approaches are needed. In 1970’s the
TSP was proved to be an NP-hard problem. A detailed study of its properties can be found
in [2]. A recent overview of heuristics used for solving the TSP could be found in [3, 4].

2.1 Related Work on Dynamic TSP

The dynamics of distances adds the time factor. Identifying even a near optimal path for
a set of distances that had changed during the computations is certainly not much useful.

The DTSP was introduced by Psaraftis [5]. His work discussed the general properties
of the dynamic TSPs, and useful performance measures but it did not propose any
specific solutions. Modified distances invalidate the pheromone array. For that reason
many attempts to tackle the DTSP used global and local pheromone reset strategies [6].
A global reset is activated whenever changes are detected and it resets all pheromone
levels to the default value. Local reset changes only the pheromone levels for modified
segments of a graph. It enables the Colony to exploit at least part of data gathered so
far. Note that it is necessary to know when and where the changes have taken place.
Such an information is not always available.

Other approaches apply immigrant schemes. There are three types of immigrants:
randomly generated, elitism-based, and hybrid immigrants. Such approaches could use
a long-term memory as in P-ACO [7]. In a more recent paper, a short-term memory is
used [8]. The study showed the need for selecting a proper immigrant type for a specific
changeability pattern.

The main disadvantage of the mentioned above approaches is the way the dynamics
is introduced. The changes of the distance array consists just of a single node deletion/
introduction or by a sequence of such operations. The changes are activated at certain
intervals. Therefore the Colony could keep large part of its previous solution intact as
it is not effected by limited in scope change of distances. In real world such a type of
changeability is relatively rare. It could simulate properly e.g. the air traffic where
airports that drop out due e.g. to weather conditions or the infrastructure of Internet
where not all nodes that are always available. It is not useful e.g. for the simulation of
car traffic where the cars change constantly their velocity.

Constantly changing dynamic graphs were presented in [9]. A distance array was
replaced by graph generator. It used a Markov source to control distance modifications.
However, the process could not guarantee that the average distance length would not
change. This could certainly happen in real life but it hampered the evaluation of the
tested algorithms performance.
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2.2 Graph Generator

While using graph generators we cannot increase the number of the ACO iterations to
improve the solution as it is possible for the static TSP. During the optimization process
the ongoing changes could make the solution obsolete as it were prepared for distances
that have already changed. This makes the evaluation of results even harder.

To mitigate the evaluation problem we use graph generators that preserve the average
distance length. Their operation is controlled by the following three parameters:

• Total Change (TC): the sum of all distance changes, a real number > 0
• Change Range (CR): the scope limit of change, a real number in the range [0…1]
• Change Frequency (CF): a number of milliseconds that elapse between distance

modifications.

Distance change in a sequence of modifications of a randomly selected distance. To
increase or decrease a distance we use the Formulas 1 and 2 respectively:

Distnew = Distold +
(
1 − Distold

)
∗ rand() ∗ CR (1)

Distnew = Distold − Distold ∗ rand() ∗ CR (2)

The function rand() generates a pseudorandom value in the range [0..1]. As you can
see newly introduced distances are always in the same range. The process of updating the
distances continues as long the total of all distant modifications does not surpass the TC.

3 ACC for TSP

The Ant Colony Optimization was inspired by the foraging behavior of real world ants
and using the ACO for the TSP was a natural choice.

3.1 Basic Version of ACS for TSP

The operation of the ACO and other related metaheuristics [9] is simple: a two dimen‐
sional-array of floating point numbers represents the graph with the distances separating
the cities or nodes. Another such an array stores pheromone levels. The ACO works in
an iterative manner. Each iteration starts with randomly scattering the ants over the
nodes. The operation of the ACO is nondeterministic but preferred are routes that have
a high pheromone level and a short length. The pheromone levels are updated as the ants
transverse the array and at the end of each iteration.

The selection of ACO parameters is not an easy task. An analysis of their impact on
the ACO operation can be found e.g. in [10] or [11]. For the current study, it is sufficient
to know that the greatest improvements are likely to occur in the early iterations. The
node selection requires many floating point calculations and is therefore time-
consuming. In the case of dynamic TSP the time available to deliver a solution is a
crucial factor. For that reason a community of cooperating colonies was introduced.
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3.2 Ant Colony Community

Researches pretty soon become aware that that is an urgent need to mitigate the long
processing time of that approach. The parallelization of processing offers such a possi‐
bility. The taxonomy of parallel implementation of the ACO is presented in [12]. They
could be divided into three broad groups: master-slave, cooperative and hybrid models.
The ACC uses a version of the hybrid model. Two of its implementations are introduced
and compared [13]. The first one uses a network of regular computers and the second is
implemented in the Hadoop environment.

Fig. 1. A structure of an exemplary ACC.

ACC structure
The ACC consist of a single server and a set of colony clients. They communicate using
the socket mechanism. The ACC components could run a single computer, computers
in a local network, on internet servers or any combination of previous locations. An
exemplary Community with 5 clients located on 4 computers is shown on Fig. 1.

The server creates a thread dedicated to handling communication with a single client
colony. There is no practical limit on the number of clients that could be dealt with. Each
client works as a separate process and contains an Ant Colony - an implementation using
the ACO framework described in [14]. The parameters of work of an Ant Colony client
are specified by the Community Server. Most of them have well proven default values.
The only parameters that change are: number of ants and number of iterations. The
communication process uses the efficient Socket mechanism and it is initialized by a
client. The only information that a Client needs is the IP and port numbers of the server.
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Fig. 2. Structure of community server

The structure of the server is much more complex. It is depicted in the Fig. 2.
Comparing with the version used in [13] the Server had been considerably extended so
it can cope with dynamic environments. Its Control Unit is responsible for sending
clients packages of data to process (the so-called cargos) and for receiving results. A
cargo contains among others: the distance array, the pheromone array, number of ants
and iterations, the best route so far and parameters describing the operation of the ACO.
The time needed to send cargo is two orders of magnitude lower than the time of the
cargo processing and therefore the communication overhead had little influence upon
the overall performance. Table 1 summarizes the activities performed by servers’
components. All of them work concurrently as separate threads. The operation of the
Community is controlled by many parameters among them by Cf (see Sect. 2.2) and Uf
distance update frequency used by Distance Monitor.

3.3 Evaluation of the ACC Performance

An Ant Colony Community has a very flexible structure. It can consist of a different
number of client colonies located on many computers that are controlled in a variety of
ways. Therefore we need measures to evaluate the ACC performance. The low-level
measures are the computer power and scalability. They depend upon the hardware
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infrastructure of the community and the location of client colonies. On the high level,
we have interest in the quality of solutions delivered by the Community. It is related to
the computational power. Other factors that have influence on the quality are number of
iterations and size of the cargo pool.

Table 1. Components of the community server

Component Function
Control unit • Reads all input parameters that specify the operation of the community

• Controls operation of client colonies: activates or deactivates them
• Prepares cargo with data to process using the current distance matrix and a
pheromone matrix from the cargo pool
• Receives results of processing from a client colony and sends them to the cargo
pool for evaluation

Graph
generator

• Modifies the distance array every Cf milliseconds

Distance
array

• Stores the current distances and keeps track of some statistical data

Cargo pool • Evaluates results (found route and pheromone array) obtained from clients
using the distance matrix
• Stores a predefined number the best results (pheromone matrix and the best
route)
• Selects a result using the round robin algorithm select a pheromone array for
further processing and sends it to the control unit

Distance
monitor

• Finds the current best solution every Uf milliseconds. To obtain a reliable data
on the performance Cf > Uf
• Prepares data for the performance logger

Performance
logger

• Displays on-line basic data on the community operation
• Performs detailed offline data analysis

Low-level measures
The most time-consuming part of an optimization process is the selection of the next
node which requires comparing paths segments. The number of necessary comparisons
is used as a measure of task complexity [15]. For the array of 50 nodes, 50 ants, and 50
iterations we need 3060000 comparisons. In what follows this number is denoted as Sc
- Standard Cargo complexity. A regular computer needs around 1 s to complete such a
task.

The basic low-level measure of Community performance is the Cp (Computational
Power). For the Community Com and the task T the Cp is defined by the following ratio:

Cp(Com, T) =
Sc(T) ∗ 60

Time(T)
(3)

where:

Com – the tested community
Sc(T) – the complexity of optimization task T measured in Sc units.
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Time(T) – the time necessary to complete the task T measured in seconds.

The Computational Power specifies the number of Standard Cargo tasks that could
be calculated within a minute.
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Fig. 3. Typical BSF value changes for two communities working with a graph generator.

Let MaxPowr(CL) denote the maximal power that a client CL can contribute to its
colony. It is approximated by the Formula 4. The MaxPowr(CL) is the power of the
following Community:

(a) CL is the only one Client in this Community.
(b) The Server is located on a LAN computer.
(c) The Server and Client computers do not run any computing intensive tasks.

The more Client Colonies are run on a single computer the longer each individual
client needs compute the Standard Cargo. In order to be able to configure properly the
community Com, we need to know its’ scalability denoted by ScalFactor(Com). It is the
ratio of the actual measured power while solving a task and the sum of MaxPower of its
clients.

ScalFactor(Com, T) =
Cp(com, T)

∑
Cl∈Com

MaxPw(Cx)
(4)

The Algorithm to optimally configure a Community for a set of computers is
presented in [15]. Experiments reported there show that the ScalFactor(Com) is a good
approximation of the observed performance of a Community.

High-level measure
In the case of a static graph the best measure of performance is the BsF - Best so Far
route length valid for the last iteration. In the case of dynamic graphs, the BsF is not
relevant: the distances change constantly and what was a decent route at a given point
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of time could be not a much worse solution a split of a second later. This phenomenon
is well illustrated by the Fig. 3. It shows the values of the BsF just before and imminently
after distance change for two Communities. As you can see the modification usually
increases significantly the current BsF value. As the optimization process goes on the
BsF decreases. The search for a solution is a continuous process and the performance
should be measured continuously.

Let AvBsF denote the average BSF. It is calculated by the Distance Monitor using
the following formula:

AvBsF =
∑M

k=1

BsF(k)

M
(5)

Where BsF(k) denotes the Bsf recorded at the kth point of time k and M is the number
of time points used to approximate the AvBsF.

4 Experiment

During the experiments, two graphs were used. In what follows they are denoted as MJC
(major changes) and MNC (minor changes). They share in common: the same initial
distance matrix with 50 nodes, the total change (TC) equal to 20 and the change
frequency (CF) equal to 2 s.

The only difference was their change range CR. It was equal to 0.1 for the MNC and
0.24 for MJC. As a result, the average number of distance modifications was equal to
390 (MJC) and 860 (MNC). This means that the MNC changed more than half of all
distances but in a rather subtle way. The number of distance changes for the MJC was
lower but they were 2.5 larger in scope. The difference may not look significant but it
resulted in a noticeable difference in the ACC performance.

The experiment setup is summarized in Table 2.

Table 2. Experiment setup

Community property Range
Number of physical computers 1–8
Number of client colonies on one computer 1–5
Total number of client colonies 1–30
Size of cargo pool 1–30
Iteration number 50–200
Number of ants in a colony 50
Change range 0.10–0.24
Duration of optimization run 2 min–6 min

The number of distances modifications varied from 60 to just below 200. The number
of cargos with data for processing sent by the Server to Clients depended on the power
of the Community but always it exceeded 50 which gives statistical credibility to the
obtained results. The total number of analyzed communities exceeded well 100. The
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AvBsF values for the best performing Communities working with MJC and MNC
Generators are shown in Table 3.

Table 3. AvBsF communities working with two graph generators

MJV MNC
Pool No cls iterNo AvBsF Power Pool No cls iterNo AvBsF Power
10 24 50 2.688 534.72 3 4 50 2.553 166.79
15 30 50 2.698 539.4 4 1 50 2.601 55.10
15 24 50 2.916 537.02 3 4 50 2.651 166.93
15 24 50 2.933 519.65 1 4 100 2.687 169.21
15 30 50 2.995 539.4 3 1 50 2.748 55.07
4 24 100 3.02 563.51 4 1 50 2.872 47.75
4 24 50 3.063 594.14 4 1 50 2.893 55.09

15 10 50 3.096 348.21 1 4 50 2.903 167.28
5 5 50 3.139 70.96 4 4 50 2.924 110.94
1 24 50 3.200 529.37 3 4 100 2.932 164.42
4 24 50 3.341 865.3 1 8 50 2.975 176.49

15 30 100 3.390 558.85 1 4 100 2.988 168.4
10 10 100 3.441 344.02 3 1 100 2.989 55.35
15 10 100 3.509 346.66 3 4 100 2.997 163.82
1 10 100 3.647 231.2 8 1 50 3.001 53.65

The values presented in the Table 3 are far from being coherent but still, some
conclusions could be drawn. All of them perform better than the standard ACO for which
the AvBsF was well above 7.0.

The AvBsF values for the MJV than for MNC generators are much alike. Note
however that to achieve that level of performance the Communities working with MJC
require much more client colonies then the MNC Colonies. The processing of cargos
with iteration number of 200 required so much time that even the colonies with a large
number of clients were unable to catch up with the changes and are not presented in the
table.

The size of the pool could offset to some extend the number of Communities working
with slower changing distances. The pool should contain relatively “fresh” solutions. If
too many changes were introduced to the distance matrix then they contain obsolete
route fragments and which is counter-productive. This is less likely when the matrix
changes slowly.

5 Conclusions

The multi-population approaches gain recently much attention [16]. The paper uses it
to solve the Dynamic Traveling Salesman problem. The reported experiments strongly
indicate that the Community of Ant Colonies is capable of handling efficiently even fast
changing graphs. They perform far better than a standard ACO.
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There are however many points that need further investigation which includes
among others:

• Evaluating more advanced algorithms for the selection of solutions from the pool.
The currently used round-robin algorithm does not handle properly pools with several
solutions for the fast changing graphs.

• The pattern of changeability that exhibit Graph Generators is rigid what does not
necessary reflect real-life situations. Modifying the pattern by introducing e.g.
Markov sources that control two or more independent Graph Generators is worth
considering.

• The number of iterations is the parameter that is most closely related to the change‐
ability level. The number is fixed in the current version of the ACC. Changing their
number could be useful for Markov based graphs.

The research work on those topics is currently underway.
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Abstract. This paper employs a number of machine learning algorithms to
predict the future stock price of Dhaka Stock Exchange. The outcomes of the
different machine learning algorithms are combined to form an ensemble to
improve the prediction accuracy. In addition, two popular and widely used
technical indicators are combined with the machine learning algorithms to
further improve the prediction performance. To evaluate the proposed tech-
niques, historical price and volume data over the past 15 months of three
prominent stocks enlisted in Dhaka Stock Exchange are collected, which are
used as training and test data for the algorithms to predict the 1-day, 1-week and
1-month-ahead prices of these stocks. The predictions are made both on training
and test data sets and results are compared with other existing machine learning
algorithms. The results indicate that the proposed ensemble approach as well as
the combination of technical indicators with the machine learning algorithms
can often provide better results, with reduced overall prediction error compared
to many other existing prediction algorithms.

Keywords: Stock prediction � Machine learning � Regression algorithms �
Time series forecast � Technical indicators

1 Introduction

The stock market is considered to be extremely important for the socio-economic
stability and progress as well as the overall well-being of the people and the country.
Stock investors all over the world collect historical stock price data and analyze them
using automated software tools to predict the future stock price. Making accurate
prediction is always extremely challenging [1], because of the high degree of
non-linearity, uncertainty and volatility [2, 3] present in every stock market all over the
world. The individual stocks as well as the overall stock market never follows a straight
path, because they operate against a backdrop of continuous noise, news and rumor,
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various social, economic, political, geopolitical and miscellaneous factors that affect the
stock market every day. In the backdrop of such enormous uncertainty and volatility,
the prediction of a particular stock price is always challenging. The Dhaka Stock
Exchange (DSE) is no exception, where situation may even become worse because
many general investors invest and participate without proper plan, preparation and
knowledge that often results in loss of their hard-earned valuable money.

The objective of this work is to introduce a useful guideline for the general
investors of DSE on how to employ machine learning tools and algorithms along with
technical indicators to predict the future stock price. We have also shown how to
combine different prediction algorithms to form an effective ensemble that can predict
stock price with higher accuracy. We have selected three prominent and representative
stocks of DSE and demonstrated how machine learning algorithms combined with
technical indicators can provide improved prediction accuracy on their future price.

The rest of this paper is organized as follows. Section 2 presents a number of recent
related works on stock price prediction. Section 3 describes the proposed technique for
ensemble design and two popular indicators — MACD and RSI. Section 4 describes
the data source, experiment analysis. Finally Sect. 5 concludes the paper with a brief
summary and suggestions for future study.

2 Existing Algorithms

To analyze and predict the future behavior of stock markets the most popular tech-
niques employ various technical tools and parametric models in combination [6, 7].
Three most common machine learning approach are Multilayer Perceptron (MLP) or
Artificial Neural Network (ANN), Support Vector Machine (SVM) and Gaussian
Process based regression (GPR) [4, 5], all of which are widely used for analysis and
prediction of time series data [4–8]. Although SVM based regressions (SVR) are the
most widely used algorithm for time series prediction, there are some instances where
MLP and Gaussian process are reported to perform better than SVR on the benchmark
problems [8, 9].

The prediction made by SVR is sufficiently accurate for many prediction tasks,
especially with small amount of look-ahead into the future [9–11]. An in-depth com-
parison between SVR and MLP is presented in [3], which is evaluated on the Hong
Kong stock market to predict 1-week and 1-month price predictions. Like most other
existing works, the authors in [3] made use of several technical indicators in combi-
nation with MLP and SVR.

None of the above works made use of ensemble to combine multiple machine
learning algorithms. There exist very few works, e.g. [12], that emphasizes the use of
ensembles to combine multiple machine learning algorithms. However, none of these
papers deal with the Dhaka Stock Exchange data. We have found only a few recent
works (e.g., [13, 14]) that employ machine learning algorithms on the DSE data set. In
[13], the authors employed MLP and fuzzy algorithms to predict stock price in DSE,
while the authors in [14] used a number of machine learning techniques for clustering,
classification and regression on 30 selected stocks in DSE. However, none of them
employ or emphasize an ensemble approach, as proposed in this paper. The unique
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contribution of this paper is to propose an ensemble architecture that combines four
different machine learning algorithms and two popular technical indicators, as elabo-
rated in the following section.

3 Proposed Methodology

The objective of our paper is to introduce a combined machine learning approach with
technical indicators to predict future price of particular stocks in the Dhaka Stock
Exchange. We have selected four widely used time series prediction algorithms to
predict stock price and proposed four different ways to combine the outcomes of the
different algorithms. We have divided our work into following three discrete parts:

3.1 Employ Existing Machine Learning Algorithms to Predict Future
Stock Price

We have selected four different machine learning algorithms on time series prediction
for the task of stock price prediction. The algorithms are- Support Vector Machine
Based Regression (SVR), Regression by Multilayer Perceptron (MLP), Linear
Regression (LNR) and Gaussian Process based Regression (GPR). These algorithms
are provided by the popular machine learning software suite WEKA (Waikato Envi-
ronment for Knowledge Analysis).

3.2 Ensemble Approach to Combine Multiple Predictions

In order to improve the prediction accuracy of the four machine learning algorithms, we
plan to combine their predictions to form an Ensemble. The ensemble will combine the
outcomes of its four component predictors using the following methods- Simple
Averaging (SA), Weighted Averaging (WA), Voting by SA (VSA) and Voting by WA
(VWA). Assuming the predicted stock price are O1, O2, O3 and O4, the combined
output from the ensemble by the different combination methods are as follows.

Ensemble output by Simple Averaging,

OSA ¼
Pn

i¼1 Oi

n

Ensemble Output by Weighted Averaging,

OWA ¼
Pn

i¼1 wi � Oi

n

Ensemble output from Voting by Simple Averaging,

OVSA ¼ Oj; where j ¼ arg min
i

OSA � Oij j
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Ensemble output by Voting by weighted averaging (OVWA),

OVWA ¼ Ok; where k ¼ arg min
i

OWA � Oij j

Here, n is the number of component predictors in the ensemble, which is set as
n = 4. The wi’s in OWA denote the weight values for weighted averaging, which are set
as follows: the weight value wi for a particular predictor algorithm’s output Oi is set to
the inverse of the Mean Absolute Error (MAE) value of the corresponding predictor
algorithm on the training data set. Since the outcomes by SVM, MLP, LNR and GPR
are denoted by O1, O2, O3 and O4 respectively, their weight values are set as:

w1 ¼ 1
MAESVR

; w2 ¼ 1
MAEMLP

; w3 ¼ 1
MAELNR

; w4 ¼ 1
MAEGPR

:

The selection of one of the four algorithms is made for each row of the training and
test sets based on which of the four algorithms produces minimum distance from the
computed simple average (SA) and weighted average (WA) values of the four algo-
rithms on the current row. This means for some rows the output of SMOReg may be
picked by the ensemble, while for some other rows the output of Perceptron, Linear
Regression or Gaussian Process based Regression is picked based on which of them
can produce the closest output to the computed SA or WA value. This is why the result
of VSA and VWA may not exactly match with one of the four component algorithms
or the best performing algorithm, as seen in the Tables 1, 2 and 3. Besides, please note
that average RMSE of four methods will not be equal to the RMSE of SA method. This
is because for each row the average is done and the error is calculated based on this
row’s average. This is repeated for a set of 15 months of stock data and RMSE is
calculated for SA method.

The motivation behind the ensemble approach is to improve the prediction accuracy
by combining the outcomes of the different predictors. Since each predictor has its
individual strengths and weaknesses, their effective combination is expected to produce
improved prediction performance (i.e., reduced overall MAE value).

3.3 Combine Technical Indicators with Machine Learning Algorithms

There exist many technical indicators that reflect and predict different characteristics
about the movements of stock price. All these indicators can be divided into two broad
categories- Lagging indicators and Leading indicators. A Lagging indicator changes its
value after some actual change appears it the stock price and/or volume. In contrast, the
Leading indicators change their values before any actual change occurs in the stock’s
price and volume.

For our research, we have incorporated two technical indicators, one from the
leading indicators, Relative Strength Index (RSI) and the other from lagging indicators,
Moving Average Convergence Divergence (MACD), with the four machine learning
algorithms. MACD is a lagging indicator that follows the ongoing price trend.
The MACD value is plotted with a signal line. The crossover of MACD with the signal
line gives bullish (buy) or bearish (sell) signal. Whenever MACD drops below the
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signal line from above, it gives a bearish signal. Similarly, when the MACD value rises
above the signal line from below, it gives a bullish signal for the traders. In addition to
the crossover signals, MACD may also produce trend reversal signal by divergence
from the stock price. RSI is a leading indicator that measures the speed of price
movements and predicts possible reversal of current trend by the change of speed of
price movements. The value of RSI moves between 0 and 100. Usually a stock is
considered overbought if the RSI is above 70, and oversold when RSI is below 30. If
the RSI pattern diverges from the price pattern, it indicates a weakness and possible
reversal of the price trend.

4 Experimental Study

4.1 Source of Data

The historical data of Dhaka Stock Exchange (DSE) is maintained by its official web
site http://www.dsebd.org. However, more organized data sets are readily available at
some financial websites, like the http://www.stockbangladesh.com and also, the http://
www.lankabd.com. All these data sets can be readily downloaded in text (*.txt), excel
(*.xls) and Comma Separated Values (*.csv) format. Currently, DSE enlists more than
400 companies from 22 different financial sectors. From them, three prominent com-
panies have been selected to evaluate our proposed techniques, which are- ACI,
Beximco, and GP. For each company, its daily data is collected for the past 15 months
(since 01-Jan-2015). The daily data consists of six attributes — Date, Open, High,
Low, Close, and Volume. They represent the date, daily open price, high and low price,
closing price and volume of a particular stock on that day. The data set has been
divided into training set (90%) and test set (remaining 10%). The proposed methods
have been evaluated on both the training and test sets. A partial snapshot of the dataset
of ACI is presented in Fig. 1.

4.2 Parameter Setup

The default framework of Weka does not provide any forecasting tool. We have
installed an additional package (Time Series Forecasting Environment) into Weka
which provides additional support for automated regression schemes by creating lagged

Fig. 1. ACI dataset over 10 working days.
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variables and date-derived periodic variables. The package provides algorithms for
Support Vector Machine based Regression, Perceptron based Regression, Linear
Regression and Gaussian Process based Regression. We have used the default
parameters for these algorithms for this experimental study.

4.3 Experiments and Analysis of Results

We have conducted three different set of experiments for stock price prediction using
four machine learning algorithms, which are briefly described below.

Basic Machine Learning Algorithms: We have used four basic machine learning
algorithms to predict the future price of three stocks – ACI, Beximco and GP. Results
are presented in the Tables 1, 2 and 3, under “Basic Algorithms”.

Ensemble Design: We have combined the previously used algorithms to form the
ensemble in four different ways- Simple Averaging, Weighted Averaging, Voting by
SA, and Voting by WA. The results are shown in Tables 1, 2 and 3 under “Ensemble”.

Integrating Technical Indicators: We have included two major technical indicators –
the MACD and RSI as additional columns into the data set for ACI. The resulting data
set is used by the basic machine learning algorithms to predict the future price of ACI,
which is shown in Tables 4 and 5. Please note that, in the ‘Target Selection’ list box of
the ‘Forecast’ tab of WEKA, we have selected all of Open, High, Low and Close prices
as the ‘Targets’ of the prediction algorithms for the results in these Tables 4 and 5,
which is quite different from Tables 1, 2 and 3, where we have selected only the Close
price as the ‘Target’ in WEKA. Since the Open, High, Low and Close prices are
intricately related, predicting them together results in smaller RMSE error value, as
demonstrated by the 5-day and 22-day RMSE values in Tables 4 and 5, compared to
the much higher RMSE error value of the same stock over the same prediction-lengths
in the previous Table 1.

Table 1. RMSE of 1-day, 5-day and 22-day-ahead predictions on ACI dataset

Data set Forecast
length

Basic algorithms Ensemble

SMOReg Perceptron Linear
regression

Gaussian
process

Simple
averaging

Weighted
averaging

Voting by
simple
avg.

Voting by
weighted
avg.

Training
set

1-day 6.5 7.4 6.5 10.8 6.6 6.4 6.6 6.7
5-day 15 17.4 15.7 19.3 12.9 13 14 14.2
22-day 24.9 114.3 52.5 20.7 36.9 24.3 36.6 22.9

Test set 1-day 13.9 27.6 18.8 40.2 12.4 13.2 13.7 13.7
5-day 60.7 118.9 111.5 84.7 51.7 52.7 51 50.9
22-day 120.2 142.2 2077 60.4 71.6 35.6 120.1 60.3

Mean
RMSE

40.2 71.3 380.4 39.4 32 24.2 40.3 28.1
132.8 31.2
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Analysis of Results: We have made a number of observations, which are summarized
in the following few points.

1. Among the four basic machine learning algorithms, Support Vector Machine based
Regression (SMOReg) performs overall best, especially for two stocks- Beximco
and GP (Tables VI and VII, with Root Mean Squared Error, i.e., RMSE of 2.6 and
10.8 for these two stocks), followed by the Gaussian Process based Regression.

Table 4. Comparison of SMOReg and Linear regression, before and after combining MACD
with them.

Data set Forecast
length

Algorithm
SMOReg SMOReg with

MACD
Linear
regression

Linear reg. with
MACD

Training
set

1-day 6.5 6.4 6.5 6.1
5-day 15.0 14.6 15.7 13.9
22-day 24.9 22.5 52.5 28.3

Test set 1-day 12.0 12.0 18.8 13.7
5-day 32.3 28.0 111.5 42.4
22-day 79.3 85.3 2039.0 264.6

MEAN RMSE 28.3 28.1 374.0 61.5

Table 2. RMSE of 1-day, 5-day and 22-day-ahead predictions on Beximco dataset

Data set Forecast
length

Basic algorithms Ensemble

SMOReg Perceptron Linear
regression

Gaussian
process

Simple
averaging

Weighted
averaging

Voting by
simple
avg.

Voting by
weighted
avg.

Training
set

1-day 0.5 0.5 0.4 0.6 0.5 0.4 0.5 0.4
5-day 0.9 1.3 1.1 1.3 0.8 0.8 0.9 0.8
22-day 1.3 3.6 0.9 1.6 1.0 0.9 1.0 1.0

Test set 1-day 1.2 5.0 1.6 3.7 1.4 1.4 1.4 1.4
5-day 2.8 8.3 6.3 10.4 2.0 2.5 2.8 2.8
22-day 8.6 8.2 27.7 5.3 4.7 4.3 7.6 7.6

Mean
RMSE

2.6 4.5 6.3 3.8 1.7 1.7 2.4 2.3
4.3 2.0

Table 3. RMSE of 1-day, 5-day and 22-day-ahead predictions on Grameen Phone (GP) dataset

Data set Forecast
length

Basic algorithms Ensemble

SMOReg Perceptron Linear
regression

Gaussian
process

Simple
averaging

Weighted
averaging

Voting by
simple
avg.

Voting by
weighted
avg.

Training
set

1-day 2.4 3.0 2.3 8.5 2.9 2.3 2.4 2.2
5-day 4.6 10.1 4.6 15.3 5.5 4.6 5.1 4.8
22-day 6.9 52.5 6.4 10.9 14.6 7.5 7.7 7.3

Test set 1-day 7.8 14.6 4.7 4.9 5.5 6.0 4.5 4.6
5-day 19.6 33.6 16.0 16.6 15.2 15.2 15.4 20.6
22-day 23.2 122.7 33.3 9.3 21.9 24.1 23.2 23.2

Mean
RMSE

10.8 39.4 11.2 10.9 10.9 9.9 9.7 10.4
18.1 10.3
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2. Among the four different ensemble approach, the weighted averaging performs
overall best, followed by the voting by weighted averaging technique.

3. If we compare the basic algorithms with the ensemble techniques, we can easily
observe much improved results by the ensemble methods. For example, ensembles
produce mean RMSE = 31.2 for the ACI dataset, compared to the much larger
RMSE = 132.8 by the basic algorithms. Similarly, for Beximco, and GP data sets,
ensemble produce overall RMSE of only 2.0 and 10.3, compared to the much
higher 4.3 and 18.1 respectively.

4. The overall better prediction performance by the ensemble approach is demon-
strated. The RMSE values of the four basic algorithms are much higher compared to
the smaller values of the ensemble techniques.

5. The predictions made by the four ensemble techniques closely follow the actual
price pattern, as demonstrated by Fig. 2.

Table 5. Comparison of SMOReg and Multilayer Perceptron, before and after combining RSI
with them.

Data set Forecast
length

Algorithm
SMOReg SMOReg

with RSI
Multilayer
perceptron

Multilayer
perceptron with
RSI

Training
set

1-day 6.5 6.5 7.4 6.4
5-day 15.0 14.7 17.4 12.2
22-day 24.9 24.4 114.3 12.9

Test set 1-day 12.0 12.0 27.6 18.3
5-day 32.3 30.5 118.9 91.6
22-day 79.3 73.8 101.9 109.1

MEAN RMSE 28.3 27.0 64.6 41.8

Fig. 2. Plot of actual price and predicted price of the Beximco data set by the four ensemble
techniques.
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6. When the technical indicators MACD and RSI are combined with the machine
learning techniques, the prediction accuracy is improved, as demonstrated by lower

7. RMSE value in Tables 4 and 5. After including MACD with SMOReg and Linear
Regression, the RMSE value drops to 28.1 and 61.5 from previous higher 28.3 and
374.0, respectively (Table 4). Inclusion of RSI reduces the RMSE error value into
27.0 and 41.8, compared to RMSE of 28.3 and 64.6, respectively (Table 5).

8. The improved prediction performance by including technical indicators MACD and
RSI is also demonstrated. The RMSE values are much higher without MACD and
RSI, but significantly smaller when MACD and RSI are included with SMOReg,
Linear Regression and Multilayer Perceptron.

9. Summarizing our observations, we can say that the overall prediction performance
of machine learning algorithms can be improved further by combining the outcomes
of multiple algorithms into an ensemble, as well as by combining them with
technical indicators for stock price.

5 Conclusion and Future Work

This study applies a number of machine learning algorithms on stock price prediction
of Dhaka Stock Exchange (DSE). The experimental results with three prominent stocks
of DSE show that the outcomes of different algorithms may be used to form an
ensemble of predictors, which significantly improves the prediction accuracy. Further
experiments reveal that inclusion of technical indicators, such as MACD and RSI, may
further improve the prediction performance. Further research may include more
ensemble designing techniques, use many other technical indicators and employ more
machine learning algorithms, which would provide the researchers with more insights
and better algorithms on stock price prediction, especially the DSE listed ones.
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Abstract. Remittance or foreign currency transaction plays an important role in
increasing a country’s financial growth. Bangladesh is a country with a reputation
in manpower export and every year it receives a considerable amount of remit‐
tance. Yet the remittance can be improved further by providing the workers with
the information of their future earnings. We propose a solution that will help the
workers as well as the government to decide which country/countries will be best
for workers in terms of earning, thus increasing the country’s annual remittance.
The research outcome from this paper could help the government to export the
manpower to the right country and the workers who are planning to move abroad
with a vision to work for the best suitable job with respect to their skill. Besides,
the findings could help in reducing the unexpected returns of the workers and stop
the bad experience the workers endure abroad.

Keywords: Remittance · Foreign currency · Abroad · Immigrant · Data mining ·
Classification

1 Introduction

The main purpose of data mining is to explore data from different fields and search for
the pattern (if any) hidden among them. We have used data mining to predict a job and
the job location overseas for the workers so that they can earn more money and increase
the rate of remittance.

Remittance means the transfer of certain amount of funds from a country to another.
To become financially stronger a country must maintain a proper balance between export
and import. The goal is to maintain an export rate that is higher than the import rate. If
the amount of currency going out of the country is more than earning rate, it will result
in a financial collapse of a country [7].

Bangladesh is a developing country. It is important for Bangladesh to look over this
sector and become financially stronger by increasing the ratio of export. Bangladesh is
facing fall of remittance every year. In 2016, the rate ended up falling to 11.13% [8].
Statistics show that workers of Bangladesh are coming back to the country because of
the salary they get is too low to survive in foreign country.
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Every worker going abroad in search of work has high hopes of providing his family
with better life style [9]. Failing in their agenda, many of them return to their homeland
makes them frustrated. Sometimes people end up selecting countries that are unfavorable
to their skill set; but they select those countries as their relatives and ancestors went
there. Eventually they end up getting depressed as they find things not going in their
way because the job sector matching their skillset might not be very friendly for non-
citizens [10].

Bangladesh government has a ministry called “Ministry of Expatriates Welfare and
Overseas Employment”. They try to approach other countries to let them know about
Bangladesh’s interest to send workers to their countries. Sometimes it seems that if the
same man power was used in another country, there would have been an improvement
in terms of profit. It is our goal to provide the government with an estimation well enough
so that they can make better decisions in the future on this aspect.

Our primary objective of this paper is to help the worker and the government by
giving them a recommendation about which country will be best suited for a worker and
for exporting manpower with a set of skills so that the remittance record of the country
can be improved.

Therefore the main contributions of our workare as follows:

1. Providing workers with information about jobs and country for which he is more
likely to be suitable.

2. Giving information to government about which country is best for exporting
manpower.

The organization of the paper is as follows. Section 2 briefly discusses about the
related work in this area. Section 3 showcases our research methodology in detail.
Section 4 presents our research findings and Sect. 5 concludes our paper.

2 Related Work

Few researches have been carried out like our area but they do not cover the area of our
interest exactly. We could not find any related work directly related to our topic.
However, we could find some work that uses similar approaches for solving similar type
problems.

Decision tree is a widely used method in data mining for classification purpose. It
uses some criteria for selecting the most important attribute in different levels of tree
construction [1]. In [2], for decision making process this tree structure is used as a visual
and analytical tool that helps us to predict the values and classify the data.

Divya et al. [3] showed a comparison and described the capabilities of different data
mining algorithms in their paper. Decision tree is considered as one of the most powerful
classifier. Because of its simplicity and high efficiency in the related field, tree based
classification also has been used for predicting weather forecast [4].

Kabra and Bichkar showed that student’s past academic performance can be used
for predicting how a student will perform in an engineering related exam. They used
decision tree for this prediction purpose [5]. It is not possible to read a student’s mind
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to understand why he/she cut a sorry figure in the exam. So, making a classification rule
and try to predict a reason behind the performance is a good decision. Though the algo‐
rithm can help us to do the main analysis work, it may take a long time to read the raw
results [6].

Wei and Yuxiang [11] have worked on manpower demand forecasting using predic‐
tion technique. They have used grey system prediction in which uncertain and unknown
information is black and known information are kept white where the primitive data is
used to form Grey Model GM (1, l). By using the GM (1, 1) they have managed to predict
the manpower demand of Chinese Strategic Emerging Industry.

3 Methodology

In this paper, we have used decision tree for government side. In decision tree, data is
divided according to their attributes and at last we get the target attribute. As we want
to help the government to predict a country according to manpower export and to get
expected remittance. So, we think decision tree based classification would be better
choice to get country name.

In Naïve Bayes classification technique, we get the highest probability result among
provided dataset. Workers with different skills try to find the most suitable countries for
them. So, we think independent prediction would give the best expected result. We used
these two techniques in our research.

3.1 Data Collection

The datasheets we need are the ones that consist of remittance coming from foreign
countries; manpower that is being exported per year, how friendly is the job sectors and
income per capita for those countries.

The datasheets of remittance coming from foreign countries are obtained by The
Bangladesh Bank [11]. The nominal values of countries have been categorized as
Bahrain, Kuwait, and Oman etc. respectively and they were used as a target for the
classification. The unique identifier is removed and the integer values are then converted
into nominal values.

For our work we have organized our data in different sets and they are average data
set, language_set, test_set, training_set. In average data set we keep information about
country, average remittance and average immigrants from 2009–2016. In language set,
country, language required for the job, job name and per capita income is recorded. In
the test set year, country, existing number of immigrants, number of new, immigrants,
total number of immigrants and remittance is recorded. The attributes are same for
training and testing set. In average set there are 1 class, 2 attributes and 14 instances. In
language set there are 1 class, 3 attributes and 101 instances. In test set 1 class, 5 attributes
and 40 instances. For training set there are 66 instances (Table 1).

Datasheets containing Job demands and language used in the countries that are
importing manpower from Bangladesh on a yearly basis are acquired from the Ministry of
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Expatriates and Overseas Employment. Unfortunately, these datasheets were in Portable
Document Format (PDF) that is why we convert it to .xlsx format for experiments purposes.

3.2 Data Pre-processing

First, we select the data having desired attributes. The attributes are different in both
datasets because it is collected from different sources. Also, both datasets do not have
the same sets of data. We only take the common countries that are available in both
datasets. In the first set, we have information about 19 countries. This datasheet provides
us with the migration details to these countries from the year 1976 to the year 2016.

In the second data set, we have data about 18 countries. This dataset provides us with
information about inward remittance from the year 2009 to the year 2016. We also took
the information from 2009 to 2016 as we only had the country wise information of these
years in both datasets. As very old data is not of much significance we have discarded
them. In the final filtering, we remove 3 countries that take fewer than 100 immigrants
each year and only take very highly skilled professionals. These ten countries are the
highest importer of manpower from Bangladesh according to the government data of
last eight years (2009 to 2016).

We take the average number of migrants and the average inward remittance for each
of these selected 10 countries as our attributes. The total number of migrants to a country
is not constant for any country. So, we take the average over last eight years. Due to the
increasing number of immigrants every year, more workers are being added up in that
countries work force resulting increasing inward remittance from that country. So, we
take an average of the remittance over these past eight-year period.

3.3 Data Analysis

From the training data, we find out some interesting information which turns out to be
beneficial for our research. From the training data set, we find out people from which
profession of Bangladesh usually gets more demand in foreign countries. Other infor‐
mation like which country takes the most workers from Bangladesh and what percentage
of the total inward remittance comes from which country.

Table 1. Collected data of remittances coming from different countries on yearly basis

Country 2009–2010 2010–2011 2011–2012 2012–2013 2013–2014
Bahrain 170.14 185.93 298.46 361.70 459.39
Kuwait 1019.18 1075.75 1190.14 1186.93 1106.88
Oman 349.08 334.31 400.93 610.11 701.08
Qatar 360.91 319.36 335.26 286.89 257.53
K.S.A 3427.05 3290.03 3684.36 3829.45 3118.88
U.A.E 1890.31 2002.63 2404.78 2829.40 2684.86
Libya 1.46 5.20 12.91 57.65 71.96
Iran 4.49 2.32 1.16 2.59 0.40
Sub total 7222.62 7215.53 8328.00 9164.72 8400.98
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This chart (Fig. 1) shows that in the recent years the United Arab Emirates (UAE)
takes the highest number of Bangladeshi workers. Kuwait and Qatar takes the second
highest number of Bangladeshi workers. Bahrain is in the 3rd position in this list.

Fig. 1. Country-wise Bangladeshi manpower export

Figure 2 shows the job sectors that have comparatively more demand in these ten
countries. The figure shows that the driving has the highest demand where the labor
profession has the second highest demand. So, Bangladeshi workers who are skilled in
these two sectors have a higher chance of getting a job in those fields and contribute to
the inwards remittance. Other professions like tailor, cleaner, industrial worker have a
moderate demand as well.

Fig. 2. Demands of jobs by country-wise
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3.4 Implementation

We have to make one decision tree and one Naïve Bayes Network for predicting. Deci‐
sion Tree is used for government decision making and the Naïve Bayes Network to find
the probability of sending workers to appropriate country.

We have to select the columns from table and set their roles. For example which
columns will be batched, which are regular attributes and which column is the class label
attribute. The figure shows the attributes’ roles.

For the decision tree which is for the government, we made a datasheet.
The columns of the first datasheet are: COUNTRY, Average_Imigrant, REMIT‐

TANCE(USD in Million), YEAR (Table 2).

Table 2. Roles of the attributes

COUNTRY label
YEAR regular
Average_Imigrant regular
REMITTANCE(USD in Million) regular

Now, we can start the recursive splitting process. Our program can now split the data
into leaf nodes as we are using decision tree classification according to the best ratio of
information gain to split information. If we want to get detailed classification rules, the
support value should be smaller.

The training set will help us pre-prune the tree. When the number of samples is less
than support value or class entropy is less than 0.1, the splitting process will be stopped
and generates a node, which stands for a rule.

Here we have used rule induction to generate rules from the decision tree.
For validation purpose, we design our program like below which is shown in Fig. 3:

Fig. 3. Validation process part-1

The remittance data is used as a source of data for determining the country. After
remittance, the algorithm looks for the average immigrants. If the remittance is related
to the immigrant’s number, it appears as a leaf node. The average export rate does not
affect the flow of remittance. The visualization of the top portion of the Decision tree
for the government obtained from the data we collected is shown in Fig. 4:

We have shown a part of our decision tree above. For the Naïve Bayes Network,
useful for workers the columns of the datasheet are: Country, Language, JOB SKILL,
PER CAPITA INCOME($)_2016.
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Then for our program we set rules for the COUNTRY as label class, LANGUAGE
and JOB SKILL column as regular and Per CAPITA INCOME ($) _2016 as weight.

As we are predicting countries for the workers according to county’s job demands
and income per capita, we have used Naïve Bayes Network and Rule induction method
to set rules.

After setting the pureness to 0.7 in Rule Induction we generated 28 rules. Some
sample rules are given below:

if LANGUAGE = Arabic and JOB SKILL = Cook then Kuwait
if LANGUAGE = Mandarin then Singapore
if JOB SKILL = Security then Bahrain
if JOB SKILL = Driver and LANGUAGE = Arabic then Kuwait

4 Findings

After implementing the given dataset, from dataset 1 which was used to provide infor‐
mation for government use purpose, we got a decision tree and by rule induction a set
of rules was generated. By these rules we can understand which country will be a better
choice for sending a particular number of manpower so that the remittance is maximized.
In other words, in which country the manpower will be utilized the most.

Rules generated using the decision trees mentioned above are shown below: (Rules
are expressed in a format of If…Then…Every route from the root to leaf is a rule, former
part is the attribute values and latter part is the class)

For the government, we have generated 21 rules. And all of them are correct for 79
training sets. For testing set, we have got an accuracy rate of 70.83% in Decision Tree
based Classification. Criterion for both the decision tree and the rule induction gain is
given below.

For Decision Tree:

• maximal depth: 20
• confidence: 0.5
• minimal gain: 0.1
• minimal leaf size: 2
• minimal size for split: 4

Fig. 4. Decision tree for Government
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For Rule Induction:

• sample ratio: 0.9
• pureness: 0.9
• minimal prune benefit: 0.25

Some rules are discussed below:
Rule 1: if Average_Imigrant > 37268 and Average_Imigrant ≤ 62519.500 and

REMITTANCE (USD in Million) ≤ 242.550 then Singapore
By this rule it clearly shows if the expected remittance is below 242.550 Million

USD and immigrants are likely to export in the range of 37268 to 62519 then Singapore
would be the best choice.

Rule 2: if REMITTANCE (USD in Million) > 474 and REMITTANCE (USD in
Million) ≤ 1439.665 and Average_Imigrant ≤ 14937 then Malaysia

In rule 2 we can see if the immigrant number is below 14937 and expected remittance
is greater than 474 and equal or less than 1439.665 then government should send workers
to Malaysia.

By the rule set we have generated, the Government will have a knowledge about which
country would be the best in terms of sending workers and bring more remittance to our
country. So, when the government will make plan to send workers to a foreign country they
will have a knowledge which country should be approached first. If the country refuses to
accept to import the workers then the government will have a second choice.

The next experiment we have done is for the workers. We implemented our datasheet
in our program and used Naïve Bayes to predict a job location and job for the workers.
Then we have implemented it on the rule induction to generate a rule set.

In this experiment, we generated total 28 rules. For testing set 77 were correctly
predicted among 93 records with an accuracy of 83%. For testing set, we have got
accuracy rate of 65.54% Some of the rules generated using the Naïve Bayes Networks
mentioned before are shown below:
Rule 1: if JOB SKILL = Agricultural worker and LANGUAGE = Arabic then UAE
It is showing that if any worker wants to work as an agriculture worker and can speak
Arabic then he or she should choose UAE rather than other countries.
Rule 2: if JOB SKILL = Driver and PER CAPITA INCOME ($) _2016 ≤ 32098 then
Kuwait.
If the worker wants to earn equal or less than 32098 and wants to work as a driver then
he should go to Kuwait.

We have found some existing algorithms like our work; one of them was on manpower
demand for some particular industries in a country by using grey prediction model based
on known and unknown data [11]. Another model was about the planning of manpower
control and for this the authors used square matrix and Euclidean space [12]. In our
model, we have worked for both the government and the workers based on the working
skill and remittance. From the decision tree we have created some rules from which we
can easily predict the best suited country for workers. As we have used only known data
there is less probability to fail a guess for country selection. In our model we have clearly
shown the best prediction for job replacement based on remittance and this kind of work
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has not been done till now. By this experiment we have tried to help the worker so that
they can select a country where they likely can earn enough according to their skill sets.

5 Conclusion

We have used data mining technique successfully on manpower export purposes. The
work and the results above clarifies the fact that decision tree, rule induction, naïve Bayes
and prediction technique in data mining can be used to determine which countries are
the best choices for Bangladeshi workers for improving the rate of remittance. We hope
our results and findings will help the workers to select a particular country based on their
job skills. In our paper, we have tried to help both Bangladesh government and the
workers. The different kinds of methods and rules in data mining play an important role
in manpower export. However, we sincerely hope that our work will play a role in
developing the economy and financial state of a developing country like Bangladesh.
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Abstract. In this paper, we present an algorithm for cluster detection using
modified Watershed model. The presented model for cluster detection works
better than the k-means algorithm. The proposed algorithm is also computation‐
ally inexpensive compared to the k-means, agglomerative hierarchical clustering
and DBSCAN algorithm. The clustering results can be considered as good as the
results of DBSCAN and sometimes the result obtained by the proposed model is
better than the DBSCAN results. The presented algorithm solves the conflicts
faced by the DBSCAN in case of varying density. This paper also presents a way
to reduce high dimensional data to low dimensional data with automatic associ‐
ation analysis. This algorithm can reduce high dimensional data to even a single
dimension. Using this algorithm the challenges faced in multidimensional clus‐
tering by different algorithms such as DBSCSN is solved. This dimensionality
reduction with automatic association algorithm is then applied to the Watershed
model to detect cluster in Homicide Data and finding out murder prone zones and
suggest a person with murder avoiding areas.

Keywords: Cluster detection · Watershed model · Association analysis · Murder
prone area detection · Homicide data · Data reduction

1 Introduction

Clustering data has been a challenge in data mining field for a long time. Many problems
were faced during the establishment of clustering algorithm. Popular algorithms like k-
means, DBSCAN, and agglomerative hierarchical clustering are used mostly for cluster
detection with some modifications [1]. Major researches on efficient initialization of k-
means were also available in [2]. But algorithms which are used frequently in image
processing have hardly been used for data mining. In this paper, we present a modified
Watershed model for cluster detection. Watershed model is quite popular and efficiently
used in image processing. Watershed model was modified for region detection in many
researches [3]. Our research also presents a modified Watershed model for region detec‐
tion. The clusters are determined by the set of points bounded by that region. This paper
also presents a dimensionality reduction algorithm. The given algorithm tries to solve
the curse of dimensionality [4]. The provided dimensional reduction algorithm can
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reduce high dimensional data to even a single dimension. Though the efficiency of
reduction is an ongoing research, the advantage of this dimensional reduction algorithm
is that it provides an automatic association analysis. Association rules are used for
suggestion algorithms [5]. The dimensional reduction algorithm with automatic asso‐
ciation algorithm is applied to Homicide data obtained from FBI available database [14]
to reduce a twenty-four-dimensional data to two-dimensional data. Then the modified
Watershed model for cluster detection is applied on obtained two-dimensional data.
Using the available data murder prone areas are detected and murder avoiding areas are
suggested using association rule analysis.

Comparing efficiency of algorithms is contradictory as it depends largely on imple‐
mentations [6]. However, comparing data groupings using clustering and its efficiency
of clustering can be measured in many ways [7]. Silhouette Coefficient, Cohesion and
Separation based evaluation, matrix based evaluation etc. are used for data evaluation
[8, 9]. In our paper, we also present a comparison between k-means, DBSCAN and our
modified watershed algorithm. Efficiency of the algorithms is also reported.

The paper is organized as follows. In Sect. 2, we have described the related works.
Section 3 describes the modified Watershed algorithm. Dimension reduction with auto‐
matic association analysis algorithm is described in Sect. 4. Section 5 compares the
presented clustering algorithm with k-means and DBSCAN and shows the efficiency of
the algorithm. Algorithms are then applied to the Homicide data and the murder prone
areas and murder avoiding areas are suggested followed by the conclusion and future
scopes of this research in Sect. 6.

2 Related Work

Despite more than 50 years old, the k-means algorithm is still a popular algorithm used
for clustering [10]. The authors summarize the conventional methods of clustering, the
difficulties of developing new clustering techniques, and discuss the new developments
and research directions in cluster analysis. The limitation of random initial centroid
selection in k-means algorithm is discussed in another paper [2]. It is suggested that there
are better alternatives to these methods that would perform more efficiently. Watersheds
in edge-weighted graphs are discussed in one of the researches, and the efficiency of the
proposed methods has been proved in terms of minimum spanning forests [3]. Two new
linear-time algorithms were derived, which were much more efficient and outperformed
all other currently existing algorithms. The results were compared with two other
methods for image segmentation, and proved to be a significant improvement over the
existing methods based on watershed.

In one of the papers, an overview of the R package arules is provided and its features
are discussed [5]. Before arules, there was no feature available in R for clustering and
mining associations. The arules package additionally provides interfaces to C implemen‐
tations of two of the popular data mining algorithms, While searching for studies involving
homicides, we came across a research covering the homicides committed in the UK over a
year, the types of offences, and the statistics of specific offences [11]. It also included
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patterns of change in the offences, possible links, the sentences condemned and the
convictions, along with comparisons with international cases.

3 Modified Watershed Model Algorithm for Clustering

Watershed model is mainly used for image processing for region detection. We have
modified the given Watershed model for data clustering. In Watershed model the key
challenge is to find the most distinct points. This requirement is fulfilled by many tech‐
niques. Some renowned researches on this model apply distance transform to achieve
the expected result. Another way to achieve the result is through special filtering. We
have fulfilled this challenge by applying multivariate Gaussian filter on the obtained
image plot from the cluster dataset. A brief introduction on Watershed model is given
followed by our modified algorithm.

3.1 Watershed Region Detection Algorithm

The key idea of Watershed model is to find the distinct highest point. Then the regions
are plotted as reverse hat. The regions are gradually flooded with points having highest
values and a dam is constructed if regions of any water are in conflict with the other.
The regions bounded by the dam are the selective distinct regions. There are many ways
to flood the regions. One of the famous algorithms is Meyer’s flooding algorithm [12].
We have used similar algorithm for flooding the region. But the key challenge is to obtain
the distinct points from where the flooding will begin.

3.2 Methodology

Before approaching to watershed model we have to modify the cluster of data to be
compatible with watershed model. The next part describes the algorithm step by step.

1. Take the minimum points acceptable in a cluster.
2. Plot the points in a two-dimensional image and modify the points suitable for the
Watershed model.
3. Apply Watershed model to find out the regions.
4. Mark the points associated in that region and remove it.
5. Repeat Step 2–4 until every point is selected.

The novelty of this algorithm is modification of the two-dimensional data for water‐
shed model. The vital challenge is in step 2. The first two steps of the algoritm are
discussed below.

3.3 Modifying Data for Watershed Model

After plotting we can see that the obtained points are situated apart from each other.
Therefore, it is not possible to apply watershed model to the given plots. For that we
have to blur the image applying Gaussian filter so that there remains no space between
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points. After applying filter, the distance between highest points are calculated to deter‐
mine the size of the highest filter. The algorithm for data modification is given below.

1. Take the minimum points acceptable in a cluster.
2. Plot the two-dimensional data in an image.
3. Find out the maximum distance between the points.
4. Apply three Gaussian filters to the image. The 1st filter size equals to the minimum
acceptable points, 2nd filter size equals to the average of maximum distance and
minimum filter size, 3rd filter size equals to the maximum distance.
5. After highest points are achieved, if there is connectivity between highest distinct
points, the value of any one point will be reduced to half.
6. Step 5 will be repeated until no connectivity is remaining between distinct points.

After that, step 3–5 of the methodology subsection (Sect. 3.2) will be applied to the
algorithm. Flow diagram of the algorithm is shown in Fig. 1.

Fig. 1. Flow diagram of modified watershed algorithm for cluster analysis.

4 Dimensionality Reduction

Dimension reduction has been a great challenge in every field. Principal component
analysis (PCA) is a popular technique that works like feature extraction for dimension‐
ality reduction [13]. Rather than feature extraction or feature selection we have focused
on dimension representation and plotting it in a single variable. In case of data mining
most of the data we obtain can be divided to small number of classes. For example, sex
could be either male or female, that is we can represent this data into binary 0 or 1. Again
let us consider another data for month where there are twelve distinct data. Representing
these data would require 64 bits to 128 bits. But we can simply signify the data using 4
bits. 4 bits are able to represent the distinct 16 data. In this paper, we present a homicide
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data. Homicide data contains 15322920 data where there are 24 distinct attributes
containing 638455 rows. Computing any algorithm on such large dataset is very expen‐
sive. But using our algorithm we have reduced the data into two-dimensional data. For
clarity let us take five attributes into considerations which are City, Crime type, Victim,
Month, Crime solved. There are 231 distinct cities which can be represented by 8 bits.
Two Crime Types namely ‘Murder’ and ‘Manslaughter by negligence’. These attributes
can be represented by single bit. Victim has two types, male and female, which can also
be represented by a single bit. Month can be represented by 4 bits and crime solved ‘yes’
or ‘no’ can be represented by single bit (Table 1).

Table 1. Table for dimensionality reduction

Classes City Crime type Victim Month Crime solved
Bit required for
representation

8 1 1 4 1

Example Laos Murder Male June Yes
Representation 00000001 0 1 0110 1

Using 15 bits we are able to represent five data. The above binary 000000010101101
represents 173. This 173 data will be associated with the id representation making the
data into two dimensional data. The k-means, DBSCAN algorithms are not strong on
solving multidimensional data. This algorithm can be used to solve this problem. But it
requires Meta data for representation. To find out the metadata the algorithm has to be
upgraded. The algorithm is discussed below.

1. Divide the given attributes according to two suitable groups where focused attrib‐
utes for priority will obtain the most significant bits and attributes with less priority
will gain least significant bits.
2. Find the unique value of attributes for each group.
3. Find the bits required representing this value using the following formula where b
represent the number of bits required and x represent unique values.

b = ⌈log2x⌉

4. Record the data representing the bits and store them in a metadata.

The classes are our focuses; so we keep them in the most significant bits. For
example, we want to plot the cities according to murder prone areas. Then the city will
have the most significant bits and we do not care very much about whether the crimes
are solved or not. It will be in the least significant bits. The change in MSB will signif‐
icantly change the value. 100001 and 100000 will have no difference in plotting in 2D
value but 000001 and 100001 has a very significant difference.
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5 Application of Algorithm in Homicide Data

The Homicide data obtained from FBI database contained 24 attributes. Those are
Record Id, Agency Code, Agency Name, City, State, Year, Month, Number of incident,
Crime Type, Crime Solved, Victim Sex, Victim Age, Victim Race, Victim Ethnicity,
Perpetrator Sex, Perpetrator Age, Perpetrator Race, Perpetrator Ethnicity, Relationship,
Victim Count, Perpetrator Count, Record Source, City Latitude and City Longitude. Out
of these twenty-four attributes Record ID, Agency Code, Agency name, Record Source
can be ignored. As the record ID is gradually increasing from 1 so it can be obtained
any time and Record source is not required. That leaves us twenty different attributes.
We can divide these twenty attributes into equal number of bits. Again, we will have
same latitude and longitude for the same City so City data can also be ignored. As city
is inside a state, state could also be ignored which leaves us 18 attributes. Now out of
these 18 attributes we have prioritized the attributes as follows. In our 1st category we
have 28 bits and 2nd category contains 39 bits. Our priority would be city latitude and
city longitude if we intent to represent in geo-location. From the above data we have
plotted the value in a normalized 800 by 400 pixel image in Fig. 2 (Tables 2, 3 and 4).

Fig. 2. Homicide detection prioritizing
location vs murder rate

Fig. 3. Murder rate data image after applying
Gaussian filter

Table 2. Table of category 1 atrributes

Attributes Latitude Longitude Victim
sex

Victim
age

Victim
race

Victim
ethnicity

Unique
values

231 231 2 99 4 3

Bit required 8 8 1 7 2 2

Table 3. Table of category 2 attributes

Attributes Number of
incident

Year Month Crime
type

Crime
solved

Perpetrator
sex

Perpetrator
count

Unique
values

56 56 12 2 2 2 4

Bit
required

6 6 4 1 1 1 2
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Table 4. Table of category 2 attributes

Attributes Perpetrator
age

Perpetrator
race

Perpetrator
ethnicity

Relationship Victim count

Unique
values

89 4 3 28 4

Bit required 7 2 2 5 2

In order to represent the data we have to build our custom variable of 28 bits and 39
bits respectively. After that we have applied our modified watershed algorithm and got
the following results. Figure 3 captures the 1st iteration where the Gaussian filter of size
8 is applied to get an image result. After the completion of Gaussian image we see
individual seven regions are discovered using modified Watershed which are designated
by distinct white regions in Fig. 4.

Fig. 4. Regions in image after applying
modified watershed model.

Fig. 5. Result from modified watershed model

Fig. 6. Cluster analysis using K-means on
homicidal data

Fig. 7. Cluster analysis of homicide rate
analysis using DBSCAN.

After finding out the regions we plot the points individually in the respective areas
to get their original points. After applying original points we get the final result of our
Watershed model to find out murder prone areas in United States. Our modified water‐
shed algorithm produced the results that is depicted in Fig. 5. The algorithm is able to
successfully detect seven clusters. Though the algorithm is efficient but representing an
image containing around 700000 data is not possible. So we have to normalize the result
in an image of 800 by 600 points. In x axis, the location is plotted and in y axis murder
count is plotted in Fig. 2. On the same data if we apply k-means algorithm to find out
seven clusters we get the result as described in Fig. 6.
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As we can see that k-means is not able to successfully identify the seven individual
clusters for the homicidal data. It is not possible to find pattern from the received clusters
through k-means. Again, we have applied DBSCAN algorithm on the same amount of
data set. Though DBSCAN could successfully identify clusters, it had slight problems
differentiating two clusters. The epsilon value for DBSCAN for this individual experi‐
ment is 20 and minimum data inside this area is 5. Due to close proximity of points it is
unable to determine the distinct seven clusters in Fig. 7. We have also measured the
respective silhouette values of k-means, DBSCAN and our Watershed model focusing
on Euclidean distance and plotted them in graphs. Figure 8 shows us the silhouette plot
of k-means, Figs. 9 and 10 show us the silhouette plot of DBSCAN and our modified
Watershed model respectively. Here the positive value signifies the measure of accept‐
ance it belongs to its own cluster and negative value shows us the measure of rejection
from its own cluster.

Fig. 8. Silhouette plot of k-means algorithm Fig. 9. Silhouette plot of DBSCAN

Fig. 10. Silhouette plot of modified Watershed
model

Fig. 11. Plotting modified watershed model
clusters against the United States map

We have also calculated the total amount of negative values where k-means have a
total amount of negative value of only 1.943 and DBSCAN has total negative value of
193.2585 and Watershed model has a total negative value of 41.058. As we can see that
Watershed model has less negative values than DBSCAN which represents that the
Watershed model is better than DBSCAN in terms of cluster representation. Though k-
means has the least Silhouette value but it is not acceptable as we can see that k-means
failed to successfully distinguish the clusters in Fig. 6.

From the modified Watershed model, we have the position prioritizing along X axis
where first 8 bits signify latitude and next 8 bits signify longitude. To better visualize
the result, we have created a matrix having 3 dimensions: latitude, longitude and the
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cluster in which it belongs. Then we plot them against the United States map. The result
is displayed in Fig. 11. We can see some derbies respect to the position of the states
which is created due to lower significant bits. Here in order to find out patterns among
the data in the map we can consider that states like Texas, Oklahoma, Mississippi, Cali‐
fornia, Alaska, Hawaii, Florida, Alabama belong to the same cluster which also signifies
the most murder prone areas. On the other hand New York, Maine, New Hemisphere,
Rhode Island, North Caroline, Kentucky belongs to the same cluster which determines
the least homicidal areas. Washington individually belongs to a single cluster which is
the second most murder prone zone. Montana, Minnesota, North Dakota, Wisconsin
belongs to same cluster which is the second least murder prone areas.

6 Conclusion and Future Work

Though the clustering largely depends on the dataset but the efficiency of the provided
model is encouraging. It performs better in cluster detection and outranks k-means easily
but whether it is better than DBSCAN it is still in question. In case of space complexity,
the Watershed model is better than DBSCAN. Though it highly depends on implemen‐
tation yet through our research we believe that our model outranks in performance both
k-means and DBSCAN in terms of time and space complexity. The result in terms of
accuracy received by Watershed model outranks k-means in all respect. Sometimes it
performs better than DBSCAN in special circumstances where density of clusters is a
challenge for DBSCAN.
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Abstract. Three expert algorithms based on the sales comparison approach
worked out for an automated system to aid in real estate appraisal are presented
in the paper. Ensemble machine learning models and expert algorithms for real
estate appraisal were compared empirically in terms of their accuracy. The
evaluation experiments were conducted using real-world data acquired from
a cadastral system maintained in a big city in Poland. The characteristics of
applied techniques for real estate appraisal are discussed.
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1 Introduction

Numerous methods and models are proposed for automated computer systems sup-
porting single property valuation as well as mass appraisal of groups of properties.
They range from multiple regression analysis [1] to intelligent techniques including
neural networks [2], decision trees [3], fuzzy systems [4], and hybrid approaches [5, 6].
Most real estate appraisal models are based on the sales comparison approach. They are
applied in computer systems called Automated Valuation Models (AVM) and Com-
puter Assisted Mass Appraisal (CAMA) [7–9].

Various machine learning methods such as ensemble techniques [10–12], hybrid
approaches including evolutionary fuzzy systems [13] and evolving fuzzy systems [14]
were examined by the authors and utilized to generate data driven models. Advanced
methods for feature selection are also very important [15, 16]. We devised several
techniques for creating regression models for property valuation based on ensembles of
genetic fuzzy systems [17, 18] and evolving fuzzy systems [19, 20]. We employed
ensembles of genetic fuzzy systems and neural networks to predict from a data stream
of real estate sales transactions [21, 22]. We proposed also methods for merging
different urban areas into uniform zones to obtain homogenous areas embracing greater
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number of records which allow for building more reliable models for property valu-
ation [23, 24].

Comparative analysis of three expert algorithms and six machine learning models
developed for an automated system to aid in real estate appraisal are presented in this
paper. All expert algorithms are based on the sales comparison approach and imple-
ment different mechanisms of selecting similar properties to estimate the value of a
given property. The performance of the expert algorithms was experimentally exam-
ined employing real-world data derived from a cadastral system and registry of real
estate transactions. Moreover, the accuracy of the algorithms was compared with six
machine learning models including single models of decision trees and neural networks
as well as their bagging and boosting ensembles which were created in the WEKA data
mining system [25]. Statistical analysis of the experimental results was carried out
using parametric and nonparametric tests. The details of this study were presented in
three engineer’s theses [26–28] and preliminary experimental results in [29].

2 Expert Algorithms for Real Estate Appraisal

Three expert algorithms for residential real estate appraisal implementing the sales
comparison approach are presented in the paper. To estimate the price of a particular
apartment, all algorithms calculate an average price of a number of similar apartments
to that real estate. One of the first steps of each algorithm is determining similar
properties to a given apartment. The experts selected four main attributes of apartments
and partitioned their values by ranges. The ranges for each attribute defined the classes
of similarity. The list of similarity classes settled for residential real estate of a given
Polish city is placed in Table 1. The list was elaborated based on the dataset of sales
transactions available. Four main attributes were employed: usable area of an apartment

Table 1. Similarity classes of apartments within a city determined by the experts

Feature Class Values

Area 1-small Under 40 m2

2-medium 40–60 m2

3-large Over 60 m2

Year 1-very old Before 1918
2-old 1919–1945
3-medium 1946–1975
4-new 1976–1995
5-newest After 1995

Storeys 1-low-rise 1–2
2-mid-rise 3–5
3-high-rise More than 5

Rooms 1-small 1–2
2-medium 3–4
3-large More than 4
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(Area), year of a building construction (Year), number of storeys in a building (Stor-
eys), number of rooms in an apartment including a kitchen (Rooms). Two apartments
are considered similar if the values of all their main attributes belong to the same
similarity classes.

The first expert algorithm is named NST: N-Nearest Similar (apartments) Trans-
actions. It computes the estimated price as an average price of N-nearest apartments in
terms of the Euclidean distance belonging to the same similarity classes as the valuated
one does. The pseudocode of the NST algorithm is shown in Table 2. The second
expert algorithm is called LTA: N-Latest Transactions in an Area. It estimates the
predicted price as an average price of the N-latest transactions of similar apartments
within the same area, i.e. cadastral region or expert zone. The pseudocode of the
LTA algorithm is presented in Table 3. The third expert algorithm was named

Table 2. Expert algorithm NST: N-Nearest Similar (apartments) Transactions

Table 3. Expert algorithm LTA: N-Latest Transactions in an Area
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RST: N-Random Similar (apartments) Transactions. It appraises the cost of an apart-
ment by averaging the prices of N apartments drawn randomly from among all similar
ones. The pseudocode of the RST algorithm is presented in Table 4.

Two types of market areas were analysed in the paper, namely cadastral regions of
a city and quality zones delineated by an expert. Cadastral regions constitute an
administrative partition of the city and are outlined by the boundaries of housing
estates, parks, and forests as well as by routes of main streets, rivers, and railway lines,
etc. The regions could be considered as market areas with uniform levels of real estate
prices. The second partition was devised by an professional appraiser who based on his
expert’s knowledge and long experience proposed 21 zones characterized by similar
behaviour of real estate prices. The partition of a city area into 69 cadastral regions and
21 expert zones is depicted in Fig. 1.

Table 4. Expert algorithm RST: N-Random Similar (apartments) Transactions

Fig. 1. Partition of a city area into 69 cadastral regions (left) and 21 expert zones (right)
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3 Setup of Evaluation Experiment

The main goal of an evaluation experiment was to compare the performance of expert
algorithms with machine learning models built over the cadastral regions and expert
zones of a Polish city. Moreover, the parameter N, i.e. the number of apartments taken
to calculate the price of an appraised apartment, was examined.

Six machine learning models were built for each cadastral region and expert zone
using data mining system WEKA [25]. They include a decision tree and neural network
as a single model as well as parallel form of an ensemble such as bagging and
sequential form of an ensemble such as additive regression, which is a sort of a
boosting learning technique. Bagging enhances the performance by reducing model
variance. It averages the results provided by a number of models built over bootstrap
replicates, called bags. In turn, additive regression enhances the performance of a single
regression base learner (regressor) using sequential learning of regressors. Each iter-
ation fits a model to the residuals left by the regressor on the previous iteration.
Prediction is achieved by adding the predictions of each regressor. Thus, the following
models were used:

M5P-S – single model of the Pruned Model Tree which employs procedures for
constructing M5 model trees. The algorithm applies decision trees, however, in place of
values at tree nodes, it retains multivariate linear regression models there.

M5P-B – bagging ensemble with the pruned model tree (M5P) as the base learner.
M5P-A – additive regression with the pruned model tree (M5P) as the base learner.
MLP-S – single model of the Multilayer Perceptron which is a feed-forward neural

network with the backpropagation learning algorithm. For regression problems, i.e.
when classes are numeric, the output nodes turn into unthresholded linear units.

MLP-B – bagging ensemble with multilayer perceptron (MLP) as the base learner.
M5P-A – additive regression with the pruned model tree (M5P) as the base learner.
Each machine learning model was built using four input features pointed out by the

experts as the main price drivers of an apartment. They were available in the dataset
applied to evaluate the NST, LTA, and RST algorithms. There were following features:
usable area of an apartment (Area), year of a building construction (Year), number of
storeys in a building (Storeys), number of rooms in an apartment (Rooms). In turn, price
per square metre (Price) was taken as the output variable.

The experiment was conducted employing real-world data about sales transactions
derived from a cadastral system and a public registry of real estate transactions. The
dataset contained 12,439 records of sales transactions of apartments completed within
16 years from 1998 to 2013. In order to compensate the changes of real estate prices in
the course of time, all the prices were updated for the last day of 2013 using trend
functions. The dataset was split randomly into 70% training set and 30% test set. The
NST, LTA, and RST expert algorithms were examined in the following way. The prices
of 100 apartments randomly drawn from the test set were estimated using individual
algorithms. Then, the accuracy measure MAE was computed for each run according to
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Formula 1, where Pa
i and Pp

i stand for the actual and predicted prices respectively and
n denotes the number of apartments appraised in each run.

MAE ¼ 1
n
�
Xn

i¼1

Pp
i � Pa

i

�� �� ð1Þ

This procedure was repeated 150 times providing 150 values of MAE for each
algorithm. In this way the number of points of observation allowed for carrying out
tests of statistical significance.

The following procedure for evaluating machine learning models was applied to
produce comparable results with the outcome of the expert algorithms. The same split
into 70% training set and 30% test set was employed. Then, the training set was
partitioned into 69 subsets containing the transactions accomplished within individual
cadastral regions and into 21 subsets corresponding individual expert zones. Machine
learning models were generated only for those cadastral regions and expert zones
which embraced at least 50 transactions. The regions and zones with smaller number of
training samples were discarded because they did not allowed for generating reliable
models. The main steps of the procedure to obtain expected prices of apartments using
machine learning models are shown in Table 5. Again, the same 150 sets of 100
apartments, randomly drawn from the test dataset, were applied to machine learning
models to predict the prices of apartments. Thus, 150 values of MAE were obtained for
each model.

4 Analysis of Experimental Results

The first series of experiments consisted in the examination of expert algorithms
accuracy depending on the parameter N, i.e. the number of similar apartments taken to
estimate the price of the apartment being evaluated. Each algorithm was tested for
N = 11, 20, 30, 40, 50, and 100. Due to the fact that not all observations had normal
distribution, based on the Shapiro-Wilk test, the nonparametric approach was applied.
Average rank positions of MAE produced by the NST, LTA, and RST algorithms for
different values of N determined by the Friedman test are shown in Tables 6, 7, and 8
respectively, where the lower rank value the better version of an algorithm. For
comparative analysis with machine learning models N11-NST, N30-LTA, and N40-RST

Table 5. Procedure to obtain expected prices of apartments using machine learning models
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algorithms were chosen. The first two algorithms were ranked in the first position and
the third one was in second place for both cadastral regions and expert zones. However,
there were no statistically significant differences among the three versions N40-RST,
N50-RST, and N100-RST according to the Wilcoxon test.

The mean values of MAE in terms of Polish currency PLN provided by six machine
learning models and three selected expert algorithms are presented in Fig. 2. The
values of MAE ranged from 367 to 834 PLN for cadastral regions and from 391 to 841
PLN for expert zones. Bagging ensembles for both M5P decision trees and MLP neural
networks revealed significantly better accuracy than single models and boosting
ensembles. For the best algorithm M5P-B the mean MAE values were equal to 498 and
512 PLN for cadastral regions and expert zones respectively. In turn, N11-NST revealed
the best performance from among the expert algorithms.

The Friedman test conducted for 150 points of observation revealed significant
differences between some algorithms and models. Average rank positions of model
accuracy in terms of MAE produced by the Friedman test are presented in Table 9,
where the lower rank value the better model. The Shapiro-Wilk tests disclosed that all
results for both cadastral regions and expert zones were normally distributed. There-
fore, parametric paired sample t-tests could be applied to comparative analysis of the
model and algorithm performance. The parametric t-test is more powerful than the
nonparametric Wilcoxon test. The zero hypothesis assumed that there were not sig-
nificant differences in accuracy, in terms of MAE, between individual pairs of results.

Table 6. Rank positions of NST accuracy in terms of MAE produced by the Friedman test

1st 2nd 3rd 4th 5th 6th

Cad. region N11-NST N20-NST N30-NST N40-NST N50-NST N100-NST
Avg. rank 1.71 2.14 3.49 4.12 4.41 5.13
Exp. zone N11-NST N20-NST N30-NST N40-NST N50-NST N100-NST
Avg. rank 1.71 2.14 3.49 4.12 4.41 5.13

Table 7. Rank positions of LTA accuracy in terms of MAE produced by the Friedman test

1st 2nd 3rd 4th 5th 6th

Cad. region N30-LTA N40-LTA N50-LTA N20-LTA N11-LTA N100-LTA
Avg. rank 2.80 2.93 3.31 3.39 4.19 4.37
Exp. zone N30-LTA N50-LTA N40-LTA N20-LTA N100-LTA N11-LTA
Avg. rank 3.08 3.18 3.30 3.39 3.89 4.16

Table 8. Rank positions of RST accuracy in terms of MAE produced by the Friedman test

1st 2nd 3rd 4th 5th 6th

Cad. region N50-RST N40-RST N100-RST N30-RST N20-RST N11-RST
Avg. rank 2.88 2.98 3.05 3.23 3.80 5.06
Exp. zone N100-RST N40-RST N50-RST N30-RST N20-RST N11-RST
Avg. rank 2.97 2.98 3.06 3.40 3.79 4.81
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The results of t-tests for cadastral regions and expert zones are shown in Tables 10 and
11 respectively. In Tables 10 and 11 + denotes that the model in the row outperformed
significantly the one in the corresponding column, − indicates that the model in the row
provided significantly worse accuracy than the one in the corresponding column. In
turn, � means that both results were statistically equivalent. The significance level for
the null hypothesis rejection was set to 0.05.

Fig. 2. Mean of MAE provided by machine learning models and expert algorithms

Table 9. Rank positions of all models and algorithms produced by the Friedman test

1st 2nd 3rd 4th 5th 6th 7th 8th 9th

Cad. region M5P-B M5P-S M5P-A MLP-B N11-NST MLP-A N30-LTA MLP-S N40-RST
Avg. rank 1.75 2.69 3.47 4.02 5.43 5.59 6.27 6.85 8.95
Exp. zone M5P-B M5P-S M5P-A N11-NST MLP-B MLP-A N30-LTA MLP-S N40-RST
Avg. rank 1.71 2.85 3.16 3.89 4.49 6.17 6.27 7.53 8.93

Table 10. T-test results for pairwise comparison of models and algorithms for cadastral regions

M5P-S M5P-B M5P-A MLP-S MLP-B MLP-A N11-NST N30-LTA N40-RST

M5P-S − + + + + + + +
M5P-B + + + + + + + +
M5P-A − − + + + + + +
MLP-S − − − − − − � +
MLP-B − − − + + + + +
MLP-A − − − + − � + +
N11-NST − − − + − � + +
N30-LTA − − − � − − − +
N40-RST − − − − − − − −
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5 Conclusions and Future Work

Three expert algorithms based on the sales comparison approach worked out for an
automated system to aid in real estate appraisal were presented in the paper. The first
algorithm, NST, processed a predefined number of the nearest similar apartments to
a given apartment to estimate its price. The second one, LTA, took a predefined number
of the latest transactions of similar apartments within the same market area in which an
appraised apartment was located. The third algorithm, RST, accomplished estimations
by averaging the prices of apartments drawn randomly from among similar ones.

The impact of the parameter N on the accuracy of algorithms was experimentally
examined. Three versions of these algorithms, which revealed the best performance,
namely N11-NST, N30-LTA, and N40-RST were selected for comparison with six
machine learning models including single models of a decision trees M5P and neural
networks MLP and their bagging and boosting ensembles.

The experiments were conducted using real-world data of sales transactions of
residential premises derived from a cadastral system and a public registry of real estate
transactions. Machine learning procedures were derived from the WEKA data mining
system. Mean absolute error (MAE) was employed as the measure of accuracy.

Following main conclusions can be drawn from the results of experiments. Bagging
ensembles for both M5P decision trees and MLP neural networks gave better accuracy,
i.e. the lower values of MAE, than single models and boosting ensembles. In turn, the
N11-NST version of the N-Nearest Similar Transactions revealed the best performance
from among the expert algorithms. The significantly worst accuracy provided the N40-
RST version of the N-Random Similar Transactions. Nevertheless, all analysed models
and algorithms, but RST, could be employed in an automated system to support pro-
fessional valuators in real estate appraisal. Moreover, the machine learning algorithms
could be applied only for those market areas where sufficient number of transactions is
available to generate reliable models. The expert algorithms, in turn, could be used
even if only a few transaction records are available.

Further study is planned to examine the performance of expert algorithms with the
smaller number of similar properties considered to estimate price of a given property.
Different market areas of a city will be investigated. Moreover, a few more machine
learning techniques including random forests and support vector machines will be
employed for the comparative analysis.

Table 11. T-test results for pairwise comparison of models and algorithms for expert zones

M5P-S M5P-B M5P-A MLP-S MLP-B MLP-A N11-NST N30-LTA N40-RST

M5P-S − + + + + + + +
M5P-B + + + + + + + +
M5P-A − − + + + + + +
MLP-S − − − − − − − +
MLP-B − − − + + − + +
MLP-A − − − + − − � +
N11-NST − − − + + + + +
N30-LTA − − − + − � − +
N40-RST − − − − − − − −
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Abstract. Quantum computing is an increasingly significant area of research,
given the speed up that quantum computers may provide over classic ones. In
this paper, we address the problem of finding the optimal coalition structure in a
small multiagent system by expressing it in a proper format that can be solved
by an adiabatic quantum computer such as D-Wave by quantum annealing. We
also study the parameter values that enforce a correct solution of the opti-
mization problem.

Keywords: Coalition structure � Optimization � Agents � Weighted graph
game � Quantum annealing � D-Wave

1 Introduction

Finding the optimal coalition structure is a problem with applications in many fields:
game theory with ramifications in political science and economics, transportation
science for studying traffic flow and congestion, computer networks, operation
research, etc. Basically, it provides a way for heterogeneous agents to form effective
teams.

Given a set of agents and connections between them, the goal is to group the agents
conveniently into coalitions in order to execute the assigned tasks in optimal time or
with maximum payoff [6]. The generation of such coalitions over the problem space is
generally an NP-hard problem [19].

Formally, it is equivalent to a set partition problem with a set of agents A, a payoff
function v : }ðAÞ ! R and a requirement to divide the A set into disjoint, mutually
exhaustive partitions or coalitions Ci, such as the total sum of payoffs,

P
i
v Cið Þ, is

maximized.
Under certain mild restrictions, the problem can be represented as a weighted graph

game [7], which is a coalitional game defined by an undirected weighted graphG = (V,W),
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where V is the set of vertices and W : V ! V is the set of edge weights. For any pair
i; jð Þ 2 V2, wij is the weight of the edge between i and j. Each agent corresponds to a
node in the graph, and the value of a coalition is: v Cið Þ ¼ P

ði;jÞ2Ci

wij [1].

The coalition that contains all the agents is referred to as the “grand coalition”.
If all the weights are positive, it is obvious that the maximum total payoff belongs

to the grand coalition. Therefore, we are more interested in the case where the weights
can also be negative, such that the agents would rather prefer subcoalitions.

In general, this is still a difficult problem, and exact algorithms proposed in liter-
ature, based on dynamic programming, have a complexity of O(3n) [15]. There are also
heuristic procedures that yield approximate, yet often good solutions, e.g. [17], which
uses a greedy approach [2] investigates this problem in weighted graph games and
provides algorithms with constant factor approximations for the optimal solutions.

In this paper, we express a simple version of the multiagent coalition structure
problem as an optimization problem solvable by quantum annealing. To our knowl-
edge, this is the first time that quantum annealing is attempted for this purpose.

The article is organized as follows. In Sect. 2, several other applications of quan-
tum annealing are presented. Section 3 briefly outlines the D-Wave computer archi-
tecture, and Sect. 4 describes the proposed method of mapping a weighted graph game
into a form that can be handled by quantum annealing. Section 5 presents an analysis
of the feasible intervals of parameters used for the mapping, and the final section
contains the conclusions of the work.

2 Related Work

Simulated annealing (SA) represents a general approach to solving optimization
problems. However, with the introduction of D-Wave, the first adiabatic quantum
computer, a significant interest arose for this classic algorithm. By using the quantum
uncertainty to obtain a range of probabilities over the problem space, there could be a
substantial performance improvement in solving problems, through a technique named
quantum annealing (QA) [10].

Unlike SA, where the algorithm has a single state whose position it tries to change
to a location that corresponds to a minimum of the objective function, in QA the initial
state simultaneously belongs to many different locations, because of the superposition
of the quantum bits (qubits). The probability that the state belongs to any specific
location gradually evolves as the algorithm progresses, such that the areas around local
minima have higher probabilities. It is however possible to exit areas of local minimum
by going directly through the energy barriers that define their boundaries, by a phe-
nomenon called quantum tunneling. This decreases the probability that the solution
remains confined to a local minimum and moves the search towards the global mini-
mum. The result is also improved by quantum entanglement, which helps the discovery
of correlations between the more promising locations.

Quantum annealing is believed to be superior in performance to classic simulated
annealing. Despite initial skepticism of whether D-Wave truly exploits quantum effects,
a recent study [6] has shown that it is indeed capable of using quantum tunneling
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effects in order to speed up computation beyond the capabilities of classic computers. It
has indicated that, for a specific set of problems, the quantum version can be eight
orders of magnitude faster than simulated annealing.

In [12], the authors identify multiple speed-up classes for quantum problems. The
results heavily favor quantum annealing, despite the fact that random problems, such as
spin glasses [16], do not seem to benefit significantly from this approach.

NP-complete and NP-hard problems have long been classic contenders for simu-
lated annealing. It was only natural for the research interest to shift towards them, in
order to demonstrate the need and the benefits of quantum computing. However,
quantum computers are indeed largely different when it comes to problem imple-
mentations, compared to regular computers. From here, one is faced with the
non-trivial task of expressing problems as coherent programs that can be understood by
quantum computers.

In [5], the researchers propose an implementation of the classic map coloring
problem tailored for D-Wave. They describe it as a single quantum machine instruction
using a programming model named “direct embedding”. Qubits, weight and strength
variables are used to describe an objective function which outputs the distribution of
samples. The solutions are found by minimizing the objective function.

Another example of an algorithm implemented in a quantum computer is a SAT
filter [8], which is a data structure that can efficiently query a word for membership in a
set. In doing so, multiple implementations are explored and measured for performance.
The results show an interesting set of trade-offs, such as the one between the block
sizes used and the efficiency at low false-positive rates. Therefore, it is worth noting the
performance and size limitations caused by hardware availability in quantum
computers.

Other authors apply quantum annealing for Bayesian network structure learning
[13] and job shop scheduling [18].

3 D-Wave Computer Architecture

The D-Wave quantum computer relies on a lattice of qubits, with couplers that connect
pairs of qubits, as presented in Fig. 1 (after [14]).

The programmer cannot set the values of the qubits, instead he/she sets the weights
associated with each qubit and the strengths of the couplers. The D-Wave computer
minimizes the objective function in Eq. (1) using quantum annealing, and the resulting
values of the qubits represent the solution of the optimization problem:

O q; a; bð Þ ¼
X

i

aiqi þ
X

ði;jÞ
bijqiqj: ð1Þ

In this equation, ai is the weight of qubit qi, bij is the coupler strength between
qubits qi and qj and the (i, j) notation refers to the indices of two neighbor qubits
connected by a coupler. One can recognize this expression as common to many
energy-based models, starting with the Ising model, further abstracted in the Hopfield
auto-associative neural network, and more recently, in restricted Boltzmann machines.
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The parameters ai and bij correspond to a quantum machine instruction and D-Wave
minimizes the objective function O such that, eventually, the qubit values qi satisfy the
given constraints.

More details about the D-Wave computer architecture can be found e.g. in [4, 9].

4 Problem Definition

In this paper, we focus on the multiagent coalition structure problem and provide a
quantum machine instruction program for it, tailored for the D-Wave quantum com-
puter. This study only addresses the simple scenario with four agents and two possible
coalitions, because, as it will be shown, it is non-trivial to express it as an optimization
problem for the quantum annealing process.

The weighted graph game that represents the problem has the structure presented in
Fig. 2. However, in the D-Wave architecture, the qubits are placed in a lattice, therefore
it is not possible to implement the overlapping links directly, such as those between
A and D, and B and C, simultaneously. The approach suggested by whitepaper [5] is to
use “clones”. In Fig. 3, one can see the same graph with clones for the B, C and
D agents. In this configuration, all the agents are directly coupled, but more constraints
are introduced, i.e. all the clones of an agent should have the same value in the solution.

Fig. 1. The programming architecture of D-Wave Two (Vesuvius) quantum computer: a lattice
of cells, each with 8 qubits, connected by couplers

Fig. 2. The coalition structure problem
considered

Fig. 3. The mapping of the problem on a
logical D-Wave qubit lattice
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The logical mapping in Fig. 3 must be further detailed into a physical mapping on
the qubit architecture presented in Fig. 1. For each agent, two logical qubits are used.
The “01” combination of values means that the agent belongs to the first coalition, and
“10” means that it belongs to the second. It is not possible to use only one qubit to
distinguish between the coalitions. According to Eq. (1), a qubit with a value of 0 does
not count in the computation of the objective function. Therefore, at least one qubit of
each agent must have a value of 1.

Using the D-Wave architecture, the qubits of the agents are coupled among
themselves and coupled with the qubits of their neighbors. The problem is symmetric,
in the sense that the identifiers of the agents can be switched without affecting the
solution. Therefore, all the parameters should have a single value: ai = a, bij = b,
cij = c, dij = d, where cij are the strengths of the external couplings between the clones
and dij are the strengths of the couplings between the neighbors.

The weights of the qubits a and the strengths of the couplings b are free parameters
of the model. Since the problem also relies on additional parameters that specifically
address the multiagent coalition structure problem, the values of these parameters can
be fixed to a = −1 and b = 2, as suggested in [5].

The external couplings between the clones (parameter c) must be negative. Also,
the couplings between the neighbors (parameter d) must be negative, but proportional
to the values in the agent coalition graph. As it will be shown, the combination of
values for these parameters that ensures a correct result is not unique.

Although lengthy, we include the complete objective function of the problem
below. These expressions come from Eq. (1) applied to the structure in Fig. 4. They are
important because we can distinguish between three types of couplers: the couplers
with b strengths, which enforce that the complementary qubits of an agent (e.g. D10/q11
and D11/q21) have opposite values, the couplers with c strengths, which enforce that the
clones have the same values (e.g. B10/q12 and B20/q13), and the couplers with

Fig. 4. The mapping on a physical qubit lattice Fig. 5. Example of a feasible parameter
region
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d strengths, which handle the actual weights between the agents and are
problem-specific.

O ¼ O1 þO2 þO3 þO4 ð2Þ

O1 ¼ a � q11 þ a � q12 þ a � q13 þ a � q21 þ a � q22 þ a � q23
þ a � q31 þ a � q32 þ a � q33 þ a � q41 þ a � q42 þ a � q43
þ a � q51 þ a � q52 þ a � q53 þ a � q61 þ a � q62 þ a � q63

ð3Þ

O2 ¼ b � q11 � q21 þ b � q31 � q41 þ b � q51 � q61 þ b � q12 � q22 þ b � q32 � q42
þ b � q52 � q62 þ b � q13 � q23 þ b � q33 � q43 þ b � q53 � q63

ð4Þ

O3 ¼ c � q12 � q13 þ c � q22 � q23 þ c � q52 � q53 þ c � q62 � q63 þ c � q11 � q31
þ c � q21 � q41 þ c � q31 � q51 þ c � q41 � q61 þ c � q13 � q33 þ c � q23 � q43

ð5Þ

O4 ¼ d � vBD � q11 � q12 þ d � vBD � q21 � q22 þ d � vAD � q31 � q32
þ d � vAD � q41 � q42 þ d � vCD � q51 � q52 þ d � vCD � q61 � q62 þ d � vAB=2 � q32 � q33
þ d � vAB=2 � q42 � q43 þ d � vAB=2 � q12 � q32 þ d � vAB=2 � q22 � q42
þ d � vAC � q32 � q52 þ d � vAC � q42 � q62 þ d � vBC � q33 � q53 þ d � vBC � q43 � q63

ð6Þ

One can notice that the weight between A and B, vAB, appears in Eq. (6) as divided
by 2 because in the definition of the problem from Fig. 2, there are two links between
A and B.

In the following study, we ignore a further transformation of logical qubits to
physical qubits, where the values of the qubit weights and the coupler strengths are
divided by 2, because each logical qubit is represented by a chain of length two and the
chains for each pair of logical qubits are connected by two physical couplers [5]. Since
all the parameters are scaled and the objective function is linear, this division does not
affect the results presented in Sect. 5.

5 Parameter Interval Analysis

In this section, we perform an analysis of the c and d parameters. We aim to detect their
range of values that guarantees that quantum annealing finds a correct solution for any
weighted graph game. The D-Wave computer allows a decent level of precision for the
real value coupling strengths; for example, [11] reports a resolution of at least three
decimals.

Since there are two free parameters, one should identify the feasible region of the
bidimensional space that corresponds to the correct solution, i.e. inside this region, the
objective function is minimum only for the correct solution.

The objective function then changes until it matches an incorrect, neighboring
configuration. An example is given in Fig. 5, where the weight values are: vAB = −5,
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vAC = 0, vAD = 7, vBC = 6, vBD = 1 and vCD = −3. In this case, since A and B, and
C and D, respectively, cannot belong to the same coalition, the obvious solution is the
coalition structure C1 = {A, C} and C2 = {B, D}, more compactly noted as “AC–BD”.

An important empirical observation is that the feasible region always contains the
(0, −1) point. Therefore, we can further simplify the problem by considering the
c parameter to be also fixed to the value of −1.

The problem remains to find out the feasible interval for the d parameter.
The right endpoint dr can be estimated by observing that since two agent coalitions

C1 and C2 are preferred to the grand coalition CG, then:

v C1ð Þ þ v C2ð Þ [ v CGð Þ: ð7Þ

This is equivalent to:

X

ði;jÞ
i;j2C1

vij þ
X

ði;jÞ
i;j2C2

vij [
X

ði;jÞ
i;j2CG

vij: ð8Þ

Since dr is the weight attributed to the payoff of the agent pairs that comprise the
coalitions, then:

dr �
X

ði;jÞ
i;j2C1

vij þ dr �
X

ði;jÞ
i;j2C2

vij [ dr �
X

ði;jÞ
i;j2CG

vij; 8dr\0: ð9Þ

Parameter d cannot be 0 because in this case the payoff of the agents would simply
be ignored in the optimization problem. Since we are interested in the maximum value
of d, it means that the solution is a negative value, as close as possible to 0:

dr ¼ �e; ð10Þ

where e is a small positive infinitesimal quantity: e ! 0; e[ 0:
In order to determine the left endpoint of the interval, we rely on some experimental

observations to demonstrate a procedure of computing dl. Although a single analytical
expression does not exist for all the possible coalition combinations, we show that an
exact value can always be computed.

The procedure relies on the condition that, at the border between the correct
solution and an incorrect one, the objective function O must be the same for the two
neighboring states. However, O has different expressions for the two states, because of
the different qubit values of 0 and 1. By imposing equality between these terms, one
can compute the corresponding value of dl analytically.

For example, let us consider the coalition structure AB–CD. In the qubit lattice
representation from Fig. 4, this solution corresponds to the state Q = 116487, with the
final qubit values shown in Table 1. The last six rows of the table show the terms of the
objective function that are different in the two configurations under comparison.
Empirically, it was observed that as d decreases below a certain threshold, the opti-
mization problem yields an incorrect result, e.g. state Q = 116535. In this state, the
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imposed constraints do not hold, e.g. D30/q51 and D31/q61 have the same value: 1.
According to the O2 partial objective in Eq. (4), because of a too large absolute value
for parameter d, parameter b is no longer capable of enforcing the constraint that the
two qubits that represent the coalition of an agent have different values.

At the dl endpoint, the different terms of the objective function O are equal for the
two configurations:

0 ¼ 2þ dl � vCD þ vACð Þ ) dl ¼ � 2
vCD þ vAC

: ð11Þ

The same equality holds in case of state Q = 115612, corresponding to the AD–BC
solution, which often has the incorrect state Q = 115667 as a neighbor when d de-
creases (Table 2). In this case, the left endpoint dl is given by:

0 ¼ 2þ dl � vAB=2þ vBCð Þ ) dl ¼ � 2
vAB=2þ vBC

: ð12Þ

Similar neighboring states have been observed for the ABC–D case (state
Q = 29148), with a frequent neighboring state Q = 228828:

0 ¼ �4þ 8þ dl � vBD þ vAD þ vAB=2þ vACð Þ � 1 ) dl

¼ � 3
vBD þ vAD þ vAB=2þ vAC

: ð13Þ

Table 1. Neighbor configurations for the
left interval endpoint (case AB–CD) and
their different terms of the objective
function

Q = 116487
AB–CD

Q = 116535
(incorrect)

011 011
100 100
011 011
100 100
000 110
111 111
0 −1
0 −1
0�2 1�2
0�2 1�2
0�d�vCD 1�d�vCD
0�d�vAC 1�d�vAC

Table 2. Neighbor configurations for the left
interval endpoint (case AD–BC) and their
different terms of the objective function

Q = 115612 AD–
BC

Q = 115677
(incorrect)

011 011
100 100
001 001
110 111
011 011
100 101
0 −1
0 −1
0�2 1�2
0�2 1�2
0�d�vAB/2 1�d�vAB/2
0�d�vBC 1�d�vBC
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and for the ABCD case (state Q = 29127), where the solution is the grand coalition,
with a frequent neighboring state Q = 228862:

�2þ dl � vBC ¼� 7þ 12þ dl � vBD þ vAD þ vCD þ vAB=2þ vACð Þ � 3

)dl ¼ � 4
vBD þ vAD þ vCD þ vAB=2þ vAC � vBC

:
ð14Þ

Because of space limitations, we must omit the details regarding the qubit repre-
sentation and the different terms of the objective function, which must be equal at the
left endpoint of the feasible interval.

Given the number of possible neighboring states, 218 − 1 = 262143, it is possible
to compute all the dl values analytically, even if in practice only a very small subset
actually matters. The left endpoint of the interval is then:

d�l ¼ max
i

dil ; ð15Þ

where d�l is of the form:

d�l ¼ � nP
j
wj � vj ; ð16Þ

with n ∊ ℕ and 2 wj ∊ ℤ.
Therefore, the optimization problem is correctly solved for a = 1, b = 2, c = −1

and d 2 d�l ; 0
� �

.

6 Conclusions

In this paper, we showed how to express a multiagent coalition structure optimization
problem as a problem solvable by quantum annealing. D-Wave provides a method to
solve a difficult optimization problem by solving a simpler one: putting the original
problem into a form that can be solved by quantum annealing. We analyzed the
parameters of the model that lead to correct solutions. Since the scenario involved only
four agents and two coalitions, the next natural step is to extend the model to any
number of agents, which could be placed in up to four coalitions, if one takes into
account the physical constraints of a D-Wave cell with 4 logical and 8 physical qubits
from Fig. 1. But also a more general scenario, without any restrictions, can be thought
of, taking as many cells into account as needed.

Another direction of research is to devise a more efficient approach to determine the
neighboring states, so as to find the feasible intervals of the parameters with fewer
computations. This is especially important in the general scenario, where the number of
states is far larger than in the scenario presented here.

Recently, the D-Wave Systems company has released qbsolv [3], a tool that solves
large quadratic unconstrained binary optimization (QUBO) problems by partitioning
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into subproblems targeted for execution on a D-Wave system. This tool can be used to
test the results of more complex coalition structure optimization problems.

Other multiagent optimization problems, e.g. combinatorial auctions, can be
addressed in the same way, i.e. by transforming them into problems that can be handled
by quantum annealing.
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Abstract. Very significant process in business organization is an external envi‐
ronment scanning. It is very important for decision makers to have an under‐
standing of the competitive position of the company. Actual and reliable infor‐
mation is particularly important for corporate executives and helps decision
makers make quick decisions in response to competitors’ actions. This knowledge
will help in increasing efficiency and effectiveness of company functioning.

The aim of this paper is to develop a method for external environment scan‐
ning by using cognitive agents. The research has been performed on the example
of hotel industry.

The first part of article presents the state on the art in the field. Next the
problem of external environment scanning in hotel industry is presented. The
method for environment scanning by using cognitive agent and the research
experiment, are presented at the last part of the paper.

Keywords: Environment scanning · Cognitive agents · Decision making ·
Sentiment analysis

1 Introduction

Many companies are nowadays competing in a global market, not only in the domestic
market. Consequently, they have to compete not only with companies from their imme‐
diate surroundings, but also from the whole region or global market. Managers of the
company will look for patterns that can help them understand external environment of
organization, and this may be different from what they expected. It is important for
decision makers to have knowledge about the competitive position of the company.
Actual and reliable information is particularly important for corporate executives and
helps you make quick decisions in response to competitors’ actions. This knowledge
will help in improving the competitive position and improve operating efficiency of the
company [1].

The aim of this paper is to develop a method for external environment scanning by
using cognitive agents. The research has been performed on the example of hotel
industry. The environment scanning is based on an analysis of users’ opinions about
hotels placed on internet web pages.

The first part of article presents the state on the art in the field. Next the problem of
external environment scanning in hotel industry is presented. The method for environ‐
ment scanning by using cognitive agent and the research experiment, are presented at
the last part of the paper.
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2 Related Works

The external environment “are all events outside the company that has the potential to
affect the company” [2]. Dictionary [3] defined external environment as “conditions,
entities, events, and factors surrounding an organization that influence its activities and
choices, and determine its opportunities and risks”.

The external environment of marketing is comprises of those uncontrollable
phenomena outside of the organization. These phenomena are uncontrollable because
it is not possible to control them, but decision-makers can respond and adapt to them.
The uncontrollable phenomena in the external environment are: competition, govern‐
ment policies, natural forces, social and cultural forces, demographic factors and tech‐
nological changes. The external environment must effectively diagnose the following
stages [4]:

• analysis of competitive environment;
• expectations for interest analysis;
• analyze the influence macro-environment;
• the development outlook of the external environment.

However, the effectiveness of these activities is determined by the use of modern IT
solutions. Changes in technology and increased ability to acquire and process informa‐
tion lead to competing responses are more timely and effective. Information systems not
only can help in environmental monitoring and control of the various activities of the
company, but also can serve as a strategic weapon in the effort to gain a competitive
advantage [5].

Environment scanning performed by IT systems is often based on the web pages
content analysis, in other words, on text document analysis. Text document analysis
methods are mainly divided to two kinds of processing [6]:

1. Shallow text analysis is defined as the analysis of the text, the effect is incomplete
in relation to deep text analysis. Typically limitation is the recognition or non-recur‐
sive structures with a limited level of recursion which can be recognized with a high
degree of certainty.

2. Deep text analysis is the process of computerized linguistic analysis of all possible
interpretations and grammatical relationships found in natural text. Such a full anal‐
ysis can be very complex.

In the shallow and deep analysis of text documents many methods are used. For
example machine learning [6, 7] or the rules on the basis of which identification (annota‐
tion) pieces of text, for a specific topic, is performed [8, 9]. Such rules are based on
templates, taking into account the relationship between words and semantic classes of words.

In this paper, the authors focused on the methods of competition analysis in the
company environment refers to the numbers of similar competitive service/product
brands’ marketers in given industry, their size and market capitalizations. For environ‐
ment scanning by text document analysis, it was decided to use the architecture of
cognitive agent program The Learning Intelligent Distribution Agent (LIDA) developed
by Cognitive Computing Research Group [10].
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3 External Environment Scanning in Hotel Industry

The hotel industry on a global basis is characterized by high capital costs and a high
proportion of fixed costs to total costs. The managers of hotels should concentrate on
achieving the most cost-effective use of resources applied to construction, furnishing
and equipment, pre-operational expenses and finance. Nowadays, the market has created
a strong competition that has forced hotels to seek a competitive advantage.

The two crucial factors that enable hotels to achieve high level of competition are
good location and quality of service. The second factor depends on good management
and trained and motivated staff. At the same time, the right choice of location and the
quality of services offered should be tailored to meet the needs of hotel guests, which
are subject to the destination of travel such as work, study, sport, recreation. In this paper,
the authors have focused on recreation hotels. They are located in places offering many
tourist attractions or in the area providing relaxation in peace and quiet.

The hotel industry in most cities in the world provides considerable opportunity to
cross-sell profitable products such as food and beverage. Tariffs are determined
according to the level of differentiation achieved through location, management, staff
and guest ratios and any other miscellaneous factors such as the quality of architecture
or decoration [11].

The IT systems, used in hotel industry, involve the people, processes, and technol‐
ogies in order to making effective decisions. For example, using data warehouses provide
access to massive amounts of real time and historic data for analysis. Online analytical
processing (OLAP) cubes or data mining methods allow for reporting and advanced data
analysis.

There are different areas for external environment scanning by IT systems in hotel
industry. One of them is supporting the booking process, which is very important espe‐
cially in relation to corporate traveler. Because certain days are busier than others, IT
systems can help to configure the optimal price that will drive a high occupancy rate.
One of the ways that hotels help rate optimize is data mining. These systems can put
historical booking trends into a formula and model to help understand what will happen
if they rise or lower prices. IT systems help the hotels use their past data to make better,
more efficient decisions for the future. This can be particularly helpful around the holiday
season [12].

Very important is also external environment scanning in a competition area. IT
systems search and automatically analyze both, web pages of competitors and users’
opinions related to particular hotels and their services.

4 Method for External Environment Scanning

In order to perform external environment scanning, the Learning Intelligent Distribution
Agent (LIDA) [10] architecture has been used. The architecture is developed by Cogni‐
tive Computing Research Group (CCRG). The advantage of this architecture is its
emergent-symbolic character, making it possible to process information both structured
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(numerical and symbolic) and unstructured (stored in natural language) knowledge. The
LIDA cognitive agent’s architecture consists of the following modules [10]:

• sensory memory,
• perceptual memory,
• workspace,
• episodic memory,
• declarative memory,
• attentional codelets,
• global workspace,
• action selection,
• procedural memory,
• sensory-motor memory.

The basic operations, in the LIDA, are performed by the codelets (specialized, mobile
programs processing information in the model of global workspace). The cognitive agent
running within the frame of the cognitive cycle [13, 14].

CCRG created a Framework LIDA—software that forms the basis for the imple‐
mentation of cognitive agent programs. The Framework contains object classes (imple‐
mented in Java) that perform the functions of the agent architecture (definition and
methods of handling all types of memory, communication protocols, methods that
enable the agent to perform operations on real-world objects, defining association
between objects etc.). Our contribution is to complement the tools provided by the LIDA
framework (writing the code of the program) with aspects of the specific problem domain
- for example, economics, management.

Using the LIDA framework, a section of the program was written and implemented
in the agent structure. The LIDA agent performs external environment scanning on the
basis of users’ opinions related to particular hotels and their services. The main aim of
external environment scanning performed by cognitive agent is determining services
ant their features which hotels shall to provide in order to satisfy customers’ needs to
the greatest possible extent. Detailed tasks of the analysis are as follows:

• determining overall sentiment of an opinion, i.e. determining whether an opinion is
positive or negative,

• extraction of features of a service,
• determining sentiment of opinions about particular features of a service,
• selecting services and their features, which customer search for.

The agent’s environment consists of a set of text documents (written in Polish
language). These documents contain opinions about hotels and their services. An agent
searches for opinions and then stores them in database. Opinions’ analysis is performed
in the following way:

1. Learning set consists of opinions on a given hotel and its services. On the basis of
this set, a semantic network is created in agent’s perceptual memory which contains
topics (nodes), connected with a services offered by hotels, and relationships existing
between them (links). The perceptual memory also stores synonyms and various
forms of words.
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2. Particular opinions (strings) are one by one transferred into the sensory memory.
3. Text documents’ analysis is performed via codelets [15].
4. Results of analysis are stored as semantic network and transferred to the workspace.

Figure 1 shows an example of results of an analysis of the following opinion
“Recommended, feature1 is good, but feature2 is not good”.

Fig. 1. An example of results of an analysis—positive opinion about the product and negative
opinion about the one of the features.

5. Next the following patterns of action are automatically selected from the procedural
memory: “saving results of opinion analysis into a data base” and “loading next
opinion into the sensory memory”.

The next part of the paper contains results of verification of developed method for
environment scanning.

5 Research Experiment

In order to verify environment scanning performed by cognitive agent, a research
experiment has been carried out. Results of automatic analysis of opinions about the
hotels were compared with results of an analysis performed by a human (an expert), i.e.
a manual analysis. The following assumptions were adopted in the experiment:

1. The opinions about hotels were received from web pages.
2. Number of analyzed opinions: 365. Because manual annotation (very time

consuming process) has to be performed, the number of opinion is limited.
3. For the needs of the experiment, five features of hotels and their services were

analyzed:
• location (attractions/region),
• rooms (apartments),
• food (meals),
• price,
• personnel.
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4. If analyzed opinion did not contain information about given feature’s sentiment then
the sentiment of that feature was the same as overall sentiment of opinion.

5. A learning set consist of 65 opinions.
6. In order to determine the accuracy of results of automatic analysis in relation to

results of manual analysis, the effectiveness, the precision and the sensitivity meas‐
ures was used.

Research experiment was carried out in the following way:

1. 365 randomly selected opinions about hotels found on web sites were recorded in a
data base.

2. Manual annotation was performed.
3. The opinions were grouped according to the degree of difficulty (three groups—

group 1—sentiment of opinions and features easy to determine, group 3—sentiment
of opinions and features difficult to determine) of determining their sentiment and
the sentiment of features of services offered by hotels characterized in the opinions
(Table 1).

Table 1. Types of opinions according the degree of difficulty of their analysis

No. Sample content of opinion (written in Polish language they was translated into English
in this paper)

1 Very nice hotel, all right
2 Hotel very nice, clean with great animation. Food tasty and abundant. NO SERVICE at

reception and canteen total floor !!!! The staff at the reception desk incompetent is the
same canteen service. To this, grumpy, helpless and unhelpful! The hotel has a lot of
older people, for whom bringing breakfast from the buffet to the table is a challenge,
unfortunately the service does not help, on the contrary !!! Staff to exchange

3 We spent a week at the hotel named “A” last week. As nice as the service, the food is
also good enough. The cleanliness of the room very good, the pool also cleans but as for
the pool I am sure a reservation. Namely: Between the two jacuzzi was a railing, very
dangerous for younger children and lower adults. I reported the danger to the reception,
I hope it will not be downgraded! In the near future and so I plan to visit hotel named “B”
so of course I will check first of all. The kid’s club is quite small, its attractions are
typically for children aged 0-5 years. The downside is the distance from the city to get to
by car. Large parking, very spacious. I would like to commend all the bartenders from
both Night Club, Lobby Bar and Eleven Club for making delicious drinks. That’s it and
I greet you

Source: own work

4. Next measures of performance were calculated taking into consideration particular
groups of degree of difficulty.
The opinions of the first group contain only text related to sentiment of opinions
(individual features are not described), so it is easy to recognize the sentiment,
however sentiment of individual features is treated as sentiment of opinions. The
second group’s opinions contain information about sentiment of individual features.
Recognizing of a particular feature can be difficult in this case. The third group of
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opinions is the most difficult to analyze as opinions belonging to the group contain
descriptions of several hotels in one opinion. It is difficult to determine to which
hotel sentiment of opinions should be assigned and to which hotel/service should be
assigned the features characterized in the opinion.

5. Next all the 365 opinions were loaded, one by one, into the sensory memory,
analyzed by a cognitive agent, and saved results of the analysis in a database.

Table 2 presents the list of obtained results.

Table 2. Results of the opinions’ and features’ sentiment analysis.

Group of
the
opinion

Measure Sentiment of
opinions

Features
Location Rooms Food Price Personnel

1 Effectiveness 0,8969 0,8969 0,8969 0,8969 0,8969 0,8969
Precision 0,8969 0,8969 0,8969 0,8969 0,8969 0,8969
Sensitivity 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000

2 Effectiveness 0,8262 0,7592 0,8162 0,8021 0,7210 0,7621
Precision 0,8731 0,6516 0,5111 0,6238 0,5322 0,6556
Sensitivity 1,0000 0,6556 0,5934 0,6983 0,8000 0,7382

3 Effectiveness 0,6962 0,6892 0,6462 0,6912 0,7362 0,7120
Precision 0,7231 0,5556 0,5556 0,7778 0,7300 0,5911
Sensitivity 0,7500 0,5556 0,5556 0,6364 0,8000 0,6556

Average Effectiveness 0,8064 0,7818 0,7864 0,7967 0,7847 0,7903
Precision 0,8310 0,7014 0,6545 0,7662 0,7197 0,7145
Sensitivity 0,9167 0,7371 0,7163 0,7782 0,8667 0,7979

On the basis on presented results we can state that effectiveness, precision and sensi‐
tivity of recognizing sentiment of opinions are high. The cause of this fact is that most
often, users must obligatory determining sentiment of opinion. In case the features’
sentiment analysis, the performance of this process is lower than the performance of
recognizing sentiment of opinions, which means that not all words (expressions) indi‐
cating features’ sentiment determined manually have been found by an agent. It caused
mainly from the fact that not all of these words (expressions) were appearing in learning
set. Low values of measures of group 3 opinions’ sentiment analysis mean that the
sentiment of the features in many cases had not been recognized correctly, i.e. many
features having positive opinion had been recognized as features of a negative opinion
or just the opposite.

Taking into consideration average values of particular measures one can see that the
highest performance of analysis has been obtained with respect to feature “food”. The
lowest performance can be noted in case of the sentiment of the features “rooms” and
“price”.

On the basis environment scanning agent stated also that customers prefer to buy
hotel services paying attention mainly to the features of:
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• location,
• rooms,
• personnel,

Therefore managers of hotels must strive to improve the quality of service in these
areas, as well as to take into consideration these areas during developing marketing
strategies.

Environment scanning is performed by cognitive agent in near real time.

6 Conclusions

Environment scanning is a main issue in order to strengthening competitiveness. It can
be performed by using IT solutions, such as cognitive agents. The method presented in
this paper allows for environment scanning on the basis of users opinions about given
services or products. Based on these opinions, the managers of the company can make
decisions about improve the quality of the offered services or products. This can lead to
acquiring new customers.

The method developed in this paper has some limitations. In many cases a sentiment
of user’s opinion have not been recognized property. Also quality of services/products
has not been analyzed automatically. Therefore, a further work should be related to
making changes in the functioning of the algorithm of codelets, as well as their config‐
uration. Also methods for deep analysis should be implemented in LIDA cognitive agent.
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Abstract. NetLogo is a Java-based multi-agent programmable modeling envi‐
ronment. Our aim is to improve the execution speed of NetLogo models with
large number of agents by means of heterogeneous computing. Firstly, we
describe OpenCL as a suitable computing platform. Then we propose a new
NetLogo-to-OpenCL extension (NL2OCL) which encapsulates functionality of
OpenCL and enables NetLogo to undertake agents’ computations simultaneously
on graphic processor units. The architecture of our extension is presented. An
experimental flocking model with 40,000 agents is used for evaluation of
NL2OCL functioning. When using NL2OCL the simulation runs more than 300-
times faster than the original model which was created in NetLogo solely. It means
that with NL2OLC, drawbacks in maximum size of the NetLogo model and the
simulation speed are tackled. Our approach allows using standard PC configura‐
tions with suitable graphical cards for large agent-based simulations while
preserving advantages of NetLogo. It is a good alternative for researchers who
cannot afford high performance computational systems.

Keywords: Agent-based simulation · Heterogeneous computing · OpenCL ·
NetLogo

1 Introduction

Agent-Based Models (ABM) are widely applicable in exploration of complex systems
which consist of large number of heterogeneous adaptive interacting individuals.
Numerous software platforms for creation of ABM are available, for the recent review
see [1], lists of active platforms was published in [2]. NetLogo [3] is frequently used in
introductory ABM courses, but also in scientific research. It is provided under GPL, the
latest version was released in March 2017. NetLogo is written in Java, using a dialect
of Logo programming language. It provides an extensive library of models for experi‐
menting with emergence phenomena, HubNet tool for participatory simulations and
extensions (e.g. fuzzy, GIS, MATLAB, R, SQL, MATLAB or OWL extension) which
make NetLogo even more powerful.

Unhappily, NetLogo is not suitable for large-scale simulations: with the growing
number of agents and size of the environment (i.e. dimension of the grid of patches),
simulations become slower, visualization/animation cannot be observed, it takes a
long time to collect simulation data. Consider a simple NetLogo model with 40,000
agents operating in the grid of 200 × 200 patches, each agent calculates average
values of [x, y] coordinates of neighbouring agents in 10-patches radius. Within this
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model, one simulation step takes approximately 8 secs on standard PC configuration
(CPU Intel i5, 2.30 GHz, 8 GB RAM). Therefore, large-scale models with dozens
of millions of agents such as EURACE [4] seem to be impossible in NetLogo.

A five-step strategy for building more efficient NetLogo model is suggested in [5]
together with practical recommendations which are related to correct use of NetLogo
commands and constructs. Our approach is different: we suggest applying parallel
computations within heterogeneous computing system.

We propose an extension which is based on OpenCL platform [6]. In the rest of the
paper, we present our NL2OCL extension including the demonstration of its functioning.

2 OpenCL

The advantages of using different types of computational resources within one hetero‐
geneous system (CPU-GPU) are described in [7] where following platforms were tested:
OpenCL, CUDA, Brook+, ACML, OpenMP, Pthread, Intel MKL, Intel TBB. The first
two of them, OpenCL and CUDA, are the most frequently used and mutually compared.
The performance of OpenCL and CUDA on a parallel implementation of the crypto‐
graphic algorithm Keccak (the 2012 winner of the new hashing algorithms competition)
was equal; authors of [8] mentioned that OpenCL brings the better performance with its
each new version.

OpenCL is an industry standard for cross-platform, parallel programming of diverse
processors, it is open and royalty-free [9]. OpenCL encapsulates low level API and
allows programmers to build programs using GPGPU (General-Purpose Computing on
Graphics Processing Units) and upper programming languages. It was developed to ease
programming burden when writing applications for heterogenous systems [10]. It was
released in December 2008 by Khronos working group and it was soon adopted by main
hardware vendors into their SDKs (while CUDA is tight to NVIDIA hardware). The
latest version of OpenCL 2.2 was released in 2016 [9].

OpenCL specification defines four models of organization of parallel application:
platform model, memory model, execution model and programming model, for details
see [8]. OpenCL applications are portable, they should run correctly on any conformant
of OpenCL implementation.

A core concept of the OpenCL is a split of the application into two parts: host and
device (Fig. 1). The host is an upper level part of the application, it is written in C++
and it runs on CPU. This part is responsible for the overall control of the application,
the user interaction, preparation of data for parallel processing, collecting computed
results and transforming them into a form suitable for the user. The device is a lower
level part of the application. It is executed on computational units (CPU or GPU or both).
This part is responsible for fast parallel computations. Programs for the device are called
kernels. Kernels are written in a subset of C language (OpenCL C). Interaction and
communication between host and device parts are managed by OpenCL Context and
Command Queue.
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Fig. 1. OpenCL Host and Device application part with explicit memory management (Host-
Global-Local-Private memory), source: authors.

The lifecycle of the OpenCL application involves:

– creating of context which is associated with one or more devices,
– creating command queue,
– allocating memory buffers (host and device),
– compiling and building OpenCL kernels,
– setting kernel arguments,
– running kernels,
– retrieving results from kernels (copying memory buffers from device to host),
– releasing OpenCL resources.

The OpenCL application should cover platform and device configuration, kernels
preparation, execution control and explicit memory management (transferring data
objects to/from devices). OpenCL requires installation of low-level software controlling
graphic card (driver) and implementation of platform specific SDK which serves as API
for programmer, this implementation is always vendor-dependent.

3 NetLogo-to-OpenCL Extension

Our NetLogo-to-OpenCL (NL2OCL) extension is designed to provide three sets of
functionalities for:

– Configuration of the OpenCL running environment – these functions are responsible
for OpenCL platform and devices setup and configuration, creation of OpenCL
application context and preparation of OpenCL device task queue serving as an
interface between host and device application parts.
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– Memory objects manipulations, i.e. functions for explicit memory management func‐
tions. These functions are used for creating/releasing memory objects, filling memory
objects with agents’ or patches’ attributes, transferring data between host application
and OpenCL device, receiving computed results from the OpenCL device and setting
these results back to model agents’ or patches’ attributes.

– Using OpenCL kernels – These functions cover OpenCL kernels management, i.e.
preparation of runnable kernels by compiling and building them from their source
code, setup of kernel arguments and finally the execution control.

The implementation of NL2OCL consists of three parts (see Fig. 2):

– Java part – implementation of the NetLogo extension (NL2OCL.jar). It uses a single
instance of org.nlogo.api.DefaultClassManager class for calling functions and also
a set of instances of org.nlogo.api.Reporter class as implementations of particular
functionalities.

– C++ part – fast computations using OpenCL platform (NL2OCL.dll). This dynam‐
ically linked library represents encapsulation of the OpenCL platform. It provides an
API for calling the functions for configuring the OpenCL runtime environment, for
memory management and for kernels preparation, arguments setting, running and
receiving results.

– JNI part – interface between Java and C++ parts. The interface is used to call C++
functions from Java part of the NL2OCL extension. It is implemented as a singleton
which instance is used in the Reporters.

Interconnecting of components is managed by following interfaces:

– I1 is the interface between OpenCL library opencl.lib and the dynamically linked
library NL2OCL.

– I2 is JNI interface between Java and C++ parts of the implementation.
– I3 is interconnection between NetLogo models and the NL2OCL extension.
– I4 is an optional interface to other Java agent-based simulation software, in this case

there is no need to use ClassManager and Reporters.

Agents (as objects) are specified within the NetLogo model. NL2OCL enables GPU to
perform fast, parallel calculations for those agents using agents’ and/or patches’ attrib‐
utes. The explicit memory management is necessary to supply GPU device with data as
well as to receive results back to the host application and finally back to the NetLogo
model. NL2OCL allows to fulfil requirements of this explicit memory management in
the following steps (see also Fig. 3):

– NetLogo -> Host – copying values from agent/patch attributes into the memory
buffers of the host application.

– Host -> Device – transfer of memory objects from the OpenCL host into the device
memory. Data must be transferred from the host application into the global memory
of the device to enable GPU to work with it. This transfer is done upon the kernel
arguments setup.

– Device -> Host – returning results back to the host application (into the prepared
memory object) from the device.
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– Host -> NetLogo – transfer of results to the original agent-based model, mapping to
agents’ or patches’ attributes.

Fig. 2. NL2OCL: component diagram, source: authors.

Fig. 3. Memory transfers in NL2OCL, source: authors.

Running kernels with arguments and receiving results are the basic operations which
are executed repeatedly. NL2OCL allows running any valid (properly compiled and
built) kernel with any kind of kernel arguments directly from the NetLogo environment.
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The design of kernels and data structures which are used as kernel arguments is up to a
model developer. However, one kernel is usually assumed to be an independent small
program, it computes outputs for one agent within one simulation step. It is also assumed
that these programs (kernels) can be executed simultaneously with no ordering or
synchronization needs. The platform and device must be properly configured and appli‐
cation context and task queue should be created before kernels can run. Working with
kernels consists of the following steps:

– preparation of the kernel for running, i.e. compiling the kernel code and its building
for the given device,

– setup of the kernel arguments using the proper data types,
– running the kernel,
– receiving results from the kernel.

The kernel is created (compiled and built) and arguments are supplied only once,
previous outputs are available in device memory and are reused in subsequent compu‐
tations. This approach helps to increase the speed of computation.

4 Experiment and Results

For testing purpose, we created a micro-simulation flocking model (Fig. 4). We consid‐
ered the environment of 200 × 200 patches, the number of agents was growing from
2000 up to 40,000, the agents performed a simple behaviour in parallel. Agents’ behav‐
iour in the model corresponds to a classical flocking model [11]. Behavioural actions
“alignment” (tendency of agent to move in the same direction as nearby agents) and
“cohesion” (moving towards another nearby agents) were implemented. Behavioural
action “separation” (avoidance of getting too close to another agent) was omitted for
simplification.

Fig. 4. Interface of the flocking model with the list of platforms and devices, source: authors.
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The primary aim of the experimental model was to make the model computationally
demanding. Each agent calculated its new direction of movement using the information
about positions of agents in the agent’s circle neighbourhood with 20 patches radius so
the total number of elementary computations to be done for one agent and one simulation
step reached 50,000,000 for the model with 40,000 agents. While NetLogo treated agent
objects and their graphical representation in the model environment all calculations
needed to follow the behavioural rules were undertaken by OpenCL kernel via NL2OCL
extension. The kernel itself was programmed in the subset of the C language (OpenCL
C) it served as an elemental calculation-routine for one agent. Calculations were done
simultaneously for many agents at the same time in means of data parallelization
approach.

The kernel works in the following way:

– Firstly, the agent’s position was recognized within the global device memory, i.e. the
patch was identified on which the agent was placed.

– Then the neighbouring agents in the circle radius were found.
– A new movement direction based on the information about positions and directions

of the circle radius neighbour agents is calculated.
– Agent moves ahead in its new direction. A new absolute position is calculated and a

target patch is identified.

The Fig. 5 shows the kernel function prototype with the following meaning of argu‐
ments: (1, 2) arrays of coordinates of agents and patches, (3) array of agents’ heading,
(4) array of counts of agents on patches, (5) count of agents, (6) width and height of the
grid, (7) maximum x and y coordinates of the grid, (8) influence radius and its square,
(9) angle of influence and turning angle, (10) agent’s step length.

Fig. 5. Kernel function prototype and arguments, source: authors.

During the experiment, the number of agents grows from 2000 up to 40,000. The
duration of simulation was observed (a) when computing was done solely in NetLogo,
(b) when NL2OCL extension was used to parallelize computations.

When using NetLogo only, the mean value of the duration of one simulation step
was 21.71 s on average and 100 steps of the simulation took more than 30 min. With
NL2OCL extension, the mean value of the duration of one simulation step was 0.0066 s
and the first hundred steps of the simulation took 7 s. It means that the overall speed
increases when computations are parallelized. It was 100-times faster for 2000 agents
and more then 300-times faster for 40,000 agents. Results are shown in Fig. 6.
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Agents
Simulation step duration [s]

NetLogo OpenCL

2000 0,2322 0,0025 93
4000 0,5778 0,0051 113
6000 0,9453 0,0075 126
8000 1,4607 0,0108 135

10000 1,9606 0,0121 162
12000 2,6019 0,0145 179
14000 3,2285 0,0163 198
16000 3,9669 0,0175 227
18000 4,7245 0,0212 223
20000 5,9536 0,0261 228
22000 7,1728 0,0321 223
24000 8,3138 0,0361 230
26000 8,9724 0,0403 223
28000 10,1833 0,0431 236
30000 11,3865 0,0465 245
32000 13,1841 0,0491 269
34000 14,9985 0,0512 293
36000 16,0302 0,0557 288
38000 17,1382 0,0573 299
40000 19,3661 0,0621 312
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Fig. 6. Experimental results, source: authors.

We noticed a good scalability of the parallel solution. With increasing number of
agents (and increasing computational requirements) the parallelization and communi‐
cation costs (especially the costs of memory transfers from NetLogo to OpenCl and
back) raised significantly slower.

Visualization of emergence of flocks during the first 100 steps of the simulation run
is presented in Fig. 7. The snapshots were taken in every 10th step. It shows the emer‐
gence of patterns during the simulation.

Fig. 7. Visualization of emergence of flocks during the first 100 steps of the simulation run,
source: authors.

5 Related Work and Further Research

Our flocking model serves just as a demonstration of NL2OCL capabilities. A similar
experimental flocking model (Reynolds’s boids) was presented in [12] where authors
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explored the feasibility of the GPU Environmental Delegation of Agent Perception
principle based on a clear separation of agents’ behavior (managed by CPU) and envi‐
ronmental dynamics (managed by GPU). The authors used CUDA to implement a GPU
module thus their implementation is tight to NVIDIA graphic cards. The GPU module
is integrated to TurtleKit, a generic Java based spatial ABM. The authors reported 25%
performance increase (256 × 256 patches, 1000–40,000 agents).

The approach we chose for NL2OCL implementation allows using both data and
task parallelization, it means that our extension is open to a wide range of parallelization
strategies. We can apply general parallelization strategies introduced by [13] where
parallelization of spatial agent-based simulations is based on decomposition of models
into components which can be processed independently, either as agent-parallel or as
environment-parallel. The authors demonstrated the application of parallelization strat‐
egies using the predator-prey for high performance computing model as Java multithread
application. We plan to adopt these parallelization strategies also for ABS parallelization
based on GPU computations.

We do not want to limit NL2OCL to be only a technical solution enabling GPU
computations in ABS. We want to enhance NL2OCL into a full framework for large
scale ABS parallelization similar to a framework presented in the work [14]. Authors
of that framework presented useful mechanisms of stochastic memory allocator for
parallel agent replication, prioritization of agents’ parallelly processed actions and GPU
usage for statistical measures.

Next steps of transforming NL2OCL into the full ABS parallelization framework go
in two directions:

– To provide NL2OCL with a set of well-defined programming patterns assisting
model developers to overcome burdens of low-level aspects of GPU computations.
We plan to utilize results of existing works related to a parallel application develop‐
ment using algorithmic skeletons, e.g. [16, 17].

– To explore possibilities of automation of agents’ behavior algorithms transformation
into their parallel form. We will build on results of existing work [15] in which authors
presented automated searching of agents’ behavior algorithms via utilizing genetic
programming with GPU computations.

6 Conclusion

Parallel computations on graphic cards within standard PC configuration is a promising
alternative to high performance commercial computing platforms. Our NetLogo-to-
OpenCL extension is designed to enable running large agent-based simulations with
limited hardware. The initial experiments proved that the extension works well. Our
next research will be focused on defining general patterns and guidelines for transfor‐
mation of NetLogo models, especially computational parts performed by individual
agents, into OpenCL kernels. We intend to provide automatic or semi-automatic
OpenCL kernels generator for preparation of OpenCL kernels directly from the NetLogo
code. The NetLogo Models Library will be used for further systematic experimenting.
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Abstract. In this work the swarm behavior principles of Craig W.
Reynolds are combined with deterministic traits. This is done by using
leaders with motions based on space filling curves like Peano and Hilbert.
Our goal is to evaluate how the swarm of agents works with this app-
roach, supposing the entire swarm will better explore the entire space.
Therefore, we examine different combinations of Peano and Hilbert with
the already known swarm algorithms and test them in a practical chal-
lenge for the harvesting of manganese nodules on the sea ground with
the use of autonomous robots. We run experiments with various set-
tings, then evaluate and describe the results. In the last section some
further development ideas and thoughts for the expansion of this study
are considered.

Keywords: Autonomous agents · Space filling curves · Particle swarm
optimization · Deterministic leaders · Application

1 Introduction

Simultaneously with the applied research on renewable resources, it is useful to
find novel ways for opening up fossil ones. As example, manganese nodules can be
found on the sea bottom. A considerable application field involves rust and corro-
sion prevention on steel [9,10]. The degradation could be reduced substantially
by collecting these manganese nodules from the sea bottom using specialized
autonomous agents. Our focus in this work is to evaluate different ways in han-
dling the movement of these agents. The experiments can be extended to cover
other collecting tasks. The base for our application is a framework for simula-
tion and improvement of swarm behavior in changing environments [1], which
we redesign and extend. It simulates the swarm behavior by using the principles
of Craig W. Reynolds [2]. The main purpose of the framework regarding the
application is to deploy agents with a specific strategy and then to gather them.
While gathering, the agents are collecting the manganese which is distributed on
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every position in the coordinate system. Once gathered together, there is no more
movement and the simulation ends. Naturally manganese occurs in form of nod-
ules, thus it is distributed uniformly. For the different forms of the manganese
distributions, we created several benchmarks used in the results’ comparison.
The next step of improvement would be the collecting procedure. The greater
distance the agents move, the higher is the probability to find manganese. Con-
sequently, we intend to reach a way for passing through a larger area. The easiest
solution would be to define for each agent its own path. This would probably
scatter the swarm because of the bad orientation, the changing environment
and the uneven surface. Most of the research works regarding swarm behavior
are inspired by nature like genetic algorithms or particle swarm optimization.
These outcomes focus on fish schools or bird flocks. An alternative discussion
could consider, for example, a pack of wolves. A pack of wolves means actually
autonomous individuals with a specific hierarchy. Not every wolf has the same
power regarding decisions for the pack. Normally there is one wolf who leads
the group and the others are followers [11]. This contribution aims to study this
notion more closely. We intend to set one or more leaders who will move after
a given route, but still be part of the swarm, and the rest calculate their new
position, that means every iteration in consideration of all agents.

2 Background

This section introduces previous work the application is based on, followed by
three main topics: Moving Algorithms, Particle Swarm Optimization, Hilbert
and Peano Curves.

2.1 Framework for Adaptive Swarms Simulation and Optimization

The application we consider first is based on [1]. The framework is an application
that runs a simulation of autonomous robots using moving algorithms Random,
Square, Circle, Gauss, and Bad Centers [1]. It contains several fundamental
deployment strategies used from where the moving algorithms start. The front
end uses the open source framework of processing.org [4]. It creates the chosen
deployment strategies and calculates the movement of the autonomous agents,
as well as the collection of manganese nodules. In addition, the number of agents
can be settled and it counts the distance in walked meters of all agents together.

2.2 Moving Algorithms

In our practical application, it is required to build a swarm of autonomous agents,
where each agent individually moves forward taking into consideration the other
agents of the group. There are efficient algorithms for swarm behavior and move-
ment of agents that are implemented in the application [6]. The previous work [1]
uses a simplification of the bird flock movement described by Craig W. Reynolds
[2]. The contribution implemented three different algorithms that run simulta-
neously: cohesion, separation, alignment.

https://processing.org/
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2.3 Particle Swarm Optimization

Particle Swarm Optimization (PSO) was introduced in 1995 by J. Kennedy and
R. Eberhart [6]. The innovation was building swarm behavioral approaches for
solving problems by iteratively improving a candidate’s solution until termina-
tion criteria is satisfied [7]. It is similar to a genetic algorithm as both algorithms
are initialized with a random population, in PSO called particles. The difference
is that in PSO algorithms, each particle is assigned to a randomized velocity and
the particles move through hyperspace. Each particle is defined by its position,
velocity, current objective value and personal best value of all time. PSO also
keeps track of the global best value that is the best objective value of all particles
and also the corresponding position.

2.4 Space Filling Curves

A Space Filling Curve is a special function of calculus that fully covers a two
or three dimensional space. Giuseppe Peano (1858–1932) discovered them first
in 1890. He wanted to create a continuous mapping construction from the unit
interval onto the unit square [7].

Peano Curve. Till 1890 one assumed that a constant curve with parametric
function of only one variable x = φ(t) and y = ψ(t), cannot reflect surjectively
the unit interval onto the unit square. The reason for this was the theorem of
Eugen Natto, who showed that a bijection must be unsteady to satisfy this.
However, Peano found a steady function fp, such that fp(I) = 2.

Definition 1 Peano Curve [10]. The projection fp : I → 2 with

fp(03, t1t2t3t4) =
(

03 t1(kt2t3)(kt2+t4t5) ...
03 (kt1t2)(kt1+t3t4) ...

)
.

and the operator ktj = 2− tj(tj = 0, 1, 2), where kv is the v-th iteration of k, we
call Peano Curve.

So according to this definition we have:

fp(03, 00t3t4...) =
(

03, 0ξ2ξ3ξ4 ...
03, 0η2η3η4 ...

)
.

To create the Peano’s curve we start at point (0, 0) and finish in the diagonal
corner at point (1, 1). The starting point of a sub square must be the endpoint
of the previous sub square. Figure 1 illustrates where the start- and endpoints
are with the use of arrows.
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Fig. 1. Construction order and orientation for the Peano Curve.

Hilbert Curve. Peano (1890) introduced first the space-filling curves. Hilbert
(1891) popularized their existence and gave an insight into their generation. His
statement was that if the unit interval can be mapped steady onto the unit
square, then also sub intervals can be mapped steadily onto sub squares. In the
first step, Hilbert divided the unit interval into four sub intervals of the same
size as well as the unit square into four equally sized sub squares, where each
sub interval is mapped onto one sub square [7].

3 Implementation Details

This section describes shortly the practical changes and extensions that were nec-
essary to implement for the experimental procedure. At first, some new classes
had to be implemented to lay the basis for the new Manganese-Nodule-Model.
These new classes help us to represent the nodules on the map and for back-
ground calculations as well as. Some of the new implemented classes and inter-
faces include: DeployRing, DeploymentStrategy, ManganeseNodule, VisualMan-
ganeseNodule. The used benchmarks for the manganese nodules distribution are
independent files. Each line represents a y-value and each char represents an
x-value in the coordinate system of the graphical user interface. The lines are
filled with numbers from 0 to 7 in accordance with the size of the nodule, where
zero means that no nodule can be found on this position.

3.1 Peano/Hilbert Algorithms

The Peano algorithm is implemented using a recursive function, that is called
every time when the agent moves into the next unit square. The function calls
change from clockwise rotation to negative rotation (counterclockwise). The
implementation of the Hilbert Algorithm is analogous to the Peano Algorithm
(Algorithm 1). The basic structure of how the exploring through the sub squares
is done is fixed.

4 Experimental Results

This section presents relevant results we achieved with the extended implemen-
tations to the application. The distance and the collected amount of manganese
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Algorithm 1. Pseudo Code Peano Algorithm
peanoAlgorithm(length, direction, rotation, deep){
if under lowest level then

return
end

peanoAlgorithm(length, direction, clockwise rotation, deep-1)
step forward with given length and direction

peanoAlgorithm(length, direction, counterclockwise rotation, deep-1)
step forward with given length and direction

peanoAlgorithm(length, direction, rotation, deep-1)
direction turn clockwise with given rotation degree
step forward with given length and direction

direction turn clockwise with given rotation degree
peanoAlgorithm(length, direction, counterclockwise rotation, deep-1)
step forward with given length and direction

peanoAlgorithm(length, direction, rotation, deep-1)
step forward with given length and direction

peanoAlgorithm(length, direction, counterclockwise rotation, deep-1)
direction turn counterclockwise with given rotation degree
step forward with given length and direction

direction turn counterclockwise with given rotation degree
peanoAlgorithm(length, direction, rotation, deep-1)
step forward with given length and direction

peanoAlgorithm(length, direction, counterclockwise rotation, deep-1)
step forward with given length and direction

peanoAlgorithm(length, direction, rotation, deep-1)
}

of all agents in one pass are the examined variables. The difference of agents
between Rob Total and the sum of Rob Hilbert and Rob Peano are robots behav-
ing according to the principles of typical Moving Algorithms.

4.1 Diamond, Square, Peano 0-50

In this experiment we increased the number of Peano Robots and ran 1000 iter-
ations with every increase. This experiment runs with the benchmark Diamonds
and the deployment strategy Square. With every increase of the number of Peano
Robots, the covered distance of all robots increases by 30 000 m to 50 000 m with
an average increase of 46 081.46 m. The collected manganese does not increase
constantly. The global maximum of 53 080 kg is reached with a constellation
of 44 Peano Robots (see Fig. 2, left). The biggest discrepancy of 15 is between
the first and the second measurement, with an increase of 589 %. The fewer
meters a robot has to travel for the same amount of manganese, the more effi-
cient it is. The second diagram in Fig. 2 (right) shows this relation of average
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distance per kg manganese for each number of Peano Robots. The best efficiency
occurs without any Peano robot in the simulation with an average distance of
3 m kg−1 manganese. But as we can see in the other diagram (Fig. 2, left) the
total amount of manganese is very little. So we want to focus on analyzing all
cases where Peano robots are involved. There are a few amounts of Peano robots
with a very close distance per kg manganese. This is the case with the amount of
2, 3, 4, 5 and 6 Peano robots (average absolute deviation 3.9 m), with the amount
of 16 to 21 Peano robots (average absolute deviation 3 m) or with the amount
of 36 to 42 Peano robots (average absolute deviation 2.1 m). Another interesting
point can be seen at 44 Peano Robots where the total manganese maximum
is. The distance per kg manganese diagram shows here a local minimum of
383 m kg−1 manganese. This leads to the conclusion that we have a reasonably
efficient constellation (Fig. 3).

Fig. 2. Analysis of Diamonds, Square, Peano 0-50 increase: collected amount of man-
ganese for (left); relation between the total amount of collected manganese and the
distance all robots have covered.

Fig. 3. Diamond, Square, Peano 0-50: Screenshots experimental procedure after 500
iterations (left) resp. after 1000 iterations (right).

To run the simulation only with Hilbert Robots brings unsatisfactory results.
In this case, the total amount of manganese breaks down roughly 21 % compared
to the simulation run with 49 Hilbert Robots.

4.2 Lines, Square, Peano 0-50

In this experiment we switched our benchmark to the benchmark Lines. The
deployment strategy is Square and we increase the number of Peano Robots
from 0-50 (Fig. 5).
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Fig. 4. Analysis of Lines, Square, Peano 0-50 increase: collected amount of manganese
(left); relation between the total amount of collected manganese and the distance all
robots have covered (right).

Fig. 5. Lines, Square, Peano 0-50: Screenshots experimental procedure after 500 iter-
ations (left) resp. after 1000 iterations (right).

With every increase of the number of Peano Robots, the covered distance of all
robots increases by 30 000 m to 50 000 m with an average increase of 46 081.46 m.
This is identical to the results in Table 1. The collected manganese increases con-
stantly up to an amount of 38 Peano Robots. The global maximum of 18 090 kg is
reached with a constellation of 44 Peano Robots (see Fig. 4, left). With an amount
of 6 Peano Robots we achieve a result of 10 341 kg total manganese. This is more
than 50 % from what we achieve with our global maximum with 44 Peano Robots.
That means, we have achieved half of the global maximum with an efficiency of
26.99 m kg−1 manganese in contrast to 112.48 m kg−1 manganese. In conclusion
we get 100 % more manganese for 416.75 % less efficiency. That is in no reasonable
relation to the benefits. Overall the distance per kg manganese increases almost
linearly up to the global maximum of total manganese with 44 Peano Robots and
goes steeply up afterwards. It is striking that this experiment has its maximum
with the same amount of Peano Robots. The only thing that distinguishes these
two experiments are the used benchmark maps.

4.3 Diamond, Square, Peano 1-25-1, Hilbert 1-49

In this experiment we mixed Hilbert and Peano Robots as well as robots using
the moving Algorithms described by [2]: Cohesion, Separation and Alignment.
We begin with increasing the amount of both Peano and Hilbert Robots from 0
up to 25. Then all robots are either Peano or Hilbert Robots. From this point
we decrease the amount of Peano Robots and keep increasing the amount of
Hilbert Robots. This experiment runs with the benchmark Diamonds and the
deployment strategy Square. A total of 1000 iterations were ran with every
increase. The results are presented in Table 1.
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Table 1. Diamond, Square, Peano, Hilbert

Exp. Benchmark Deploy. St. Robots Peano Hilbert Mangan Distance

102 Diamond Square 50 0 0 237 kg 673.03m

103 Diamond Square 50 1 1 1567 kg 114,910.56m

104 Diamond Square 50 2 2 2133 kg 220,147.01m

105 Diamond Square 50 3 3 2715 kg 310,008.24m

106 Diamond Square 50 4 4 3222 kg 406,158.29m

107 Diamond Square 50 5 5 3402 kg 519,118.26m

108 Diamond Square 50 6 6 2976 kg 644,629.99m

109 Diamond Square 50 7 7 2652 kg 763,532.13m

110 Diamond Square 50 8 8 3068 kg 871,160.00m

111 Diamond Square 50 9 9 3854 kg 963,823.71m

112 Diamond Square 50 10 10 3944 kg 1,040,938.41m

113 Diamond Square 50 11 11 4597 kg 1,125,638.16m

114 Diamond Square 50 12 12 4628 kg 1,226,243.96m

115 Diamond Square 50 13 13 4587 kg 1,341,671.41m

116 Diamond Square 50 14 14 4480 kg 1,466,358.73m

117 Diamond Square 50 15 15 4424 kg 1,602,618.82m

118 Diamond Square 50 16 16 4631 kg 1,730,787.65m

119 Diamond Square 50 17 17 4792 kg 1,847,645.98m

120 Diamond Square 50 18 18 4971 kg 1,955,750.29m

121 Diamond Square 50 19 19 4978 kg 2,049,028.65m

122 Diamond Square 50 20 20 5155 kg 2,126,192.66m

123 Diamond Square 50 21 21 4866 kg 2,189,012.96m

124 Diamond Square 50 22 22 4972 kg 2,260,848.88m

125 Diamond Square 50 23 23 5190 kg 2,350,150.97m

126 Diamond Square 50 24 24 5102 kg 2,458,013.63m

127 Diamond Square 50 25 25 5386 kg 2,525,939.83m

128 Diamond Square 50 24 26 5494 kg 2,538,747.79m

129 Diamond Square 50 23 27 5439 kg 2,550,909.82m

130 Diamond Square 50 22 28 5583 kg 2,562,398.69m

131 Diamond Square 50 21 29 5640 kg 2,573,282.37m

132 Diamond Square 50 20 30 5646 kg 2,583,499.01m

133 Diamond Square 50 19 31 5709 kg 2,593,153.25m

134 Diamond Square 50 18 32 5709 kg 2,602,156.73m

135 Diamond Square 50 17 33 5646 kg 2,610,406.45m

136 Diamond Square 50 16 34 5709 kg 2,617,783.89m

137 Diamond Square 50 15 35 5625 kg 2,624,155.36m

138 Diamond Square 50 14 36 5691 kg 2,629,374.63m

139 Diamond Square 50 13 37 5679 kg 2,635,330.66m

140 Diamond Square 50 12 38 5631 kg 2,642,137.89m

141 Diamond Square 50 11 39 5640 kg 2,649,930.41m

142 Diamond Square 50 10 40 6078 kg 2,658,829.66m

143 Diamond Square 50 9 41 5826 kg 2,668,914.30m

144 Diamond Square 50 8 42 5590 kg 2,680,376.23m

145 Diamond Square 50 7 43 5157 kg 2,692,600.50m

146 Diamond Square 50 6 44 4784 kg 2,705,362.02m

147 Diamond Square 50 5 45 4674 kg 2,718,559.67m

148 Diamond Square 50 4 46 4771 kg 2,732,079.43m

149 Diamond Square 50 3 47 5165 kg 2,745,848.07m

150 Diamond Square 50 2 48 4994 kg 2,759,815.88m

151 Diamond Square 50 1 49 5084 kg 2,773,938.04m
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Fig. 6. Analysis of Diamonds, Square, Peano 1-25-1, Hilbert 1-49 increase: collected
amount of manganese (left); relation between the total amount of collected manganese
and the distance all robots have covered.

On the whole the results of this experiment are related to the two experiments
we did before. The Total Mangan diagramm (Fig. 6, left) shows a rapid growth
in the first 25 iterations. This is justified because every time we increase the
amount of robots by two, one Hilbert Robot and one Peano Robot. For the
next 15 iterations (25-10 Peano & 25-40 Hilbert) the total collected amount of
mangan is more or less even. This leads to the conclusion that both algorithms
have a similar efficiency, as apparently the proportion of the robots between
Peano and Hilbert are distributed, as long as there is a minimum of 20% of the
other programmed Robots. If we pass this 20%, the efficiency breaks down very
fast and there is a result of 100 more meter per kg mangan for the proportion of
1 Peano/49 Hilbert to 10 Peano/40 Hilbert. The latter marks also the maximum
of the overall amount of collected mangen with 6078 kg. These are approximately
700 kg more mangan than running only one of the algorithms.

5 Conclusions and Future Work

This work focuses only on the idea to combine swarm behavior with deterministic
leaders by using space filling curves. There are still many more things to try in
order to go deeper into this topic, especially using the applied research. For
example, we can consider leaders with varied power (weight), i.e. the one who
collected the most manganese the last time (number of iterations, seconds) will
get the highest weight when calculating the next position of each autonomous
agent of the group. Additionally, a distributed system could be considered and
thereby the communication between the agents would be intensified. In order to
get as much manganese as possible, the swarm could divide and follow different
leaders or we can vary the number of agents following a specific leader. If the
leader loses power, some agents can join another swarm. The leader stays on his
deterministic path: thus the chance to find undetected manganese fields remains
high. If a leader does not find anything for a long time, he may become a follower
and join a swarm. This could also be possible the other way around. If there is a
big swarm, new leaders could be chosen to search in a specific direction. Another
extension would be to integrate deterministic motions with genetic algorithms,
for instance build populations with different amounts of Hilbert, Peano and
swarm agents, like this work already did, but develop the next generation using
the principles of genetic algorithms
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Abstract. Management of production is a cornerstone of every economic
system. This paper provides a formal description of a production unit (e.g. factory)
represented by an agent in an artificial economic system. The concept of the
production unit consists of several layers representing respective control
processes from the operational up to the strategic level. For maintaining contin‐
uous production and optimization of the production unit performance, both the
geographical (location of resources, the distance between factories) as well as
economic (market structures, competition) context is important. Attention is
focused primarily on the formal description of multi-plant production model with
autonomous control with facilities situated in distributed geographical loca‐
tions.

Keywords: Agent · Multiagent system · Supply chain management · Artificial
economy · Economic models · Agent-based computational economics

1 Introduction

Effective management of production is concerned with planning and scheduling of
various activities across the supply chain. As such, it is not exclusively limited to the
internal functioning of a singular production “entity”, but the economic and geographical
context (such as proximity of other companies, local/global market properties or avail‐
ability of resources) plays a crucial role here. In practice, it is common that a company
has multiple facilities where stages of production take place or where goods and semi-
products are stored, and effective handling of the intercompany and intracompany logis‐
tics tasks is required. With the appearance of the concept of so-called Industry 4.0 [1],
the study of the procedures which would allow increased automation in these control
processes gradually grows in importance. Research in this area is also necessary for
economic modeling, especially in the domain of agent-based computational economics
models which are the primary scope of this paper.

The problem at hand is how to effectively process and manage the inflow of work‐
force, materials, energy, and services required to handle production requirements on the
one hand, and the outflow of the goods and services produced (and consumed) on the
other. This paper describes the functioning of such autonomous production “entity”
(called production unit) in a model of the artificial economics.
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The structure of this paper is as follows: The next section, Goals and Related Work,
summarizes goals, similar projects and various research approaches relevant to the topic
of this paper. Then the section Model Characteristics specifies the overall structure of
the model. Finally, the section Multiplant P-agents describes the design of the proposed
Production units in the model.

2 Goals and Related Work

Using agents as elementary construction blocks is reasonable for the purpose of
economic modeling, especially when large-scale applications are intended for research
and study [2]. Agents have a wide range of common characteristics with the economic
subjects such as companies or individuals. They are capable of autonomous decision-
making, are generally goal-oriented (on maximizing utility); therefore, they have a
potential to make rational decisions. They are also capable of perceiving the environment
and taking the rational course of action, and continuously adapt to changes in their
environment. Such abilities are extremely useful in the dynamic environments, which
is a common characteristic of the majority of economic systems and models.

Our model is primarily focused on the experimental study of autonomous behavior
of the agent-based economy. Agents in model form up the complex adaptive systems
through the bottom-up approach, establishing communities where macro-scale behavior
emerges as a result of a large number of interactions between individual agents.
A reasonable level of abstraction for the model design was required, due to complexity
of the real-world economics, and certain economic aspects are therefore intentionally
omitted (e.g. bank sector, selected financial services, foreign exchange). Incorporation
of such aspects is considered for future work. Our aim is rather primarily focused on
research and study of the behavior of agents in such system. Primary goals are: (1) study
of establishment and development of the decentralized market-based economics while
maintaining the controllable experimental conditions; (2) study of the evolution of
behavioral norms (see also [3]); (3) the design of computational agents for the auto‐
mated markets (see also [3]); (4) optimizing the overall system`s performance. This
is closely connected with the adaptability of the system as a whole.

Tesfatsion in her paper [3] identifies eight research areas suitable for ACE (Agent-
based Computational Economics) models. Nonetheless, some of the research topics are
out of the scope of our attention at this time. The proposed agent-based economic model
features primarily following properties: (a) efficient allocation of the resources; (b)
efficient distribution of the goods and services; (c) adaptability to the dynamic changes
in the environment; (d) bottom-up emergence of the macro-level behavior; (e) parallel
goals pursue; (f) long-term sustainability.

These properties reflect the most important features of our virtual economy system.
Although this virtual economy is artificial, it seems that these or very similar charac‐
teristics reflect essential pre-requisites for the real-world applications of the virtual
economics, if obtained results are to be used in practice. As an example can serve
Sadigh’s [4] virtual enterprise framework for sustainable production. This framework
is used to facilitate collaboration between SMEs (Small and Medium Enterprise), which
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are enabled to capture the opportunities and design the products collaboratively in a
network. The virtual framework is then set in real-world, resulting in the viable real-
world application.

Functioning of the economy is always related to the supply chain management,
regardless if it is the real-world or virtual case. Long in his paper [5] states there is a
lack of related methodological framework, allowing efficient use of agent technology
and computational experiment method. Long [5] also proposes a formal framework for
agent-based distributed virtual supply chain network management. To mention more
resources on the subject at hand, there are also other relevant works related to supply
chain management in agent-based applications, such as [6–8]. The common ground of
all three papers lies in adaptability and optimization of agent-based supply chains which
seems to be generally accepted common feature of such systems.

The other field, closely related to the main topic of this paper, are multi-plant
production models. Usually, this domain is closely related to logistics, because it is
expected that individual facilities are distributed in various geographical locations. This
emphasis the need for autonomous logistics, as it is described e.g. in [9]. In accordance
to modern trend of Industry 4.0, there is also possible to find combinations of virtual
and physical environments, i.e. cyber-physical systems [10]. For the automation of
company’s internal processes, a small-scale warehouse logistics and inventory manage‐
ment [11] allows automated handling and micro-management on the level of individual
production lines and warehouses.

3 Model Characteristics

This paper is primarily focused on the management of a production unit – multiagent
sub-system situated in the economic environment consisting the other agents.
The purpose of such production unit is the production of goods or services. The produc‐
tion unit in the proposed model has following characteristics, similar to manufacturing
unit described by Chaib-draa & Müller [2]: (i) Autonomy – a company carries out the
tasks by itself without external intervention and has some kind of control over its action
and internal state; (ii) Social ability – a company in the supply chain interacts with other
companies, e.g. by placing orders for products or services; (iii) Reactivity – a company
perceives its environment, i.e. the market and the other companies, and responds in a
timely fashion to changes that occur in it. In particular, each firm modifies its behavior
to adapt to market and competition evolutions; (iv) Pro-activeness – a company does
not act in a simple way in response to its environment, it can also initiate new activities,
e.g. launching new products on the market.

The significant advantage of the agent-based approach is the possibility to build
a complex system based upon the interactions of the individual agents, via the bottom-
up approach. This allows agents to have simple, modular construction where constituent
models can repeatedly be used. The complexity of such system can, in fact, rapidly
increase, as more details are gradually incorporated into the model. In order to maintain
the complexity in controllable boundaries, a highly modular approach is used, designing
agents from similar “building blocks”.
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4 Multiplant P-agents

Our previous study [12] was based on the simplified variant of the F-agent (representing
a factory) with a single production line, e.g. the case of a single factory F-agent. P-agents
represent production agents – are responsible for the production of the goods and serv‐
ices. There are two subsets of P-agents: F-agents (factories, producing semi-products
and goods for consumption) and S-agents (service providers). The internal construction
of both types of agents is similar because the production uses the same input/output
pattern. However, there are fundamental differences in the final product handling. Goods
can be stored and transported; services are localized to certain areas (like cities) or bound
directly to customers (companies/individual agents).

Figure 1 shows an example of two companies, each with several factories located in
different geographical locations. The task of establishing the production through such
production chain where the semi-products are to be transported between factories as
needed is much more complex, see also [13] for detailed comparative analysis of
different approaches to distributed manufacturing.

Fig. 1. Distributed F-agents with several factories.

4.1 The General Model of a Factory

The following description of the factory model is based on our previous study [12], the
model is adapted to the newly arisen constrictions during the implementation to
a modeling platform. The general factory model is shown in the Fig. 2. In general, each
factory can produce M final products, the index m takes values m = {1, 2,… , M}. The
factory manufactures products by one or several - say N production lines (depicted as a
number in the circle) which can be interconnected as a combination of the parallel and/
or the serial manner according to the needs of individual factory type (the index n takes
values n = {1, 2,… , N}).

Fig. 2. The general factory model
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Let us denote by Cn the set of the components (inputs) and by On the set of the outputs
of n-th production line. The final product, marked as Fm, is the final, desired product of the
factory. It is easily seen that the product Fm is a special type of output of a production line.
The output On is the so-called semi-product. It is used for further processing in order to
complete or manufacture the final product. The example of such product in the figure is
output O3, which is utilized as one of the components C2 for a production line 2.

Together with the outputs, two more characteristics can be studied in connection
with the production. The first is the waste. Waste, unlike the semi-product, does not
bring additional value and the company can utilize the waste only partially and through
recycling. The second characteristic is the pollution. The pollution is usually closely
related to the state of the environment and is used as one of performance indicators of
factories on the meta-model scale. For both characteristics it holds that more types for
each of them can be defined; both are included as parameters dependent on the type of
the factory.

In general, it is supposed that there are a main warehouse and hall(s) with the
production lines in the factory area. Each production line has the storage space with
limited capacity at its disposal. The limited capacity means particularly the space limi‐
tations. The size of storage spaces may be different for each production line. Employees,
manpower for the factory, work in shifts. For simplicity, it is supposed that before the
system starts working (e.g. initiation phase), the components sufficient for production
of at least one work shift are prepared in the warehouse in advance. It is assumed that
components for production are prepared at production lines.

Each production line of the factory has a description of its final/semi-product repre‐
sented by a table in the model. The table defines the volumes of components (all volumes
are in cubic meters) for the particular production of the output and also contains the list
of by-products (some of them can be later classified as a waste). For example, the factory
that produces furniture makes several types of products; some of them are listed in
Table 1.

Table 1. Composition of the products

Product Components By-products
Name Volume Name Volume Name Volume
Particleboard 1 Timber 0.1

Sawdust 0.9
Glass table 0.8 Timber 0.05 Sawdust 0.01

Glass 0.02 Shards 0.001

It can be seen that there are three places associated with some waiting (described
below) at production line i (see Fig. 3) and also three service places for processing the
production can be defined. First service place, assembler, puts together the corre‐
sponding quantity of each of components required for manufacturing of the output. In
general, there can be K components at each production line. The second service place
is the production (“service”). Here, the assembled components are processed and after
that the product falls into the third service place responsible for packing the output
(“batch”).
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Fig. 3. Screenshot of the factory production line from the model interface (implemented in
Anylogic multi-agent modeling platform)

Figure 3 shows the production line of the furniture factory that manufactures ward‐
robes.

The Production Time. The factory will be able to react and negotiate to supply the
market demand. To decide whether to accept the contract or not, it is necessary to know
if the terms of delivery are achievable. The management of the factory also needs to
know the shortest time for which the supply is able to meet expected requirements.
Therefore the computation of the production time of the final product is an important
characteristic.

The three types of time-consuming activities at each production line i are distin‐
guished. The total time needed for preparation of the components denoted by Ti

C
, the

production time denoted by Ti
P
 and the time for packing the product denoted by Ti

B
.

The variable Ti
C
 stands for the total time needed for delivering the components from

the main warehouse to the ith storage space. The time for preparation of particular
component varies according to the type of the component, it is denoted by ti

k
. The

assembler can start the work if and only if all components are available at a time, other‐
wise the production cannot start. The shortest time the components are prepared for
assembling is then a maximum of all ti

k
. The demand to prepare next ratio of components

for assembling will arise at the latest during the production of the just-assembled
components. The preparation of the next batch of components can be done in parallel
with the production because these two activities are separated.

The Ti
C
 during the production is computed by following formula:

Ti

C
= max

(
max1≤k≤K

(
ti

k

)
− Ti

P
; 0

)
(1)

Total time of production of the output Oi at ith production line, Ti, is computed as

Ti = Ti

C
+ Ti

P
+ Ti

B (2)
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Note that in the case of concatenated lines the possibility of parallel processing of the
semi-products has to be considered. The least production time of the final product can
be then computed using well-known Critical path method, see [14].

The Delivery of the Raw Materials. This subchapter deals with the delivery of the
raw materials to production lines and introduces the algorithm which describes the rules
for the delivery within the factory. The demand of particular production lines for raw
materials in time is considered to be deterministic. It can be derived from the planned
production. For simplicity, it is supposed that the main warehouse has enough raw
materials for the production of at least one work shift.

Before the shift starts, necessary components are prepared in the storage space and
at the lines. Every storage space (and also the main warehouse) has its space limitations.
That is why every request for raw materials has to be converted into the volume units.
The maximal capacity of the storage space is denoted by CapSmax and the maximal
capacity of the main warehouse by CapMWmax. The maximal capacities are given in
volume units. The capacities change in time; the changes are driven by events in time.
The time is denoted by t. The events are represented by movement of material.

Firstly, components at the main warehouse are denoted by Cl, l = {1, 2,… , L} and
its volume by VolCl. For the volume of the component Cl in time t it holds that

VolCl(t) = VolCl(t − 1) + VolC
′

l
(t) −

∑
i = 1…N

k ∈ W

VolCi

k
(D)

(3)

where W is a set of demanded components D of kind Cl that have been sent to some of
the production lines i and VolC

′

l
(s) is the amount of just delivered components Cl (ordered

by the main warehouse). Note that one particular component Cl can appear in the model
under the one or more designations Ci

k
. The orders of raw materials from the market to

the main warehouse observe the minimal stock level and are made with respect to the
planned production.

Due to the limited capacity of the storage space, at the moment the completed product
leaves the production place, the volume of particular components at the storage is
checked. When there is an amount of components for the production of the last planned
product in the storage space, the production line starts to order material from the main
warehouse. The orders are made at ratios sufficient for manufacturing complete products
with respect to the remaining duration of the shift and limited capacity of the storage.

5 Experiments

The following section proves the proposed solution by experiments conducted with the
model implementation in AnyLogic. The development of one production section was
recorded while operating in the complex economic simulation. The focus of experiments
is on managing resource supplies in a group of factories processing raw iron ore. Each
factory has production lines to generate two products: Steel and Cast iron. Both of them
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need raw iron ore as a resource and employees as a workforce. Therefore, within F-
agent, they compete for employees and the resource.

Two scenarios were applied on the examined factories. In the first one, the simulation
includes much more sources of the resource (Iron mines) than is needed to supply the
demand. This scenario shows the full potential of the factories with unlimited resources.
The other scenario brings fewer sources, and the factories are not able to supply both
production lines continuously.

Each experiment covers 40 days of model time. The factories are changing its settings
every ten days by adding more employees or production lines. The supply of the resource
for production always adjusts according to the current setting and supplies in the main
warehouse. The recorded values are means of 20 factories of the same type competing
in the simulation.

Figure 4 shows the distribution of the resource to production line during experiments.
Figure 5 depicts units of the product manufactured per day. In both figures, left plot
shows the full potential of factories, and the right one indicates the resource management
during a shortage.

Fig. 4. Distribution of the resource to production lines

Fig. 5. Average production of factories per day

The results of the first scenario shows raise in production throughout the model
run. Table 2 describes events in the scenarios and the following workforce distribu‐
tion, which was autonomously managed by the F-agent during a model run. In the
Fig. 4, the left plot depicts increasing amounts of the resource sent to the production
lines (PLs). The only exception appeared at day 20 when PL 2 gets less resource. It
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is caused by the addition of one extra machine into PL 1 and the following transfer
of workforce to support the extra production in prioritized PL 1.

Table 2. Internal changes in workforce distribution in the factories during scenarios

Production
line

Initially
6 employees

P* Day 10
+ 4
employees

P* Day 20
PL 1: +1
machine

P* Day 30
+ 4
employees

P*

PL 1 (Steel) 4 emp. in 2
shifts

16 6 emp. in 3
shifts

24 8 emp. in 2
shifts

32 10 emp. in 3
shifts

40

PL 2 (Cast
iron)

2 emp. in 1
shift

10 4 emp. in 2
shift

20 2 emp. in 1
shift

10 4 emp. in 2
shift

20

P* - maximum production per day (measured in default model units – m3)

Also, Fig. 4 shows the increasing amount of the resource in the main warehouse
according to daily consumption. In the first scenario, there is always sufficient supply
since the amount of the resource on the market is unlimited; however, in the second
scenario, the lack of the resource caused very limited production through the whole
model run. In this scenario, the appropriate reaction of the F-agent would be restricting
the number of employees; however, managerial decision-making is not a goal of this
paper. The result of the second scenario showed that the F-agent in the model can operate
even under difficult conditions.

6 Conclusion and Future Work

The paper presented the concept of the P-agent production unit which is an agent sub-
model of the larger ACE environment model. The main goals of this contribution were
to (1) describe formal aspects of its design and (2) demonstrate its functioning on the
example. Although the provided P-agent concept is only a single component in the
model, due to the modularity of other agents in the system and intentional reusability of
its design, it is applicable to the most of the production cycle elements.

Experiments had proved the ability of proposed model in different situations
including dynamic changes during a model run. The factories and its production lines
successfully transferred resource material into output material while dealing with
dynamic adjustments of its internal structure and the varying availability of the input
resource on the market.

The functioning of the P-agent has to be perceived in a broader context of the whole
system. In order to measure its performance, the whole industrial or services segments
are to be tested at the same time. This corresponds well with the progressive emergence
of the system behavior through the large number of interactions between its individual
components. Expansion of the experimental research towards the whole segment testing
is therefore expected to be the next step in the measurement of the system performance.
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Abstract. The aim of this paper is to introduce the design of a novel
Distributed Non-Axiomatic Reasoning System. The system is based on
Non-Axiomatic Logic, a formalism in the domain of artificial general
intelligence designed for realizations of systems with insufficient resources
and knowledge. Proposed architecture is based on layered and distributed
structure of the backend knowledge base. The design of the knowledge
base makes it fault-tolerant and scalable. It promises to allow the system
to reason over large knowledge bases with real-time responsiveness.

Keywords: Reasoning architecture · Non-Axiomatic Logic · Artificial
General Intelligence · Big Data

1 Introduction

Big Data analytics is a hot topic that could be applied in different real life
industries (e.g. [4]). Growing amounts of available information have led to the
requirement that every intelligent software system must have: the ability to
manipulate huge amounts of data [3]. As a consequence, several practical tech-
nologies, including, for example, graph databases and NoSQL (e.g. [11]) and the
MapReduce programming model [1], have emerged.

This paper will present the idea of a new system – Distributed Non-Axiomatic
Reasoning System (DNARS) [6]. This system is based on a novel distributed rea-
soning architecture that incorporates Big Data notions, includes fault-tolerance
based on data replication, as well as a highly-scalable and distributed backend
knowledge base. DNARS uses recent techniques for the purpose of large-scale
distributed data processing. Our approach makes it possible for the system to
operate on huge knowledge bases, and also service a large number of external
clients in real-time.

The DNARS architecture consists of two central components. Its backend
knowledge base is used to store the system’s knowledge and experience on a
large scale. To support this functionality, DNARS includes a set of algorithms
packaged in the form of inference engines. In order to realize high-level reasoning
c© Springer International Publishing AG 2017
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capabilities, DNARS relies on the Non-Axiomatic Logic (NAL). NAL provides a
formal way to support reasoning in Artificial General Intelligence (AGI) systems
[14,16].

The expression “non-axiomatic” implies that there is an insufficient amount
of resources and knowledge [16] available in the system, and said knowledge
can also be inconsistent and uncertain. New evidence of various content can
be added to the knowledge base, and thus can change the truth value of the
included knowledge statements. Moreover, truth-values do not necessarily have
to converge to certain limit, i.e. they can change arbitrarily. Furthermore, only
a part of the available statements is usually involved in the problem-solving
activities, thus providing locality to the reasoning process.

Accordingly, mechanisms in NAL support efficient handling of inconsistencies
and uncertainty in available statements. They also have the ability to reduce the
number of statements and thus abridge the available knowledge to enable more
efficient reasoning.

The rest of the paper is organized as follows. Section 2 provides a brief intro-
duction into NAL. Section 3 presents an overview of the proposed architecture of
the DNARS system. Section 4 briefly discusses some related work, while Sect. 5
concludes the paper.

2 Non-Axiomatic Logic

Non-Axiomatic Logic (NAL) is set apart from other formalisms used in reasoning
systems. It contains a set of inference rules, a symbolic grammar, and a seman-
tic theory. NAL sentences consist of subject-copula-predicate form. Both subject
and predicate can be represented by atomic (a single word) or compound (which
joins atomic and/or compound terms) terms. NAL has an experience-grounded
semantics [12] based on the concepts of generalization and specialization. Inher-
itance, formally captured as S → P , is the most typical statement in NAL.
Terms S and P represent subject and object, while the connector → represents
the inheritance copula. The meaning of this statement is: S is a type of P.

NAL inference rules (syllogistic form) are used for deriving new knowledge.
They support question answering or dealing with statement inconsistencies.
Inference in NAL system is achieved by means of various available inference
rules. Those rules are influenced by the copulas and positions of the common
terms in premises.

NAL itself is hierarchically organized into 9 layers. Different inference rules,
and/or new features are introduced from level to level. In the first proposal of
our DNARS architecture we concentrated on the first four layers.

NAL-1 introduces inference rules on inheritance statements (deduction,
induction, and abduction) [16].

NAL-2 is extended by symmetric inheritance represented in the grammar
with the similarity copula: (S ↔ P ) ⇔ (S → P ) ∧ (P → S). As a consequence,
three new forward inference rules are introduced in this layer: comparison, anal-
ogy, and resemblance [14–16].
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NAL-3 brings compound terms in form: {T1 con T2 con . . . con Tn} where
con is the connector and T1 . . . Tn are terms, n ≥ 1 [14,16]. Connectors are:
extensional intersection (\), intensional intersection (∩), extensional difference
(−), and intensional difference (�). The rule summarizes the system’s experience.

NAL-4 introduces arbitrary relations among terms like product (×). Inheri-
tance between separate components of a compound term is defined in the follow-
ing way [14,16]: ((S1×...×Sn) → (P1×...×Pn)) ⇔ ((S1 → P1)∧. . .∧(Sn → Pn)).
R as relational term can be defined as a term connected via inheritance to a
product term, i.e. either by (T1 × T2) → R or by R → (T1 × T2) [14,16].

More information on NAL is available in the references mentioned in this
section.

3 DNARS – Distributed Non-Axiomatic Reasoning
System

Advantages and capabilities of NAL are planned to be introduced and incorpo-
rated in our novel, previously developed multi-agent middleware, named Siebog,
which integrates two essential parts:

1. XJAF (Extensible Java EE-based Agent Framework) [8,13], which is a server-
side multi-agent architecture that supports clustered environments.

2. A client-side multi-agent system (Radigost) [7,9], mostly based on HTML5
markup language.

Siebog is a multi-agent system that aims to support agents during their lifetime
by providing several functionalities, including: maintaining the agent’s life cycle,
providing infrastructure for message exchange, etc. Siebog operates on top of
computer clusters which yields two of its important features: load-balancing and
fault-tolerance.

Additionally, it is our plan to enhance Siebog with support for DNARS, so
that Siebog agents can have the capability of advanced reasoning.

DNARS (see Fig. 1) consists of the following parts:

– Resolution engine that provides clients with answers to their questions.
– Forward inference engine that is responsible for producing new knowledge

from existing one.
– Short-term memory that only includes statements necessary for solving cur-

rent problems.
– Knowledge domain is a sub-set of the knowledge base, consisting of closely

related statements.
– Backend knowledge base that comprises of the system’s entire knowledge base,

which is an essential repository of its experience accumulated over time.
– Event manager that handles events triggered by changes made in the knowl-

edge base.
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Fig. 1. The architecture of DNARS.

These aforementioned parts could be grouped into two sub-systems: DNARS
Inference engines and Backend knowledge base. The DNARS Inference engines
sub-system consists of Resolution and Forward inference engines. The Backend
knowledge base sub-system includes Short-term memory, Knowledge domain,
Backend knowledge base and Event manager components. There is a unique
Backend knowledge base that serves all external clients, while each client is affil-
iated with its own set of engines. The knowledge base is designed to be scalable,
and is organized in a such a way that it can support multiple clients.

3.1 DNARS Inference Engines

DNARS inference engines sub-system consists of Resolution (to answer ques-
tions) and Forward inference (to derive new knowledge) engines that support:

– Questions with “?”, i.e. “? copula P ” or “S copula ? ”. Here, the Resolu-
tion engine searches through the knowledge base in order to find the most
appropriate substitute for “?”. The answer should be reached in real time.

– Questions like “S copula P”. The engine will first try to find the answer in
the knowledge base, but if doesn’t exist, it will use backward inference rules
to try and reach the required answer. The answer to this type of questions is
also achievable in real time, but only if the answer is already in the knowledge
base. If it doesn’t exist as such then the backward inference process will be
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performed asynchronoulsy [14,16] and the answer is passed on to the client
when it becomes available using the Event manager.

Currently, the Forward inference engine is meant to enable DNARS with
support of a subset of forward inference rules of the first four NAL layers. This
approach is a starting point for implementing a first version of a system with
practical reasoning abilities.

3.2 Backend Knowledge Base

DNARS is designed to manage big amounts of knowledge efficiently. The Back-
end knowledge base is made up of three layers:

– The first layer consists of the Knowledge base which is distributed across a
computer cluster using horizontal scaling [5]. Its distributed nature allows the
system to store huge amounts of data, and it also provides fault-tolerance due
to the state replication of the cluster nodes.

– In the second layer the knowledge base is organized into Knowledge domains
which allows the system to work with only a part of the knowledge base,
depending on the given problem. The domains can be distributed across the
cluster nodes (Fig. 1.).

– The top layer consists of the Short-term memory and the Event manager.
Short-term memory acts as a fast memory storage. With the completion of
the inference cycle, the content of the Short-term memory is saved to the
appropriate domain. Event manager is based on the Observer design pattern,
and its purpose is to notify clients of any relevant changes in the knowledge
state.

4 Related Work

One of the main intended purposes of DNARS is to serve as an underlying
reasoning engine in our multi-agent environment named Siebog [9,13]. This is
a departure from the Belief-Desire-Intention (BDI) model which is common in
agent technology [10].

Concepts of NAL, when compared to traditional BDI model, offer several
advantages. The main characteristic of NAL statements is that they are endowed
with truth-values representing confidence of belief, using the true definition of
belief. On the other hand, in the BDI model, a developer has to plan for the
possibility that a belief might not be true, as agents themselves cannot directly
assign confidence to their beliefs.

NAL-based agents provide new features like inconsistency resolution (based
on backward inference), learning (based on forward inference), and working with
insufficient amount of knowledge and resources (e.g. compound terms [14,16]),
while the BDI model does not offer such features.

In contrast to existing BDI systems, the main advantage that DNARS offers
is the possibility of applying reasoning over huge knowledge bases.
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On the other hand, BDI can be seen as another type of reasoning that can
sit on top of NAL. BDI is about “practical reasoning”, i.e. reasoning towards
actions. Moreover, in some BDI systems, e.g. Jason, the belief base of the agent
architecture is configurable. So, an agent could simply incorporate beliefs from
the NAL knowledge base. Systems like that do have problems with speed and
scalability, but they can describe “flexible behaviour” by mixing reactivity with
proactivity, a feature that is missing from standard backward and forwards chain-
ing reasoning.

OpenNARS [2] is an open-source implementation of NAL [14,16]. It supports
the logic of all existing layers of NAL. Its main parts are the inference engine,
the memory module, and lastly the control mechanism which is in charge of the
reasoning cycles [14].

Both OpenNARS and DNARS are implementations of non-axiomatic rea-
soning and, unlike other reasoning and cognitive systems, they use NAL as a
foundational formalism. According to available resources, NAL is able to handle
insufficient resources and knowledge to a larger extent than other systems.

Recently, an emerging trend in data processing is characterized by different
functionalities of the Big Data paradigm, especially in increasing the perfor-
mance when processing large amounts of complex data. So, by combining Big
Data paradigm functionalities with NAL, in DNARS we will achieve better per-
formances when handling big and complex data with limited resources and time.
A special problem that we addressed is dealing with knowledge inconsistencies
only when they emerge in particular situations (e.g. when multiple answers to
a question are available). Another issue that we addressed is the amount of raw
information, namely we tried to decrease it by combining separate chunks of
information. DNARS is designed with a NoSQL database in mind, so that it
could support faster processing of large amounts of data, but at the expense of
endangering consistency of the information on a temporary basis. In our pro-
posed architecture we would like to integrate the best benefits of most important
techniques and methods for big, complex and inconsistent data processing into
a single architecture.

Despite their similarities, there are sharp distinctions between DNARS and
OpenNARS. As it has been in development longer, OpenNARS incorporates all
nine layers of NAL, and it contains more advanced control mechanisms. The
main advantage of DNARS comes with its ability to reason over huge knowledge
bases due to its advanced backend knowledge base organization.

5 Conclusions and Future Work

In this paper we considered different emergent technologies and their advanced
functionalities, as well as the possibility to include them in our existing multi-
agent system Siebog [13]. By using these technologies, we have striven towards
making our system more intelligent and able to reason faster over large amounts
of knowledge.

This paper has presented a new general-purpose reasoning architecture –
Distributed Non-Axiomatic Reasoning System (DNARS). DNARS uses NAL as
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the basis for its formal reasoning. NAL is a specialized formalism that offers
a well-defined syntax, experience-grounded semantics, as well as a set of infer-
ence rules. Overall, it takes into consideration the possibility of reasoning over
insufficient resources and knowledge [16]. We have faced numerous challenges
while designing DNARS, but we have managed to achieve an advantage when
compared to other similar systems. An innovative organization of the backend
knowledge base, as well as an original implementation of NAL inference rules
in a highly-scalable, fault-tolerant and distributed environment makes it possi-
ble for DNARS to efficiently process large amounts of data, while being able to
service a large number of external clients.

During our research, numerous challenging and open scientific questions were
recognized, thus offering us several different directions of realization of high-
quality reasoning services in real world environments. In the future, we plan to
improve our proposed architecture by adding the remaining layers of NAL to
DNARS. Although the first four layers currently considered in DNARS are suf-
ficient for simple reasoning activity, the rest of the layers would provide DNARS
with new reasoning capabilities of a higher-level.
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Science and Technological Development of the Republic of Serbia, through project
number OI174023: “Intelligent techniques and their integration into wide-spectrum
decision support”, as well as a collaboration agreement between University of Novi
Sad (Serbia), University of Craiova (Romania), SRIPAS and Warsaw University of
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Abstract. In agent-based simulation and modelling of intelligent complex
systems, the problem of decision making by agents having incomplete, uncer-
tain, local or global, exchanged or observed information is very common.
Recent studies on quantum cognition introduce in the decision process mod-
elling and analysis, quantum properties such as superposition state, non-locality,
oscillation, interference or entanglement. This paper proposes a model of
quantum-like agents able to implement quantum properties of superposition
state and local or non-local entanglement. A case study based on an adaptation
of the Takuzu game illustrates our proposed approach of quantum agents
modelling. A discussion on the interest of decomposing or not components of a
system in the intelligent complex systems modelling is also proposed.

Keywords: Quantum agent � Quantum-like model � Superposition states �
Entanglement � Artificial intelligence � Agent-based modelling

1 Introduction

In the field of computational intelligence, there are many scientific works and
approaches for the modelling and simulation of agent-based distributed systems,
mainly when agents have to make decisions based on uncertain knowledge [1–3].
Recent studies on quantum cognition also seem very interesting and promising to deal
with this cognitive problem. They introduce the quantum properties of superposition,
interference, locality or non-locality, ubiquity, oscillation or entanglement in cognition,
and thus in the decision-making process [4, 5].

A large variety of scientific fields have been inspired by quantum theories, giving
rise to many types of quantum models (often called quantum-like models). Thus, many
models of cognition have been proposed on the basis of characteristics or phenomena
defined in quantum theory [4]: models of decision processes, uncertain memory or
cognitive measures, models for ambiguous perception or probabilistic judgments, Etc.
In particular, decision-making modelling and processes, which are open, parallel,
cooperative and/or competitive, benefit fully from this research on quantum probability
decision models [5, 6].

Thus, after having worked for many years on the simulation and modelling of
complex systems based on more or less cognitive agents [18], we began to extend our
work towards the modelling of quantum agents [7] capable of implementing the
quantum properties of superposition states and local or non-local entanglement.
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Human thinking and reasoning do not use the rules of classical logic, but those of
quantum theory: things are not always well defined or determined, but intricate,
ubiquitous, oscillating and superposed [8–10]. So, each time that reasoning is applied
to a decision process, human decisions are typically quantum [12, 13].

Quantum properties are numerous: indeterminacy, interference, ubiquity, oscilla-
tion, entanglement between the states, superposition principle. From these properties,
we have mainly retained two: (1) the superposition state for providing a very good
representation of conflict, ambiguity or uncertainty that we feel when we doubt; and
(2) the quantum entanglement that can be local (elements in a same locality) or
non-local (elements in different localities).

Quantum entanglement is a phenomenon observed in quantum mechanics in which
the quantum state of two objects must be described globally, without being able to
separate an object from the other, although they can be spatially separated. When
quantum objects are placed in an entangled state, there are also correlations between the
observed physical properties of these objects that would not be present if these prop-
erties were local. Consequently, even if they are separated by large spatial distances,
two entangled objects O1 and O2 are not independent and they must be considered as a
single object O0 ¼ O1 � O2.

In physics, the principle of locality, also known as the principle of separability, is a
principle according to which distant objects cannot have a direct influence on each
other. An object can be influenced only by its immediate environment. This principle is
questioned by quantum physics, mainly by the phenomena of quantum entanglement.
Bohm and Hiley [15] consider that there is no justification for objections to the concept
of non-locality.It is then possible to establish relations between quantum entanglement
and non-locality. In 1935, Einstein et al. demonstrated a phenomenon of distance action
[16]: 2 entangled particles behave like a single system, whatever the distance separates
them. If one of the particles is measured, the state of its twin particle will be instan-
taneously modified. This is called the “principle of non-locality” or “principle of
non-separability”. Vertesi and Brunner showed in [17] that the weakest form of
quantum entanglement, called non-distillable quantum entanglement, can lead to
non-local quantum correlations, the strongest forms of inseparability. According to
Horodecki et al. [18] entanglement is almost “invisible” in such systems, which makes
it very surprising that they can present this phenomenon of non-locality.

Multiagent is well adapted for modelling, designing and developing complex
systems composed of numerous intelligent entities [20–25]. Indeed, agents are
autonomous entities that can adapt to, react to, or interact with their environment [21,
22]. However, the problem of decision making by agents having local, incomplete,
uncertain, exchanged or observed information in synchronous or asynchronous manner
is very common. Studies on quantum cognition have proposed quantum properties such
as superposition state, ubiquity, non-locality, oscillation or entanglement in the deci-
sion process for providing a solution to this cognitive problem. So, in this paper we
presented a quantum-like model of agents that are able to simulate both quantum
properties of state superposition and local or non-local entanglement.

This paper is structured as follows: Sect. 2 presents a quantum-like agent model;
Sect. 3 develops a case study from the Takuzu game to illustrate our quantum-like
agent model; finally, discussion and conclusion present and analyze our findings.
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2 Quantum-like Agent Modelling

For modelling and designing complex systems with a quantum-like approach we
proposed to define the following model of a quantum agent-based system M (1):

M ¼ A; I; P; O;Wh i ð1Þ

where A is a set of quantum agents ai, whose state vectors are written |Wi〉, and
superpose several states {w1,, w2, …, wn} ∊ W; I is the set of interactions of quantum
agents ai; P is the set of roles played by quantum agents ai; and O is the set of
organizations into communities of quantum agents ai. Moreover, knowing card
(A) = n, the global state of M is noted |WM〉 = |W1〉 ⊗ |W2〉 ⊗ … ⊗ |Wn〉 if the states
of the n quantum agents are separable, or |WM〉 = |W1W2…Wn〉 if they are entangled.

Agent behaviors are often inspired by the cycle [perceive/observe/decide/act]. The
behavior of a quantum agent ai ∊ A (Fig. 1) is similar to that of a common agent. So, a
quantum agent can be described by the Eq. (2):

ai ¼ \Pðej; pkÞ;X�ðpk;Rai ;XaiÞ;DðXai ; dmÞ;Cðdm; cnÞ;Kai [ ð2Þ

where P, X *, D, C are respectively functions of observations, interpretations*,
decisions, and actions. Kai is the finite set of knowledge of ai.

Fig. 1. Formal behaviour of a quantum-like agent ai
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3 Case Study: The Takuzu Game Based on Quantum Agents

A cellular automaton (CA) is a system consisting of a set of identical finite state
automata (cells), having a limited number of states and placed on a grid. Each cell
presents itself as an elementary automaton whose future state is defined by a transition
function which depends on its present state and those of the cells situated in the
immediate neighborhood. All cells change their states simultaneously.

Popular games such as the Sudoku or the Takuzu are kinds of CA. The grids of
these games are composed of cells having values (i.e. states) dependent on values of the
neighboring cells located on the same column and row. The Takuzu game is a
logic-based number placement puzzle. The player’s goal is to fill a Takuzu grid with
two binary values (0 | 1), respecting only two rules: rule number one, an equal number
of values ‘0’ and ‘1’ in each row and column, and rule number two, no more than two
same adjacent values ‘0’ or ‘1’ in each row and column.

Table 1a give an illustration of a Takuzu’s grid composed of 16 cells (4 � 4).
According to the Takuzu’s rules, cell c3,3 must be set to 1. Compliance with rules alone
is not enough to build a grid, even for simple grids with few elements (Table 1b).
Takuzu’s game is indeed a complex system. Moreover, the game is non-deterministic.
In Table 1c we can get two valid solutions from the same initial configuration.

3.1 Simulation Based on Quantum-like Agents

A given quantum system or object is described by the sum of these different superposed
states (3):

Wj i ¼
Xi¼ n

i¼ 1
ai Wij i ð3Þ

where the coefficients ai are called “probability amplitude”.
For a given cell of a CA which may have only two states ‘0’ and ‘1’, and would

have no interference with its environment, the sum of these different superposed states
is given by (4) whose the different probabilities are defined in (5):

Table 1. Some characteristic configurations of Takuzu game grids

1 0 0 1 

0 0 1 1 

0 1 ? 0 

1 1 0 0 

a) Example of grid

1 0 0 1 

0 0 1 1 

0 1 0 !!

!! 1 1 0 

b) Incorrect grid

0 1 0 1 

1 
0
1

1
0 0 

0 
1
0

0
1 1 

1 0 1 0 

c) Non-deterministic grid
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cellj i ¼ 1ffiffiffi
2

p 0j i þ 1ffiffiffi
2

p 1j i ð4Þ

pð 0j iÞ ¼ pð 1j iÞ ¼ 1ffiffiffi
2

p
����

����
2

¼ 1
2

ð5Þ

3.2 Quantum-like Agents for the Takuzu Game

In this section we propose a quantum-like agents model for a simulation of an adap-
tation of the Takuzu game. In this kind of CA, the tick of the clock is when the player
fills a cell implemented by a quantum agent. Each quantum agent manages its evolution
cycle time, observes the state of its neighbors and applies the two rules presented in
previous section.

Quantum computation during a phase of this adapted Takuzu game is developed in
three steps: (1) initial states (6), (2) transformation resulting from a player’s choice (7),
and (3) new probability measures (8). Each quantum agent evaluates its future state by
observing its neighboring quantum agents and calculating the probabilities of its binary
value ‘0’ or ‘1’ (9).

ð6Þ

ð7Þ

ð8Þ

a2;1 0j i þ b2;1 1j i ) 4
6
0j i þ 2

6
1j i ¼ 2

3
0j i þ 1

3
1j i ð9Þ
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Table 2 illustrates this quantum computation on a Takuzu grid composed of 16
cells. The evolution of the game is not automatic, but supervised by a player who can
fill the grid by viewing the different states of the cells implemented by quantum agents.
The detailed sequence of the nine steps (3 cycles of decision according to the quantum
computation presented below) shown in this illustration is as follows:

Table 2.1 - Initial setting of the Takuzu grid;
Table 2.2 - Probabilities for the state values (2/3|0 > + 1/3|1 >) of the cell c1,2;
Table 2.3 - Following this observation, the player can take a decision: c1,2 = 0;
Table 2.4 - New setting of the grid according to the previous decision;
Table 2.5 - Probabilities for the state values (2/5|0 > + 3/5|1 >) of the cell c1,3;
Table 2.6 - Following this observation, the player can take a decision: c1,3 = 1;
Table 2.7 - New setting of the grid according to the previous decision;
Table 2.8 - Probabilities for the state values (1|0 > + 0|1 >) of the cell c1,4;
Table 2.9 - Following this observation, the player can take a decision: c1,4 = 0.

Table 3 illustrates a local entanglement between two cells a and b. If a measure of
a or b is done (cell valuation) then the other cell is also determined (valued). If no

Table 2. Example of 3 cycles of quantum computation that a player can apply.

1 

1 

0 

1 

1)

1 
2/3|0>
1/3|1>

1 

0 

1 

2)

1 0

1 

0 

1 

3)

1 0 

1 

0 

1 

4)

1 0 
2/5|0>
3/5|1>

1 

0 

1 

5)

1 0 1 

1 

0 

1 

6)

1 0 1 

1 

0 

1 

7)

1 0 1 
1|0>
0|1>

1 

0 

1 

8)

1 0 1 0 

1 

0 

1 

9)
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measurement is made then both cells have indeterminate states which can be ‘0’ or ‘1’,
with the same probability. The two cells a and b can be considered as a single cell
A whose probability of the state values is as follows (10):

p j10ið Þ ¼ p j10ið Þ ¼ 1
2

ð10Þ

It is then possible to consider/study the superposition of the states in A (|A >)
(Table 3c) rather than the superposition of the states in a and b separately (|a > ⊗ |b >).

Table 4 illustrates a non-local entanglement between two cells a and b. If a state
(value ‘0’ or ‘1’) of a or b is done then the other cell is also determined (even if it is
distant). If no measurement is made then both cells have indeterminate states which can
be ‘0’ or ‘1’, with the same probability. The two cells a and b can be considered as a
single cell A whose probability of the state values is as follows (11):

p j10ið Þ ¼ p j10ið Þ ¼ 1
2

ð11Þ

It is then possible to consider/study the superposition of the states in A (|A >)
(Table 4c) rather than the superposition of the states in a and b separately (|a > ⊗ |b >).

Table 3. Illustration of a local entanglement.

1 0 0 1 

1 a b 1 

0 1 1 0 

0 - - 0 

a)

1 0 0 1 

1 A 1 

0 1 1 0 

0 A’ 0 

b)

1 0 0 1 

1 
|01>
|10> 1 

0 1 1 0 

0 
|01>
|10> 0 

c)

Table 4. Illustration of a non-local entanglement.

1 0 0 1 

a 0 1 b

0 1 1 0 

- - - -

a)

1 0 0 1 

A 0 1 A

0 1 1 0 

0 1 0 1 

b)

1 0 0 1 

|01>

|10>
0 1 

|01>

|10>

0 1 1 0 

1 1 0 0 

c)
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Tables 5 illustrates a local entanglement between four cells a, b, c and d. If a state
(value ‘0’ or ‘1’) of one of these four cells is done then the other cells are also
determined. If no measurement is made then the four cells have indeterminate states
which can be ‘0’ or ‘1’, with the same probability. The four cells a, b, c and d can be
considered as a single cell A (see Table 5b) whose probability of the state values is as
follows (12):

p j0110ið Þ ¼ p j1001ið Þ ¼ 1
2

ð12Þ

It is then possible to consider/study the superposition of the states in A (in fact two
possible configurations with: Aj i ¼ 1ffiffi

2
p 0110j i þ 1ffiffi

2
p 1001j i, see Table 5c) rather than

the superposition of the states in a, b, c and d separately (|a > ⊗ |b > ⊗ |c > ⊗ |d >).

4 Conclusion

In agent-based simulation and modelling of intelligent complex systems, the problem
of decision making by agents having incomplete, uncertain, local or global, exchanged
or observed information is very common. Recent studies on quantum cognition
introduce in the decision process modelling and analysis, quantum properties such as
superposition state, non-locality, oscillation, interference or entanglement. So, this
paper proposed a model of quantum-like agents able to implement quantum properties
of superposition state and local or non-local entanglement.

A quantum-like model for agents offers perspectives for the simulation and mod-
elling of complex systems. In particular, it allows: (1) to determine the states of the
components of the complex system only when a measure is to be realized (property of
superposition of states) in order to represent or apprehend the indeterminism, the
uncertainty and the different probabilities of states that a component might have; (2) to
model and simulate components of close proximity, constantly interacting and
proposing a very strong correlation of states (entanglement property); (3) to design
state interactions and correlations in a context not necessarily local (principle of

Table 5. Illustration of a multiple entanglement of cells.

0 1 0 1 

1 a b 0 

0 c d 1 

1 0 1 0 

a)

0 1 0 1 

1 

A
0 

0 1 

1 0 1 0 

b)

0 1 0 1 

1 
|0110>

|1001>

0 

0 1 

1 0 1 0 

c)
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non-locality); and especially (4) taking into account the organization of a complex
system and its necessary decomposition to model, simulate or analyze it, the entan-
glement of some of its components also offers the possibility of designing globalization
of states.

Concerning this latter perspective, it becomes possible to consider certain groups of
components like black boxes because they are entangled. The study of a complex
system would then consist in determining the different levels of components, in order to
identify the interactions of the lowest level, and the inseparable (even indecomposable)
components whose study of interactions is irrelevant or even impossible.

A simulation of the Takuzu game with a small grid of 16 cells illustrated our
approach to modelling quantum-like agents. From this case study, we have been able to
show the interest of certain quantum properties such as the superposition states and the
local or non-local entanglement of quantum elements for the decision-making process
of an agent implementing the different cells of the game.

The integration of other quantum properties in our quantum-like agent model is our
current work perspective. Thus, we are currently investigating two new quantum
properties: (1) the interference between states that appears for a quantum-like agent
when one of its choices made during a decision-making process interferes with the
confidence it may have in the final choice; and (2) the oscillation which may reflect the
hesitation of a quantum-like agent taking an individual or collective decision.

Beyond this didactic but very simplistic example, we are convinced that this
modelling approach based on quantum agents can be of interest for other complex uses,
developments, or applications (derived from CA or not) as varied as: neighboring
algorithms in networks, intelligent transportation, studies of cell behavior in tumors,
crosses and mutations in genetic algorithms, etc.
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Abstract. Before intruding into a system attackers need to collect infor-
mation about the target machine. Port scanning is one of the most pop-
ular techniques for that purpose, it enables to discover services that may
be exploited. In this paper we propose an accurate port scan detec-
tion method that can detect port scanning attacks earlier with higher
reliability than the widely used Snort-based approaches. Our method
is profile-based, meaning that it does not only set a threshold on the
connection attempts in a given time interval, like most of the current
methods, but builds an IP profile of four features that enables a more
fine-grained detection. We use the Budapest node of the FIWARE Lab
community cloud as a natural honeypot to identify malicious activities
in it.

Keywords: Port scan detection · FIWARE Lab · IP profile-based detec-
tion

1 Introduction

Network ports are entry points to a machine that is connected to the Internet.
To exploit the vulnerabilities of standard services running on a server, hackers
design port scanning methods to find those ports that are open to the world.
A typical successful network penetration can be divided into five phases [12]:
reconnaissance, scanning, gaining access, maintaining access and covering track.
The more the attacker gets close to all phases, the stealthier is the attack. That is
the reason why it is important to detect all intrusions as early as possible. A port
scan activity is commonly a precursor of an intrusion attempt, generally it takes
place in the first phase of the attack in order to discover all network entry points
into the target system. During this method the attacker tries to connect with
several ports on the destination computer and learn what services are running,
what users own those services, whether anonymous logins are supported, and
whether certain network services require authentication [6]. If we were able to
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reveal the malicious intention in that phase, we could prevent the hacker from
causing actual damage.

Several types of port scan activities can be distinguished [10]. Based on the
pattern of the explored ports we can talk about vertical scans that targets several
destination ports on a single host, horizontal scans that targets the same port on
several hosts and block scans that is a combination of the two former methods.
Furthermore, we can make the differentiation based on the protocols and packet
types they use [5]. Since substantial proportion of scanning activities are sent
over TCP and the most common packet type in this traffic is TCP SYN, we
focus our investigation on the detection of TCP SYN scanning [3,10,14] (also
known as stealth scan or half-open scan).

To understand how this attack works, at first we need to investigate the
initialisation method of TCP connections, a process known as a “three way
handshake”. As its first step, the initiating system sends a SYN packet to the
destination, which will respond with a SYN/ACK packet, acknowledging that
it has received the connection request. Finally, the first system send back an
ACK packet, indicating the receipt of the answer. If all the three steps take
place within a time window, the data transfer can begin. As a first step of SYN
scanning, the attacker sends a TCP packet with the SYN flag on to the target
system and waits for the response. If the port is closed or filtered (meaning that
a filter prevents the probes from reaching the port), the host responds with an
RST packet or gives no answer at all. Otherwise, when the port is open, the
host will continue the handshake by sending a SYN/ACK packet. At that point
the attacker can clearly know whether the given port is open, and can launch an
attack immediately. Now that during this type of scanning a TCP connection
is never fully established and the half-open connections are not logged by the
target machine, it is easier for the attacker to stay undetected.

However there are some already existing methods for SYN scanning detection
[5,9,11,16], most commercial solutions are built on the naive approach and sim-
ply set a threshold on the number of connection attempts in a given time interval.
Another drawback of current solutions is that they operate with a relatively high
false positive rate. One differentiating factor that distinguishes our work from
previous solutions is the idea of monitoring multiple features of the communi-
cating parties and building up IP profiles based on which scanner and benign
activity can be better characterised and separated. Snort [7], one of the most
well-known intrusion detection systems, also provides the possibility to detect
these type of attacks. After describing our methodology in details in Sect. 3, we
present our results in comparison with the performance of Snort.

2 Related Work

The first network intrusion detection system that detected scanning was the
Network Security Monitor [19]. It worked with rules to alert on any source IP
address that connected to more than 15 other source IP addresses in a given time
window. This naive approach is still used by many commercial systems. Another



A Profile-Based Fast Port Scan Detection Method 403

early solution was the Graph Based Intrusion Detection System (GrIDS) [18].
It detected port scanning by building graphs of activity in which the nodes rep-
resented hosts, and the edges represented some network traffic between hosts.
Thus a scan probe could be represented as an edge between the scanning host
and the server being scanned. There is a variety of late papers concerning port
scan detection as well. One of the most well known signature-based intrusion
detection systems today is Snort [7], an open source lightweight network intru-
sion detection system based on libpcap [2]. Besides other intrusion detection
tasks, Snort also supports port scan detection. This functionality is made pos-
sible by a preprocessor plug-in that keeps track of the number of destination IP
addresses accessed by each source IP address in a given time window (in 3 s by
default). Whenever this value is above a specified threshold (4 by default), the
system raises an alarm indicating a port scan attack by the source IP address.
Additionally, the port scan detector looks for single TCP packets that are not
used in normal TCP operations (packets with odd combination of TCP flags).
The scan will also be reported, regardless of the threshold being broken, if the
packet contained an abnormal TCP flag combination. In the literature several
papers can be found that utilises Snort. In [9,15] researchers implement a rule
based IDS and apply some own rules to detect attacks on TCP and UDP specific
protocols using Snort. The research in [21] examines the evasion technique pro-
vided by Nmap, a port scanner and Metasploit Framework, an exploit launcher
against Snort. There are solutions that apply data mining techniques in order
to filter out scanner activity. Authors of [16] used the number of the different
TCP control packets and SYN as input for Back Propagation algorithm in order
to detect port scans. Another paper that also uses the concept of neural net-
works is [13] in which the authors apply a Time Delay Neural Network in order
to maximize the recognition rate of network attacks. A design that maintains
records of event likelihood, from which the anomalousness of a given packet is
approximated is described in [17]. In [11], an accurate sampling scheme is pro-
vided for the detection of SYN flooding and TCP port scan activities. Jaekwang
Kim and Jee-Hyong Lee in [8] propose an abnormal traffic control framework to
detect slow port scan attacks using fuzzy rules and stepwise policy, that acts as
an intrusion prevention system to suspicious network traffic.

3 A Profile-Based Method

Our detection methodology is based on maintaining profiles for all the IP
addresses that participate in building TCP connections. The concept is built
on the assumption that a scanner leaves more initialised TCP handshakes half-
open than what he finishes successfully. We classify a TCP SYN request for a
connection as successful, if the initiating party sends a TCP ACK packet to the
destination within 30 s (that is the default TCP handshake timeout), and we
label it as a failed request otherwise. An IP profile for a specific IP address, ˆIP ,
is defined as (f →, f ←, f ↓, f ↑, P riority) ∈ [0, 1]5, where
– f → is the ratio of failed connection requests sent by ˆIP out of all connection

initialisations of ˆIP ,
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– f ← is the ratio of failed connection requests received by ˆIP out of all received
connection requests,

– f ↓ is the number of different IP addresses from which ˆIP received failed
connection requests divided by the number of all different IP addresses that
sent connection requests to ˆIP ,

– f ↑ is the number of different IP addresses to which ˆIP sent failed connection
requests divided by the number of all different IP addresses that received
connection requests from ˆIP ,

– and Priority is defined as max(0, 1 − 4/f), where f if the actual number of
failed requests sent by ˆIP .

Whenever a TCP SYN or a corresponding TCP ACK packet is sent, we update
the profiles of the source and destination IPs. Table 1 summarises those extreme
points of the IP profiles that indicate an attack. Any time the Priority value
of an IP profile exceeds a predefined threshold, we calculate which is the closest
extreme point to this IP that indicate an attack and we log the IP, the type of the
attack, the priority value and the time-stamp corresponding to the investigated
packet. By having a closer look at the IP profiles, we can also recognise which
IP addresses are under attack. The last two lines of Table 1 presents the extreme
points of the ip profile space that indicate victims.

Table 1. Extreme points of IP profiles that imply an attack

f→ f← f↓ f↑ IP type

1 0 0 1 Vertical scan

1 0 0 0 Horizontal scan or SYN flood

1 0 0 0.5 Block scan

0 1 0 0 Port scan or SYN flood victim

0 1 1 0 Victim of distributed attack

4 Test Dataset

We tested the performance of the proposed model on traffic measurements car-
ried out in the Budapest node of FIWARE Lab [1] community cloud. The
FIWARE Lab, launched on 6 September 2013, is a non-commercial OpenStack-
based sandbox environment where various prepared images are available for
endusers to experiment with FIWARE technologies by hosting their virtual
machines. It currently consists of 12 nodes in Europe and a few external nodes
located in Brazil and Mexico. The system has more than 6600 users, mostly start-
ups and SMEs taking part in the business acceleration programme of FIWARE.
However, FIWARE Lab, similarly to Planet Lab, can only be used for non-
commercial experimentation, testing, prototyping and validation, and thus the
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traffic mix that can be observed in such an environment is less heterogeneous
than the one in real commercial clouds like Amazon or Azure. The site is con-
nected to two external networks – the public Internet and a private management
network with Multi-Domain VPN – through a physical link of 1 Gbps. The traf-
fic was captured at the border of our network before the firewall protecting the
cloud site. To analyse cloud traffic two independent traffic traces were collected.
All packet headers as well as a part of raw data have been recorded. The first
data set called TR-2015 was captured shortly after the launch of the cloud site
from 12 May 2015 to 1st June 2015. During that time, the site only had a lim-
ited number of external users from Europe, hosting approximately 20 virtual
machines. The second trace called TR-2016 was created one year later between
1–7 June 2016 when the site hosted more than 120 virtual machines with various
sizes. Most of them were used by European start-ups for running their experi-
ments and prototype services. The basic statistics of the two traffic traces are
depicted in Table 2. One can observe that the nature of the traffic has slightly
changed after one year. The daily average flow numbers are 0.175 and 0.34 mil-
lions for TR-2015 and TR-2016, respectively. However, the approximately two
times more flows carry almost the same amount of data in each day. This is in
accordance with the literature that the majority of flows are very short. We have
to note that in comparison to community cloud sites the observed traffic volume
is moderate, but as it will be shown in the following section, it contains enough
malicious traces with attack probes for the evaluation of port scan detection per-
formance in a live environment. Considering the main applications used during
the two examination periods in the cloud, the most frequently used application
is SSH (TCP port 22), a cryptographic network protocol allowing remote access
to network hosts, through which 10% of the data is transacted. SSH is followed
by HTTP (TCP port 80), HTTPS (TCP port 443) and HTTP-ALT (TCP port
8080). Since the cloud is supposed to process a heavy load of tunneled data and
to offer services through various HTTP-based APIs, the fact that these ports
carried the majority of the bytes is not surprising. This usage pattern (especially
the high amount of SSH traffic) also reflects that this non-commercial cloud site
acts more like an experimental platform than a commercial environment. How-
ever, since all the virtual machines are directly connected to the wild Internet,
the captured traffic is expected to contain a large number of malicious activi-
ties, serving enough data for the thorough validation of our port scan detection
method.

Table 2. Basic statistics of the analyzed traffic traces

Trace Traffic volume Flows [Million] Packets [Million] Time Span [Days]

TR-2015 61.7 GB 3.5 239 19

TR-2016 17.6 GB 2.4 71 7
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5 Results

We have validated our scheme on the traces that were described in Sect. 4. To
evaluate the performance of our method, we compared our results to the out-
come of Snort port scan detector on the same dataset (the operational details
of Snort can be found in Sect. 2). The first problem we had to face was the lack
of ground truth in the dataset. To simplify the evaluation process, we needed to
set up some assumptions about the nature of port scans in the captured traffic.
Particularly, considering that all legitimate clients of the cloud were certainly
located in Europe during the examination period, we treated all detected traf-
fic that originated from outside of these areas as a result of malicious activity.
To confirm the rationale behind these inferences some manual assessments have
been conducted on a fraction of the dataset that approved our expectations. The
daily distribution of the traffic coming from non European countries have been
analysed country by country as well. The investigation showed that no daily
pattern can be observed in these communications. Since the data exchange is
continuous and independent from the time of the day, we suspect that the traffic
may be machine generated.

After running Snort’s port scan module with high sense level on TR-2015,
it yielded 1006 different IP addresses as scanners. Our method on the same
dataset, with Priority threshold set to 0.5, detected 1470 malicious IPs, from
which 801 could be also found among the results of Snort. In TR-2016 Snort
alerted on 1194 scans, while the Profile-based solution detected 1215 and there
were 810 events that have been caught by both detectors. Those 801 different
addresses in TR-2015 and 810 addresses in TR-2016 that were involved in such
suspicious connection attempts that generated alarms by both detectors were
geolocalized by WEBNet 77 [20]. From this part of the dataset we tried to
weed out as many false positives as possible. Due to the large amount of the
suspicious connections we narrowed the manual search for the false positive
alarms to Europe, where most of the legitimate traffic could originate from. In
this portion of the dataset, we found in total 15 false positive alarms, most of
them caused by transmission errors in the communication of active hosts, like
NATs. As it can be seen, about one-third of the addresses are located in China,
whereas the second most populated area is the United States, followed by Russia
as a distant third. These results are consistent with the Digital Attack Map [4]
website where statistics are available on the most common locations of attack
sources.

Figures 2a and b shows the location of those respectively 669 and 405 ip
addresses that were detected as scanners by our algorithm but left out by Snort
in the two traces. After manual investigation of the sources originating from
Europe, 14 of them turned out to be false positives.

The location of those 205 IP addresses that were found by Snort but not
detected by our method can be seen on Fig. 1a. Similarly, most of the traffic
originated from China and the United States. In TR-2016 Snort has alerted on
384 additional addresses that were not caught by the profile-based solution. After
some deeper investigation of these alerts we found that 47% of the detections
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(a) 205 IP addresses in TR-2015. (b) 384 IP addresses in TR-2016.

Fig. 1. Geolocation of the IP addresses detected only by Snort.

(a) 669 IP addresses in TR-2015. (b) 405 IP addresses in TR-2016.

Fig. 2. Geolocation of the IP addresses detected only by the profile-based method.

were raised on IP addresses that communicated less that 3 packets and were false
positives, caused by the high sensitivity setting of Snort’s port scan detection
module.

Table 3a summarise the performance of the two detectors regarding the true
positive, false positive, true negative and false negative rates in TR-2015. Anal-
ogously, Table 3b concludes the same measures for TR-2016. Figure 3 shows the
distribution of the Priority values of the different IP profiles generated by our
algorithm. As it can be seen, only around 3% of the profiles had non-zero Priority
in the whole population of IPs, meaning that only a small portion of the traffic
raised an alarm in our detector. However, if we narrow our investigation down to
only those IP addresses that were detected by Snort, we find that ∼20% of the
profiles are left with zero Priority and the remaining ∼80% has Priorities above
0.67, meaning that the IP profiles of these addresses have been investigated also
by our method and classified either as vertical, horizontal, block scanner, or as
benign if despite the increased amount of half-open connections the given IP
also participated in a sufficient amount of successful connections.
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Table 3. Confusion matrices

Profile-based Snort

Real Class True False True False

True 1452 196 985 663

False 18 9 21 6

(a) TR-2015

Profile-based Snort

Real Class True False True False

True 1204 15 962 397

False 11 229 232 8

(b) TR-2016

Fig. 3. Empirical cumulative distribution function of the priority values in the whole
dataset with dashed line and in the traffic that triggered alarm in Snort with continuous
line.

For a port scan detector one of the most important criteria is to reveal the
malicious activity as soon as possible. To evaluate which method detects the
attacks faster we focused our investigation on the traces generated by those
789 IP addresses that were detected by both approaches as scanners. In total
there were 2752 events in TR-2015 and 1245 events in TR-2016 generated by
these malicious sources. To visualise the error in the reaction time of the two
designs, we calculated tdisti , the time difference between tSi , Snort’s detection
timestamp and tPB

i , the profile-based detector’s timestamp for the ith event,
tdisti = tPB

i − tSi . The resulting empirical cumulative distribution functions that
can be seen on Fig. 4 show that the profile-based method is faster in average
than Snort, because the area under the curve on the negative side of the x axis
is larger than the area above the curve on the positive side. Note, that the x axes
of these graphs are on logarithmic scale. A closer investigation on the behaviour
of these curves around zero reveals that in TR-2015 more than 80% of the time
differences are negative, meaning, that the profile-based solution detected faster.
A small portion, less than 10% of the events have been detected at the same time
and around 10% of the scans were discovered earlier by Snort. In TR-2016 the
profile-based solution reacted faster in 60% of the cases. Around 30% of the
activities have been detected at the same time, whereas in 10% of the cases
Snort reacted faster. Although the vast majority of the differences are below
20 s, the extremums at both directions are around 3 h.
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(a) TR-2015 (b) TR-2016

Fig. 4. Empirical cumulative distribution functions of time differences between the
detection of our solution and Snort for the port scan activities that were detected by
both methods.

6 Conclusions

We presented a new way of port scan detection that is based on building a pro-
file for every IP participating in the communication. We used the FIWARE Lab
community cloud as a natural honeypot to capture traffic that contains a signif-
icant amount of malicious traces. Due to the lack of ground truth in the dataset
we geolocated the suspicious IP addresses relying on the assumption that most
of the legitimated traffic must have originated from Europe. The performance of
the method was evaluated in contrast to Snort’s port scan detection module. We
found that our solution worked reliably, with a higher true positive and a lower
false negative rate. Considering the promptness of the alarms we have shown
that in average our solution reacted faster. In the future we are planning to
further test the performance of our solution on other labeled datasets. A larger
dataset with scan labels would not only facilitate easier performance evaluation,
but could open up the possibility of applying machine learning algorithms in
this context.
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Abstract. A sensor power schedule for a homogenous network of sen-
sors with a limited battery capacity monitoring a set of points of inter-
est (POI) depends on locations of POIs and sensors, monitoring range
and battery lifetimes. A good schedule keeps the network operational as
long as possible while maintaining the required level of coverage (not all
POIs have to be monitored all the time). Searching for such a schedule
is known as the Maximum Lifetime Coverage Problem. A new approach
solving MLCP is proposed in this paper. First, in every time step, we
try to achieve the required coverage level using sensors with the longest
remaining working time monitoring the largest number of POIs that have
not been covered yet. The resulting schedule is next used for generating a
neighbour schedule by a perturbation algorithm. For experimental eval-
uation of our approach a new set of test cases is proposed. Experiments
with these data show interesting properties of the algorithm.

1 Introduction

Multiple applications of wireless sensor networks make them a subject of great
interest and wide range of research. In our paper we focus on the task of mon-
itoring an area by a set of distributed sensors with a limited battery capacity.
Precisely, at least a large, user defined percentage of a number of locations in
the area has to be monitored in every time step. The aim is to find a schedule of
sensor activity maximizing lifetime of a network and guaranteeing a satisfying
coverage of the locations by sensing ranges of sensors. Simply, due to a large
number of sensors it is not necessary to set them all in the monitoring state
for obtaining a satisfying coverage of the area. Thus, effective energy manage-
ment in the sensor batteries is the key issue in this case. Typically, the model
of the problem assumes discrete time and the solution is represented as a sched-
ule where rows represent control sequences for sensors over time and columns —
subsequent time periods. The goal is to maximize the length of an uninterrupted
sequence of columns when the coverage represents a satisfying level.

In this paper a new approach called HMA or Hypergraph Model Approach
is proposed to find an effective schedule of sensor control for given locations of
sensors and points to be monitored in the area. First, in every time step we try
to achieve the required coverage level using sensors with the longest remaining
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working time monitoring the largest number of POIs that have not been cov-
ered yet. The resulting schedule is next used for generating a neighbour schedule
by a perturbation algorithm. For experimental evaluation of our approach a new
set of test cases is proposed.

The paper consists of six sections. Section 2 gives definition of the solved
problem and all the necessary constraints. In Sect. 3 the proposed two-phase
algorithm is presented. A benchmark is defined in Sect. 4 and results of experi-
ments are discussed in Sect. 5. Section 6 concludes the paper.

2 Maximum Lifetime Coverage Problem (MLCP)

In [1] authors define a sensor coverage problem. NS immobile sensors are ran-
domly deployed over an area to monitor NP points of interest, a.k.a. POIs. Each
sensor has the same sensing range rsens and the same battery lifetime. A sensor
node can be either in a working mode when it consumes one unit of its battery
capacity, or in a sleeping state when the energy consumption is negligible. It
is also assumed that time is discrete, thus, the lifetime of a sensor Tbatt is the
maximal number of time steps when the sensor can be on. Tbatt is assumed to
be known in advance and always the same for all sensors. We ignore the fact
that in real life effective battery capacity depends on various factors and is hard
to predict. Frequent turning on and off the battery shortens its lifetime. Thus,
it does matter whether the battery is on in consecutive time steps or is in every
time step turned on/off but our algorithms omit this problem. Our goal is to
find a schedule for the sensors activity which gives the longest time period of
uninterrupted control of the given set of POIs P. This is called the Maximum
Lifetime Coverage Problem.

In the real world sensors manifest two types of activity: monitoring and com-
munication. This may imply two classes of optimization problems: (1) scheduling
for the satisfying POI coverage by working sensors over the longest time period
and (2) building ad-hoc communication networks guaranteeing immediate trans-
fer of sensed data. In the presented research we focus on the problem just from
the first class and assume that the effective data transfer is always given. For
this reason, the energy consumption necessary for communication is not present
in the model. Moreover, it is assumed that communication graph always pro-
vides connectivity independently from the landform and localization of sensors
even if some sensors are off. Literature concerning sensor networks is multiple
and rich, however, publications about heuristic approaches to MLCP as defined
above are not so numerous. One can find, e.g., sensor control methods [3] or
schedule optimization approaches based on evolutionary algorithms [4], simu-
lated annealing [5], or graph cellular automata [6].

An active sensor monitors all POIs located within its sensing range. One
sensor can monitor a number of POIs, and on the other hand a single POI can
be monitored by a number of sensors. A full coverage of a set of POIs cannot
be guaranteed since it can happen that some POIs lie outside of the range of
any sensor. However, full coverage is not obligatory, it is sufficient to have at
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least a defined percentage cov of the number of POIs being monitored. When
the fraction of monitored POIs fits in the range [cov, 1], the satisfying coverage
level is met.

The aim of optimization is to maximize the lifetime of the set of sensors S
under a satisfying coverage constraint for a given feasible instance of the problem.
Therefore, the solution is represented as a schedule H where for each time step t,
a slot Ht, that is, a sensor control vector, defines activity for each of the sensors.
The slot is a binary vector where index i identifies the sensor ID, and the value
in the i-th cell Ht

i defines the i-th sensor’s activity in time t: a working mode
(Ht

i = 1) or a sleep state (Ht
i = 0). The value of a schedule equals the length of

the longest sequence of slots during which the satisfying coverage requirement
is met.

3 Optimization Algorithm

For optimization of the sensor activity schedule a local search approach is
applied. The main novelty lies in two methods: one for generation of an initial
schedule and the other, for building a neighbour schedule. Both methods never
generate unfeasible solutions, that is, for example, schedules including time slots
with insufficient coverage of POIs, or impossible to execute due to battery load
limitations. Therefore, the search process can be interrupted in any moment and
the current schedule is ready to implement instantly.

3.1 Generation of the Initial Schedule

Algorithm 1 represents a greedy approach. In every time slot, it tries to achieve
the required coverage level using sensors with the longest remaining working
time monitoring the largest number of POIs that have not been covered yet. We
remove from the model all sensors which do not monitor any POI. We call this
algorithm HMA or Hypergraph Model Approach because the problem space
is modeled as a hypergraph. The sensors are its nodes. The battery levels in
sensors decrease as the algorithm goes and sets the sensors in the working mode
in selected time slots. The hyperedges correspond to POIs. Precisely, the set of
sensors able to monitor given POI forms the corresponding hyperedge.

For every time slot the algorithm

1. Turns all the sensors off.
2. For every sensor creates the list of POIs within its range (the procedure

inRange).
3. Performs the following operations in a loop until the required level of coverage

has been reached or no sensor is available to increase the level of coverage
(a) Filters out the list of sensors leaving only those with a remaining battery

lifetime batt(Si, t) > 0, turned off, and able to monitor at least one
POI not covered in the current time slot (the procedure filter). If the
remaining list is empty, the algorithm ends and the current slot is not
included in the schedule.
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Algorithm 1. HMA: A Hypergraph Model Approach for Schedule Generation
Require: cov, Tbatt,S,P;
Ensure: schedule H
1: H ← ∅; t ← 0 � initialization: make an empty schedule and set time to zero
2: for all S ∈ S do batt(S, 0) ← Tbatt � initialize the sensor battery levels
3: M ← inRange(S,P) � M: sum of Mis – lists of POIs observed by sensors
4: repeat � main loop of the algorithm
5: Mwork ← M
6: t ← t + 1
7: Ht ← 0
8: for all S ∈ S do batt(Si, t) ← batt(Si, t − 1) � update the sensor battery levels
9: c ← 0 � initial coverage level for the slot Ht equals zero

10: while c < cov do
11: Swork ← filter(S,Mwork) � filter out useless sensors
12: if Swork = ∅ then break; � break the main loop with c < cov
13: n ← selectBest(Swork,Mwork)
14: Ht

n ← 1 � turn the selected sensor Sn on in the current slot
15: batt(Sn, t) ← batt(Sn, t) − 1 � update the selected sensor battery level
16: Mwork ← removePoi(Mwork, Sn) � remove POIs located within the Sn’s

sensing range from every list of POIs Mi ∈ M
17: c ← covPoi(S(Ht)) � update current coverage level for Ht

18: if c ≥ cov then � if the coverage level for the current time slot is reached, . . .
19: H ← H + Ht � . . . attach the current time slot to the schedule

20: until c < cov
21: return H

(b) Among sensors with the longest remaining battery lifetime selects the
one able to monitor the largest number of POIs not covered yet (the
procedure selectBest); when such a sensor does not exist, selects the
one with remaining lifetime as long as possible.

(c) Turns the selected sensor on and decrements its battery lifetime.
(d) For every inactive sensor, removes from the list of observed POIs

those which are monitored by the sensor just selected (the procedure
removePoi).

(e) Updates the current coverage level (the procedure covPoi(S(Ht)), which
returns the percentage of POIs covered by sensors being active in Ht).

3.2 Building a Neighbour Schedule

A method of a neighbour schedule generation is presented in Algorithm 2. First,
a randomly selected slot is removed from the schedule and battery levels for
sensors being on in this slot are restored. Then for each of the remaining time
slots redundant sensors, that is, sensors which can be turned off without getting
the coverage level below the threshold cov are searched for. Redundant sensors
found in these slots are set off and their battery levels are restored as well. At the
end the obtained slimmed schedule is the input for Algorithm 1. Due to usual
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Algorithm 2. A Neighbour Schedule Generation
Require: H, ε,S;
Ensure: a neighbour schedule
1: for n ← 1, NS do
2: while batt(Sn, length(H)) > 0 do
3: r ← randomInt(length(H)) � select randomly a time slot
4: if Hr

n = 0 and U(0, 1) < ε then � U stands for a uniform distribution
random number

5: Hr
n ← 1 � switch the sensor on

6: for i ← r, length(H) do
7: batt(Sn, i) ← batt(Sn, i) − 1 � update the sensor battery level

8: for m ← 1, length(H) do
9: k ← getRedundantSensor(Hm) � find a sensor which can be off safely

10: while k �= −1 do
11: Hm

k ← 0 � switch the sensor off
12: for i ← m, length(H) do
13: batt(Sk, i) ← batt(Sk, i) + 1 � update the sensor battery level

14: k ← getRedundantSensor(Hm)

15: return HMA(H) � return the outcome of the Hypergraph Model Approach

presence of a set of sensors which still can be on, but all together cannot give
the requested coverage, one can hope that these remnant active sensors together
with sensors having just restored battery levels can generate additional slots to
be attached to the schedule.

4 Benchmark SCP1

A set of test cases has been prepared for experimental evaluation of the proposed
HMA algorithm. It is called Sensor Coverage Problem, Set No. 1 or SCP1. Test
cases have similar structure, however, generate different instances of the problem
due to different values of their configuration parameters and heuristic rules of
instance building. The following parameters are the same in all cases: (1) number
of sensors: 2000, (2) sensing range rsens: 1 distance unit (which is not one of
standard units of measurements but a conventional one introduced just to show
proportion between this range and other distance parameters), (3) the satisfying
coverage level cov: 80%. The remaining parameters may vary beetween test cases.
These are:

– distribution of POIs — POIs form nodes of a triangular or a rectangular grid,
– method of sensor distribution — coordinates of sensor localizations originate

from (1) random, (2) Halton generator [2].
– area size — the area is a square of the side size: 13, 16, 19, 22, 25, 28 distance

units.
– battery max capacity, that is, max time of sensor activity Tbatt — it varies

from 10 to 30 time steps with step 5 (we assume that for a given experiment
all batteries have the same capacity).
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(a) No. 1: �, rand, 13 (b) No. 2: �, Halton, 13 (c) No. 3: �, Halton, 16

(d) No. 5: �, rand, 19 (e) No. 7: �, rand, 25 (f) No. 8: �, Halton, 28

Fig. 1. Visualizations of a monitored area for selected instances of a six among the eight
test cases in SCP1: squares represent POIs, dots — sensors, circles around POIs —
which sensors have in its range the POI located in the circle center.

In all test cases the number of POIs is the same while the area sizes are
different. It means that the distance between POIs grows as the square side
grows. To avoid full regularity in the POIs distribution, 20% of nodes in the grid
is not filled with POIs. Due to nondeterministic rules of instance generation,
even if the test case parameters are constant, subsequent instances differ in the
number of POIs (from 199 to 240 for the triangular grid and from 166 to 221 for
the rectangular grid). Simply, for each grid node a random value is generated
and the POI is assigned to the node only if the value is less than threshold 0.8.

Eventually, 8 configurations of the test case have been proposed. They differ
in the area side size, the type of a grid for POIs, and generator of sensor locations.
A set of 40 instances has been generated for every test case. Each instance
consists of two files: one with a set of POIs and one with a set of sensors.

The test cases have different diversity of the numbers of POIs covered by
sensors: in the test case No. 1 there exist fractions of sensors covering 1, 2, 3,
4, and 5 POIs and some sensors cover even more that 5 POIs. For the next
test cases this diversity decreases. In the test case No. 8 almost three fourths of
sensors cover only a single POI. Figure 1 shows, that in the test case No. 1 the
intersections between neighbor sensor monitoring areas are greater and consist
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of larger numbers of POIs. For the next test cases these areas decrease and the
numbers of common POIs decrease as well.

5 Results of Experiments

Results of experiments with the proposed HMA algorithm and the SCP1 bench-
mark are presented in Table 1. For each series of experiments two series of
schedule lengths are obtained: one returned by Algorithm 1 and the other –
by the Local Search (LS) algorithm using proposed perturbation operator
(Algorithm 2). The values in the series are paired because output schedules
of Algorithm 1 were an input for LS. For every test case from SCP1, the algo-
rithm was executed once for each of the 40 instances. Rows in Table 1 present
mean lengths of schedules obtained for the 40 instances, as well as min and max
lengths among them. The experiments were performed for five different values
of Tbatt varying from 10 to 30 with step 5.

To determine whether application of LS improves quality of the schedules,
statistic t-tests for paired data were performed where the null hypothesis is that
any differences in schedule lengths before and after LS are due to chance. All
obtained p-values are less than 0.001 (Table 2), so, the null hypothesis can be
rejected, that is, one can conclude with 99.9% confidence that the differences in
schedule lengths before and after LS are not due solely to chance.

Obtained lengths of coverage time are higher for the cases when the inter-
sections between the sets of POIs controlled by neighboring sensors are greater.
When the sensor lifetime Tbatt grows linearly from 10 to 30, mean lengths of
schedules grow linearly as well.

One could also look at the results in the upper part of Table 1 from another
perspective. We could divide the battery lifetime into shorter or longer time
periods, for example 10 longer or 30 shorter time periods. Since the actual length
of a time slot is irrelevant for our earlier considerations, having more shorter time
slots, one could repeat several times a basic schedule generated for a smaller
number of (longer) time slots. This would give us a schedule with more slots but
with the same length measured in actual time units. But using shorter time slots
could be beneficial because one could do better than to repeat several times some
basic schedule as a building block. The results from the upper part of Table 1
show that as the number of time slots corresponding to battery lifetime (Tbatt)
grows linearly from 10 to 30, mean lengths of schedules grow a bit more than
linearly. For example, for every test case the mean value for Tbatt = 20 is a
bit more than twice the value for Tbatt = 10. Thus, using shorter time slots
can slightly increase time the system is operational. The explanation of this
phenomenon is obvious. When the Algorithm 1 terminates, there are usually
sensors with batteries not completely discharged. When we repeat the same
schedule several times, we always get the same sensors with remaining battery
lifetime. But when we do not repeat the same schedule, we can get sufficient
coverage for few more time slots. This observation is not true for the lower
part of Table 1 because Algorithm 2 makes better use of the remaining battery
lifetime.
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Table 1. Mean, min and max lengths of initial schedules returned by Algorithm 1 –
top part – and by the Local Search algorithm using proposed perturbation operator
(Algorithm 2) – bottom part – for each of the eight test cases in SCP1 and for five
values of Tbatt from 10 to 30

No. Tbatt mean min max No. Tbatt mean min max

1 10 380.3 367 392 5 10 180.0 173 185

15 573.5 554 589 15 272.5 263 280

20 767.1 742 788 20 366.8 354 377

25 960.5 928 987 25 457.4 441 469

30 1153.8 1115 1185 30 550.0 530 564

2 10 396.3 387 406 6 10 144.2 141 147

15 598.1 585 611 15 218.0 213 222

20 799.8 782 816 20 291.7 285 297

25 1001.5 980 1023 25 365.5 357 372

30 1203.4 1177 1229 30 439.2 429 447

3 10 263.8 257 271 7 10 103.3 98 107

15 397.9 388 409 15 157.1 148 163

20 532.1 519 547 20 210.8 199 219

25 666.2 650 685 25 264.6 249 275

30 800.2 780 823 30 318.3 300 330

4 10 167.0 158 172 8 10 89.5 88 91

15 253.0 239 261 15 136.2 134 139

20 339.1 321 350 20 182.7 180 186

25 425.2 402 439 25 229.3 226 234

30 511.5 484 528 30 276.0 272 281

1 10 386.7 375 396 5 10 181.8 175 187

15 581.6 564 596 15 274.2 264 282

20 776.7 753 796 20 366.8 354 377

25 971.6 942 995 25 459.2 444 471

30 1166.5 1131 1196 30 551.8 533 566

2 10 403.3 394 412 6 10 145.3 142 148

15 606.3 593 618 15 219.0 214 223

20 809.5 792 826 20 292.8 286 298

25 1012.7 991 1032 25 366.5 358 373

30 1216.0 1190 1240 30 440.3 430 448

3 10 266.4 259 274 7 10 104.4 99 108

15 400.9 391 412 15 158.0 149 164

20 535.5 522 550 20 211.9 200 220

25 670.0 654 689 25 265.6 250 275

30 804.5 785 827 30 319.3 302 331

4 10 169.0 160 175 8 10 90.6 89 92

15 255.0 241 263 15 137.1 135 140

20 341.3 323 353 20 183.8 181 187

25 427.3 405 441 25 230.3 227 235

30 513.6 486 530 30 277.0 273 282
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Table 2. Results of statistical test for paired samples obtained from Algorithm 1 and
the Local Search algorithm using proposed perturbation operator (Algorithm 2): p-
values, std.dev.#1 for the results from Algorithm 1 and std.dev.#2 for Local Search
obtained for each of the eight test cases in SCP1 and for five values of Tbatt from 10
to 30

No. Tbatt p-value s.d.#1 s.d.#2 No. Tbatt p-value s.d.#1 s.d.#2

1 10 2.28E-030 5.93 5.35 5 10 1.29E-025 2.94 2.92

15 3.08E-032 8.60 8.15 15 1.39E-023 4.35 4.52

20 5.89E-033 11.30 10.67 20 1.38E-024 5.78 5.82

25 4.58E-033 14.14 13.31 25 3.34E-023 7.22 7.36

30 5.78E-033 16.73 15.89 30 1.66E-019 8.75 8.63

2 10 1.58E-036 4.25 3.84 6 10 4.30E-021 1.27 1.38

15 1.67E-034 6.25 5.76 15 3.27E-022 1.93 1.98

20 1.85E-036 8.23 7.74 20 3.64E-023 2.61 2.57

25 7.04E-039 10.10 9.64 25 4.64E-017 3.19 3.12

30 3.53E-038 12.14 11.47 30 4.30E-021 3.82 3.80

3 10 1.17E-028 2.91 2.84 7 10 6.90E-017 2.32 2.42

15 6.12E-027 4.16 4.04 15 1.99E-016 3.58 3.57

20 5.95E-030 5.52 5.36 20 8.29E-019 4.76 4.82

25 6.91E-031 6.88 6.73 25 3.65E-020 5.96 5.97

30 1.94E-030 8.31 8.04 30 7.55E-018 7.20 7.13

4 10 1.21E-022 3.58 3.55 8 10 3.16E-026 0.81 0.84

15 2.63E-021 5.27 5.30 15 1.63E-018 1.22 1.21

20 8.13E-023 6.95 7.02 20 1.60E-024 1.55 1.49

25 5.69E-023 8.68 8.64 25 3.65E-020 1.89 1.89

30 8.13E-023 10.35 10.48 30 2.11E-018 2.33 2.40

The coverage level generated by the algorithm in all our experiments exceeded
cov by not more than 3%. Turning on a single sensor can hardly ever increase
cov by more than 3%. To achieve this, one would need sensors monitoring more
than 3% of all POIs. It does not seem likely in real life situations and it never
happens in the selected benchmark.

Another set of experiments was performed for comparisons with results of
algorithms presented in [5,6]. In this set of experiments we compared means
and standard dev. of lengths of schedules obtained from LS and obtained by
algorithms presented in these two papers. We selected a set of four test cases.
Three of them originate from [6]. In these cases 100 POIs are located in the
form of a rectangular grid on an area of size 100 × 100, and the number of ran-
domly deployed sensors is: case#1 – 100, case#2 – 200, case#3 – 300. From [5]
we selected a problem where 400 POIs are located in the form of a rectangu-
lar grid on an area of size 100 × 100, and 100 sensors are randomly deployed.
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Table 3. Mean and standard dev. of lengths of schedules returned by the Local Search
algorithm using proposed perturbation operator (Algorithm 2) and presented in pub-
lications (here as the reference values)

No. Local search Ref. value No. Local search Ref. value

case#1 177.2 ± 2.24 83.0 ± 2.23 case#3 552.5 ± 2.63 248.0 ± 2.82

case#2 364.4 ± 3.18 165.0 ± 2.44 case#4 177.86 ± 2.44 49

In every case cov = 0.9, a sensing range rsens = 20 and Tbatt = 20. In Table 3
one can notice that using Algorithms 1 and 2 more than doubles the length of
the resulting schedule. Data from Table 1 show that Algorithm 1 presents itself
a good approach because using LS improves its results only by 1–2%. On the
other hand results produced by algorithms described in [5,6] leave a lot of room
for improvement.

6 Conclusions

In this paper we presented a new approach to solving the Maximum Lifetime
Coverage Problem. Our algorithm in the first phase models problem space as a
hypergraph. To obtain the required coverage for next time slot, the algorithm
tries to use sensors with the longest remaining battery lifetime monitoring the
largest number of POIs not covered yet in this time slot. The schedule obtained
from this phase is used as a starting point for a local search algorithm using a
perturbation operator.

We also proposed a set of test cases for experimental evaluation of our algo-
rithm. Our experiments with these test cases show that when many sensors can
cover multiple POIs, the system is operational longer than in cases when most of
sensors is able to monitor only a single POI. When the sensor battery capacity
grows linearly, mean lengths of schedules grow also linearly. Our local search
algorithm when applied to schedules produced by the greedy approach gives
slightly longer schedules.
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1 Cardinal Stefan Wyszyński University in Warsaw, Warsaw, Poland
{k.trojanowski,a.mikitiuk}@uksw.edu.pl

2 Normandy University of Le Havre, Le Havre, France
frederic.guinand@univ-lehavre.fr

Abstract. Control of a set of sensors disseminated in the environment
to monitor activity is a subject of the presented research. Due to redun-
dancy in the areas covered by sensor monitoring ranges a satisfying level
of coverage can be obtained even if not all the sensors are on. Sleeping
sensors save their energy, thus, one can propose schedules defining activ-
ity for each of sensors over time which offer a satisfying level of coverage
for a period of time longer than a lifetime of a single sensor. A new heuris-
tic algorithm is proposed which searches for such schedules maximizing
the lifetime of the sensor network under a coverage constraint. The algo-
rithm is experimentally tested on a set of test cases and effectiveness of
its components is presented and statistically verified.

1 Introduction

Different applications of sensor networks are a subject of growing interest. In our
research we focus on one of them, that is, the problem of effective monitoring
of activity in an environment by a set of sensors disseminated randomly over
it. We define this activity with use of a set of points of interest (POIs) located
in a selected area. The sensor network is regarded as operational when it is
able to monitor sufficient number of POIs at a time, that is, satisfies a coverage
constraint. In a considered model of the problem, we assume that a monitoring
range of sensors as well as their battery capacity are limited. Fortunately, due
to the high number of sensors, an operational network does not necessary have
them all in active state all the time. Thus, the solution of the problem we want to
address is maximizing the lifetime of an operational sensor network. Precisely,
we search for the longest schedule defining sensor states over time under the
coverage constraint.

For generation of sensor activity schedules we propose two new algorithms.
The first one builds a schedule starting from the empty one and then constructs
its subsequent components in an iterative manner. A method of a single compo-
nent construction is not deterministic, however, it guarantees that the proposed
settings make the sensor network operational. When another component of a
schedule cannot be created, the first algorithm finishes. The outcome of this
c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 422–432, 2017.
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algorithm is an input for a local search algorithm which goal is to improve
the obtained initial schedule. The main novelty is represented by a perturbation
operator which generates neighbour schedules. Effectiveness of the proposed app-
roach is experimentally verified on a set of newly proposed test cases.

The paper consists of six sections. Section 2 gives definition of the solved prob-
lem and all the necessary constraints. The proposed algorithms are presented in
Sect. 3. A benchmark is defined in Sect. 4 and the results of experiments are
discussed in Sect. 5. Section 6 concludes the paper.

2 Maximum Lifetime Coverage Problem (MLCP)

In [1] authors define a sensor coverage problem, where a homogeneous sensor
network S comprised of NS immobile sensors is randomly deployed over an area
to cover (monitor) NP points of interest. Each sensor has a sensing range rsens
and starts off its service with a fully loaded battery, that is, an initial energy
Esens. We assume a sensor node consumes a unit of energy per time unit for its
activity. It is assumed that time is discrete, thus, the lifetime of a sensor Tbatt is
the maximal number of consecutive, or not, time steps when the sensor can be
on. Once the sensors are deployed, they schedule their activity.

An active sensor monitors all POIs located within its sensing range. On the
other hand, according to its position, a POI can be monitored by several active
sensors during the same time period. A full coverage of a set of POIs can be
obtained only if all of them lie in a range of a sensor. However, for effective
monitoring full coverage of POIs is not necessary. A satisfying coverage level cov
represents the percentage level of the number of POIs being monitored. Precisely,
the satisfying coverage level is obtained if the number of monitored POIs fits in
the range [cov, cov + δ], where δ represents a tolerance factor.

A schedule consisting of sensor controls giving the satisfying coverage level is a
solution to this problem. During one time step a sensor can be either in a working
mode when it uses one unit of its battery capacity, or in a sleeping state when the
energy consumption is negligible. A schedule H is a matrix of 0 s and 1 s repre-
senting states of sensors off and on in the time slots. In the presented research
communication between sensors is not a part of a solved problem, thus the energy
consumption necessary for communication is not present in the model. Moreover,
it is assumed that communication graph always provides connectivity indepen-
dently from the landform and localization of sensors even if some sensors are off.

The optimization aim is to find a schedule for the sensor network activity
which gives the longest time period of uninterrupted monitoring of the given set
of POIs. This is called the Maximum Lifetime Coverage Problem. The value of
a schedule equals the length of the longest sequence of slots during which the
satisfying coverage requirement is met.

In spite of large number of publications devoted to theory and applications of
sensor networks, publications concerning MLCP are not so numerous. One can
mention, e.g., sensor control methods [3] or schedule optimization approaches
based on evolutionary algorithms [4], simulated annealing [5], or graph cellular
automata [6].
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3 Search Algorithm

A method of searching for an effective schedule of sensor activity is presented
in Algorithm 1. After the first schedule is created by generateSchedule (see
Algorithm 2), the algorithm iteratively tries to improve it by the problem specific
neighbour operator generateNeighbour (see Algorithm 4). When a newly found
schedule is longer than the current one, the new one takes place of the current and
the process continues. Both procedures never generate unfeasible solutions like,
for example, solutions including time slots with insufficient coverage of POIs, or
impossible to execute due to battery load limitations. Therefore, the search process
can be interrupted in any moment and the current schedule is ready to implement.

Algorithm 1. Main Algorithm
Require: S, Tbatt, cov, δ;
Ensure: schedule H
1: H ← generateSchedule(S, Tbatt, cov, δ) � initial schedule
2: repeat
3: H ′ ← generateNeighbour(H)
4: if F (H ′) > F (H) then � if a new schedule has more slots . . .
5: H ← H ′ � . . . the current schedule is replaced by the new one

6: until termination condition met
7: return H

3.1 Generation of the Initial Schedule

We create an initial schedule by generation of time slots one by one as presented
in Algorithm 2. First, all battery levels in the set of all sensors S are set to max
value and a max effective coverage covS(max) of the set of active sensors obtained
from the filter procedure is calculated (lines 2–5). An outcome of filter(S, t)
(used also in Algorithm 4) is a subset of sensors from a set S which still have
a remaining battery lifetime in the time step t and are able to monitor at least
one POI. In line 5 a procedure covPoi(·) is called, which returns the percentage
of POIs covered by a given set of sensors. Then, the main loop starts. First,
a single time slot for sensor activities is generated by generateSingleT imeSlot
taking into account requested minimum coverage level cov, the tolerance δ and
a current set of active sensors. The slot is added to the schedule and the sensor
battery levels batt(S) are updated respectively to the sensor activity setting
proposed in the slot (lines 7–9). Next, the set of active sensors is updated and
the max effective coverage covS(max) is reevaluated. The loop stops when the set
of remaining active sensors is not able to cover a sufficient number of POIs even
if all of them are on, that is, cov > covS(max).

The generateSingleT imeSlot procedure is presented in Algorithm 3. The
procedure consists of two main phases: first, splits the set of sensors roughly
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Algorithm 2. generateSchedule

1: procedure generateSchedule(S, Tbatt, cov, δ)
2: H ← ∅; t ← 0 � initialize a schedule to empty and a time counter to 0
3: for all S ∈ S do batt(S) ← Tbatt � sensor batteries level initialization
4: Swork ← filter(S, t) � select subset of active sensors having POIs in range
5: covS(max) ← covPoi(Swork) � evaluate coverage when all active sensors are on
6: repeat
7: Ht ← generateSingleT imeSlot(Swork, cov, δ)
8: for all S ∈ S | Ht

S = 1 do
9: batt(S) ← batt(S) − 1 � sensor batteries level update

10: t ← t + 1 � time counter update
11: Swork ← filter(S, t) � Swork update
12: covS(max) ← covPoi(Swork) � covS(max) update
13: until cov > covS(max)

14: return H

into two subsets (lines 3–7), and next, fine tunes collections of sensors in these
subsets (lines 9–17).

In the first phase an important role plays selectRand(S, n) which selects a
subset of sensors from a set S. For each of the sensors in S a newly generated
independent random value r from U [0, 1] is compared with a threshold value
n, and in the case r < n the sensor becomes selected. The selected sensors
are removed from the set S and returned as an outcome of the procedure. The
number of n×100% sensors are returned on average. In the beginning, all sensors
are off, and the selectRand procedure is called to set statistically 50% of them
to on (line 5). Then the coverage level of activated sensors is compared with the
requested level cov. When the coverage level of activated sensors does not fit the
range [cov, cov+δ], the set is extended or decreased with use of selectRand until
the coverage fits the range.

If we had a single sensor covering more than δ% POIs, the loop in lines 3–
7 could run forever turning on this sensor in one iteration (when the coverage
level is below cov) and turning it off in next iteration (when the coverage level
is above cov + δ). However, this does not seem likely in real life situations and
it never happens in the selected benchmark described in the next Section.

In the second phase we try to fine-tune the collection of active sensors keeping
the coverage in the range [cov, cov + δ] and decreasing it as close to the lower
bound of this range as possible. To obtain this, small numbers of sensors from
the set of active ones are randomly selected with procedure select and set to off
as long as the coverage of the other active sensors satisfies requirements.

3.2 Iterative Improvement of the Schedule

A schedule obtained from the generateSchedule procedure undergoes iterative
improvement in the main loop of the algorithm (Algorithm 1, lines 2–5) where
the generateNeighbour procedure presented in Algorithm 4 is called. In this
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Algorithm 3. generateSingleT imeSlot

1: procedure generateSingleT imeSlot(Swork, cov, δ)
2: Son ← ∅; Soff ← Swork � initialization of Son and Soff

3: while ¬(cov ≤ covPoi(Son) ≤ cov + δ) do
4: if covPoi(Son) < cov then
5: Son ← Son ∪ selectRand(Soff , 0.5) � selection and transfer of sensors
6: else if covPoi(Son) > cov + δ then
7: Soff ← Soff ∪ selectRand(Son, 0.5) � selection and transfer of sensors

8: n ← 1; StOn ← Son � initialization of n and StOn

9: while (cov ≤ covPoi(Son) ≤ cov + δ) ∧ (n ≥ 1) do
10: StOff ← Soff ∪ select(StOn, n) � selection and transfer of n sensors
11: if cov ≤ covPoi(StOn) ≤ covPoi(Son) then
12: Son ← StOn � update Son

13: Soff ← StOff � update Soff

14: n ← n + 1
15: else
16: StOn ← Son � restore StOn

17: n ← n

2
18: for all S ∈ Son do Ht

S ← 1
19: for all S ∈ Soff do Ht

S ← 0
20: return Ht � return single time slot for current time t

Algorithm 4. generateNeighbour

1: procedure generateNeighbour(S,H,Tmax, cov, n, δ)
2: for j ← 1, n do � remove n time slots from a schedule
3: k ← rand(0, Tmax) � select a slot to remove
4: for all S ∈ S | Hk

S = 1 do
5: batt(S) ← batt(S) + 1 � sensor batteries level update

6: H ← H − Hk; Tmax ← Tmax − 1 � update of a schedule and its length

7: Swork ← filter(S, Tmax) � select a subset of active sensors having POIs in
range

8: covS(max) ← covPoi(Swork) � evaluate coverage when all active sensors are on
9: while cov < covS(max) do

10: HTmax+1 ← generateSingleT imeSlot(Swork, cov, δ)
11: for all S ∈ S | HTmax+1

S = 1 do
12: batt(S) ← batt(S) − 1 � sensor batteries level update

13: Tmax ← Tmax + 1 � schedule length update
14: Swork ← filter(S, Tmax) � Swork update
15: covS(max) ← covPoi(Swork) � covS(max) update

16: return H � return the neighbour schedule

procedure a randomly selected set of slots is removed from the schedule and for
the sensors being active in these slots their battery levels are restored. Then
the procedure generateSingleT imeSlot is called as many times as possible. The
perturbation is based on observation, that the set of sensors activated again can
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produce new time slots which have not been present in the modified schedule
and due to different distribution of sensor activities their number may be higher.

4 Benchmark SCP1

For experimental evaluation of the proposed algorithm a set of test cases has
been prepared. For brevity the set is called SCP1 (Sensor Coverage Problem,
Set No. 1). Every test case is controlled by a set of parameters. The parameters
fixed for all test cases are: (1) number of sensors: 2000, (2) sensing range rsens: 1
unit, (3) the satisfying coverage level cov: 80%, (4) the coverage level tolerance
δ: 5%. The remaining parameters may vary between test cases. These are:

– distribution of POIs — two types of distribution: nodes of a triangular grid
and nodes of a rectangular grid,

– method of sensor distribution — coordinates of sensor localization originate
from (1) random, (2) Halton generator [2].

– area size — the area is a square of the side size: 13, 16, 19, 22, 25, 28 units.
– battery max capacity, that is, max time of sensor activity Tbatt: varies from

10 to 30 time steps with step 5 (value is the same for all sensors).

It has to be stressed, that due to non-empirical nature of proposed test cases the
distance unit does not represent particular number of meters or inches but its
role is just to show proportion between the area size, sensing range of sensors,
and distances between POIs.

Additionally, it was assumed, that the number of POIs is the same for dif-
ferent area sizes, which means, that the grid of POIs stretches as the square
side grows. To avoid full regularity in the POIs distribution, a small fraction of
nodes in the grid, precisely, 20%, is not filled with POIs. The number of POIs
in subsequent test cases is similar to each other but varies slightly (from 199 to
240 for the triangular grid and from 166 to 221 for the rectangular grid). The
grid nodes which do not represent POIs are randomly selected in the grid for
every instance of the test case.

Eventually, 8 configurations of the test case have been proposed, which differ
in the area side size, the type of a grid for POIs, and generator of sensor locations.
For every test case a set of 40 instances was generated. In practice, every instance
consists of two files: one with a set of POIs and one with a set of sensors. Mean
numbers of sensors covering different numbers of POIs for each of the test cases
are presented in Table 1.

Table 1 presents numbers of sensors which cover 1, 2, 3, 4, 5 and more POIs.
One can see, that in the test case No. 1 all fractions of sensors are present,
whereas, in the test case No. 8 majority of sensors (almost three fourths of
them) cover just one POI and the mean number of sensors covering two POIs is
really small and equals 74.7.

Additionally, Fig. 1 shows, that in the test case No. 1 the intersections
between neighbor sensor monitoring areas are greater and consist of a larger
number of POIs. For the next test cases these areas decrease and the numbers
of common POIs decrease as well.
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Table 1. Mean numbers of sensors covering 0, 1, 2, 3, 4, 5 and more that 5 POIs for
the eight test cases of SCP1. 	 means a triangular grid of POI locations, and 
 - a
rectangular grid.

No. Configuration 0 1 2 3 4 5 > 5

1. 13 × 13, 	, rand 5.0 58.2 234.9 559.7 691.6 327.9 122.7

2. 13 × 13, 
, Halton 18.3 126.6 369.4 691.2 693.5 95.4 5.7

3. 16 × 16, 	, Halton 24.6 211.1 679.2 902.7 182.4 0.0 0.0

4. 19 × 19, 
, rand 135.1 763.0 951.2 128.8 21.8 0.0 0.0

5. 19 × 19, 	, rand 112.7 631.7 819.7 435.8 0.0 0.0 0.0

6. 22 × 22, 	, Halton 209.9 1012.6 665.9 111.6 0.0 0.0 0.0

7. 25 × 25, 	, rand 340.1 1303.4 350.9 5.6 0.0 0.0 0.0

8. 28 × 28, 	, Halton 450.1 1475.2 74.7 0.0 0.0 0.0 0.0

(a) No. 1: 	, rand, 13 (b) No. 4: 
, rand, 19 (c) No. 8: 	, Halton, 28

Fig. 1. Visualizations of a monitored area for selected instances of a three among the
eight test cases in SCP1: squares represent POIs, dots — sensors, circles around POIs
— which sensors have in its range the POI located in the circle center.

5 Results of Experiments

For experimental evaluation of the proposed algorithm the SCP1 benchmark
was used. For every test case from SCP1 40 instances were generated and the
algorithm was executed once for each of the instances. Table rows present mean
lengths of schedules obtained for respective 40 instances, as well as min and max
lengths among them. The experiments were performed for five different values
of Tbatt varying from 10 to 30 with step 5.

Results of experiments with the proposed algorithm and the SCP1 bench-
mark are presented in Table 2. They are divided into two groups: the first
one (the top half of Table 2) presents quality of initial schedules returned by
generateSchedule (Algorithm 2), and the second one (the bottom half of Table 2)
presents quality of schedules returned by the main algorithm (Algorithm 1). The
values in the series are paired because output schedules of Algorithm 2 were an
input for the main loop in Algorithm 1.
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Table 2. Mean, min and max lengths of schedules returned by generateSchedule
(Algorithm 2) – top part – and by the main algorithm (Algorithm 1) – bottom part –
for each of the eight test cases in SCP1 and for five values of Tbatt from 10 to 30

No. Tbatt mean min max No. Tbatt mean min max

1 10 210.1 202 215 5 10 95.8 93 99

15 316.2 309 326 15 144.5 140 149

20 421.4 410 434 20 192.8 187 200

25 527.5 513 544 25 241.4 234 249

30 633.1 617 650 30 290.1 281 299

2 10 216.8 211 222 6 10 75.5 73 77

15 325.9 319 332 15 113.5 111 116

20 435.3 426 444 20 151.5 149 155

25 543.6 534 559 25 189.8 184 194

30 652.7 643 672 30 228.1 223 233

3 10 139.4 137 143 7 10 56.1 54 59

15 209.9 204 217 15 85.0 81 88

20 280.4 274 287 20 113.3 107 118

25 350.5 342 360 25 141.9 135 148

30 420.9 410 431 30 170.8 163 177

4 10 88.5 85 92 8 10 48.6 47 50

15 133.2 126 138 15 73.6 72 76

20 178.2 170 186 20 98.3 97 101

25 222.7 210 230 25 123.1 120 125

30 267.7 257 277 30 148.2 145 151

1 10 214.8 209 222 5 10 97.8 95 101

15 321.5 312 331 15 146.9 142 152

20 427.8 415 440 20 195.7 190 203

25 534.2 519 548 25 244.5 237 252

30 640.1 623 656 30 293.4 284 302

2 10 221.9 218 227 6 10 77.2 76 79

15 332.2 327 342 15 115.8 113 118

20 441.9 432 453 20 154.2 151 158

25 551.6 543 567 25 192.5 187 196

30 661.2 650 680 30 231.2 226 236

3 10 142.2 140 145 7 10 57.9 55 60

15 213.2 207 220 15 87.0 83 90

20 284.1 276 291 20 115.8 110 121

25 354.7 346 365 25 144.7 137 150

30 425.3 414 436 30 173.8 166 180

4 10 90.6 86 94 8 10 50.1 49 51

15 135.5 129 140 15 75.4 74 77

20 181.2 174 188 20 100.6 99 103

25 226.0 214 234 25 125.8 123 128

30 271.4 261 280 30 151.2 148 154
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To determine whether application of LS improves quality of the schedules,
statistic t-tests for paired data were performed where the null hypothesis is
that any differences in schedule lengths before and after LS are due to chance.
Obtained p-values are presented in Table 3. In every case the value is less than
0.001, which means that the null hypothesis can be rejected, that is, one can
conclude with 99.9% confidence that the differences in schedule length before
and after LS are not due solely to chance.

Additionally, for comparisons with results of algorithms presented in [5,6]
another set of experiments was performed. In these experiments means and stan-
dard dev. of lengths of schedules obtained from LS are compared with means
and standard dev. obtained by algorithms presented in these two papers. A set
of four test cases has been selected. From [6] we selected three cases where 100
POIs are located in the form of a rectangular grid on an area of size 100 × 100,
and the number of randomly deployed sensors is: case#1 – 100, case#2 – 200,
case#3 – 300. From [5] one problem was selected where 400 POIs are located

Table 3. Results of statistical tests for paired samples obtained from Algorithm 2 and
the main algorithm (Algorithm 1): p-values, std.dev.#1 for the results from Algorithm 2
and std.dev.#2 for the main algorithm obtained for each of the eight test cases in SCP1
and for five values of Tbatt from 10 to 30

No. Tbatt p-value s.d.#1 s.d.#2 No. Tbatt p-value s.d.#1 s.d.#2

1 10 2.47E−22 2.97 3.14 5 10 3.04E−24 1.62 1.58

15 7.2E−22 4.55 4.52 15 1.58E−20 2.46 2.49

20 8.22E−24 6.01 6.15 20 4.93E−27 3.16 3.34

25 1.05E−21 8.02 7.83 25 1.96E−23 3.92 4.09

30 4.29E−23 9.22 9.05 30 2.89E−25 4.75 4.82

2 10 1.24E−21 2.50 2.60 6 10 1.11E−20 0.90 0.90

15 1.86E−21 3.50 3.52 15 5.38E−23 1.38 1.17

20 1.88E−23 4.64 4.62 20 6.38E−25 1.43 1.53

25 1.79E−22 5.36 5.82 25 1.9E−26 2.09 2.03

30 1.02E−22 6.28 6.84 30 8.93E−27 2.46 2.32

3 10 3.01E−22 1.41 1.46 7 10 7.29E−22 1.22 1.21

15 7.78E−23 2.69 2.54 15 5.25E−21 1.92 1.83

20 1.78E−19 3.42 3.34 20 3.17E−22 2.47 2.43

25 3.06E−29 4.06 4.10 25 1.41E−23 2.74 2.86

30 4.88E−25 4.61 4.76 30 9.55E−26 3.48 3.43

4 10 3.06E−19 1.84 1.75 8 10 2.82E−19 0.62 0.55

15 3.77E−20 2.57 2.49 15 2.21E−19 1.03 0.84

20 2.37E−22 3.51 3.28 20 5.38E−24 1.17 1.17

25 8.77E−24 4.45 4.57 25 1.9E−26 1.19 1.18

30 6.35E−25 4.73 4.60 30 1.2E−26 1.24 1.38
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Table 4. Mean and standard dev. of lengths of schedules returned by the main algo-
rithm (Algorithm 1) and presented in publications (here as the reference values)

No. LS ref. value No. LS ref.value

case#1 123.5 ± 1.38 83.0 ± 2.23 case#3 358.4 ± 2.75 248.0 ± 2.82

case#2 241.3 ± 2.29 165.0 ± 2.44 case#4 118.6 ± 1.69 49

in the form of a rectangular grid on an area of size 100 × 100, and 100 sensors
are randomly deployed. In every case cov = 0.9, a sensing range rsens = 20 and
Tbatt = 20. 30 instances were generated for each of the four cases. Results from
Table 4 show that Algorithm 1 gives schedules almost 50% longer than schedules
obtained using methods from [6]. In case #4 our schedule is more than 100%
longer than the reference value.

6 Conclusions

The paper presents a new heuristic approach to the Maximum Lifetime Coverage
Problem. The proposed algorithm is build on the frame of the Local Search
approach, and novelty is represented by two problem specific procedures. The
first one generates an initial solution for the algorithm, whereas the second one
is a perturbation procedure. Schedules generated by these procedures always
satisfy coverage constraint.

For experimental evaluation of our algorithm a set of eight test cases is also
proposed. Results of our experiments, that is, lengths of obtained schedules are
divided into two groups: in the first one we evaluate effectiveness of the proce-
dure generating initial solution, whereas in the second one effectiveness of the
entire algorithm. Differences between schedule lengths obtained in the first and
the second group demonstrate influence of the perturbation procedure on the
quality of the results. Statistical tests confirmed our hypothesis that differences
between means obtained for schedules before and after application of the itera-
tive improvement are not due to chance, that is, the proposed perturbation can
significantly improve obtained schedules. Moreover, our approach gives results
much better than methods described in [5,6]

Further research will concern development of the process of a schedule itera-
tive improvement on one hand and on the other – experimental comparisons of
the proposed algorithm based on benchmarks presented in other publications.
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Abstract. Modern systems of voltage control in distribution grids need load
forecast. The paper describes forecasting methods and concludes that using of
artificial neural networks for this problem is preferable. It shows that for the
complex real networks particle swarm method is faster and more accurate than
traditional back propagation method.
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1 Introduction

Today in Russian distribution grids there are a variety of problems connected with power
quality. The most common problem is an unacceptable level of voltage among
consumers. Invalid voltage deviation leads to increased deterioration and failures of
equipment, breakdowns in technological processes, incorrect operation of the control
and automation systems. The common reasons of deviations are high network load,
inconsistency of load curves, incorrect or insufficient regulation of voltage.

Now voltage control in distribution networks is carried out mainly using the tap
changing transformers at power supply centers of 110–220 / 6–20 kV. Regulation is
performed in most cases in the stabilization voltage mode rarely counter regulation is
applied.

Control actions for the both methods occur after the actual changing of mode settings
that do not provide an optimal effect. In modern works is proposed to operate branches of
tap changers of transformers using intelligent algorithms. In the Fig. 1 is shown example of
working of such algorithm [1]. In the Fig. 1 are presented consumers with different load
graphs and with different requirements to the power quality. As it can be clearly seen, all the
consumers’ requirements for power quality is full-filled, but there is a problem with huge
amount of tap-changings, which is lined by blue stepped line (up to 10 in one day). The
resource of these devices is limited and it leads to the need to solve the optimization problem
of distribution of control operations in time to ensure the best mode of all consumers. To
solve this problem and provide an active-adaptive regulation is necessary to build short-term
forecasts (from several minutes to a day) based on archive measurement and ambient
parameters (temperature, light, day of the week).
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Fig. 1. The results of the work of active-adaptive control algorithm [5] (Color figure online)

Thus, for the successful work of the active-adaptive algorithms, based on results of
the known methods of load forecasting, it is necessary to choose the most effective
method of forecasting and apply it to the available data [2].

The aim of this paper is to build the neural network load-forecasting model as the
part of the active-adaptive algorithm of regulating of voltage for specific Moscow
network based on real load data. In recent years, the new training approaches for neural
networks achieved and it is needed to compare its performance and to choose the best
solution for particular network.

2 Methods of Load Forecasting

In general, forecasting techniques are divided into intuitive and formal methods. The
group of formalized methods is divided into statistical methods and artificial intelligence
techniques, so-called heuristics. All the methods listed can be applied for the load fore‐
casting, but the selection of specific technique should be done based on particular
problem and understanding for which purpose the chosen technique is used, which
advantages or disadvantages it have and could it provide adequate results in this case or
not [3, 8]. In this paper for forecasting the neural networks approach is implemented,
because the data set is not big enough for using statistical methods, the fuzzy logic and
SVM techniques gives big error in forecasting and requires an expert for setting the rules
and building the model. Further some advantages and disadvantages for methods listed
is given. In addition, recommendations and possible cases in which following techniques
could be implemented is done.

2.1 Statistical Methods

Usually statistical methods may accurately predict the daily schedule load on ordinary
days, but they lack the ability to analyze the load on holidays or other days, due to the
absence of flexibility of their structure [9]. Statistical methods include multiple linear
and non-linear regression, stochastic time series, the general exponential smoothing, the
methods of state space, and others.
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The apparent advantage of statistical methods is their “transparency”, i.e. when
solving problems of forecasting there is a known equation, based on which the problem
is solved one way or another.

The main disadvantage of statistical methods are their computational complexity,
long duration of computing and the need for large amounts of archived data. Statistical
methods are difficult to apply to a model in which there are non-linear dependence, rapid
load changes or missing data.

2.2 Heuristic Methods

Heuristic methods include artificial neural networks, fuzzy logic systems, SVM-
methods. An important advantage of these methods is their adaptability, i.e. the ability
dynamically adapt to changing conditions. This property is one of the key for applica‐
tions of the method as part of an intelligent control system for distribution networks.

Heuristics are well suited for the prediction for the following reasons: first, they are
capable numerically approximate any continuous function with a given accuracy.
Secondly, to predict there is no need to build an accurate model of the system [4].

In addition, this methods are able to provide the required prediction accuracy in low-
quality initial data, the presence in the archive gaps and abnormal deviations.

The disadvantages include the complexity of their initial design and the fact that
most of them is “black boxes”.

2.3 Artificial Neural Networks

A detailed comparison of classical and heuristic methods is given in [5]. Particular
attention is paid to neural networks, since they are well suited for forecasting loads. They
are able to generate a forecast for the load schedule of any complexity based on previous
experience. In addition, there is no need to build a mathematical model of the network
under consideration. For predictions with reasonable accuracy, it is sufficient to have
retrospective data of the measured load values [7, 10].

To solve the load prediction problem, the following types of neural networks are
mainly used: multi-layer perceptron, radial-basis functions and linear networks. For each
practical task, the quality of prediction in these models is estimated by the MAPE (Mean
Absolute Percentage Error). In most cases, the best results are obtained by a multilayer
perceptron.

The quality of neural network prediction is influenced by various factors, such as
adjusting the model parameters and training algorithms.

The training of a multilayer perceptron is most often carried out by the method of
back propagation of the error (BPE). Its advantages include ease of implementation and
speed, disadvantages - the ability to find a locally optimal solution instead of global, the
sensitivity to the order of training examples.

In addition, evolutionary algorithms, such as the genetic algorithm (GA) and the
particle swarm method (PSO), have recently been used to train the network. Particle
swarm algorithm quickly converge to the best solution, the method is easy to implement
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and is very effective. However, with incorrect selection of optimization parameters, the
training time of the network increases [6].

3 The Used Model of Neural Network

Today a multilayer perceptron is one of the most widely used neural network models
because of its ability to reflect complex nonlinear relationships between input and output
parameters. The network consists of several layers of neurons and weight coefficients,
reflecting the connections between them. The transmission of information is carried out
based on direct dissemination. The model of the neural network implemented in this
paper is shown in Fig. 2.

Fig. 2. Structure of used model

To predict the electrical load one hour ahead, a model with the following parameters
was used:

• the number of layers – 3 (input, hidden and output), because this configuration is the
most common in solving forecasting problems;

• the number of neurons in the input layer – 120 (120 values of the actual power chart
in the previous 2 h, each point represents one minute measurement);

• the number of neurons in the hidden layer will be defined in 4th Chapter;
• the number of output neurons – 60 (forecasting done for 1 h ahead, each point repre‐

sents one minute measurement);
• the function of activation of the hidden layer is tangential, since it has the property

of amplifying weak signals better than strong ones, and prevents saturation from
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strong signals, hence this function solves the dilemma of noise saturation of the
Grossberg;

• training algorithm (a) back propagation of the error (b) swarm of particles.

The main settings of the back propagation error algorithm are learning rate, the
number of iterations, momentum.

The main parameters of particle swarm algorithm is the number of particles in the
swarm, the number of iterations, the self-acceleration coefficients and the value of
velocity changes.

These parameters for both of algorithms was setted in the Chap. 4.
In this study, the mean absolute error in percentage (MAPE) is used to evaluate the

training and test samples.

4 Results

In this study, the results of load measurement in the distribution networks of the Moscow
region in 2008–2010 with the averaging interval of 1 min were used. To model the mode,
the MATLAB2017a environment was used.

As far as the aim of this paper to create the neural network, which will adequate
forecast the load curve for particular system, the network was trained on archived load
data, which were provided by PAO «MOESK». After that, it was tested on a sample
from data that was not used in the training samples.

Based on the lowest MAPE the number of hidden neurons for training method back
propagation of the error is set to 38 using simple increasing of the hidden neurons
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Fig. 3. Results of determination of number of hidden neurons for training method BPE
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number. In each case network was trained and the resulting value of error was evaluated.
MAPE in this case is equal 4.06%. The results of the experiment is shown on the Fig. 3.

Based on the lowest MAPE the number of hidden neurons for training method
particle swarm is set to 27. Test was made in the same mode as for BPE algorithm.
MAPE in this case is equal 1.298%. The results of the experiment is shown on the Fig. 4.
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Fig. 4. Results of determination of number of hidden neurons for training method PSO

Figures 5 and 6 show the same time interval on January 13, 2010 from 01:00:00 to
02:00:00. The green line denotes the actual values of the load during this period; the
blue line indicates the values predicted by the neural network.

In Fig. 5 a graph of the predicted values of electrical load based on the created
software algorithm, trained by BPE is presented. Algorithm in this case does not catch
the overall trend gives 4.06% of MAPE.

In Fig. 6 a graph of the predicted values of electrical load based on the created
software algorithm, trained by PSO is presented. Algorithm in this case catches the trend
and small deviations of the load and gives 1.298% of MAPE.

After the selection of the optimal number of hidden layer neurons it is necessary to
select other parameters associated with the method of training the neural network. Back
propagation can be adjusted by changing the speed of learning, that is, setting up a step
gradient descent. The date and number of epochs also may be changed. Momentum is
used to accelerate the training process and in this paper is equal to 0,5. The other param‐
eters were setted using the trial and error method. The specific points for each parameter
were used. For the learning rate the range changed in [0,01; 0,5] interval. The smallest
values leads to the «grid paralysis», the biggest values lead to the non-ability of the
network to find the global minima. The number of epochs insignificantly influence on
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the training time and was changed in the range [50; 500]. The selection can be done
using special algorithms such as self-organizing maps, genetic algorithms, but it is not
the purpose of this paper and could be done for improving of the performance in next
studies. The best results of setting the parameters is shown in Table 1.

Table 1. The results of forecasting.

Name of training
method

MAPE, % Note

ANN (BPE) 1.79–6.68 Tested on the data, which were not used for configuring
(Number of hidden neurons = 38, learning rate = 0.1, number
of epochs = 300)

ANN (PSO) 1.61–4.68 Tested on the data, which were not used for configuring
(Number of hidden neurons = 27, population size = 20,
number of iterations = 75)

ANN (BPE) 1.69 The best variant during configuring (Number of hidden
neurons = 38, learning rate = 0.1, number of epochs = 300)

ANN (PSO) 1.44 The best variant during configuring (Number of hidden
neurons = 27, population size = 20, number of iterations = 75)

Fig. 5. The results of forecasting for the ANN trained by BPE (Color figure online)
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Selection of the optimal parameters for changing the velocity of the particles is the
subject of separate studies. In this paper are accepted parameters c1 = 1,49445, c2 = 1,3,
found by the other authors and providing the best results for this method of training for
the other problems such as pattern recognition. To this training algorithm, the population
size is important, it directly affects the speed of finding the optimal solution, because
the small size of the population make the search for the optimum longer. The population
size were changed in the range of [5; 150]. The iterations number influence slightly on
the training time and was setted in the range [50; 500]. The selection was done using
trial and error method. The best variant of setting the parameters is shown in Table 1.

5 Conclusions

• Figures in the table show that, using a “particle swarm” training algorithm neural
network is able to reduce the average prediction error by 0,18–2% and to reach a
desired value.

• Forecast result in this case not only shows the general trend, but also reflects the
changes in the local load curve. In addition, this method of training has a great speed,
which is important for operating in real time.

Fig. 6. The results of forecasting for the ANN trained by PSO (Color figure online)
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• Back propagation algorithm for training the neural networks is simple to implement
and configure, but for complex load profiles is inapplicable because it does not allow
to achieve the required accuracy of prediction (1,79–6,68%).

• The algorithm “swarm of particles” for training the neural networks is slightly more
difficult to implement and configure, but gives an acceptable error value (1,61–
4,68%).

• Comparative analysis of training algorithms showed that for complex, non-linear
load curves for neural network training is necessary to use evolutionary algorithms,
as they give the best results of the absolute values of errors and training time.

• The prospects for further development include finding methods to reduce training
time, and reducing the MAPE error, using of intelligent techniques for defining
optimal parameters of the network (self-organizing, setting using genetic algo‐
rithms).
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Abstract. In this paper we consider Maximal Lifetime Coverage Prob-
lem in Wireless Sensor Networks which is formulated as a scheduling
problem related to activity of sensors equipped at battery units and
monitoring a two-dimensional space in time. The problem is known as
an NP-hard and to solve it we propose two heuristics which use specific
knowledge about the problem. The first one is proposed by us stochastic
greedy algorithm and the second one is metaheuristic known as Simu-
lated Annealing. The performance of both algorithms is verified by a
number of numerical experiments. Comparison of the results show that
while both algorithms provide results of similar quality, but greedy algo-
rithm is slightly better in the sense of computational time complexity.

Keywords: Maximum lifetime coverage problem · Metaheuristics ·
Energy-efficient coverage preserving protocol

1 Introduction

Wireless Sensor Networks (WSNs) are one of the faster developing computer-
communication technologies currently involving in many spheres of human activ-
ities, like healthcare, agriculture, industry environment, military (see, e.g. [1,2]),
etc. WSN is a set of a huge number of small devices, called sensors or sensor
nodes, enabling to monitor surroundings, gather information about environment
and perform many other tasks. For many missions, sensors are randomly distrib-
uted over the monitoring area in environments, where human access is limited
or impossible. Therefore, batteries of sensors cannot be usually rechargeable or
renewable. Such scenarios of WSN can be executed in deserts, forests, wilder-
ness, mountain terrains and etc. Exhaustion of battery charge implies the change
in topology of the WSN, quality of its work and reduction of its lifetime. In WSNs
energy-efficient management is intrinsically important task.

One of the main tasks posed before wireless sensor networks is an area moni-
toring. According to the area applications a WSN should perform different func-
tions, among which are sensing environmental characteristics, gathering data,
transmission data to a sink, etc. Due to their tiny construction WSN nodes
c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 442–451, 2017.
DOI: 10.1007/978-3-319-67074-4 43



Scheduling Sensors Activity in Wireless Sensor Networks 443

have limitations on energy power, computing power, sensing range, transmission
distance and bandwidth. These restrictions lead to a number of optimization
problems, goals of which are to maximize lifetime of the system via effective man-
aging the capabilities of the network. Limited energy sources of sensor devices
demand to equip them by energy - efficient coverage preserving protocol. Such
a kind of protocol: centralized or localized has to solve a variant of maximum
lifetime coverage problem (MLCP) in WNSs. MLCP can be considered as a spe-
cific deterministic scheduling problem, where it is necessary to schedule sensors
activity in time in a such way to maximize lifetime of the network maintaing
at the same time some quality parameter like e.g. amount of covered by active
sensors monitored area.

MLCP is known to be NP-hard problem [3,4], therefore, one can relay on
delivering rather approximate solutions instead of exact ones. Recently, a number
of nature-inspired algorithms applied to optimization problems in WSNs have
appeared in the literature. Among them are genetic algorithms [5], evolution
strategies [6], particle-swarm optimization [7], etc. As we already mentioned, the
quality of solutions and computational complexity are not satisfactory. Coverage
problems were considered under different scenarios and types of WSNs, namely
wireless multimedia sensor networks in dynamic environment [6], directional
sensor networks [8]. These assumptions lead to different problems statement and,
therefore, each approach should be modified to enable to solve coverage problem
in another type of WSNs. Our research on a direct applying nature inspired
metaheuristics of general purpose to solve MLCP [9] shows that they are not
enough efficient. We believe that further improving the quality of approximate
solutions and computational time complexity can be achieved by incorporation
into a searching engine of an algorithm of a specific knowledge about the problem.
In this paper we propose two knowledge based algorithms to solve a variant of
MLCP. It is a greedy heuristic and an algorithm based on Simulated Annealing
(SA).

The rest of the paper is organized as follows. In the next section the problem
is stated. The two following sections present our greedy algorithm and SA-based
algorithm. Sections 5 and 6 contain results of simulation experiments and con-
clusion remarks.

2 Problem Statement

Let us consider a homogeneous sensor network S = {s1, . . . , sN} consisting of N
sensor nodes randomly distributed over a given target field F, a two-dimensional
rectangular area of W × H m2. The target field F is uniformly divided on
points of interest (POIs) with a step g, sensors are responsible for detection of an
intruder (a target point) and sending an alarm message to the sink node. A sensor
sj is defined as a point of coordinates (xj , yj) in two-dimensional area, sensing
range Rs and battery capacity b. An example of a sensor network randomly
deployed over the target field is depicted in Fig. 1. It is assumed that each sensor
can work in two modes: active mode and sleeping mode. In active mode a sensor
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Fig. 1. An example of sensor network deployed over the target field

observes a circle area within its sensing range and can transmit or receive a signal.
Let us denote the mode of i-th sensor during j-th time interval as state(si, tj),
where state(si, tj) ∈ {ON, OFF}. The value of state(si, tj) equals ON means
that i-th sensor si during j-th time interval is in active mode, otherwise,
state(si, tj) = OFF.

Below we give a number of definitions concerning the problem statement.

Definition 1. A sensor si(xi, yi) covers a POI p(x, y) iff the Euclidean distance
d(si,p) between them is less than the sensing range Rs.

Let us denote a set of POIs covered by i-th sensor si as POIsobs(si) and call as
coverage area of i-th sensor. All POIs covered by an active network during j-th
time interval is denoted as POIsobs(tj), i.e.

POIsobs(tj) = ∪N
i=1POIsobs(si)|state(si,tj)=ON (1)

Definition 2. Coverage of a target field F at j-th time period tj denoted as
cov(tj) is a real number equal to a ratio of a number of POIs covered by an
active network during j-th time interval tj to all POIs, i.e.

cov(tj) =
|POIs|obs(tj)

|POIs| (2)

Let us denote a number of POIs covered by i-th sensor as cov(si).
A sensor is assumed to consume energy for monitoring area and it depends

on its sensing range Rs. Consider a homogeneous sensor network, where all
sensors have the same sensing range, the energy consumption per time interval
is constant. A potential solution is a schedule of a network S deployed over a
target field prescribing states of activity for all sensors in the network during
the whole period of time of the network operation.

Definition 3. A schedule of a WSN is a binary Tmax × N matrix denoted as
Sol, i.e.

Sol(S) = {stateji}, where i = 1, ..., N and j = 1, ..., Tmax, (3)
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where stateji ∈ [0,1] is a state of i-th sensor during j-th time interval, 0 corre-
sponds to OFF state and 1 is related to ON state.

Each row of the matrix is related to one of the sensors and represents its schedule
of activity over all period of network operation from t1 till tTmax

. Let us assume
a sensor to spend one unit of energy during one time unit of its activity.

Definition 4. A schedule Sol(S) is a feasible solution if the following equality
is met:

(∀i)i=1,...,N |
Tmax∑

j=1

stateji = b (4)

Definition 5. Coverage string is a set of real values, each of which corresponds
to the coverage of a target field F during each time interval of the WSN operation,
i.e.

coverage string = {cov(t1), cov(t2), ..., cov(tTmax
)} (5)

Definition 6. Lifetime of the WSN denoted as Lifetime(q) is defined as a sum
of time intervals, during which the coverage requirement is met,

Lifetime(q) =
Tmax∑

i=1

i|cov(i)≥q} (6)

Maximal time of network performance is restricted by the characteristics of
the network such as a number of sensors and their distribution, a distribution
of POIs over the target field, sensing range, battery capacity value and the level
of coverage required. The parameter Tmax is a predefined number and should
be set greater than the performance time Lifetime(q) and less than the upper
bound of network operation denoted as LifetimeUp.

We consider Maximum Lifetime Coverage Problem (MLCP) as a scheduling
problem applied to a WSN solving the area coverage problem in the discrete
two-dimensional space. MLCP has as an objective to prolong lifetime of a WSN
by minimizing a number of redundant sensors during each time interval in order
to minimize energy consumption. The function Lifetime(q) is maximized over
the space of all feasible solutions. Coverage requirement is given by a coverage
ratio q, which means that at least q-th part with small declination δ of all targets
is covered by at least one sensor.

MLCP - specific knowledge. A searching process conducted by both a greedy
heuristic and SA-based algorithm (see, below) incorporates the MLCP specific
knowledge and is based on the following classification of columns in a sched-
ule. All columns of the schedule solution are divided on three groups called
three subsequences: Redundant Subsequence (RS), Excellent Subsequence (ES),
Unsatisfactory Subsequence (US). Each subsequence groups time intervals such
that a network of active sensors covers the target area with certain coverage
ratio, i.e.

ti ∈ RS, if cov(ti) > q + δ, (7)
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ti ∈ ES, if |cov(ti) − q| ≤ δ (8)

ti ∈ US, if cov(ti) < q − δ (9)

Let us denote a number of elements in RS, ES and US as NR, NE and NU

respectively.

3 A Greedy Heuristic to Solve MLCP

In this section, we present an iterative knowledge-based stochastic greedy heuris-
tic to solve MLCP. The algorithm is based on constructing a tree of solutions.
A root of the tree is a randomly created solution. In each iteration a solution
called a predecessor is changed under two steps described below to form one
more solution called a successor. The next iteration continues from the node cor-
responding to the best solution between a predecessor and its successor from the
previous iteration. The pseudocode of the algorithm is presented in Algorithm 1.
At each iteration a schedule is a subject of two types procedures, pseudo codes
of which are sketched in Procedure 1 (Algorithm 1, lines 6–12) and Procedure 2
(Algorithm 1, lines 18–21). The aim of procedure 1 is to improve a current solu-
tion via joining active subnetworks during time intervals when necessary cover-
age is not achieved. This purpose can be obtained by multiple shifting several
columns from US toward ES or RS. A schedule is changed under the Procedure 1
as follows. Two new columns are generated by applying boolean-valued functions
OR and AND to a pair of two values from same row from US columns. The new
first column contains the values resulted of OR operator, and the second column
contains the results of AND operator applied. As the algorithm proceeds it may
happen that a new solution is not improved in the sense of Lifetime(q). In that
case a parameter k (a number of use Procedure 1) is increased by 1. Initially, k
is equal to 1. The solution obtained by the first modification (Procedure 1) is
next changed by the Procedure 2. The aim of this stage is to reduce redundant
consumption of energy, i.e. a randomly chosen sensor in active state from RS
time interval is switched off and, next, is switched on during US time interval.

The Procedure 2 is executed on a current solution and consists of the two
steps. Firstly, from the i-th RS column a cell is randomly selected with prob-
ability pi, where n1 is a number of “1” cells in the column. Let us denote a
row of the selected cell as j. Second, the “0” cell in the in first US column in
j-th row is changed on “1”. Therefore, the first selected cell is equal to 1. The
second selected cell is taken as the first “0” cell from US and from the same row
as previous cell was. The selected cells swap their values. If there is not a cell
with the value “0” in US, the predecessor solution coincides with its successor.
The above mentioned two steps are repeated consequently NR times for each RS
column.

The predecessor schedule and its successor are evaluated by Lifetime(q) met-
ric and the best one is saved as a current schedule for the next iteration to be
applied. These steps are repeated until stop condition is met. The last saved
schedule is a result of the algorithm.
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Algorithm 1. Pseudocode - Greedy algorithm for random initial solution.
1: Input : WSN, Target field, NI , q, δ, Tmax

2: initialize random solcur(N, Tmax)
3: k = 1
4: for i ← 1 to NI do
5: compute US,
6: for i ← 1 to NU - k + 1 do
7: for j ← 1 to k do
8: modify i and i + j columns from US,
9: j = j + 1

10: end for
11: i = i +1
12: end for
13: compute Lifetime(q)
14: if Lifetime(q) of the predecessor > Lifetime(q) of the successor then
15: k = k + 1
16: end if
17: compute RS, US for the successor,
18: for i ← 1 to NR do
19: modify the i − th column in RS in the solution,
20: i = i +1
21: end for
22: compute Lifetime(q) for the successor,
23: keep the best from the predecessor and its successor,
24: i = i+1
25: end for
26: return sol

4 Simulated Annealing Algorithm to Solve MLCP

Simulated Annealing (SA) is one of the nature inspired metaheuristics based
on the physical annealing process observed in glass manufacturing process and
metallurgy.

The performance of SA depends on construction of a given solution neigh-
bourhood. Generating the sequential solutions is based on a swap of a pair of
opposite values in one row. A neighbouring solution is differed from the given
solution by a number of bits changing comparatively with the given solution.
Let us call this characteristic defined by a number of changing pairs of bits,
as neighbourhood size and denoted as kneigh - neighbourhood. In such a way,
in case of changing two random cells, we obtain a solution in 1-neighbourhood
from a given solution. The random neighbour is generated as follows: kneigh
times two opposite values chosen at random from the same row are swapped (see,
Algorithm 2, lines 8–16). The additional information about solution is computed
such as coverage of each time slot according which the time line is divided on
RS, ES and US. The idea of knowledge-wise neighbourhood generating proce-
dure is to switch off an active sensor from redundant subsequence in order to
reduce a number of redundantly covered POIs and to switch it on in the first
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unsatisfactory subsequence with the aim of increasing coverage at the additional
time interval. These steps may increase lifetime of the generated solution. The
pseudo code of SA solving MLCP is presented in Algorithm 2. SA algorithm
works until termination condition meets performing cycles of searching solutions
in the neighbourhood of the initial solution. Each cycle consists of several itera-
tions characterized by the temperature. During one iteration a random solution
within the current solution’s neighbourhood is created, Lifetime(q) for the cur-
rent solution and its neighbour is computed, the current solution is compared
with the created neighbour. The better new solution always replaces the old one,
while in case of worse neighbour it replaces the current solution with probability
exp

Δ
T so that the probability of acceptance of the new solution depends on the

temperature value and difference in values of evaluation function between two
solutions. At the end of an iteration temperature level is increased according
with the cooling scheme.

Algorithm 2. Pseudocode of SA algorithm
1: Input : WSN, Target field, NI , q, δ, Tmax

2: Initialize unit Sol(N, Tmax)
3: Maximal temperature L
4: k
5: while termination condition is not fulfilled do
6: for i ← 1 to L do
7: life = compute Lifetime(q) of Sol
8: for i ← 1 to kneigh do
9: for j ← 1 to RS.size() do

10: choose a random cell of “1” value from i − th RS column, the row of the
gene let us denote as l

11: find the first “0” gene from US and l − th row
12: swap the values of the chosen pair
13: j = j + 1
14: end for
15: i = i + 1
16: end for
17: lifeN = compute Lifetime(q) of SolN
18: Δ = life - lifeN
19: if Δ ≤ 0 then
20: Sol = SolN
21: else
22: Sol = SolN with probability exp

Δ
T

23: end if
24: decrease T (i)
25: end for
26: update termination values
27: end while
28: Sol
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Fig. 2. An example of a typical run of two algorithms: greedy and SA for instance11,
Rs = 20, b = 10.

5 Experimental Results

We consider WSN consisting of a number N of sensors equal to 100, 200 and
300, respectively. For each value of N , we created 3 instances, which differ by
random allocation of sensors, so 9 instances were used in experimental study.
Each instance is described as Instance{indicator of network size}{order number
of WSN instance}, where N is equal to indicator of network size times 100. To
give an example, Instance23 represents the third instance of WSN consisting of
200 sensors. The algorithm’s parameters should be chosen as the set of the best
values for each of the algorithms: greedy heuristic and SA. SA is defined by the
following values. Temperature is cooled according to the logarithmic scheme with
initial temperature 50, length of the temperature cycle 25, the frozen level 10
and maximal number of iterations 100. The termination condition is as follows:
exceeding maximal number of iterations or achieving the frozen temperature
level. Greedy heuristic needs to set a number of iterations equal to 150, after
which the algorithm stops. The main component of computational cost of both
algorithms is related to calculation of Lifetime(q) function. An example of a
typical run of these two algorithms is presented in Fig. 2, which presents the
dynamics of Lifetime(0.9) obtained by greedy and SA for three instances con-
sisting of 100, 200 and 300 nodes as a function of a number of computation
the Lifetime(q) function. From the figure one can observe that greedy con-
verges quicker for all instances with a slightly better quality than SA. However,
when the size of an instance is relatively large (instance 31) the greedy algorithm
achieves a local optimum, while SA continuously improves quality of a solution.

Let us finally discuss the overall results on the MLCP input data. In order
to present a broader view, WSN instances with different properties will be used.
For testing purposes we will consider nine WSN instances with three types of
densities and sensing coverage range 20 deployed over the same target field <100,
100, 5>. Coverage requirement is represented by three values: 0.85, 0.9 and 0.95.
Battery capacity is equal to 10.

Table 1 presents results of systematic study of both algorithms conducted for
representatives of three types of instances, which support our previous obser-
vations. The table contains maximal, average and standard deviation of the
goal function values obtained by greedy and SA based on averaging of 10 runs.
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Table 1. Maximal, average with standard deviation values of Lifetime(q) obtained by
two algorithms: greedy and SA for nine instances; q ∈ = {0.85, 0.9, 0.95}, Rs = 20,
b = 10.

q algorithm Max Avg ± σ Max Avg ± σ Max Avg ± σ

instance11 instance12 instance13

0.85 greedy 54 52 ± 3.32 58 56 ± 4.7 52 49 ± 4.36

SA 51 49 ± 1.0 55 52 ± 1.73 49 47 ± 1.0

0.9 greedy 44 42 ± 3.88 47 44 ± 4.36 41 39 ± 3.88

SA 42 38 ± 2.0 46 43 ± 1.41 38 36 ± 1.0

0.95 greedy 32 30 ± 3.47 35 33 ± 3.32 29 27 ± 4.36

SA 29 26 ± 1.0 33 29 ± 1.73 25 23 ± 1.0

instance21 instance22 instance23

0.85 greedy 109 107 ± 4.36 108 105 ± 5.48 109 107 ± 4.48

SA 110 106 ± 1.41 108 104 ± 2.23 110 107 ± 1.41

0.9 greedy 93 90 ± 4.7 93 88 ± 7.82 93 91 ± 4.48

SA 88 85 ± 1.73 87 84 ± 1.41 90 86 ± 1.73

0.95 greedy 65 60 ± 6.71 60 58 ± 3.75 63 61 ± 4.48

SA 64 62 ± 0.0 61 59 ± 1.0 66 63 ± 1.41

instance31 instance32 instance33

0.85 greedy 166 162 ± 6.49 158 156 ± 4.8 165 160 ± 9.44

SA 165 162 ± 1.73 163 158 ± 2.0 164 161 ± 1.41

0.9 greedy 139 135 ± 6.33 136 129 ± 9.28 139 136 ± 4.36

SA 137 130 ± 2.44 130 126 ± 2.23 135 131 ± 2.44

0.95 greedy 97 92 ± 9.8 88 85 ± 5.39 98 93 ± 8.84

SA 98 94 ± 1.73 94 89 ± 2.82 98 95 ± 1.0

The remaining parameters are as follows: q-requirement is based on the set {0.85,
0.9, 0.95}, nine instances of WSN with Rs = 20, and b = 10. One can see from
the table that the average and the maximal values of Lifetime(q) are differed
slightly. In the most cases, it is evident that greedy provides better solutions
than SA, the results concerning instances of WSN consisting of 100 nodes can
serve as an example. Meanwhile, with growth of the problem complexity, when
N is equal to 200 or 300, SA finds better solutions, for instance, see q equal
to 0.85 or 0.95. It should be notice that standard deviation computed for SA
results in all cases are better than σ-values computed for the results provided by
greedy algorithm. This indicates, that SA is a more stable than greedy algorithm.
In such a way we can assume that in the case of bigger problem instance SA
enables to provide better solutions than greedy. To summarize aforementioned
discussion it is shown that there are two different approaches solving MLCP
providing good different solutions of the problem.
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6 Conclusion

In this paper the problem of lifetime maximization in WSNs stated as MLCP
with assumption of not full coverage defining by a coverage ratio requirement
q was considered. The problem belongs to a class of NP-hard problems char-
acterized by high computational complexity, what motivates to use algorithms
provided approximate solutions.

To solve the problem we proposed and study two centralized knowledge-
based algorithms: stochastic greedy heuristic and simulated annealing algorithm.
All of the algorithms were studied on the same testbed and under the same
assumptions. Results of experimental study of the algorithms shows that the
greedy algorithm is efficient in both a quality of solutions and time complexity
for a medium sizes of the problem instances. When the size of the problems
becomes relatively large simulated annealing provides better quality of solutions,
however it is achieved by increasing computational time of the algorithm.
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Abstract. In this paper we further develop a new method for implementing
multidimensional navigation. This technique is based on advantages of
web-based techniques such as site maps, vertical menus and tag clouds. It
combines high informational density of tags with structural quality of traditional
hierarchical navigation. The result is organization by all org. schemes at once,
increased information density and reduced interaction and attention-switching
cost. Multidimensional navigation is expected to enhance efficiency of infor-
mation retrieval especially on websites and web-based systems. It can be
however applied also on information systems such as knowledge management
or educational systems.

Keywords: Multidimensional navigation � Web-based systems � Navigational
design � Organization schemes � Web interaction

1 Introduction

This paper follows our previous research, published under the title “The Novel
Approach to Organization and Navigation by Using All Organization Schemes
Simultaneously” by Springer [1]. We have proposed a method for implementing
multidimensional navigation in order to make information retrieval more efficient. It is
based on web design principles and interfaces, however it can be applied on any
information system, knowledge management system, educational system or other
system, which has advanced requirements on organization [1].

Motivation for research on this topic was mostly based on organizational and
navigational issues of web-based systems. These are especially disorientation of users,
subjectivity of navigating, unused descriptive potential of navigation and high inter-
action and attention-switching cost. Even though usability is the basic presumption of
successfully using any system, many systems have poor usability which discourages
potential users. In our research, organization schemes are used for enhancing the
usability of navigation.
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2 Theoretical Background

Theoretical background will be presented only briefly, as our previous introductory
paper covered this area in detail [1].

2.1 Organization Schemes

We can describe organization schemes as constructs by which the information is
organized. Basic division of schemes can be regarded as (1) objective schemes, which
divide information into well-defined and exclusive sections, and (2) subjective
schemes, dividing information into categories without exact definition [2].

Lidwell et al. [3] suggested five ways of organizing information. The approach is
well-known as the LATCH (Location, Alphabet, Time, Category and Hierarchy).
Organizing by time equals an organization by chronological sequence. Organization by
location is by geographical or by spatial reference. Hierarchy (or also continuum) refers
to organization by magnitude, e.g., highest to lowest, best to worst etc. [3]. Category
can be used for organizing by similarity within the information.

2.2 Usability of Navigation

Navigation is part of usability, which is a complex construct, depending on many
design decisions. Towards effective navigation contribute among others structure,
organization, labelling, browsing and searching [2]. As was already mentioned in the
introduction, usability is the basic presumption of successfully using any system.
However commonly implemented navigation often suffers from many shortcomings.

The confusing and disorganized navigation structure is one of the main contributors
to the problem of disorientation [4]. While it is known that a common solution to the
disorientation of web users is the presentation of a site map or other overview of the site
structure, websites usually contain only limited subset of the standard navigation aids [5].

The other issue is the overall subjectivity of navigation means. While creating
navigation according to subjective organization scheme, we can come across issues
such as: broad vague categories, poor grouping of categories and poor organization of
menu options [6]. In the subjective organization scheme, someone other than the user
has made an intellectual decision to group items together [2].

Navigation has some descriptive potential, which can be formed e.g. by spatial
arrangement or visual cues. However navigational design is mostly subjected to overall
interface appearance and related graphic design decisions and as such bears only
limited information value. It was however researched that users appreciated descriptive
characteristics of tag clouds [7]. Consequently, we assume that higher informational
density of navigation could be valued by users.

There are two major types of cost in web environment: interaction cost and
attention-switching cost [8]. Leuthold et al. confirmed in their experiment, that vertical
menus (which reveal all navigation items at once) outperform dynamic menus (which
display only one level of navigation and reveal lower levels upon mouse interaction)
[9]. Moreover, vertical menus were subjectively preferred by users [9].
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3 Conceptual Proposal

This section will again briefly summarize our conceptual proposal, which is in detail
described in [1]. The saved space will allow us to focus more on the actual imple-
mentation of the proposal.

3.1 Fundamental Starting Points

The proposed method can be characterized as a layering technique, defined by Lidwell
et al. as the process of organizing information into related groupings in order to manage
complexity and reinforce relationships in the information [3]. Layer of organization is
then formed by each org. scheme. All layers can be seen by users simultaneously as the
information-rich navigational area. Presenting more information in one place is also
presumed to reduce interaction and attention-switching cost and increase usability.
Another benefit is a decreased subjectivity in construction of navigation by imple-
menting several exact means of organization.

Tag clouds emerged as a usable technique in presenting more information through
navigation while occupying a relatively small space. The concept of tags is very
inspiring as it offers organization by three organization schemes simultaneously. Our
intention is to implement more than three organization schemes in one arrangement.

Objectives of the proposed solution are based on identified navigational issues.
These objectives are: reduced subjectivity, reduced disorientation of users, reduced
interaction and attention-switching cost and increased information density [1].

3.2 Differentiation by Spatial and Visual Aspects

Golombisky and Hagen presented the seven elements of design as basic units of visual
communication - space, line, shape, size, pattern, texture and value [10]. Fowler and
Stanwick suggested using visual cues such as color, font and size to signify group
organization [11]. In this part of paper we will present selected design items as means
for arrangement by different org. schemes (Table 1).

We can use color in design to group elements and suggest meaning [3]. Size is a
design element, which can be used for signifying magnitude or/and importance. Tag
clouds use this technique - font size of tags reflects the number of matching instances
for individual tag [12]. As for space, in the two-dimensional display like a computer
monitor, the element’s position is defined by horizontal and vertical value. These were
usable possibilities for aspects applicable inclusively, i.e. on navigation items them-
selves, or in fact on their text labels. In addition we can use separate design elements

Table 1. Selected design aspects to differentiate individual items

Type Design aspects

Visual Color (or pattern), font, size
Spatial Starting position (x,y)
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for the arrangement by remaining org. schemes. These additional elements (i.e. shapes)
can signify differentiation by some of the already mentioned techniques.

3.3 Creating the Arrangement by All Organization Schemes

The proposed solution of navigation is capable of supporting all organization schemes,
which are: alphabet, time, category (and/or tags), continuum and location. The dif-
ferentiation of each arrangement from others is ensured by combined use of textual,
spatial and visual techniques. The inclusive representation is preferable in order to
avoid cluttering of the navigation area, however in some cases its implementation
reveals usability issues. We tried to find balance between advantages of inclusive
representation (expressed by differences in color, size or position) and necessity of
adding new design elements. Individual methods based on these design variations were
consequently assigned to organization schemes (see Table 2).

We can represent category by the principle of similarity or grouping. Alphabetical
organization can be made either horizontally, through sorting entries as inline elements,
or vertically such as block elements, which should be better for readability. Continuum
and time - continuous org. schemes - can be represented by size differences (width,
height) or position (vertical, horizontal). Vertical organization was already assigned to
alphabet, so for these variables could be used horizontal arrangement. Representation
by text size difference would compromise usability, therefore we propose for the
second technique adding a new element, which will specify value by difference in its
width. The color of this element would correspond with the item’s category to further
support grouping effect. Finally, we can represent location by an associative link to the
respective map.

Table 2. Overview of the identified issues and their solutions, adopted from [1]

Org. scheme Method Explanation

Alphabet Vertical
arrangement

Entries are sorted traditionally by alphabet

Time Horizontal
arrangement

Entries are arranged by time by difference in
horizontal starting position

Category Square with
different
color/pattern

Entries are visually associated with a color/pattern,
distinct for each individual category

Subcategory Text label Separate entries are grouped in subcategories, which
are represented by displayed text labels

Continuum Bar rating with
different length

Entries are associated visually with a bar of length,
which reflects value

Location Associative link Entries are linked to place in the adjacent map
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3.4 Spatial Design of the Solution

Spatial design of the proposed solution was the last concluding section in our previous
paper [1]. It combines conclusions from previous sections regarding (1) conceptual
proposal and argumentation, (2) use of design techniques for the defined objectives,
and (3) arrangement by all organization schemes using these techniques (Fig. 1).

3.5 From Schemes to Actual Variables

Until now we have discussed organization schemes in general without actual variables.
While concept of alphabet or category is apparent, implementation of time and con-
tinuum should be further specified. What organization scheme is possible to use and
what will be useful at the same time, depends on particular system and its content. As
for time, we can use specific data such as when the item was added or last edited and
organize items accordingly. We can also use some relative time measures, e.g. the time
order in which the user should proceed, which would be especially useful in sites with
learning or instructional purposes. Organization by time when the item was added (i.e.
by newest items) would be very usable in process-oriented systems.

While organization by time was mostly exact, organization by continuum can easily
facilitate social navigation. As a continuum we can use e.g. popularity, implemented as
number of views, number of comments (in case of blog articles) or value of rating (if
the rating system is implemented). It is known that recommendations based on pop-
ularity are usually appreciated by users.

Fig. 1. The summarized schema of all schemes and structures [1]
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In the case of using subcategories, continuum can represent a number of individual
items in the category. By implementing this organization scheme, the user can identify
right away, which topics (represented by subcategories) are the most frequent in this
system. This is a very useful information to receive at the first sight and would take
much longer to realize by using traditional navigation.

4 Scope and Technical Implementation

As was already mentioned, the proposed solution is suitable for various information
systems, not only web-based ones. The proposed approach can enhance any navigation
from a list of items to a dynamically updated overview of all content in the system.
Nowadays when we are overwhelmed with all available content, such consistent
knowledge visualization can save us a lot of time and effort. With the presented
method, any meaningful list of items can be turned into this arrangement and can
facilitate efficient orientation in presented choices.

The visual representation schema is presented in the following figure (Fig. 2). It is
important to note that individual aspects of implementation can vary for various
websites according to their purpose, content and audience. Incorporating each orga-
nization scheme into the navigation should be both feasible and useful for users.

Fig. 2. The schema of visual representation
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The following table specifies technical solution for implementing each organization
scheme into the final arrangement (Table 3). Location is omitted from implementation,
because it is not so common in web-based systems that navigation items are connected
to location.

5 Implementing Navigation to the Existing System

For the demonstration of our proposal’s usage, we have selected web-based system due
to its accessibility for anyone, who would like to compare the original navigation and
our implementation. Smashing Magazine delivers useful and innovative information to
web designers and developers [13]. The primary navigation structure consists of the
first level by categories and the second level by tags (which by visual design look like
sub-categories, but they are not mutually exclusive). The content area is filled with
previews of articles, sorted by time from the newest. The category view in addition
contains its description and popular tags in the category, which are however often
different from the tags displayed in the navigation.

The previous table (Table 4) specified variables for organization schemes, proposed
for Smashing Magazine, along with a range of values, which summarize information

Table 3. Implementation with a use of technologies for web development

Org.
scheme

Technical implementation

Alphabet Order of items in code editor
Time Value of items’ left margins according to their differences in time variable, in

the demonstration implemented as mono-spaced
Category Square visual elements adjacent to individual items and categories, associated

by the same background color
Continuum Visual element adjacent to individual items with a width according to their

value in continuum variable, implemented as proportional

Table 4. Organization schemes applied on variables for Smashing Magazine

Organization
scheme

Variable used by the scheme Range of valuesa

Alphabet The first letter of every sub-category From an “Android” to a “Web
design” sub-category

Time The date when the last article was
added to the sub-category

From 18.3.2013

Category The category, under which the
particular sub-category belongs

Count: 6

Subcategory Labels of navigation items Count: 23
Continuum Number of articles in the particular

sub-category
Minimum value: 22
Maximum value: 270

Location Not applicable Not applicable

a At the time of writing this paper
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gathered by manually clicking and searching. For the purposes of this study, we dealt
with tags as with sub-categories and only with those included in the primary naviga-
tion. The following figure depicts implementation of the method on Smashing
Magazine, as it was displayed in a web browser (Fig. 3).

Fig. 3. Implementation of the proposed method for Smashing Magazine
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6 Usability Testing and Conclusions

Usability of the proposal was verified by several tests for measuring usability and user
experience. After consideration, we have used the following metrics:

1. task time - objective metrics measured by researcher;
2. one-item rating scale “Overall, this task was: Very easy…… Very difficult.” -

post-task self-reported metrics;
3. levels of success - performance metrics, evaluated by researcher;
4. System Usability Scale (SUS) - subjective assessments of usability.

Participants of the experiment were presented with the written instructions and
answer sheet. The schema of visual representation (see Fig. 2) was used for introducing
the interface, along with description. Preliminary testing was also performed and based
on that, several modifications to the schema and instructions were made. The partici-
pants were given time to make familiar with the interface. After that, they were pre-
sented with actual interface implementation (see Fig. 3) and tasks, formulated as
questions. The tasks were chosen according to the main strength of the interface - an
information value accessible without need of further actions. Sample question: “Which
subcategory contains the newest article (only in category “Design”)?”.

Participants completed most tasks with 100% success, the rest of them with still
very high 85% success. Furthermore with the average SUS score being 78.46, we can
consider the proposed navigation both acceptable and above average. You can look at
summarized results in the following table (Table 5).

Very good results were achieved in the performed usability testing. However it
needs to be asserted, that repeated testing would show the contribution of the interface
better. The proposed navigation is expected to be more useful on websites which are
visited repeatedly, such as news servers, blogs, educational or knowledge-based sites.
Desirable would be long-term testing of system with proposed navigation interface,
which would be in active use by stable group of users. Finally, it is important to note
that individual aspects of implementation can vary for various systems according to
their purpose, content and audience. Incorporating each organization scheme into the
resulting navigation should be both feasible and useful for users.

Acknowledgment. This paper was written with the financial support of Specific Research
Project “Investments within the Industry 4.0 concept” 2017 at Faculty of Informatics and
Management of the University of Hradec Kralove, granted to the Department of Economics. We
thank Martin Kral for help with organizing usability testing.

Table 5. The results - summarization of collected data for each question

Q1 Q2 Q3 Q4 Q5

Frequencies 1 | 2 | 3 | 4 | 5 1 | 2 | 3 | 4 | 5 1 | 2 | 3 | 4 | 5 1 | 2 | 3 | 4 | 5 1 | 2 | 3 | 4 | 5
Correct answers (%) 100% 100% 85% 100% 85%
Avg. time (s) 7, 9 7, 5 14, 3 13, 4 19, 8
Inquiries (frequencies) 10 | 3 | 0 | 0 | 0 10 | 3 | 0 | 0 | 0 2 | 7 | 3 | 1 | 0 3 | 6 | 3 | 1 | 0 0 | 5 | 4 | 3 | 1
Levels of success
(frequencies)

12 | 1 | 0 | 0 13 | 0 | 0 | 0 8 | 2 | 1 | 2 11 | 2 | 0 | 0 8 | 3 | 0 | 2
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Abstract. Limitations in the area of web navigation and organization usually
lead to poor usability, which further leads to user disorientation and dissatisfac‐
tion. In this paper we present WINE (Web Integrated Navigation Extension) as
the novel alternative solution for efficient information retrieval. With combining
website’s data and local user data, WINE can offer useful navigation options in
a consistent stable environment. In the case of missing support, partial solution
is offered. One of the main goals of this interface is reducing interaction cost and
user disorientation and provide means of personalization in the scope of each
website or system.

Keywords: Web navigation · Information retrieval · Usability · Web interaction ·
Navigation schemes · Interaction cost

1 Introduction

The internet presents many challenges in the area of navigation, organization and
consistency. Limitations in this area usually lead to poor usability of information-rich
websites and web information systems. Poor usability reflects on user experience, satis‐
faction and consequently user’s willingness to stay on the particular website. In this
paper we propose a novel approach to information retrieval, called WINE (Web Inte‐
grated Navigation Extension). We expect that this functionality in a form of browser
extension would make information retrieval more efficient.

WINE is based on the idea of integrated navigational interface, placed under the
address bar of the internet browser. This interface would provide the most usable navi‐
gation links of any website in logical navigation groups in the consistent environment.
This would create an alternate access to website’s content.

Technically, fully supported WINE would integrate website’s data and custom user
data. Website’s data would be stored in the respective database and delivered to WINE
either by JSON, RSS or other format for data interchange. Custom user data would be
managed by local storage. Partial WINE implementation (in the case of missing support
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from the side of individual websites and systems) would be reduced to local user data,
i.e. personalization possibilities.

The conceptual design of WINE presents many advantages for users. It would
primarily reduce dealing with each website’s individual structure and navigation
schema, which presents high interaction and attention-switching cost. Next, users could
access the most usable navigation links from each website in one consistent environ‐
ment. They could also manage individual pages as favourites grouped under the respec‐
tive domain or track changes on websites and one’s own progress.

2 State of the Art

2.1 Disorientation on Web Interfaces

Web users commonly experience disorientation while browsing, which has a negative
effect on their performance [1]. According to Amadieu et al. [2], disorientation may be
structural (related to the physical space of hypertexts) or conceptual (related to the
conceptual space of hypertexts). Structural disorientation reflects a cognitive load linked
to the processing of physical space (such as location of the position in the physical space)
and conceptual disorientation concerns the users’ difficulties to meaningfully link the
different concepts conveyed by a hypertext [2]. One of the main contributors to this
problem is confusing and disorganized navigation structure [3].

This can originate from the overall subjectivity, as website navigation consists
primarily of subjective schemes [4]. Subjective organization schemes divide informa‐
tion into categories that defy exact definition, they are difficult to design and maintain
and they can be difficult to use [5]. Problems with creating useful navigation according
to subjective organization scheme include: broad vague categories, poor organization
of menu options and poor grouping of categories [4].

2.2 Usability of Web Interface

Fang and Holsapple [3] defined two prominent approaches regarding to knowledge
acquisition from a web site: search (e.g. via keywords) and navigation (e.g. via links).
Users are often discouraged to go through the navigation structure and use search form
whenever possible. However according to Lynch and Horton [6], even though web
search is powerful, it is no substitute for coherent site architecture, carefully expressed
in the page design and navigation. Users often do not know what they should look for
or they express it in a way which will not find the information.

Navigation is an important part of usability of any website [7] and affects site cred‐
ibility (e.g. [4]). Usability can be defined as a quality attribute that assesses how easy
user interfaces are to use [8]. It was confirmed that providing web users with a usable
environment can lead to significant savings and improved performances [9, 10].

However there is no standard in model-based user interface development environ‐
ment yet and graphical user interface is still being created in an ad hoc manner [11].
There is no universal web interface, where everyone knows where to expect which
objects. Such interface would save time needed for adapting to various interfaces and
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structural organizations. Consistent approach to layout and navigation allows users to
adapt quickly to design and to predict the location of information [6].

2.3 Cost of Web Interactions

Hong et al. [12] identified two types of cost: interaction cost (mouse clicks, button
presses, typing) and attention-switching cost (moving attention from one window to
another). Activating particular navigation link contains both costs - interaction cost of
mouse click and attention-switching cost of window reload. The return to previous state
(e.g. by Back button) or moving to another page includes again both costs. Users use
the Back button to return to a landmark page or hub, which indicates that the user has
either extracted all he wanted from the current page, or that the page does not contain
desired information [13].

Ware presented an idea of cognitive cost, which originates from moving through
space [14]. He reviewed the basic costs of some common modes of information access,
where internal pattern comparison is much more efficient than mouse hovering, selecting
or clicking [14]. Leuthold et al. [15] confirmed the hypothesis that opening the dynamic
menu needs an additional mouse movement and is thus more costly than just scanning
the navigation items. Leavitt and Shneiderman [16] also stated that content should be
formatted to facilitate scanning, and to enable quick understanding. This applies to all
interactive systems with graphical user interface, including websites, web applications
or web information systems.

3 Problem Definition

Potential issues related to websites and web information systems were already indicated
in the previous section. They were focused primarily in the area of organization and
navigation. In this section, we would like to discuss those limitations which are most
relevant to our proposed solution.

3.1 Inefficient Navigation Schemes

Apart from technical shortcomings, such as poorly implemented interaction design or
readability issues, disorientation belongs to the biggest navigation problems, as was
discussed in Sect. 2.1. This concerns primarily larger information-rich websites and
systems, where creation of navigation schema presents especially difficult task, prone
to weaknesses such as:

• broad, vague or artificial categories
• poor organization of navigation links
• deep multi-level nesting
• many navigation areas displayed at once
• poor grouping of categories
• duplicities of navigation links
• vocabulary (web developer x user)
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All of these issues increase interaction cost, time of interaction, number of errors
and wrongly chosen pages, followed by increase of attention-switching cost as well. As
a consequence, interaction with information-rich website is often ineffective and frus‐
trating for users, even more so if the website or system is not optimized for performance.
There are many alternate navigation possibilities, which do not suffer from the same
limitations as subjective schemas. The intention is not to replace these navigation
schemas, but to provide alternate means of navigation. The general idea is to let users
easily access the important content which they would use more likely than the rest. This
is in accordance with generally applicable Pareto principle.

Commonly used navigation sometimes underestimates the division of content
according to user roles or audience type. However every user comes on the particular
website in some specific role, therefore this division would be clear to him, unlike other
subjective organization schemes. Of course the possible application vary with the type
of website or system. E.g. university could apply roles “future student”, “student”,
“graduate”, “teacher” and “press”. Determining target audience is important for creating
efficient navigation, as well as distinguishing new and returning users.

Another easily implemented but often neglected navigation concept is easy access
to the most popular content or the most frequent tasks (depending on context) on the
website/system. In the case of a university, these would be e.g. “contacts”, “entrance
exams”, “fields of study”, “timetable” or “events”. Finally, metadata such as “lastly
edited” or “count of views” can also create useful navigation options. The most common
strategies for implementing these concepts and thus differentiating special content are
summarized in Table 1.

Table 1. Common strategies for differentiating special content or user groups on websites

Type Group Common strategies
Roles New users Homepage; landing pages accessed by

sponsored links through search services
Returning users Session/login-related client area
Users in a specific role Contextual navigation

Users (all) The most popular content/frequent
tasks

Navigation links duplicated in a
separate area (sidebar, footer, …)

User
(individual)

Favourite content/repeatedly
performed tasks

Session/login-related client area

Recently viewed content
Changes Recently added content Navigation links duplicated in a

separate area (sidebar, footer, …)Recently edited content

These alternate navigation strategies are often implemented as an afterthought more
than as a result of careful planning. Duplicating navigation links this way can lead to
user’s confusion and disorientation as well. For example, if you look for information
about entrance exams on our university’s website, you can find the relevant link in
several places. Being a popular content, its link is also duplicated in footer, however
user has to scroll to it first and find it among over thirty other links, which is hardly a
prominent place for one of the most searched content.
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3.2 High Interaction Cost

Traditional navigation schemas often suffer from high interaction cost. We have
analysed various task-oriented interactions on several information-rich websites to
support this claim. As an example, we present a full cost analysis of searching for
“sample tests on FIM (Faculty of Informatics and Management)” on our university’s
website. From this analysis, depicted in the following figure (Fig. 1), we can see more
ways of accessing the same content.

Fig. 1. Cost analysis of accessing the content “sample tests”. nav 1 = uppermost navigation bar
in text = main content area, nav 2 = bar of departments under nav 1 header = above nav 1, nav
3 = quick links under image banner footer = under main content area, nav 4 = navigation in left
column. Labels were translated into English for better readability, however original content was
accessed in Czech, since English version of the website contains far less information.

Each box represents a navigation link to a new page or view (in case of hover action),
parentheses contain information about placement of the particular link and arrows
signify direction of user browsing process. Smaller oval boxes represent necessary
action(s). These actions were identified as: click, scroll, hover, type and enter (submitting
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search form either by clicking or pressing key). Each page loading requires switching
attention, thus increasing attention-switching cost. Actions, on the other hand, increase
interaction cost, by clicking, typing or pressing buttons. Scrolling - which was not
mentioned in the analysis by Hong et al. [12] - could pertain to both groups, as it requires
both interacting and attention-switching.

The performed cost analysis does not explicitly depict two actions: “switch attention
to new page” and “look up the right navigation link”. Switching attention to new page
always follows after clicking navigation link and pressing enter in search form, since
AJAX is not implemented on tested website and new page is loaded every time. Looking
up the right navigation link follows after loading a new page, if search is not used instead,
and can be performed simultaneously with scrolling. Looking up the search form is not
considered as action with cost in the following calculations, because it is placed where
users expect it to be (see [17]).

According to the performed analysis, the straightest path to desired content is by
using search, with cost of 6 actions (click, type, enter, switch, scroll, click). Of course
we assume that the search query is adequate, in our case e.g. “sample tests fim” or just
“sample tests”. The next identified efficient path is by using links in footer, either through
the link “Site map” or “Entrance exams”, with cost of 7 actions (look-up/scroll, click,
switch, look-up/scroll, click).

However it is important to note several issues of such cost analysis. First, we need
to consider how time-consuming each of these actions is. E.g. scrolling down to the
bottom of the page and looking up the right link (2 actions) is usually not quicker than
clicking into search field, typing keyword or two and pressing enter (3 actions). Even
two actions of the same type are not of the same cost. E.g. looking up something in site
map ought to be more time-consuming than looking up the same thing in smaller topical
section. Similarly, there can be huge differences between cost for returning user (who
already knows where to click) and new users (who needs to read at least several labels
before they can confidently click on anything).

To conclude, a new user cannot know (and returning user probably won’t remember)
which path is more straightforward. In this manner, spreading more links across the
website seems like a reasonable idea, however we believe that there is a more efficient
solution. If the desired navigation link was present in primary or secondary navigation,
the cost could be only 2 actions (look-up, click). This is mostly not possible in the case
of information-rich websites. The most popular and useful links could be however
prioritized, as is the main idea behind our proposal.

4 Proposed Approach

Previous sections indicated a room for improvement especially in the area of navigation,
which relates also to organization, consistency and interaction design [18]. In this paper
we propose a novel approach to navigation of information-rich websites and web infor‐
mation systems. We will address our proposal as WINE (Web Integrated Navigation
Extension) for brevity in the rest of this paper. Users can either look up a certain web
page for the particular piece of information or just browse the internet without any
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particular goal of their browsing. Our approach is intended for the first use case, with
the goal to make information retrieval more efficient.

4.1 Conceptual Design

Our solution is based on the idea of standardized interface, which would integrate the
most usable navigation links of any website in the consistent environment. WINE func‐
tionality could be technically available as a browser extension, with interface placed
between address bar and inner window of the web browser, where the particular website
is displayed. This extension would create an additional navigation layer above any
website or web-based system, providing alternate access to website’s content and a novel
approach to information retrieval on the internet. The content of WINE would change
according to the particular website during new page load.

WINE’s purpose is to integrate website’s data and custom user data. Website’s data
would be stored in the respective database and delivered to WINE either by JSON, RSS
or other format for data interchange. Custom user data would be stored locally on front-
end. This arrangement offers many advantages for users:

• reducing dealing with each website’s individual structure and navigation schema,
which presents high interaction and attention-switching cost

• accessing the most usable navigation links from each website in one consistent envi‐
ronment

• adding individual pages to favourites in the same stable environment, possibly
creating custom groups of pages, grouped under relevant domain

• tracking changes on websites and one’s own progress
• possibilities of personalization and customization

WINE uses exported data from dynamic website’s database and at the same time
data from local storage. Model is created on the fly for the combination of particular
user and particular website. Controller includes logic of the WINE solution, in consis‐
tency with MVC (Model-View-Controller).

4.2 Structure of WINE Model

The purpose of WINE is to offer generally applicable navigation objects, which can be
used by any website/system, and configurable navigation objects. These additional
navigation objects provide navigation patterns specific to the particular site and to the
particular user. The following table (Table 2) presents a list of all three identified types.
Main groups of these objects were marked as “Views”, consisting of “Roles”, “Global
view” and “Local view”. Each of these groups is further divided to general and site-
specific navigation objects. The term “Navigation groups” means set of related naviga‐
tion links (individual pages). Support in terms of data export by individual websites is
needed for the majority of WINE navigation objects, otherwise only “Local view”
facilitated by local storage would be available for these websites.
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Table 2. Proposed navigation objects for WINE

View Type Navigation groups Support needed
Roles (site data) General New users JSON

Returning users JSON
Site-specific Site-specific groups JSON

Global view (site data) General Most popular JSON
Recently added JSON/RSS
Recently edited JSON/RSS

Site-specific Site-specific groups JSON
Local view (user data) General Favourites Local storage

Recently viewed Local storage
To view later Local storage

User-specific User-specific groups Local storage

The amount of navigation links in navigation groups depends on data received from
website and locally stored user data and preferences. Especially dynamically created
groups such as “recently added” should be limited by number of entries.

4.3 Arrangement of WINE Interface

This section presents WINE model transformed into the graphical user interface, which
will be placed under the address bar. This interface can be optionally opened, minimal‐
ised or closed, depending on the particular website and user preferences. The next figure
(Fig. 2) presents a structural layout of the proposed interface:

Fig. 2. Structural layout of WINE interface

Default behaviour of the interface on the particular website should be:

• opened, if the website fully supports WINE
• minimalised, if the website does not support WINE, but user data exists
• closed, if the website does not support WINE and there are no user data yet

Visual design of proposed interface could be either as indicated in structural design,
i.e. by expandable select boxes. This arrangement is less space-demanding, however as
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was already mentioned in the previous sections, there is strong argumentation against
dynamic navigation. Ware stated that internal pattern comparison is much more efficient
than mouse hovering, selecting or clicking [14]. Leuthold et al. [15] confirmed that
opening the dynamic menu needs an additional mouse movement and Leavitt and
Shneiderman [16] also stated that content should be formatted to facilitate scanning.
Therefore individual navigation objects should be presented in easy-scannable lists.
However because of space requirements, this arrangement should not be the default one.
It would be available as an option in locally stored preferences. In the case of missing
support on the particular website, WINE interface would be limited to “Local view”
(Fig.  3).

Fig. 3. WINE interface with missing support

5 Conclusions and Discussion

In this paper, we have proposed a novel approach to information retrieval on the internet;
WINE - Web Integrated Navigation Extension. This extension would provide an inter‐
face, integrating the most usable navigation links of any website in the consistent envi‐
ronment. This functionality would be implemented as a browser extension, placed under
the address bar.

This idea however presents many difficulties and limitations. Because of the use of
local storage, user data would have to be associated with the particular browser. Also
the functionality itself would be bound to the browser as the browser extension. To fully
utilize power of WINE, websites would have to support it by delivering relevant data.
Without this support, WINE is limited only to custom user data, which are created by
individual users and stored locally.

We also have to take into account that any website can deviate from commonly used
content structures and as such cannot fully benefit from WINE. It is also important to
note that WINE integrates many concepts already present in web browsing, yet with
varying implementations in different browsers and to be found in different places. E.g.
in Google Chrome there are bookmarks (as Favourites) in the top bar or e.g. history (as
Recently Viewed) accessible in settings. The main goal of WINE is to unify these
features into one consistent environment.
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Abstract. Insufficient physical activity is a major health concern. Choosing for
active transport, such as cycling and walking, can contribute to an increase in
activity. Fostering a change in behavior that prefers active transport could start with
automated self-monitoring of travel choices. This paper describes an experiment to
validate existing algorithms for detecting significant locations, transition periods and
travel modes using smartphone-based GPS data and an off-the-shelf activity tracker.
A real-life pilot study was conducted to evaluate the feasibility of the approach in the
daily life of young adults. A clustering algorithm is used to locate people’s impor‐
tant places and an analysis of the sensitivity of the different parameters used in the
algorithm is provided. Our findings show that the algorithms can be used to deter‐
mine whether a user travels actively or passively based on smartphone-based GPS
speed data, and that a slightly higher accuracy is achieved when it is combined with
activity tracker data.

Keywords: Intelligent applications · Data analytics · Health support systems ·
Physical activity · Clustering

1 Introduction

Physical inactivity is a major health concern: according to the WHO, every year around
three million people die because of physical inactivity [1]. One of the causes of physical
inactivity is that people are more inclined to passive modes of transportation. Active
travelling options such as biking and walking provide ample opportunities to improve
physical activity [2]. Studies have shown that people who frequently use public transport
are more physically active than those who use other types of inactive transport [3, 4],
as walking to and from a public transport can also lead to a substantial increase in phys‐
ical activity levels. Self-monitoring is a well-known and often used behavior change
technique for supporting people in improving their physical activity [5]. Fostering a
change in behavior that prefers active transport over inactive transport could start with
self-monitoring of travel choices. In order to provide support in behavior change or self-
monitoring, automatic measuring of (active/inactive) travel behavior is inevitable.
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This paper describes and evaluates an approach that can be used within an online
mobile coaching system for stimulating physical activity [6]. The approach exploits
existing techniques for determining frequently visited locations, transition periods
(periods of traveling between two locations) and travel modes (active vs. inactive trans‐
port) of individuals based on GPS and accelerometer data. Unsupervised learning
methods (density based clustering methods) on GPS data are used to determine frequent
locations. These locations and the other GPS readings are subsequently used to derive
transition periods. Finally, GPS speed measurements and accelerometer data are
combined to obtain a more precise result about travel modes and activity levels of indi‐
viduals. Most of the techniques that we use have been developed and tested in lab-
settings or controlled environments. We evaluate the approach in a real-life pilot study.
In this study, people kept an online diary of their travelling behavior, which was
compared with the results of the automatic approach. The main research question inves‐
tigated in this paper is whether this combination of existing techniques can reliably be
used to detect important locations, transitions, and transport modes in a real-life context
with smartphone-based GPS data and an off-the-shelf activity tracker. Our hypothesis
is that the combination of both (GPS and activity tracker) will provide better results
compared to only using on one of the sources.

This study was conducted in the context of the development of an online mobile
coaching system [6]. Although in the current implementation of that system transpor‐
tation options were asked in the form of user input, the objective is to automate the
process of travel mode detection from raw GPS data and activity tracker data. The ulti‐
mate aim of such an integrated system is to provide personalized support to individuals
based on their traveling context and physical environment.

2 Background

This section discusses the state-of-the-art in terms of the detection of locations, transi‐
tions, and travel modes.

2.1 Location Detection

Literature suggests various techniques for identifying important places within a list of
visited locations. An important place could be home, work, college and/or office. Clus‐
tering is a popular approach to perform this task [7, 8]. One class of clustering methods
that is of particular relevance for clustering geospatial data is based on density. Density
is defined as the number of points within a given radius [9]. In [7], K-means clustering
is compared with the density-based technique DJ-cluster (a variation of DBSCAN). The
conclusion is that density-based clustering provides better results for finding important
places. A disadvantage of the K-means approach is that it needs to know the number of
clusters in advance.

Besides clustering, other techniques for detecting important locations are also
applied convincingly on GPS data. For example, in [10] a kernel-based algorithm is
applied to synthetic GPS data; this gives better results compared to traditional
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approaches. However, the authors admit that one drawback of their study is that they
use synthetic data, which are uninterrupted, while real world data is usually interrupted
because of various reasons (e.g., inside a building, underground metro station).

2.2 Identification of Transitions

One of the difficult steps in the process of detecting travel behavior is to find transitions
[11] from one location to another. A transition has two aspects: the travel period and the
start and end locations. A transition occurs between two locations (e.g., between home and
study). A travel period is usually detected by separating the periods with a significant speed
from periods in which the speed is almost zero; in addition, the change in GPS location
itself can be used.

The detection approaches presented in the literature are usually based on dedicated GPS
trackers in combination with geographical information systems (GIS software) [12, 13].
The problem with approaches that depend on external sources such as GIS is that the tran‐
sition can only be detected once the data is loaded into a GIS based application, which
means that it cannot always be executed on devices with low computing power and band‐
width (e.g., smartphones). When smartphone-based GPS data is used, the experiments are
usually conducted in extremely controlled lab settings [11, 14]. For example, in the study
conducted by Reddy et al., participants were asked to attach six phones to different parts
of their body [14].

2.3 Travel Mode Detection

In the literature, mainly two approaches are used for the identification of the mode of
travel: one is time dependent and the other is trip dependent. In a time dependent
approach, a transport mode is assigned to every time frame of travel data (usually one
minute [15] or one second [16]), while in trip level approaches, a mode is assigned to
the whole trip. Zheng, Liu et al. visualize participants’ GPS log data in a prototype
application named GeoLife [17, 18]. This application shows the user a visualized version
of his/her own GPS data. Besides plainly visualizing the path the user has taken, several
other features are available as well. An example of an additional feature is the possibility
to see the distinction between different travel modes (like traveling by foot or car) in
terms of color-differences. In GeoLife this is done using a supervised learning algorithm
which is based on the raw GPS data. This algorithm divides each GPS track in different
trips and each trip in different segments. A segment consists of a (part of a) trip using
one single travel mode.

Since the current study is conducted in the context of a coaching system (to increase
physical activity levels of individuals by encouraging active transport), we are more
concerned with the activity level of participants. Therefore, our aim is to differentiate
active and inactive travel modes by means of raw GPS and activity tracker data; detecting
the precise means of transportation is of less concern.
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3 Our Approach

An integrated approach is required that starts with collecting raw data and is finally able
to suggest active transport options to the participants. This means that our approach has
to integrate different analyses of GPS data: the extraction of frequently visited locations,
the detection of transition periods and finally determination of the travel modes.

3.1 Location Detection

Raw GPS data are processed with a clustering algorithm to find the frequently visited loca‐
tions. We use the OPTICS [19] clustering method in this step, which is a density based
clustering technique and requires two parameters: the minimum number of points within a
cluster (MinPts) and the maximum distance between two points (Eps). We have chosen
this algorithm because it does not require to specify the number of clusters in advance.
OPTICS is an extension of the DBSCAN algorithm. DBSCAN is able to find arbitrarily
shaped clusters, but is not effective when it comes to finding clusters with varying densi‐
ties because it is sensitive to the particular settings of its parameters. The OPTICS algo‐
rithm computes an augmented ordering of points. To extract the actual clusters, another
algorithm is used, which is known as OPTICSXI and is also suggested in [19]. In our
approach, we have used the implementation of the algorithm in the ELKI [20] framework.

Additionally, selecting an appropriate distance metric is important for the clustering
process. Since we are dealing with spatial data, the “great circle distance” is used, which
is a shortest distance between two latitude and longitude points. The Haversine formula
[21] is used to calculate the “great circle distance”. Several experiments were conducted
to see which value of parameters (Eps and MinPts) provides better results.

3.2 Transitions

Based on the results of the cluster analysis, the travel behaviors are extracted in the form
of transitions (travel periods between locations). This step involves separating periods of
transition from periods at locations. A transition is detected by combining different factors,
according to the following algorithm. First, the periods are identified in which an increase
in average GPS speed coincides with a change in clustered location. Different thresholds
were tested i.e. between 0.4 and 1.5 m/s inclusive (with a step size of 0.1 m/s) which are
close to the average walking speed (between 2 and 6.6 km/h [22]). As a second step, tran‐
sitions are merged when the time difference between two or more consecutive transitions
is less than some threshold. Different time intervals were checked, namely 3, 4, 5, 6 and
7 min. These transitions can be the result of, for instance, waiting at a train station, bus stop
or perhaps erroneous GPS readings. There are various possible causes for such errors, for
example being inside a building, in an underground metro station, or because of connec‐
tivity problems.
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3.3 Travelling Modes

As the main goal of the envisioned system is to find physical activity opportunities it is
relevant to detect the mode of travels. To find these modes, combinations of both kinds
of data sources are used: accelerometer and GPS. Travel modes are classified in terms
of active (biking and walking) or inactive (train, tram, metro, etc.). We do not differen‐
tiate the transportation modes at a more detailed level; rather, the focus is on active
versus inactive options.

We investigate three different ways to detect travel modes. First, a threshold value
is used for the GPS speed parameter to decide on the mode of travelling. Another method
is using accelerometer data for determining the travel modes. In this approach, we used
the average number of steps per minute during a transition period. Various thresholds
were compared for average speed (5, 6, 7, 8, 9, 10 m/s) and for average steps per minute
(10, 15, 20, 25, 30, 35) to see which works better. In the third method, we used the
combination of GPS speed and average steps per minute to see whether that performs
better than one of the individual forms.

4 Experimental Setup

A pilot study was conducted between January 21 and March 18, 2015. A total of 26
persons participated in this study. Individuals were recruited via personal networks of
the researchers. All participants had an Android based smartphone with GPS logger
software installed on it. We did not impose any restriction on the model of the smart‐
phone, apart from running on Android. Activity data (floors, steps, calories) were
collected by means of a Fitbit One activity tracker. The GPS logger records the data for
each participant every minute. The average age of participants was 22 years, ranging
between 18–26 years, 15 of them were male. Twenty of the participants were university
students. Two participants dropped out due to technical problems. During this study,
each individual filled in an intake questionnaire and replied to daily questionnaires. The
intake questionnaire includes questions about demographics, location information and
travel options. Daily questionnaires include questions about travel log to work/study/
sports location and sports activity log. These questionnaires provide the ground truth
for each participant’s important places and their travel behavior and are used to validate
the travel behavior and mode of transport. Due to problems with the daily questionnaires,
the questions about the travel modes were not asked in the beginning of the experiment.
Therefore, the participants were asked to report their travel modes in the first weeks of
the experiment in hindsight together with a confidence level.

To facilitate the validation process, travel periods in the ground truth file are labeled
as active/inactive depending on the minutes of active travel during the travel period.
When the minutes of active travel exceeds the minutes of inactive for a travelling period,
the whole transition is labeled as active. Travel mode data in the survey questionnaire
are reported in the following form: “walk: 7, metro: 8, walk: 5, train: 35, walk: 5”. This
example is an instance of mixed mode travel, and since the active travel minutes are 17
and the passive travel minutes are 43, the travel mode is labeled as “inactive”. Another
part of the ground truth consists of a set of latitude and longitude values corresponding
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to each participant’s reported significant places. This file is used to validate significant
locations.

5 Results

In this section, we validate the described approach by comparing the results of the algo‐
rithms with the ground truth as provided in the travel logs.

Before explaining the results, we first provide an illustration of the collected data in
Fig. 1. This figure shows a map of two locations which are marked as home and work,
and a transition path between them. The transition path is generated based on the heuris‐
tics we used to find transitions (see Sect. 3.2) in the location data. The high spikes in
Fig. 1(b) show that the person uses an active mode of transport – in this case walking.
Similarly, the high spikes in Fig. 1(c) illustrate that the person uses an inactive mode of
transport with a relatively high speed. In this example, the user started his/her travel to
the work location by taking 9 to 10 min of walk to a nearby public transport facility.
This is visible in Fig. 1(b), which shows the steps taken during time period 7:34 and
7:43. After that, an inactive mode of transport is used to travel further, as the speed graph
(Fig. 1(c)) shows that the speed is quite high between 7:44 and 7:53.

 

Fig. 1. An example transition period between two locations that includes active and inactive
travelling modes. (a) refers to map, (b) to activity tracker data (steps per minute) and (c) to GPS
speed (meter per second).
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5.1 Locations

We evaluate the performance of the OPTICS clustering algorithm based on the recall
score, as we would like to find most of the significant locations listed by the participants,
but it is not a problem if other frequently visited locations are found as well. An instance
of the clustering result is considered to be a true positive when it matches with one of
the user locations given in the intake survey, a false negative is a location instance for
which we do not find any cluster, and a false positive is a cluster instance which does
not match to any location specified in the survey. A higher number of true positives
means that a higher number of significant locations is returned that could also lead to
better chances of extracting more transitions and travel modes. Figure 2 gives an over‐
view of the recall scores obtained when Eps varies between 90–330 and MinPts between
50–100 To find the optimal parameters for the remaining analysis, we first select the
Eps values with a high recall, i.e. 270, 290, 310, 330, which all have a similar score.
From these, we choose a value based on the lowest number of false positives. The choice
for Eps is reduced to 290 and 330 with MinPts 40 or 50. Finally, we selected Eps = 290
and MinPts = 50 because of the smallest Eps distance.

Fig. 2. An overview of the recall scores, with Eps between 90–330 and MinPts between 50–100.

5.2 Transitions

As described in the Sect. 3.2, two parameters are used to detect transitions. When
checking all combinations of average speed and interval length in minutes, the recall
score ranged between 0.4 and 0.44. The best recall was achieved when the average speed
was set to a threshold of 1.2 m/s and minutes interval to 5 min. We use two different
methods to evaluate the algorithm: (1) check the travel period only, i.e. start and end
time of a transition, and (2) in combination with travel locations. For evaluation method
(1) a travel period is considered a true positive when it has overlapping minutes with an
actual travel period reported by the participants. For evaluation method (2), in addition
to the previous criterion, also the (start and end) locations should match. False positives
are those travel periods that are not found in the user’s survey and which are probably
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results of shorter or longer trips to unimportant locations that users did not mention in
the surveys. False negatives are the travel periods which are not found by the algorithm.
We compare the results of the algorithm using different time windows for what we
consider to be a match between the time according to the algorithm and the time reported
in the survey: half an hour, 45 min and one hour. It is apparent that increasing the time
window also increases the recall. A threshold of one hour gives a recall of 64% while a
54% recall is obtained when the time window is half an hour. Table 1 provides the
detailed results. It can be seen that all values in the third column are smaller than the
respective values in the second column.

Table 1. Recall scores for detecting transitions for two different methods

Time window Detecting travel periods (w/o
filtering on locations)

Detecting travel periods (taking
locations into account)

30 min 0.54 0.44
45 min 0.59 0.45
60 min 0.64 0.47

5.3 Travel Modes

Travel modes provide information about whether a person chooses active or inactive
modes of transport. A travel mode is determined by using (a combination of) GPS speed
and activity tracker data. For detecting active modes of transport (such as biking or
walking) based on speed, a threshold of 8 m/s (28,8 km/h) is used. In [23] an upper limit
of 32.2 km/h is suggested, but since all the participants reside in an urban area, the upper
limit is set lower. Consequently, if the average speed during a travelling period is less
than 8 m/s, it is considered as an active mode of travelling, otherwise it is considered as
inactive. To find travel modes based on activity tracker data, also various thresholds
were tested. We observed that a threshold of 30 or more steps per minute provides good
results. This implies that if an individual takes on average 30 or more steps per minute
during a transition, it is considered as an active travel.

Table 2. Travel modes detected with speed and/or activity tracker

Total reported travels Correctly detected Recall
Speed 162 146 0.90
Activity tracker 162 115 0.70
Speed and tracker 162 158 0.97

In our experiment, travel modes are detected for the transitions found in the previous
step using a time window of half an hour and taking locations into account. Table 2
illustrates the results for the different approaches. The first row shows that a recall of
0.9 is obtained when modes are detected based on GPS speed only. If only the activity
tracker is used, a score of 0.7 is obtained. When both parameters are combined, then a
recall of 0.97 is achieved. We can conclude that the activity tracker data on itself is not
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a very accurate method, but that it can be used to improve the results of the method based
on GPS speed.

6 Discussion and Conclusion

The ultimate aim of our work is to create a mechanism that can be employed in a system
that motivates and encourages individuals to engage more in physical activity by
exploiting their physical context and using this to find opportunities for active ways of
travelling. In this study, existing algorithms for finding important locations and detecting
transitions and travel modes were validated using a smartphone-based GPS and an off-
the-shelf activity tracker. It turned out that in this setting, the clustering algorithm
(OPTICS) for detecting locations provides a good recall with a setting of 290 for Eps
and 50 for MinPts. The high number of false positives could be explained by the fact
that participants were only asked to report the most important locations of type home,
work, study, sports location, but that it was not required to mention every significant
location. Of course, in daily life we do visit more locations than the ones listed above.

There are a few limitations of our study that we would like to mention. First, the
participants reported about their travel modes in hindsight. Due to technical issues the
participants provided the travel information for the first period only after two weeks, for
the remaining period information was provided on the day after the travel took place.
For this reason, a confidence level was associated with each trip in the travel log. It is
possible that people underestimated or overestimated their travel periods which could
affect the reliability of data and hence leads to less performance. However, in our vali‐
dation we did not take the confidence level into account, all reported travel modes were
considered equally important.

There are a number of possible explanations for the low number of transitions that were
found. First of all, it is known that the young population that we have in our pilot study
tends to underreport or misreport travels [24]. Another possible reason is that the detection
process becomes more complex when different types of smartphones are used [25]. Since
in this study no restriction was imposed to use a particular brand (apart from the operating
system), we had a large variety of devices. Furthermore, it is also known that a dedicated
GPS receiver is more accurate than the GPS sensor in a smartphone [25].

Our attempt to detect locations, trips, and mode was made in the context of a mobile
coaching app. We therefore abstained from using GIS, since the goal was to automati‐
cally detect in real time. However, as can be seen in the literature, using GIS data provides
more reliable trip information as compared to only relying on GPS and accelerometer data
[12, 13].

We can conclude that it is difficult to find transition periods based on GPS locations
only. Our hypothesis is that this is caused by the fact that there are many gaps in the
GPS logs. Several factors could have contributed to this problem, for example: the
smartphone is not charged, an accurate location cannot be obtained – especially when
inside a building, or a transition is not reported correctly. However, for the transition
periods that were correctly identified, we have shown that travel modes can be very well
detected based on GPS speed. Adding accelerometer data to GPS speed further improves
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detection performance. The results of travel mode detection are comparable to the liter‐
ature. For example Ellis et al. [15] reported an overall accuracy between 89.8% and
91.9% based on different methods when combining GPS and accelerometer. For the trip
level detections Gong et al. reported 82.6% accuracy [26].
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Abstract. The Internet of Things applies and has a large impact on a multitude
of application domains, such as assistive technologies and smart transportation,
by bringing together the physical and virtual worlds. Due to the large scale, the
extreme heterogeneity and the dynamics of the IoT there are huge challenges for
leveraging the IoT within software applications. The management of devices and
the interactions with software services poses, if not, the greatest challenge in IoT,
so as to support the development of distributed applications. This paper addresses
this challenge by applying the service-oriented architecture paradigm for the
dynamic management of IoT devices and for supporting the development of
distributed applications. A service-oriented approach is a natural fit for both
communication and management of IoT devices, and can be combined logically
with software services, since it is currently the paradigm that excels and dominates
the virtual domain. Building on our past and ongoing work on middleware plat‐
forms, this work reviews middleware solutions and proposes a service-oriented
middleware platform to face IoT heterogeneity, the interactive functionality of
IoT and promote modular-based development to scale as well as provide flexi‐
bility in the development of IoT-based distributed applications.

Keywords: Middleware · IoT · Services · Mobile devices · Distributed
applications

1 Introduction

During the last decade, key trends have been observed in the world of embedded devices,
which refer mainly to miniaturization, increased computation, cheaper hardware and the
shift of software approaches towards service-oriented integration in the Internet of
Things (IoT). On the basis of the stated-by-many vision for the IoT, the majority of the
devices will soon have communication and computation capabilities that they will use
to connect, interact, and cooperate with their surrounding environment [1, 2], including
other devices and services. Business-oriented complex distributed applications are being
developed on the basis of composition and collaboration among diverse services, in
many cases across different vendors.

The Internet of Services (IoS) vision [3] assumes this on a large scale, where services
reside in different layers of the enterprise, IT networks, or even running directly on
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devices and machines of the company [4]. As the Internet proved its merit both for
content and services, we are now facing a trend where service-based information systems
blur the border between the physical and virtual worlds, offering a fertile ground for a
new breed of real-world aware distributed applications. Therefore, for the success of the
IoT, future research, vision and business ecosystems require a merge between cloud
computing and the IoT, by enabling a model of “Everything as a Service”.

Such a model will deliver an IoT paradigm, where applications rely on the cooper‐
ation between heterogeneous devices and software applications, all of which are offered
as dynamic web services. Thus, functions such as dynamic discovery, query, selection,
and provisioning of web services will be needed for facilitating access and interaction
between real-world objects (i.e. devices) and virtual objects (i.e. software services) [4].
The future Internet will provide the capability for embedded heterogeneous real-world
entities, similar to virtual entities, to offer their functionalities (e.g. provisioning of
sensor data) as RESTful/Web APIs [6]. This will enable virtual entities (i.e. enterprise
services) to interact with real-world entities since both will be offered as services in a
realisation of the “Everything as a Service” model.

The added value brought by real-world services, (i.e. services) provided by
embedded systems that are linked to the physical world, is the increased efficiency of
the decision making process due to the fact that they offer real-time data about the world.
Thus, the critical issue about such a model is that embedded heterogeneous devices will
be able to offer their functionality as web services, which can be used by applications,
other services, or even other devices. In this case, device drivers will not be needed
anymore and a new level of efficiency will be achieved as web service clients can be
generated dynamically at runtime [4]. This will result in a mashup of services where
horizontal collaboration between devices will be possible, as well as vertical collabo‐
ration of devices with software services and enterprise applications that provide corre‐
spondingly interaction capabilities with people [5].

In related work [4, 7], the key challenges continue to be open and need to be
addressed [8], such as providing topology dynamics, high scalability and overcoming
heterogeneity in such a dynamic IoT environment. In fact, such a highly dynamic envi‐
ronment is also further augmented by the fact that peoples’ needs evolve over time, so
a scalable and reliable IoT environment needs to be designed with inherent built-in
modularity, flexibility and a variety of components in order to meet diverse individual
situations and to remain attractive to end-users over time. The following list outlines the
key unresolved IoT challenges [8]:

• Heterogeneity: Sensors and actuators are the main actors in an IoT environment,
where due to the highly heterogeneous nature of IoT devices, enabling interopera‐
bility is a complex task.

• Scalability: To accurately represent the real world, a sensing/actuating task will more
often require the cooperation and coordination of numerous things.

• Flexibility: Different configurations may be required for different situations.

A service-oriented approach that follows the concepts of the Internet can provide a
solution to the above mentioned challenges. Web technologies provide the base on which
a service-oriented approach for the IoT can be formulated to properly address these
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restrictions. This enables different devices and software components to work together
by ex-posing their functionalities to others as web services. Services are the entities that
enable users to access the capabilities through pre-defined interfaces in accordance with
the policies and constraints, which are part of the description of that service [10]. Web
services are platform-independent and can be accessed through the Internet. The original
contribution of the web was as a content-provisioning medium. Today, the key role of
the web is to act as a facilitator in service outsourcing [2]. This role enables businesses
to collaborate dynamically, thus reducing overheads. Therefore, the service deployment
model can be applied to any component, physical or virtual, so as to make it available
as a service [2, 9].

In the IoT, there is huge heterogeneity in both the communication technologies, and
the system level technologies. Therefore, apart from service-oriented computing, a
middleware system can support heterogeneity of both communication and system-level
technologies that are diverse and many in the world of the IoT. In general, a middleware
abstracts the complexities of the system or hardware, allowing the application developer
to focus all his effort on the task to be solved [10]. In fact, a middleware system offers
a software layer between applications, the operating system and the network commu‐
nications layers. Based on the above, it is evident that a middleware system can offer an
abstraction layer for handling the complexities of the IoT and addressing the challenges
faced in developing such applications.

This work aims to support the development of dynamic, flexible and distributed IoT
applications, by combining service-oriented computing and middleware technologies.
The proposed service-oriented system, coined Adaptive Runtime Middleware (ARM),
allows addressing heterogeneity, scalability and flexibility issues. The RESTful archi‐
tectural pattern is adopted, which enables upon deployment of smart devices (e.g.
sensors, actuators), to discover these devices, detect their capabilities, regenerate and
redeploy the middleware injecting new RESTful service interfaces (i.e. APIs).

ARM’s key capability is the annotation-driven runtime code generation that drives
dynamic injection of device capabilities in the form of new service interfaces. The
ARM’s self-adaptive nature enables interoperability amongst heterogeneous devices,
automates device discovery and management, and exposes these devices as services.
This offers simplicity for the developer, without introducing additional technologies that
increase the already profound complexity in the IoT. In fact, the developer will only
need to base its client application implementation on the generated documentation,
which describes the generated services that enable management of the IoT devices.

2 Related Work

2.1 Context-Aware Middleware

Several approaches and research work has been performed for the development of
middleware systems in different research domains. The Cooltown project [11] supports
wireless mobile devices in interacting with a web-enabled environment by assigning
URLs to devices, people and things as a web-presence identifier – providing therefore
a “rich” interface to the entity. Middleware systems include the Gaia [12] that aims to
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provide a distributed functionality similar to an operating system, the MiddleWhere [13],
which provides enhanced and enriched location information to applications by utilizing
a number of location sensing techniques based on a location model, and the MobiPADS
[14] that targets mobile environments and its services are provided through various
migrated entities from different MobiPADS environments.

A context-aware middleware is also developed in the MUSIC EU project [15], which
is a comprehensive open-source software development framework. MUSIC is an ubiq‐
uitous OSGi-based context-management middleware system for developing adaptive
applications and services for ubiquitous environments.

2.2 Middleware for the Internet of Things

Several middleware IoT architectures and frameworks have been proposed, aiming for
a more usable connection among, often, complex and already existing applications that
were not originally designed to be connected. The essence of the IoT is making it possible
for just about anything to be connected and communicate data over a network, where
the middleware framework is part of the architecture thus enabling that connectivity
among heterogeneous devices and software services.

An example of a scalable and modular architecture that integrates various compo‐
nents and technologies is openHAB [16]. OpenHAB is an open-source, agnostic auto‐
mation software with an active community, which encompasses different home auto‐
mation systems and technologies under the same umbrella of a single solution, enabling
the user to define the interaction of systems and devices through automation rules and
uniform user interfaces. It is also OSGi-based, and provides APIs for integration with
other systems, where REST API is used for remote communication.

OpenIoT is an open-source middleware for connecting cloud sensors and collecting
information, extending the IoT solution and exploring efficient ways to use and manage
cloud environments [17, 18]. Through an adaptive middleware framework, which is
deployed on the basis of one or more distributed nodes, data are collected, filtered,
combined and semantically annotated from virtual sensors or physical devices. The
proposed middleware does not support though access via service interfaces.

2.3 Service-Oriented Middleware

The service-oriented design paradigm deals with the implementation of software or
applications in the form of services by following the concepts and ideas of service-
oriented computing (SOC). SOC benefits, such as technology neutrality, loose coupling,
service reusability, service composability, and service discoverability [19], can be also
beneficial to IoT applications. However, IoT’s heterogeneity, scalability and flexibility
make service discovery, deployment and composition challenging.

The Hydra EU research project set out to develop a middleware for Networked
Embedded Systems. The Hydra middleware allows developers to incorporate hetero‐
geneous physical devices into their applications by offering easy-to-use web service
interfaces for controlling any type of physical device irrespective of its network tech‐
nology such as Bluetooth, RF, ZigBee, RFID, WiFi, etc. As stated in [20], the software
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middleware is based on Service-Oriented Architecture (SOA), which means that the
communication occurs transparently between the lower layers. The aim of the middle‐
ware, coined LinkSmart, was to support diverse and heterogeneous connected devices,
which enable developers to implement applications that depend on and adapt to context
information [21]. Services are defined statically in the proposed middleware.

CHOReOS [22] is a service-oriented middleware that enables large scale choreog‐
raphies of adaptable and heterogeneous services in IoT. It aims to address scalability,
interoperability, and adaptability issues via static service interfaces. The SenseWrap
service-oriented middleware combines Zeroconf protocols with hardware abstraction
using virtual sensors [23]. A virtual sensor provides transparent discovery of resources,
through the use of Zeroconf protocols, which applications can use to discover sensor-
hosted services. SenseWrap also provides a standardized communication interface to
hide the sensor-specific details from the applications.

3 The Adaptive Runtime Middleware (ARM)

3.1 Our Contribution

This paper builds on our research work on middleware systems and in research projects
such as MUSIC, AsTeRICS and Prosperity4All, so as to design and develop an adaptive
middleware system for the IoT. Such a system will have the ability when a smart module
(e.g., sensor, actuator) is installed, to discover it, detect its capabilities, regenerate and
re-configure the middleware. The middleware supports annotation-driven runtime code
generation of device capabilities in the form of dynamic services. The key aspect is
simplicity for the developer, without introducing additional technologies, IDEs and
platforms. The developer can use the generated service interfaces to manage devices,
and thus create cross-platform distributed applications (e.g. Android, iOS, HTML5).

3.2 ARM Architecture

The proposed middleware takes advantage of the principles of RESTful architectural
pattern and exposes devices as services. The functionalities of each device (e.g., Smart
Light – turn light on, dim light) are implemented as annotated Java functions available
within each device-specific OSGi component. The key idea is that OSGi components
correspond to IoT devices, which can be accessed and managed using RESTful inter‐
faces. In addition, there are two main services implemented as OSGi components, which
refer to the middleware core functionality and the REST server that hosts the device
resources. The middleware core functionality detects the device capabilities via the
annotations in the OSGi component that is installed and allows generating the service
interfaces that the REST server component exposes, which correspond to the function‐
alities of the installed device.

The smallest components in the architecture are the individual OSGi bundles. Each
one of these bundles implements the device capabilities, which could be as simple as
turning a light on/off, or could be as complex as the interactions between multiple
actuators and sensors. The middleware core functionality detects the capabilities of
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newly installed bundles, thus generating the RESTful interfaces that expose and enable
access to these capabilities.

The communication between the components of the proposed adaptive runtime
middleware system is illustrated in Fig. 1, where the architecture of the middleware
system. The middleware bundle contains the application server that enables communi‐
cation with the installed bundles via the generated service interfaces. Furthermore, the
REST-based architecture enables to access devices over the network in distributed end-
user locations (e.g., home, office). The developer is able to develop client applications
that make use and even allow interaction between devices in distributed locations, since
the service interfaces can be accessed seamlessly via the middleware system available
in these locations.

Fig. 1. ARM middleware architecture.

3.3 ARM Implementation

The dynamic middleware is realized as an OSGi bundle, which utilizes the benefits of
the OSGi specification for enabling the modularity and scalability of the system. The
implemented middleware is built on top of the OSGi Equinox framework, used also in
the Eclipse IDE, which is actually an implementation of the OSGi specification. In
addition, the REST architecture satisfies and offers solutions in terms of the flexibility
needed in an IoT environment. For the implementation of the REST OSGi bundle, the
Java API for RESTful Web Services (JAX-RS) specification and its analogous Jersey
implementation were used. The OSGi-JAX-RS Connector (i.e., Staudacher) was used,
since it packages the Jersey implementation in the form of a bundle and thus integrating
consistently the Jersey and OSGi frameworks.

Apart from the core bundles, the middleware and REST server, each device or soft‐
ware service can be defined in a separate OSGi bundle. For instance, a WiFi smart socket
can be implemented as an OSGi bundle. This approach offers many advantages since it
enables above all flexibility, heterogeneity and scalability as new devices and software
services can be supported. The requirement is that developers create a new bundle that
enables communication to the device or software service.
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Java annotations are syntactic metadata that can be added in the code. Hence, when
a new bundle is installed, the middleware detects and starts the component, parses the
annotations of public methods and generates the service interfaces that enable direct
access to the new resource. The middleware will also generate the documentation for
the service, based on the annotations of each public method defined in the bundle. These
annotations define the functionality of the bundle, the signature of public methods
including the input and output parameters of the method. This mechanism is exploited
to enable runtime code generation of the service interfaces.

Descriptor and Annotations
The developer of each IoT device bundle needs to follow a set of guidelines, in
order to utilize the adaptive runtime functionality of the middleware. Each bundle
can be implemented and exported as a JAR file, which contains a descriptor (i.e.
XML file) and the implementation classes. The descriptor defines only the full name
of the implementation class for the bundle. This refers to the package followed by
the symbolic name for the bundle as defined in the component manifest, in the form
of: “<Exported-Package>.<Bundle-Symbolic-Name>”. For instance, if
the package is phillipshue and the symbolic name is SmartLight, then the
full name will be phillipshue.SmartLight. The developer should use Java
annotations on top of the public methods for documenting the functionalities
provided by, e.g. the SmartLight, which are used to generate the service interfaces
as defined next.

Service Interfaces
The generated service interfaces need to be consistent and adhere to a simple resource
path definition logic, which enables developers of client applications to easily access,
and learn how to invoke and thus make use of device functionalities. Table 1 presents
the generic definitions for the service interfaces that provide access to device or software
services. These refer to the resource paths automatically generated by the middleware.

Table 1. Middleware path hierarchy for generated service interfaces.

Path Description
<baseURL> Lists information on the available bundles, including

description and interface definition. The baseURL repre‐
sents the service interface of the middleware

<baseURL >/<BundleName> Provides information on a specific bundle. BundleName is
the middleware name for the bundle. The BundleName can
be retrieved by invoking the baseURL

<baseURL >/<BundleName >/
<MethodName>

Invokes functionality by the MethodName, which is
appended after the BundleName (no parameters)

<baseURL >/<BundleName >/
<MethodName >/<Parameter-
Data>

Invokes functionality by the MethodName, which is
appended after the BundleName (accepts parameters)

<baseURL >/<BundleName >/
<MethodName >/def

Presents information related to the functionality offered by
this method of the specified bundle
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4 Smart Light Use Case Demonstrator

The use case demonstrator introduced in this section presents the installation of the
bundle, as well as accessing, communicating and controlling the Philips Hue smart light.
In this use case scenario, an HTML5 client is implemented and used for demonstrating
the middleware capabilities. The bundle implementation offers access to four device
capabilities: (1) turn light on, (2) turn light off, (3) dim light and (4) set light level. First
the bundle descriptor needs to be defined by the bundle developer as follows:

Figure 2, presents a fraction of the code that showcases how annotations are defined
for the “turn light on” method implementation of the Phillips Hue. The next step involves
exporting the bundle. The middleware will then parse the descriptor containing the
bundle’s full name. If the bundle is not already installed, the middleware will automat‐
ically install and start it. Using reflection, the middleware detects all device capabilities,
re-configures the middleware via runtime code generation and injects/publishes the
discovered functionalities as RESTful service interfaces.

Fig. 2. Code snippet of the Phillips Hue implementation class.

Figure 3 showcases the resource paths for invoking the device capabilities. The
developer of the client application is now able to invoke the base URL, which will return
the description of the bundles currently installed and the paths for retrieving details on
how to invoke each device capabilities. Figure 4 presents the currently installed Phillips
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Hue bundle and exposes the description and paths for invoking the implemented func‐
tionalities of the device. An HTML5 client has been implemented, which allows show‐
casing the use of the dynamically generated service interfaces that enable accessing and
controlling the Phillips Hue Smart Light device (demo video1).

Fig. 3. Generated RESTful service interfaces for the Phillips Hue Smart Light.

Fig. 4. Generated RESTful service interfaces for the Phillips Hue Smart Light.

5 Conclusions and Future Work

The research work presented in this paper aims to provide an Adaptive Runtime
Middleware (ARM). The proposed middleware allows utilizing the benefits of the
OSGi framework, the Java reflection mechanism and the RESTful architectural
pattern in order to provide solutions to the IoT challenges of scalability, heteroge‐
neity and flexibility. The presented use case scenario demonstrates the adaptive
capabilities of the proposed ARM. The architecture of ARM enables to address the
aforesaid IoT issues, since for each IoT device or Cloud service a corresponding
bundle can be developed following the guidelines presented in this work. The bundle
can be then exported and the ARM - can install, start and parse the bundle so as to
generate at runtime the required service interfaces. Future research work aims to
extend the middleware capabilities so as enable dynamic generation of Server-Sent
Events (SSE) for handling sensor devices data as soon as they become available.

1 Available at: https://www.youtube.com/watch?v=NQ0tzv5Ob48&sns=em.
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Finally, a rules engine will be implemented for defining dependencies between
device and/or software services, for example motion detected → turn on camera.
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Abstract. Designing a new adaptive synchronization controller for multiple
robot manipulators is main purpose of this study. But, this synchronization
between robots are considered without having direct communication between
robots. The adaptive synchronization method is consisted of the integral sliding
mode controller improved with adaptive neural network controller. In order to
analyze the performance of the proposed method, four different situations are
considered. Also, the result are compared with the ANFIS method. The pro-
posed method is guaranteed by Lyapunov stability method.

Keywords: Synchronization controller � Adaptive neural network controller �
Integral sliding mode control

1 Introduction

Nowadays, the efficiency and quality of production processes such as assembly,
transportation and welding tasks are relied on complex, nonlinear and integrated sys-
tems. As for increasing maneuverability, flexibility and manipulability of production
processes, multiple robot manipulator systems are replaced with single robot systems.
Practically, the satisfactory efficiency is based on the constraints in the multiple robot
manipulators system and the environment, coordination and cooperation between them
are one of the most important challenges which are studied by researchers.

In coordination of multi robot manipulators, synchronization methods are presented
as an alternative. In [6] synchronization strategy is only based on the kinematic and/or
dynamic constraints and direct force controller is not investigated in the method.

As far as robustness in the presence of uncertainties in real world is concerned,
synchronization method with sliding mode controller (SMC) is used which SMC is a
strong method to overcome with uncertainties [11]. In 2011 [9], a low pass filter based
on sliding mode control was designed. Approximation ability of neural network turns it
out as a significant method to help the systems in the presence of uncertainties in the
real world. These uncertainties can be structured and un-structured uncertainties. In [2],
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adaptive coordination method is proposed on neural network by ideal back propaga-
tion. That can be face with friction and external effect. Siqueira [5] is developed a
hybrid method in fully actuator or under actuated coordination. This method is com-
bination of H∞ and adaptive neural network but just can solve actuator nominal
dynamics uncertainties. To deal with follower uncertainty and leader’s acceleration in
the leader - follower method is used an RBF neural network based synchronization
algorithm [10]. The neural network tries to solve follower’s calibration problems but
still have problem in communication failures. In the multiple robotic systems, direct
and un-direct communication topologies are proposed. In the direct communication
robots are connect physically but in un-direct robots are not connect and used con-
nection ways like wireless networks to communicate between them. But in un-direct
topologies the system would be faced with failure connection problem. So, in this work
a combination of direct and un-direct communication is used as implicit communica-
tion. In this system, robots are not connected each other. They are just connected to the
object and the object is used as a communication point. Each robot tries to control its
trajectory based on the object (especially middle of the object). If each robot can be
balanced with the object, it leads to the balancing with the other robots. In addition,
during grasping due to finger contacts may be object be moved un-predictably. This
caused catastrophic failures such as dropping object, different end-effectors configu-
ration and change in the originally planned grasp (called as a set point in this work)
which caused changes in the position and orientation of the object being grasped [4]. In
this paper, in addition to compensate lumped uncertainties, grasping uncertainties also
considered to overcome.

This paper is presented into five sections as follows: After description on problem
definition in coordination multiple robot manipulators in the introduction part, in
Sect. 1 is described problems formulation. Section 2 is described the proposed con-
troller for two robot manipulators which the stability analysis is guaranteed by Lya-
punov method. The simulation results reveal the performance of proposed method in
compare with ANFIS controller [3] in Sect. 3. The conclusion is given in Sect. 4.

2 Problems Formulation

2.1 Communication Topology in the Multiple Robot Manipulators

In this cooperative system, the end-effectors of each robot are considered as a set points
which are shown in Fig. 1. According to this Figure, the end-effectors are fixed on the
beam. The middle of the beam is called reference in this work. The position of the set
points is related to the reference. Therefore, each end-effector tries to compensate
grasping uncertainties of its end-effector with respected to the reference. Design a
decentralized synchronization approach by using implicit communication is the pur-
pose of this work. It should be noted that the contact forces between beam and
end-effectors are not measured but shadow of forces is considered. For example, when
the end-effectors are not completely fixed on the object, contact forces exerted on the
robot and the beam. Any change of each end-effector with respected to the beam is
considered as grasping uncertainties and the controller aimed to compensate it. Besides,
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the controller is faced with parameter uncertainties and external disturbances. The
position of the middle of the beam (xc; yc; zc) is played a role as a reference that each
robot manipulators (xi; yi; zi), i = 1, 2, are adopted by reference. The grasping uncer-
tainties between robot and reference, which is approximated by axi ; a

y
i ; a

z
i generates a

reaction force fi to robot i.

axi ¼ xi � xc; a
y
i ¼ yi � yc; a

z
i ¼ zi � zc ð1Þ

It assume that the reaction force fi is a positive-definite function Piðaxi ; ayi ; azi Þ. Note
that if axi ¼ ayi ¼ azi ¼ 0, there is no grasping uncertainty between end-effectors and
payload which implies that Piðaxi ; ayi ; azi Þ satisfies the following:

fi ¼ Pi a
x
i ; a

y
i ; a

z
i

� � ¼ 0 , axi ¼ ayi ¼ azi ¼ 0 ð2Þ

To solve grasping uncertainties problem, by using inverse kinematics matrix, joint
angle of robot i and reference are calculated, then grasping uncertainties function Di,j is
defined on the joint angle.

IK ¼ xi; yi; zið Þ ¼ hi;j¼1;2;...6; IK ¼ xc; yc; zcð Þ ¼ hc;j¼1;2;...6;Di;j¼1;2;...6

¼ hi;j¼1;2;...6 � hc;j¼1;2;...6 ð3Þ

2.2 Dynamic Model of the System

Dynamic equation of two PUMA560 robot manipulators by investigating the
Newton-Euler method is described as follows.

Mi hið Þ€hi þBi hi; _hi
� �

þCi hi; _hi
� �

þGi hið Þ ¼ si þ di tð Þ; i ¼ 1; 2 ð4Þ

where, Mi is a [6 � 6] mass matrix, Bi is the Corioli-Coefficient which is [6 � 15], Ci

is Centrifugal-Coefficient which is [6 � 6] matrix, Gi is Gravity term [6 � 1] matrix, si
is Torque [6 � 1] matrix and di is lumped system uncertainty caused by friction,
backlash, modeling error and external disturbance, etc. The measured parameters of

Fig. 1. Two PUMA560 robot manipulators handle a lightweight beam
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PUMA 560 are driven using the Denavit–Hartenberg [1]. Also, hi ¼ ½hi;1; hi;2; . . .; hi;6�,
_hi½ _hi;1; _hi;2; . . .; _hi;6�T , €hi ¼ ½€hi;1; €hi;2; . . .; €hi;6�T are the vector of the position, velocity
and acceleration of the PUMA 560 robot manipulator. The grasping position on the
object is considered as set point. The term of the reference is related to the middle of
the beam. The direct connection between set points and reference considered as
communication which is cause un-direct communication between robots (called as
implicit communication). It means there is no need any communication topology
between robots. The proposed cross coupling error based on the implicit communi-
cation is presented in equation.

E�
i tð Þ ¼ Ciei þ bi

Z t

0
SeRi tð Þdf; SeRi tð Þ ¼ Di;j¼1;2;...6 ð5Þ

where, ei is the position tracking error of ith robot and eR is the ideal error refer to the
reference €hi 2 Rmn, €hdi 2 Rmn are second derivative of position tracking, desired posi-
tion tracking vectors, SeRi is synchronization errors, respectively. The proposed cross
coupling error is designed for tuning parameters of controller with respected to the
changes of environment.

2.3 Controller Design

The main objective of this work is to design a new synchronization controller by
combination of neural network and integral sliding mode control to guarantee position
tracking error ei(t) and synchronization error Sei(t) simultaneously in the presence of
any uncertainties. This controller called as Adaptive neuro integral sliding mode
control (ANNISMC). The structure of the proposed controlling system is shown in
Fig. 2. As shown in Fig. 2, the proposed controller consists of two sections. The first
section is to compensate lumped uncertainties using integral sliding mode control. To
improve the performance of the integral sliding mode control is added a two layers feed
forward neural network. To compensate grasping uncertainties is defined an adaptive
law based on the proposed cross coupling error.

Fig. 2. The structure of the proposed controller
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2.3.1 Improved Integral Sliding Mode Control (MISMC)
Integral sliding mode control is a class of sliding mode control that is robust in the
entire response of system [7]. To improve the performance of integral sliding mode
control, a two layer feed forward neural network is proposed on nonlinear dynamic
f(x) function.

2.3.1.1 Integral Based Sliding Mode Control
In the Integral sliding mode control [7], the control input of dynamic model is defined
as follows.

u ¼ u0 þ u1 ð6Þ

where, u0 is the nominal control and u1 is discontinuous part of the controller to
overcome uncertainties. By considering dynamic model of robot manipulator from
Eq. (6) and using well-known computed torque method in the ideal situation without
uncertainties, the joint torque of robot manipulator turns to u0 by using joint position.

u0 ¼ s0 ¼ M̂ €h
� �

€hd þ kv _E
� þ kpE

�
h i

þ f ð€hÞ ð7Þ

where, M̂ is known mass matrix. By integrating u0 into the dynamic model of robot
manipulator, the error of the dynamic system is defined as

€E� þ kv _E
� þ kpE

� ¼ M̂�1f ð€hÞ ð8Þ

So, by considering Eq. (16), it is obvious even by set the best values of kv; kp, the
error not only will not be stable but also will not converge to zero. Hence, the integral
sliding surface will be integrated with error and we have:

s ¼ _E� þ kvE
� þ kp

Z t

0
E� fð Þdf� kvE

� 0ð Þ � _E�ð0Þ ð9Þ

By enforcing sufficient joint toque, the _s will be properly converge to zero. The
second part of control input u1 is discontinuous part which is defined as follows.

u1 ¼ �kcsatðsÞ ð10Þ

where, kc 2 Rn�n is a positive matrix. Then the control input will be appearing as
Eq. (18).

u ¼ M̂ €h
� �

€hd þ kv _E
� þ kpE

�
h i

þ f €h
� �

� kcsatðsÞ ð11Þ

So, the overall structure of ISMC is presented in Fig. 3.
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2.3.1.2 Feed Forward Neural Network Control on Integral Sliding Mode Control
As mentioned before a two layer feed forward neural network model is proposed to
compensate uncertainties of nonlinear f(hi) of dynamic model. A two-layer
feed-forward neural network model with 6 inputs neurons, 6 output neurons and 10
hidden nodes in hidden layer is shown in Fig. 4. The 6 inputs of neural network are
related joint angles of the 6-DOF PUMA 560 robot manipulator and the 6 outputs are
related to estimation of f(hi) of dynamic model. The output of the neural network is
considered as follows.

zi ¼
X10

j¼1
wijr

X6

k¼1
vijyk þ hvj

� �
þ hwj

h i
; i ¼ 1; 2; . . .; 6: ð12Þ

where, r(�) is activation function. The interconnection weights between hidden layer to
output layer is denoted by wij and the interconnection weights between input layer to
hidden layer is denoted by vij. hvj and hwj are denoted as bias weights. The collecting
form of the neural network can write such as Eq. (21). The values of VT and WT are
related to vij and wij. The activation and pureline functions are used as activation
function. The back propagation algorithm is considered as learning algorithm in the
neural network model.

Z ¼ WTrðVTyÞ ð13Þ

Fig. 3. The structure of integral sliding mode control

Fig. 4. The structure of neural network model
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For any x ∊ Rn the vector of activation function is defined by r(x) = [r(x1),
r(x2), …, r(xn)]

T. The bias weights is consisted the first column of weights matrices
and need to be argument by replacing 1 as the vectors y and r �ð Þ for example
y ¼ ½1y1y2. . .yn�T . Based on the approximation property of neural network, a continue
function of n variables is denoted by h(y).

h yð Þ ¼ WTr VTy
� �þ 2 yð Þ ð14Þ

where, 2 denote as neural network approximation error. This error is satisfying by
jj 2 ðyÞjj\ 2N .

f̂ hið Þ ¼ hðyÞ ð15Þ

Based on the (19) and (23) the control input turn as (24).

usmc ¼ M hið Þ €hdi � K _E� tð Þ
� �

þ hðyÞ � kcsat s tð Þð Þ ð16Þ

2.3.1.3 Adaptive Synchronous Law
To overcome with grasping uncertainties improved integral sliding mode is not com-
pletely enough. So, an adaptive law based on the proposed cross coupling error is
added to the controlling system to achieve synchronization manner between robot
manipulators. The output of the adaptive law as ideal desired input is shown as €h0dl .

€h0dl ¼ €hdi � £; £ ¼ E�
i tð Þ ð17Þ

Based on the (24) and (25) the control input turn as (26).

uANNISMC ¼ M h0l
� �

€h0dl � K _E� tð Þ
� �

þ hðyÞ � kcsat s tð Þð Þ ð18Þ

So, the output of the controller is shown at (27).

~hi tð Þ ¼ M hið Þ uANNISMC þ f̂ hið Þ� � ð19Þ

By considering Lyapunov stability method, bounds of parameters of sliding mode
controller to stabilize the proposed system can be determined. Positive definite Lya-
punov function is defined as follows. In terms of stability, the Lyapunov function V(x)
should be positive and the derivative of the Lyapunov function should be negative.

V xð Þ ¼ 1
2
s tð ÞTsðtÞ; _V ¼ s_s\0 ð20Þ

s ¼ _E� þ kvE
� þ kp

Z t

0
E� fð Þdf� kvE

� 0ð Þ � _E�ð0Þ ð21Þ
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uANNISMC ¼ M h0l
� �

€h0dl � K _E� tð Þ
� �

þ hðyÞ � kcsat s tð Þð Þ ð22Þ

_V ¼ s �M�1 f̂ �M�1kcsat s tð Þð Þ� � ð23Þ

As mentioned before, f ¼ f̂ þ h:f, we have:

f � f̂ ¼ h:f[ 0; f̂ � f\0; _V ¼ sðf̂ � f � Kc sat s tð Þð Þ\� K sj j\0 ð24Þ

Therefore, the stability of system is guaranteed by Lyapunov stability method.

3 Result and Discussion

The proposed synchronization scheme is performed to solve uncertainty on the tra-
jectory of set point in compared with the trajectory of grasping object. The proposed
scheme tries to compensate for the difference between trajectories of set point with
respect to the trajectory of the grasping object.

Dynamic parameters of PUMA 560 robot manipulator are derived by [1]. The
object is a rigid lightweight beam. The initial pose of joints of robot manipulator is
hi = [0, 0, 0, 0, 0, 0] and the final pose is hi = [0.7854, 1.5708, −1.5708, 0, 0, 0]. To
compensate the nonlinear dynamic f function in two robot manipulator, a feed forward
neural network model is investigated which the features of neural network are con-
sidered in Table 1. The parameters and results of neural network model are shown in
Table 2.

In the PI-type sliding surface, the kp and ki parameters are set to 2 and 0.0001,
respectively. To analyze the proposed approach two 6 DOF PUMA560 robot manip-
ulators are modeled by [1]. In this section, several cases are performed to validate the
proposed approach on several cases.

Table 1. Results of neural network model

Features in neural model Value

Number of input nodes 6
Number of hidden nodes 10
Number of output nodes 6
Number of epochs 1000

Table 2. Results of neural network model

Sample
no.

Training
sample no.

Validation
sample no.

Epoch
no.

Mean squared
error (mse)

Gradient Regression

474 71 71 9 1.9641e−11 1e−11 9.99999e−1
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Case 1: Without uncertainties
Case 2: With Grasping uncertainties
Case 3: With lumped uncertainties
Case 4: With both uncertainties

Both methods are compared in four cases by T-Test analysis as shown as in
Table 3. In each case, three measurement factors are investigated named as Coupled
error (CE), Position tracking error (PE) and Synchronization error (SE). In Table 3, P’s
value is shown that comparison between two methods is significantly different. The
T-test value is shown the value of difference between two methods. The minus T-test
value means that second parameter of analysis have better difference. In the average,
the proposed method has 3% better performance in compare with ANFIS method for
handling object by two robot manipulators.

4 Conclusion

Achieving synchronous manner between multiple robot manipulators with minimum
communication between robots is an important issue in this study. This manner
obtained by a robust, decentralized and low cost intelligent based controlling method
which is guaranteed by Lyapunov stability method. In the future work the focus is on
optimal adaptation mechanism in the intelligent part to optimize the performance of the
system.
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Abstract. A bridge/scaffolding system, based on ants-like robots is
proposed. Collective Intelligence of the system is derived from Adam
Smith’s Invisible Hand phenomena (ASIH). Such a bridge system will
be air/truck delivered to a particular earthquake location. Next, the
bridge-robots, initialized by trained supervisors, will collectively assem-
ble a bridge by means of transporting a chain or scaffolding structure
similar to that of bridges made by ants joining their bodies together.
Additionally, bridge-robots, task-controlled by supervisors, should also
provide the functions of light crane or conveyor belt systems to manip-
ulate heavy debris. Different rescue scenarios have been presented with
the help of 3D graphics.

Keywords: Bridges made of bodies of ants · Invisible hand · Collective
intelligence · Distributed algorithms · Robots like ants · Self-constructing
bridges for emergency applications

1 Introduction

What is critical, is an immediate (in term of hours) bidirectional access of well
(i.e. optimally) resourced rescue teams to the location where victims are expected
to be trapped. In most cases, heavy equipment is not available and/or applicable
because of streets blocked (see Fig. 1) by collapsed buildings, unstable buildings
or mountainous environment. Moreover, specialized heavy equipment is required,
different to that available on a typical/nearby construction site.

The proposed intelligent, self-assembling bridges should not only perform the
transportation functions (see Fig. 7), but also act as a self-assembling scaffolding
(ladder) enabling access to locations on upper floors of unstable and/or partially
collapsed buildings, where some victims may be trapped (see Fig. 8). The pro-
posed ant-like robots can, to some extent, replace heavy equipment. This is due
to their robotic structure, consisting of a strong body with leg-actuators, which
allow lifting heavy debris and to extricating victims from debris (see Fig. 9).

Applying the theory of Adam Smith’s Invisible Hand (ASIH) [8,9] it is possi-
ble to derive a hypothetical structure of ants’ social algorithm to build astonish-
ing bridges made of their joined bodies, for example see Fig. 2. They build such
c© Springer International Publishing AG 2017
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Fig. 1. Post earthquake street. Amatrice, Italy, 2016.

Fig. 2. A scaffolding and the start of an ant bridge construction. This is a great and
inspiring example of how scaffolding and nonstandard transportation structure for e.g.
a ruined building, can be designed and implemented.

bridges almost spontaneously, without any planning and strength calculations.
ASIH theory also explains how this distributed algorithm is calculated on the
platform of their primitive brains. This social algorithm is basis for a proposed,
ants-inspired, robotic system to support rescue works after earthquake.

2 Controlling a Team of Rescue Robots with the Help
of Adam Smith’s Invisible Hand Paradigm (ASIH)

Ant Colony Optimization algorithms (ACO) [2] demonstrate that computational
problems which humans solve using digital computers and algorithms designed for
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such a computational platform, can be alternatively solved by quite different algo-
rithms based on another computational platform, i.e. that of social behavior. This
computational platform based on interaction of ants’ brains should be considered
as a kind of analog computer [11]. Similarly, a distributed bridge building algo-
rithm (able to be hosted by ants’ brains) based on Adam Smith’s Invisible Hand
paradigm, can be proposed. In such an algorithm, strength calculations and con-
struction problems are solved on the basis of proper social behavioral rules.

The Invisible Hand is a term used by Adam Smith (Scottish moral philoso-
pher, pioneer of political economy) to describe the unintended social bene-
fits of individual actions. The phrase was employed by Smith with respect to
income distribution (1759) and production (1776). The exact phrase is used just
three times in Smith’s writings [8], but has come to capture his notion that indi-
viduals’ efforts to pursue their own interest may frequently benefit soci-
ety more than if their actions were directly intending to benefit society.

The society is highly divided about the existence and nature of the Invisible
Hand [5]. For example such minds as the Nobel Prize-winning economist Joseph
E. Stiglitz and Noam Chomsky (an American linguist, philosopher, cognitive sci-
entist, historian, logician, social critic, and political activist) are counted among
the critics of this paradigm. John Keynes was generally against it1.

However, there are also supporters who consider the Invisible Hand not as
a myth but as a serious hypothesis with mathematical arguments supporting
it [1]. Another Nobel Prize-winning economist Friedrich Hayek supported and
interpreted it as a spontaneous order. He provided so many pro arguments [4].

We are currently developing a kernel algorithm for a single ant to pursue its
own (present) interest for future benefit of the social structure (e.g. the good
of the bridge and welfare of the anthill). If a single ant analyzing the present
bridge structure in terms of improvement, will pursue it’s own interest and will
respect interest of other ants in the bridge structure (not to overload them),
the emerging bridge will be safe from a strength point of view, and will provide
safety limits comparable to those we can find in engineering manuals. We rely
in algorithm on Adam Smith’s ideas, and works of F. Hayek [4], who developed
Smith’s thoughts.

A simple algorithm emerges, based on only 6 behavioral rules necessary for
the bridge construction algorithm. Means-Ends Analysis2, from the advent of AI
or meta-heuristics [3] are perfectly applicable here. It is a simple problem solving
algorithm, perfectly fitted to be hosted by simple ant’s brains. The problem of
the bridge construction can be easily expressed in terms of various differences
removal, between the current construction state of the bridge and a future bridge
shape, which is still unknown. Local, temporary bridge structure overloading, can

1 Just before his death in 1946, Keynes said: “I find myself more and more relying for
a solution of our problems on the invisible hand which I tried to eject from economic
thinking twenty years ago.”.

2 Proposed in 1972 by Allen Newell and Herbert Simon (Nobel Prize in Economics)
and published in the book entitled “Human Problem Solving”. The description of
Means-Ends Analysis (MEA) is available in all AI textbooks.
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be also be considered as a specific difference to be removed. A simple decision
table, based on behavioral patterns can easily be defined for the removal of
such differences. The problem of evacuating victims form a partially collapsed
building, and problem of lifting heavy debris, can be considered in the same way.

Basic behavioral rules for bridge construction require following mental states
of single ant (considered as automate):

1. An ant is busy transporting food to the anthill, or tired if it is just released
from the bridge structure, e.g. to rest. Such an ant will not respond to the
bridge initiative;

2. An ant is heading towards the food deposit and is assumed to be rested;
3. A rested ant when subordinated by the foreman’s pheromone will change

state. From now on, it will participate in the bridge construction process;
4. An ant feels exhausted and wants to leave its position in the structure of the

bridge;
5. An ant feels overloaded because the tension on some parts of its body exceeds

its personally assumed limits (reflecting the age, condition, etc.);
6. A given ant as a component of the bridge structure feels OK. Thus, its body

can be used for further bridge development or via its body other ants can
travel transporting the food cargo.

The use of pheromones is a natural way to communicate3 the state of a given
ant to its neighbors. Additionally, such pheromones will easily identify the loca-
tion of, for example, an overloaded or exhausted ant. Thus, only 7 pheromones,
including the foreman’s pheromone, are necessary for the bridge algorithm to

Fig. 3. A situation which will inspire ants to build a bridge.

3 Alternatively, acoustic signals can be used.
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work. This pheromone system can be easily mapped into the bridge-robots com-
munication system, e.g. WiFi-based.

Probably, the simplest possible situation pattern for executing the bridge
initiative is given in Fig. 3. In the world of real ants, most probably there are
more powerful algorithms, e.g. aimed to compare candidate bridge locations in
order to find the best one. As mentioned before, the bridgeheads defined by the
foreman-ant pheromone will also provide a social mechanism which will trigger
a switch from the previous activity to the bridge works. Such mobilization must
slightly disturb the current anthill economy. Therefore, it is proposed that this
pheromone will locally affect only the fresh, rested ants heading for the food
deposit, and not the tired ant, with a cargo of food, heading towards the anthill.
Successful bridge construction will immediately speed up food transportation
for the ants arriving with a food cargo to the bridge location, which should
compensate for the lack of ants engaged in the bridge structure.

3 Ant-Like Rescue Robot

Although this rescue system is inspired by ant bridges made up of their joined
bodies, quite a new system of ant-like, intelligent, autonomous robot has been
designed, because the functionality of ants is different from the functionality of
robotized bridge elements.

The bridge-robot nicknamed AIBE (Ant-Inspired Bridge Element) will not
have any articulated joints (like an ant), allowing to shift bending/twisting stress.
Articulated joints optimize walking and running, but weaken the truss strength.
The price of this restructuring is the need for additional DOFs4 at shoulders and
wrists and more complicated algorithms to perform movements required at the
moment.

Bridge-robots are assumed to travel, for example, on a truck in a folded con-
figuration and upon the arrival at the rescue scene, must be able to self-unfold,
descend from the truck and move to the required destination. The assumed speed
of the AIBE is no more than 5 km/h (the speed of a walking human). The danger
results from the environment of ruins, not predators.

There are 10 handles on the thorax and the abdomen, where one bridge-robot
can grasp another bridge-robot. They are rotary and U-shaped. The general pro-
posal of the AIBE is presented in Fig. 4.

The AIBE has to precisely perceive the shape and pose of other bridge robots
for the sake of collision calculations in the thicket of the arms, thoraxes and
abdomens.

This can be solved with the help of perceiving markers, allowing to infer the
precise current shape of the robot-partner on the basis of the precise knowledge
of the AIBE shape stored in their memory. An example location of markers
allowing the nearby partner-robot to infer the actual pose of a given AIBE is
given in Fig. 5.

4 Degrees of freedom.
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Fig. 4. A possible structure of the bridge-robot from robotics point of view.

Fig. 5. The idea of the perception of partner robots by a bridge-robot is based on
industrial MoCap systems, as given in the sub-photo in in the bottom right corner.
The glass domes of two compound eyes are pointed to by white arrows. They can
rotate in the eye sockets. Such an eye dome hosts laser 3D scanners (to scan ruins
under and around the robot) and an IR camera for markers triangulation.
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Most probably, human-supervisors and other participating rescue workers (for
safety reasons) will be forced to wear rescue suits with such markers to allow
bridge-robots to easily sense their presence and location.

It is assumed (ants inspired) that the whole transport along the bridge or
the scaffolding structure made of AIBEs will be done only with the help of
cargo containers. The lack of a deck surface (with safety barriers) will make the
bridge/scaffolding much easier to be built. In the case of the scaffolding, the
shape of the deck is a great problem. This will also exclude heavy vehicles from
entering. The arms of the AIBEs will immediately detect a container which is
too heavy. Such containers will be transported by an intelligent bridge structure,
like the larva body. Our proposed form of a universal container is a rectangular
(made of steel pipes) structure, without walls, capable of holding up to 200 kg
of load. For example, it can be a toboggan transported towards the action site,
with a rescue team member + some equipment. On return, 2 victims will be
transported back. The tubular structure of the container allows easy and robust
grasping by the AIBE arms (see Fig. 6).

Fig. 6. A tubular container with 2 earthquake victims inside a rescue toboggan being
evacuated from a ruined building.

4 Rescue Supported by Robots - Scenarios

Below are depicted (Figs. 7, 8 and 9) three most important cases which rescue
teams face.
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Fig. 7. Transportation functions provided by ant-like robotized bridge. Please note the
ability to create intersections and bidirectional transfer.
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Fig. 8. An evacuation scaffolding.

5 Conclusion and Future Plans

Many politicians, macro-economists, managers, etc. consider ASIH as a harm-
ful myth [5], which threatens their freedom to control or manipulate markets
and social structures. Demonstrating that ASIH, even if considered as
a myth, allows to build a completely new control paradigm in AI-
robotics is a powerful blow to this belief.

Now our efforts focus on two goals:

– To build a consortium (EU countries that suffer frequent earthquakes) and
to get funds in terms of EU Grant. We target Horizon2020 “Secure societies
Protecting freedom and security of Europe and its citizens”;

– Social rules providing spontaneous bridge construction, seems to be ready -
however, they require more tests and development. Social rules to implement
behavior depicted in Figs. 8 and 9 are under construction.
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Fig. 9. A piece of heavy debris is removed to get access to victims trapped inside
a partially collapsed building. The central AIBE is trying to grasp a large piece of
rubble, while 3 others are supporting its abdomen and trying to help by means of
grasping this rubble from left and right. This is a difficult and risky action, therefore
a human-supervisor suggests next moves.
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Abstract. Open stream data on public transport published by cities
can be used by third party developers such as Google to create a real–
time travel planner. However, even a real data based system examines a
current situation on roads. We have used open stream data with current
trams’ localisations and timetables to estimate current delays of individ-
ual trams. On that base, we calculate a global coefficient that can be
used as a measure to monitor a current situation in a public transport
network. We present an use case from the city of Warsaw that shows how
a critical situation for a public transport network can be detected before
the peak points of cumulative delays

1 Introduction

The City of Warsaw is a good example of a city that opened urban data for
third–party developers. One of published data sources is a stream with locations
of public transport vehicles. Such data can be used to create a real–time travel
planner. However, directly used localisation data is not enough to plan a long
term or even mid term travel. The planner needs an additional prediction of the
situation in the public transport network.

We decided to use a conglomeration of trams’ localisation data with their
schedules to create a projection of current situation in the city based on delays
of individual trams. The trams are the most stable elements of public transport
with a relatively low interaction with another form of transportation. Therefore,
a collective information on tram delays should be stable in similar hours of the
day. Moreover, a significant deviation can be a good alert for upcoming public
transport issue.

We have prepared an architecture based on Apache Hadoop components to
collect, process, and present public transport data. The data come from sepa-
rate sources. The first source is a localisation stream, the second data source is
timetables. Merged data allow us to estimate delays for individual trams.

c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 518–527, 2017.
DOI: 10.1007/978-3-319-67074-4 50
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Using an aggregation of individual trams’ delays, we created measures to
monitor a global public transport status. The aggregation is done separately for
different degrees of exemption from a planned schedule. We defined a condition
based on three sigma rule to alarm in case of a growing total delay in the city.

We tested our tool on data from the City of Warsaw. The tool was tested
both on data from days without any serious disturbances in public transport
and on data from a day with a critical situation in public transport. The tool
did not create false alarms and alarmed about the critical situation in advance.

The remaining part of the paper is organised as follows: Sect. 2 summarises
related works. Section 3 presents technical details on the architecture for gath-
ering and processing data. Section 4 describes estimation of delays for separate
trams and calculation of global coefficients for prediction of stoppages in trams
networks. An example of a predicted gridlock is given in Sect. 5. The work is
concluded in Sect. 6.

2 Related Work

Our system is a dynamic solution that informs about threats for public traffic
capacity. Such dynamic information can be used in dynamic route planning
system and in managing of public transport systems.

A need of dynamic information was stressed in work [9]. The authors noticed
that only 11% of models available in the public transport business were dynamic
models that include real-time information for passengers.

According to work [5] three main subsystems of public transport information
systems are: a timetable information subsystem, a route information subsystem,
and a payment subsystem. In this categorisation information about delays for
the routes are key for the route information subsystem and global information
on delays may be used to update the real timetable information subsystem.

The collected information can be used in a majority of the public transport
models [1,7,10]. The model should recalculate routes touched by the delays. Our
system can convey all the necessary information.

An alternative architecture for event detection of stream data processing
was presented in [8]. The architecture was created for SCATS and Twitter data.
Therefore, both architectures cannot be compared directly.

Event detection in public transport data is a subject of several works. In our
work GPS from trams were used for to localise vehicles. An alternative solution is
a crowd-sending based localisation [2,4]. When a GPS signal taken from a tram’s
device is connected directly to the vehicle, a crowd-sending method enables a
verification of GPS localisation quality.

Another approach to event detection is based on social media mostly Twit-
ter [3,6]. The method, similar to ours, can only detect major accidents that
caused long delays and disruptions. The main problem with that approach is a
limited number of localised messages.
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3 Gathering and Processing Data

We have developed a system running on Apache Hadoop. The system gathers
and processes the data from Warsaw public transit buses and trams.

We gathered data from the following sources:

– timetables of buses and trams which can be downloaded,
– current GPS positions of vehicles (trams and buses) provided as an on-line

stream of position updates for each vehicle,
– event counts in mobile phone cells in Warsaw.

The timetables and public transport vehicles locations were obtained from the
City of Warsaw open data portal (https://api.um.warszawa.pl). The timetables
can change daily when the locations change every 10 s.

The statistical mobile data were made available by a cellular network opera-
tor Orange for an internal usage in the VaVeL project1, which aims to use urban
data in applications that can identify and address citizen needs and improve
urban life. The data are used to estimate the a priori probability distribution
of demand for public transport.

Figure 1 presents an architecture of the system. The system consists of several
modules based on Apache components.

The first module of our system – labelled (1) in Fig. 1 – is responsible for
merging data from timetables and vehicle GPS into a stream containing infor-
mation about the location and delay of each vehicle. The module downloads the
timetables for all vehicles in daily intervals and stores them in our system. Then
during the day the system subscribes to the stream of vehicle GPS updates. After
merging with timetables the module provides Kafka stream of entries containing
vehicle coordinates with a timestamp and a delay. The generated stream is then
used in two ways: stored on a hard drive and used by on-line delay visualisation.

The second module – labelled (2a) and (2b) in Fig. 1 – prepares data for
visualisation, processes delay data generated by the previous module. The data
processing is done with Apache Spark and yields two vectors of data: unique
vehicle positions in each minute and counts of trams with respectively no delay,
small, medium and large delay.

Our third component – labelled (3) in Fig. 1 – is a visualisation module and
is built around Apache Zeppelin platform. The module is a javascript browser
application that visualises positions of vehicles accompanied with heat-map of
delays drawn on the city map. Besides the map, the plot of the delay trends is
presented. Delay trends are values of vehicle delays assigned to different classes.
This module is bound to the second module using Zeppelin data binding.

The third module can be used both in an off-line fashion, displaying stored
archive data and on-line fashion, directly displaying data from the Kafka stream.
The on-line stream is very responsive and displays data with the delay of approx-
imately 1 min. Additionally, the off-line version of the visualisation can be sup-
ported by information of count of events in the cellular network in given region
(which is an estimate of a number of people being currently in the region).
1 http://www.vavel-project.eu.

https://api.um.warszawa.pl
http://www.vavel-project.eu
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Fig. 1: Architecture of the system used to gather and analyse tram delay data.

4 Estimation and Aggregation of Delays

Let us define a route of tram j as rj . The route contains fixed number of stops
n know before the tram starts the route labelled as rj

0, . . . , r
j
n. The first and the

last stop are technical stops. Let us define a normal route of a tram as a route
without the technical stops rj

1, . . . , r
j
n−1.

The stops on the route are defined by their localisation Lrj

i and scheduled
time tr

j

i , where i is a number of the stop on the route.
A tram on the route is defined by its estimated localisation L̂j . At every

moment of the normal route the tram is between two stops rj
i−1 and rj

i . Stop
rj
i−1 is the last stop where the tram had stopped. We assume that the distance

between the two stops will be covered at the scheduled time:

Δt = tr
j

i − tr
j

i−1. (1)

Our task now is to estimate a delay for a single tram. The delay can be calcu-
lated according to the previous and the next stop. For the passengers waiting for
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an approaching tram, the most important is a delay on the next stop. However,
An estimation of the delay when the tram is far away from the stop is nothing
more like guessing. Therefore, a delay of the tram is estimated using the delay
on the previous stop till the tram reaches a neighbourhood of the next stop. The
neighbourhood is defined as a circle with the centre in Lrj

i and radius ε.
The current delay for tram j is calculated as

dj(t) =

⎧
⎪⎨

⎪⎩

0 i − 1 = 0 or i = n,

ti−1 − tr
j

i−1 + td ||L̂j − Lrj

i || > ε

t − tr
j

i ||L̂j − Lrj

i || ≤ ε.

(2)

The delay is not calculated outside the normal route. The norm ||.|| is a
Euclidean distance between locations. Coefficient ε was set to 30 m. Value ti−1 is
an arriving time at stop rj

i−1. Value td is an estimated additional delay calculated
on the base of scheduled time δt as

td =

{
t − ti−1 − Δt t − ti−1 > Δt,

0 otherwise.
(3)

The delays of individual trams are aggregated to create a global picture of
delays in the city. Let us define two thresholds θe and θd. Using the thresholds
we can categorise the trams in the following groups:

Regular trams. Trams without delays. Estimated delay dj(t) is in range
[θe, θd].

Early trams. Trams without delays. Estimated delay dj(t) is less than θe.
Low delayed trams. Trams with delays. Estimated delay dj(t) is in range

(θd, 2θd].
High delayed trams. Trams with delays. Estimated delay dj(t) is in range

(2θd, 3θd].
Huge delayed trams. Trams with delays. Estimated delay dj(t) is in greater

than 3θd.

For all defined types of trams we can define a membership function δj(t)[α,β]

that returns 1 if and only if the delay of a tram is in a defined range [α, β].
The ratio of delayed trams from the given category to all n trams can be now

defined as

R(t)[α,β] =
1
n

n∑

j

δj(t)[α,β] (4)

We are going to compare ratio from delayed trams from two categories
R(θd,2θd] and R(3θd,∞) for clarity we mark them as R(t)θd

and R(t)3θd
respec-

tively. We assume that critical issues in the public transport infrastructure can
be detected when the following formula is true

R(t)3θd

R(t)θd

> 1. (5)
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The fulfilled formula means that the total number of trams with huge delays
is greater than the total number of trams with the low delays at the given
moment t.

5 Use Case - Trams Monitoring in City of Warsaw

We analysed a public transport data in the City of Warsaw. A Detailed descrip-
tion reports from periodic updates of the location of the vehicles managed
by Public Transport Authority in the City of Warsaw are published at their
web page2.

The data contain information from 750 trams. The frequency of updates is
10 s. The size of a single update is 0.2 MB every 10 s, which is 72 MB per hour
approximately.

Fig. 2: Delays for individual trams. Trams are labelled with a line number. The
colours symbolised delays: a blue is an early tram, a green is a tram on schedule,
and an orange is a delayed tram. (Color figure online)

The created system presents all positions of trams with estimated delays
on-line. Figure 2 presents delays of individual trams. The trams that are on the
schedule are marked as green, early trams are marked as blue, and delayed trams
are marked as orange. All trams are labelled with a line number. According to

2 https://api.um.warszawa.pl.

https://api.um.warszawa.pl
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public transport authorities in the City of Warsaw θe equals −1 min and θd

equals 3 min.
For verification of out hypothesis that a ratio of different type of delays can

be used to detect anomaly situations in a public transport network we collected
data on Warsaw’s trams by two months (from February to March in 2017).
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Fig. 3: Comparison of maximum fraction of trams that were hugely delayed to
mean fraction of trams with regular delay on average hour delay

Figures 3a and b present fraction of trams that are respectively delayed by a
small and huge amount of time grouped by day of week and hour of the day in
workdays respectively.

The data was collected in a two–month period. In the figures we compare
the maximum of huge delayed trams fraction to mean of regular delay fraction
for the aggregated data. The figures show that the situation when huge delayed
trams fraction is higher than regular delays is very rare and does not occur under
normal circumstances.

When observing evening rush hours – between 5 and 6 pm – during the work
day (i.e. Monday to Friday) we notice that approximately 80 % of trams arrive on
time. Figure 4a presents a situation on 07–03–2017. Excluding some fluctuations
the ratio of trams in each group stays stable. What is important, the groups are
mostly well separated. A plot for the huge delayed trams did not cross a plot for
the low delayed trams. Therefore, condition (5) was never fulfilled.

The situation is diametrically different for the evening rush hours observed
on 08–03–2017. On this day a manifestation of women took place in the centre of
Warsaw. Figure 4b shows how the ratio of the huge delayed trams grows among
time. The peak point of the ratio is obtained at 17:57. However, condition (5)
was fulfilled at 16:57.
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(a) normal situation

(b) anomaly occurrence

Fig. 4: The comparison of a typical distribution of delays among trams and an
anomaly situation registered during manifestations. Distributions present a ratio
of normal and delayed trams. Both distributions were registered during evening
rush hours.

Figure 5 compares a situation in the city at the moment when the condition
was fulfilled and one hour later when the peak point was obtained. In the first
situation presented on Fig. 5a local delays are visible on one tram line. However,
after one hour the whole city is paralysed as it is shown on Fig. 5b.
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(a) detection moment (16:57) (b) peak point (17:57)

Fig. 5: The comparison of global trams’ delays at the moment of anomaly detec-
tion 5a and in the peak point of the delays one hour after the detection 5b

6 Conclusion

We have presented an architecture for an on–line public transport monitoring.
A pseudo real–time trams’ localisation stream is merged with the schedules and
current delays are calculated for all active trams.

The data from individual trams were aggregated to propose a measure for
anomaly events detection. The tests on real data proved that the proposed con-
dition is fulfilled in exceptional situations only.

The obtained results can be used to update a real–time travel planning system
and to predict issues in a public transport monitoring system.

Our future work aims at a statistical analysis of the proposed measure. The
model can be also updated by a prediction of travel time [11] and a bias from
such factors as the weather and the number of passengers estimated by cellular
network clients concentration.

Recently, the City of Warsaw has opened data with bus locations and the
analysis can be repeated for that data. Also, data from other cities can be used
if only the thresholds θe and θd can be estimated.
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Abstract. An effective algorithm for solving synchronization problem
in directed graph is presented. The system is composed of vertices and
edges. Entities are going through the system by given paths and can
leave the vertex if all other entities which are going through this vertex
have already arrived. The aim of this research is to create an algorithm
for finding an optimal input vector of starting times of entities which
gives minimal waiting time of entities in vertices and thus in a whole
system. Asymptotic complexity of a given solution and using of brute-
force method is discussed and compared. This algorithm is shown on an
example from a field of train timetable problem.

Keywords: Synchronization · Oriented graph · Optimization · Brute-
force

1 Introduction

Different real life problems can be converted to graph tasks that can help us
find the right solution. Those problems are often approximated with varying
degrees of abstraction. This article deals with scheduling of system entities in
a directed graph. The problem is close to the Train Timetable Problem (TTP)
where departure and arrival times for trains on their lines are set. Detailed
surveys and more about this problematic can be found in [1–3,6].

There are several assumptions in studied system. The system entities enter
into a graph by initial vertices. Those entities go through previously specified
paths (graph edges) to the final vertices. The example of this system is described
in the Fig. 1, where P1, P2, P3 and P4 are initial vertices for four entities. All enti-
ties have known respective paths from the beginning. These paths are indicated
by a line style. Paths between two vertices can be the same for more entities,
but each path can have a different length.

In the following part of the paper, the problem is described in a detail.
The second part deals with a proposed methodology for solving the problem
containing informations about our algorithm and possible brute-force solution.
In the third part of the paper, complexity of our solution and brute-force is
discussed.
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Fig. 1. Example of a studied system

1.1 Description of Problematics

This research has been inspired by an issue solved in [4] by extremal algebras,
where authors are focused on a search for allowable solutions in analogical syn-
chronization problem. Some of the assumptions are different, therefore solutions
are impossible to compare. Before the problem itself, the definition of terms
needs to be described.

Entity: an object entering the system and going through vertices
Vertices: Points the entities are going through

initial vertex – point where entity begin its instance (Vertices P1, P2, P3,
P4 in the Fig. 1)
final vertex – point where entities end their instance (Vertices T4, T5 in
the Fig. 1)
synchronization vertex – point which has to be leaved by entities in the
same time (Vertices T1, T2, T3, T5 in the Fig. 1)
imaginary final vertex – auxiliary point for final synchronization of enti-
ties. If there is not single final vertex in the system, it is necessary to
add imaginary vertex with zero distance from final vertices of all entities
(vertex T0 in the Fig. 1).

Edge: direct weighted path between vertices
Loop: pair of vertices, which is common for a set of entities and there is no
other common vertex between this pair for this set (pairs (T2, T4), (T1, T5),
(T5, T4))
Layer: number of steps between an actual vertex and a final (or imaginary
final) vertex. If there are more paths between the vertex and the final vertex,
a layer is the maximal number of edges on these paths. (layer 1: T4, T6, layer
2: T5, layer 3: T2, T3, layer 4: T1)

We assume n initial vertices (P1, P2, . . . , Pn)T for entering of n entities. Start-
ing time ti, i = 1, . . . , n, of an entity can be different for all entities and forms an
initial time vector t . Paths of entities are described by lists of edges. For each
entity, there is only one path between each pair of vertices. Entities can leave
a given synchronization vertex only at the same time, therefore each must wait
for others, which creates a waiting time in a system.
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Objective of the algorithm is a minimization of the waiting time in synchro-
nization vertices and is to find optimal starting vector t such that the total time
of entities in the system is minimal.

1.2 Mathematical Definition of the Problem

Oriented graph G = (V,E) without cycles is an input into our algorithm. The
set V is a set of all vertices, E is a set of ordered pairs of vertices called edges.
There is a set of starting vertices Pi ∈ V , where i ∈ I = {1, . . . , n}, and sequence
of edges which are interconnected in a path pi.

Lets assume that each edge-weighted path pi = (ei1, ei2, . . . , eisi) starts from
one starting point Pi. Weight of an edge eij is wij > 0 for i ∈ I, j = 1, . . . , si. A
count of sequence elements |pi| = si gives a length of the path pi, a weight of
such path is w(pi) =

∑
j∈J wij .

Lets assume that there is a moving entity gi with a starting time ti on each
path pi. Movement of entities is ruled by a condition C, which causes waiting
in the transit vertices. Starting time from a starting vertex is ti, waiting time of
entity gi in the j-th vertex of the path is δij .

Starting time ti in a sum with a time which takes to travel between two
vertices (edge weight) wij gives a total time of a travel.

Aim of the algorithm is to find such starting times t1, . . . , tn, in order to get
minimal total waiting time

z =
∑

i∈I

∑

j∈Ji

δij

in the system where synchronization condition C is applied.

Synchronization condition C . Lets have an entity gi on a path pi going
through vertex T :

pi = (ei1, ei2, . . . , eijT , ei(jT+1), . . . , eisi).

Time to get to vertex T , where it is necessary to wait for other entities, is
given by:

tijT = ti +
jT∑

k=1

wik +
jT −1∑

k=1

δik.

It is a sum of a starting time, time spent travelling between vertices and total
waiting time in all previous vertices.

Departure time of an entity gi from a vertex T is:

tijT + δijT .

An inequality

max{t1jT , t2jT , . . . , tnjT } ≤ min{t1(jT+1), t2(jT+1), . . . , tn(jT+1)}
must be fulfilled in order to get non-negative waiting times δijT .
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2 Proposed Solution

In this section, two types of solutions are described. The first one is our proposed
method. It solves the problem in a specific asymptotic time which is described
in the Sect. 3. The second solution is a brute-force method for verification of
our results because it tests all possible solutions. The complexity of these two
solutions is discussed.

2.1 Data Preparation

We use a matrix D containing distances of the synchronization vertices from the
beginning of the path as an input.

D =

⎛

⎜
⎜
⎜
⎝

d11 dt2 · · · d1m
d21 d22 · · · d2m
...

...
. . .

...
dn1 dn2 · · · dnm

⎞

⎟
⎟
⎟
⎠

.

Columns represent paths of entities and rows represent vertices. If the path
does not include some vertex, it is described by a zero on a given position.

Following this step, matrix W with information about distance between
directed pair of vertices is created. At the same time, matrix O with information
about order of path vertices is created as well. (e.g. if there is a vector for an entity
gi in a matrix D such as d i = (2, 0, 0, 4, 9, 5)T , then corresponding vector in a
matrix W is w i = (2, 0, 0, 2, 4, 1)T and in a matrix O is oi = (1, 4, 6, 5, 0, 0)T ).

During this step, matrix

A =

⎛

⎜
⎜
⎜
⎝

a11 at2 · · · a1n

a21 a22 · · · a2n

...
...

. . .
...

an1 an2 · · · ann

⎞

⎟
⎟
⎟
⎠

,

is filled; aij contains the value of how many loops is on an edge of an entity
gj to a vertex Ti. Simultaneously, a matrix with number of solved loops is also
created. Next part of the solution is an identification of layers. Last part of data
preparation is a creation of a list of loops.

2.2 Synchronization Part of an Algorithm

The goal of a synchronization is that a set of entities which go through the
same transit vertex must leave this vertex at the same time. In case that transit
times of entities are not the same, entities with lower arrival time are paused.
The waiting times are saved into the matrix. Sum of elements of this matrix
represents a total waiting time. This total waiting time needs to be minimized.

The methodology is managed by following main rules in the given order. In
each step of an algorithm one of the loop waiting time is solved or partly solved.
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There are three options how to find the optimal waiting time. All three options
are mutually exclusive. For finishing off a given option, all sub-steps have to
be completed. The default is the first option, if the conditions are not fulfilled,
second option is applied, if the condition of the second option is not fulfilled, the
third option is used.

1. Sequential testing of edges of the entity g in the loop li
(a) The edge must belongs also into another loop lj .
(b) An entity g has to be in both loops li and lj .
(c) Transit time of the entity g in the loop lj has to be lower than transit

time of at least one other entity in lj .
2. Finding of the edge which does not belong into another loop.
3. Finding the edge which is in the fewest number of other loops.

(a) Edges in the loops that have not been solved yet are proffered.

More Detailed Description of Steps. First step is to find the edges in the
loop li, which belongs into other loop lj . If we denote v1 and v2 the layer of a
starting and ending point of a loop lj respectively, and u1 and u2 as the layer of
a starting and ending vertex of the edge respectively, following conditions must
be fulfilled

v1 ≥ u1 ∧ v2 ≤ u2.

Then we know that the edge belongs into the loop lj . After that we add the
maximal possible value of a difference in a loop lj , which means the difference
between the transit time of an entity g and maximal transit time of another
entity in the loop lj . In case the sufficient value is not added, we continue in
looking for another edge to add remaining value.

First option – thanks to increasing of a waiting time in one of vertices of
another loop, there is partially or completely solved loop where such vertex
belongs. Such vertex has not been already solved in another step of an algorithm.
If the first option fails and any such vertex is not found, it is necessary to go
to the second option. The task of the second option is to find one of the edges
which does not affects any another loop. If any such vertex does not exist, third
option has to be used.

The third option solves the loop li, but increases the difference between
entities in another loop which includes an entity o too. For that reason, it is
important to choose an edge, which extends the lowest number of other loops.
If there are several such edges, a loop is found that is not solved yet. If there is
again more than one, it means more than one possible solutions.

After successful completion, Δ matrix, which represents system waiting time
on vertices, is increased by necessary value to solve a loop and the value aij of
matrix A is raised by one (number of already solved loops on aij).

At the end of this part of a problem solution, we have waiting times of all
entities in a system. Final part is to count up a starting vector t . Thanks to
synchronization of entities, it means to find out an entity with the highest value
of a total time (sum of waiting and transit time) in a system and subtract all
other values from this value.
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2.3 Brute-Force

Common brute-force solution means sequential testing of all options. By this
method, we are looking for a solution which matches a consistent state of the
system. This is achieved by aggregating of transit times, waiting times and start-
ing times for all entities. For each entity, the value must be the same and means
that waiting times in a matrix Δ is a feasible solution but may not be the best.

For searching of the optimal solution, we have to generate all possible matri-
ces Δ ordered by a sum of its elements. If we want to generate all options with
matrix size a · b with all variation with repetition in the range r, we have r(a·b)

matrices. Entities may not have a dependency on all vertices, it is possible to
generate only a number of feasible positions. Because matrices are generated in
order, first successfully found result is the best one.

3 Complexity of Solutions

In this section, we describe asymptotic complexity of both methods. For calcu-
lating of the complexity we will use the following notation:

p – number of entities
t – number of vertices

3.1 The Proposed Algorithm

The first step is transferring of a matrix D to the matrix W and creation of a
matrix O. It means to find the distance between vertices for entities and ordering
of vertices by the distance from the initial vertex. Complexity of it corresponds
to the formula

p · t + t2,

where p · t is a complexity of a creation of W and t2 complexity of ordering of
vertices. The algorithm has been implemented in Matlab, which use quicksort
method.

The second step is identification of layers. Complexity of this step is:

t2 + t + t2 − t(t + 1)
2

=
3t2 + t

2
,

where t2+t corresponds to a complexity of an evaluation of a matrix A for finding
vertices with already determined layer, t2 is removing of already resolved vertices
and t(t+1)

2 means reduction of a complexity by this removing.
Vector containing a number of loops in which are each points presented has

to be created. Its complexity is:

p · t + t + p,
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where p · t corresponds to an evaluation of an input matrix determining the
number of edges. Besides that, it is necessary to subtract t + p of ones because
of synchronization vertices.

In a next step, loops of a system are found. It means comparing pairs of
vertices which are the same for a set of entities. At the same time, absence of
other common vertices is tested. Complexity of this step is

(pt)2 − pt

2
+

pt · (pt + 1) · (pt + 2)
6

=
pt((pt)2 + 6pt − 1)

6
,

The first part of the formula is finding of feasible loops and the second part
is theirs verification. The complexity of the second part is also represented by
tetrahedral (or triangular pyramidal) numbers [7].

Complete algorithm has a polynomial complexity Θ(nk), where n is equal to
a number of vertices and k = 5. This complexity is given by cubic complexity
Θ(n3) of a number of edges which are extended in loops. For this edges, steps
1, 2 and 3 (described in Sect. 2.2) are executed and complexity of this part is
Θ(n2), so overall complexity is:

Θ(n2) · Θ(n3) = Θ(n5),

3.2 Brute-Force

Brute-force complexity includes the complexity of matrices generation and their
evaluation. We are generating all possible solutions of a problem. Starting with
a matrices with lowest sum of waiting times. Numbers are not generated on all
positions of a matrix only on a matrix positions, where might be some waiting.
The value of a maximal waiting time is not limited, so there has to be set a
maximal sum of waiting times.

For brute-force algorithm, we have a number of verticies t and a sum of wait-
ing time i. Firstly, we generate a matrix composed of lower triangular matrices
of numbers 1,. . . , i. The complexity of a creating of such a matrix is not greater
than i · t.

Next step is to combine selected rows of the matrix to get a vector with a
sum of elements equal to i. In the worst case, we have to combine vectors with
only one nonzero element with ascending order. Hence we have vectors with
numbers 1, 2,. . . , a, such that their sum is i. Then a(a+1)

2 = i must be satisfied.
In order to get only positive number of steps, the maximal number of steps is
a floor of a, where a =

√
8i+1−1

2 . We have to find all combinations of rows.
Number of all combinations is (i·t)!

j!(i·t−j)! , where j = 1, . . . , a; we can use the worst
possibility where j is the ceil of i·t

2 . Hence, the number of all combinations is

m =
(i · t)!

⌈
i·t
2

⌉
!
(
i · t − ⌈

i·t
2

⌉)
!
. This number increases with an increasing product of

i · t geometrically. The ratio of two consecutive numbers is either 2 or 2(i·t+1)
i·t+2

(which converges to 2) depending on a parity of these numbers. Therefore, the
complexity of a finding all combinations of rows is t·2i·t. After that, it is necessary
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to reshape m rows (complexity
⌈
i·t
2

⌉ · t) into one vector. All of this is done for a
combinations of rows.

After that we have some combinations duplicated, therefore we have to find
only unique combinations of rows (complexity a(a+1)

2 ).
Finally, we have to find all permutations of these unique combinations. The

number of unique combinations are limited by Fibonacci sequence, therefore for
a sum i, there are F (i + 1) = 1√

5
(ϕi+1 − (1 − ϕ)i+1) number of combinations.

Complexity of a creating of permutations is linear and depends only on a number
of verticies t.

If we put all this complexities together, we get

i · t + a

(

t · 2i·t + m

⌈
i · t

2

⌉

· t

)

+
a(a + 1)

2
+ t · F (i + 1).

The number of a maximal generated matrices corresponds with the previous
algorithm and is equal to

(
i+t−1

i

)
. Which increases in the worst case with 2i+t−1.

The overall complexity of determining whether the matrix is the optimal
result can be described by formula

(

p · t2 + t

2

)

+ (p · t + p) + (p · t) =
p · (t2 + 5t + 2)

2
,

where
(
p · t2+t

2

)
stands for an adding of a waiting time to all following vertices,

(p · t + p) is generating and adding of a start vector and (p · t) means validation
of solution.

In a worst case scenario the complexity of brute-force algorithm is

Θ(2i·t).

4 Testing

The algorithm has been tested on many systems setups. One of the possible
system layouts and its testing is shown on the following example. Layout of the
system has been the same (see Fig. 1) and in each example length of edges has
been changed in order to get systems with final solutions (sum of waiting times
in a system) from 0 to 11 (what corresponds to indexes of matrices D0–D11).

D0 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
11 10 11 0
0 4 5 0
0 0 0 11

⎤
⎥⎥⎥⎥⎥⎥⎦

D1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
11 10 11 0
0 4 5 0
0 0 0 10

⎤
⎥⎥⎥⎥⎥⎥⎦

D2 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
11 10 11 0
0 4 5 0
0 0 0 9

⎤
⎥⎥⎥⎥⎥⎥⎦

D3 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
11 10 11 0
0 4 5 0
0 0 0 8

⎤
⎥⎥⎥⎥⎥⎥⎦
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D4 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
11 10 11 0
0 4 5 0
0 0 0 7

⎤
⎥⎥⎥⎥⎥⎥⎦

D5 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
11 10 10 0
0 4 5 0
0 0 0 7

⎤
⎥⎥⎥⎥⎥⎥⎦

D6 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
11 10 9 0
0 4 5 0
0 0 0 7

⎤
⎥⎥⎥⎥⎥⎥⎦

D7 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
11 10 8 0
0 4 5 0
0 0 0 7

⎤
⎥⎥⎥⎥⎥⎥⎦

D8 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
11 10 7 0
0 4 5 0
0 0 0 7

⎤
⎥⎥⎥⎥⎥⎥⎦

D9 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
10 10 7 0
0 4 5 0
0 0 0 7

⎤
⎥⎥⎥⎥⎥⎥⎦

D10 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 4 4
9 10 7 0
0 4 5 0
0 0 0 7

⎤
⎥⎥⎥⎥⎥⎥⎦

D11 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 0
4 3 0 0
0 0 3 4
9 10 6 0
0 4 4 0
0 0 0 7

⎤
⎥⎥⎥⎥⎥⎥⎦

The average run time of ten repetitions on each setup of brute-force and our
proposed algorithm was compared (see Table 1). Results show a large increase of
brute-force solution time consumption. It shows that more complicated system
is impossible to be solved by brute-force method in a short time.

Table 1. The average time of brute-force and our methodology in seconds.

Matrix Brute force Our solution

D0 0.002 0.026

D1 0.0324 0.0326

D2 0.0522 0.034

D3 0.13 0.0338

D4 0.426 0.0328

D5 1.2612 0.0394

Matrix Brute force Our solution

D6 3.7028 0.0396

D7 11.8098 0.0408

D8 26.2068 0.0434

D9 76.0954 0.042

D10 165.2368 0.0584

D11 360.9798 0.0574

5 Discussion

In a future research we would like to focus on a possibility of converting this
solution for a CPM (Critical path method). CMP is a project modeling method,
which has been introduced in the fifties of the last century [5]. This method
is used in a project management. Given tasks of a project and their length are
showed in a directed graph. This methods find the longest path in a given graph.
It finds critical tasks and the earliest and the latest time that each activity can
start and finish without making a delays in a project.

CPM computation time consumption is based on a number of tasks and their
dependencies on previous tasks. In the conversion of our problem into CPM, tasks
refers to edges. In a case that every vertices are in a different layer and their
number is constant, we assume that the computation complexity of our solution
is linear but in CPM complexity is quadratic with every new entity occurrence.
We assume that CPM method might be more effective for solving problems with
more vertices.
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6 Conclusion

In this paper, we introduced an algorithm for a solution of a synchronization
problem in an oriented graph. Our algorithm has asymptotic complexity Θ(n5)
while the complexity of a brute-force solution is Θ(2i·n), where n is a number
of vertices and i is a total waiting time in a system. This method might help
to solve for example specific train timetable problems. In the future work, the
proposed solution will be tested against critical path method. We aim to find
an effective solution for solving systems where a big amount of entities travel
through a given system in which synchronization is needed.

Acknowledgment. The support of the Specific Research Project at FIM UHK is
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Abstract. Person identification becomes increasingly an important task
to guarantee the security of persons with the possible fraud attacks, in
our life. In this paper, we propose a bimodal biometric system based
on hand shape and palmprint modalities for person identification. For
each modality, the SIFT descriptors (Scale Invariant Feature Transform)
are extracted thanks to their advantages based on the invariance of fea-
tures to possible rotation, translation, scale and illumination changes in
images. These descriptors are then represented sparsely using sparse rep-
resentation method. The fusion step is carried out at rank level after the
classification step using SVM (Support Vector Machines) classifier, in
which matching scores are transformed into probability measures. The
experimentation is performed on the IITD hand database and results
demonstrate encouraging performances achieving IR= 99.34% which are
competitive to methods fusing hand shape and palmprint modalities
existing in the literature.

Keywords: Biometry · SIFT descriptors · Hand shape · Palmprint ·
Fusion · Classification

1 Introduction

With the growing of fraud attacks in our society, the person identification has
become an important task in order to control the identity in public spaces. Bio-
metry is the safest technology which allows identity recognition. In fact, this
technology is based on physical modalities such as fingerprint [HG], palmprint
[RM], hand shape [NC1] and behavioral modalities such as voice [ZD] and sig-
nature [VA]. In this paper, we focus on bimodal biometric system fusing hand
shape and palmprint modalities. In the literature, several studies have been
developed in this topic [NC2,NC3,NC4,NC6]. Concerning hand shape modality,
Guo et al. [JG] obtained a CIR = 96.23% by the extraction of 34 geometrical
features of the hand from 6000 hand images. Moreover, Luque-Baena et al. [LB]
achieved an EER = 4.51% using the IITD hand database and an EER = 4.64%
using the CASIA hand database, by extracting 403 geometric features. Regarding
palmprint modality, Hong et al. [DH] extracted Fast Vese-Osher decomposition
c© Springer International Publishing AG 2017
N.T. Nguyen et al. (Eds.): ICCCI 2017, Part I, LNAI 10448, pp. 538–547, 2017.
DOI: 10.1007/978-3-319-67074-4 52
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model from palmprint images and achieved EER = 0.92% using IITD hand data-
base. On the other hand, Guo et al. [XG] investigated a palmprint recognition
method based on HEBD (Horizontally Expanded Blanket Dimension). Experi-
mental results evaluated on PolyU and CASIA palmprint databases showed a
high recognition rate. Other researchers focused on the fusion of palmprint and
hand shape modalities. In fact, the fusion scheme may be performed in five dif-
ferent levels: data level based on the fusion of different acquisition data, features
level based on the fusion of different modality features, matching score level
based on the fusion of different scores, rank level based on the combination of
different ranks provided from different sources and decision level which is based
on the fusion of different decisions generated from different biometric sources.
For example, Wang et al. [CW] combined contour features of hand shape modal-
ity and wavelet features of palmprint modality at feature level. On the other
hand, Ferrer et al. [MF] fused 15 geometrical features from hand geometry and
Gaussian filter from palmprint modality at score level.

In this paper, we propose to fuse hand shape and palmprint modalities at
rank level for person identification. The aim is to represent sparsely invariant
descriptors which are SIFT descriptors for these two modalities and to transform
scores generated after classification step, into probabilities for fusion at rank
level. Hence, the proposed method contains the following steps: the segmentation
step for both hand and palmprint modalities, the SIFT feature extraction and
sparse representation steps, the classification step and the fusion step at rank
level to further person identification. Experimental results showed promising
performances by the fusion at rank level, by obtaining IR = 99.34%. The general
flowchart of the proposed method is given in Fig. 1.

This paper is organized as follows. Section 2 presents the preprocessing step.
Section 3 describes the sparse feature representation step for the two modalities.
Whereas Sect. 4, it presents the classification and fusion steps adopted in our
work. Finally, Sect. 5 shows performances of the proposed approach.

2 Preprocessing Step

2.1 Hand Segmentation

This step consists on separating the hand from background. In fact, the mor-
phological operators are firstly applied to remove separated debris of foreground.
Then, in order to eliminate shape artifacts (rings), an algorithm of removal cavi-
ties is adopted [EY]. After that, hand images are rotated to normalize hands into
a unique orientation, which is then adopted for palmprint segmentation step.

2.2 Palmprint ROI Localization

The palmprint region of interest (ROI) is localized using the following steps.
Initially, the centroid of the hand is detected in order to align the hand depending
on the vertical axis. Then, the tip of the middle finger is detected in order to
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Fig. 1. Flowchart of the proposed identification method.

rotate the position of the hand according to the vertical axis. After, the valleys of
the 5 fingers are localized with the new position of the hand image. The valleys
points localized around the middle finger, presented by V2 and V3 in Fig. 2,
are related by a reference line to intersect the hand contour. This intersection
point is related to the valley point V2 in order to localize the center point M2 as
presented in Fig. 2. The last step is repeated to localize the midpoint M2 through
the valleys points V3 and V4 (see Fig. 2). Finally, the two midpoints M1 and M2

are linked as the side of the square which represents the palmprint ROI.

Fig. 2. Palmprint preprocessing: (a) Original palmprint image; (b) Rotation depending
on the vertical axis; (c) Localization of two midpoints M1 and M2; (d) Localization of
palmprint ROI; (e) Extraction of the palmprint image.
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3 Sparse Feature Representation Step

In our work, the Scale Invariant Feature Transform (SIFT) is adopted for hand
shape and palmprint modalities. In fact, this descriptor has been firstly proposed
by Lowe [DL2] and widely emerged in computer vision as discriminant extracted
features from images. SIFT method may be summarized as follows:

3.1 Scale Space Detection

In order to build the Gaussian scale space, the palmprint image is convolved
using a subset of Gaussian kernels in various scales, via the following equation:

I(x, y, σ) = S(x, y, σ) ∗ P (x, y) (1)

where I(x,y,σ) is the Gaussian kernel in scale σ, P(x,y) is the segmented palm-
print image and S(x,y,σ) is a variable-scale function represented by:

S(x, y, σ) =
1

2πσ2
e−(x2 + y2)/2σ2 (2)

3.2 Keypoint Detection

The Key point is detected using the difference of Gaussians (DoG), represented
by the Gaussian scale transform. The DoG is obtained by subtracting two neigh-
bor scales separated by the scale factor f [DL1], as defined in Eq. (3).

D(x, y, σ) = I(x, y, fσ) − I(x, y, σ) (3)

3.3 Keypoint Description

The key point is described depending on the orientation and the gradient mag-
nitude of each key point. Each key point orientation is computed using the his-
togram of 36 orientations. The peak orientation in the histogram is regarded as
the principal one for the current key point. To achieve rotation invariance, axis
are rotated in accordance with the considered key point orientation. The descrip-
tion of the current key point is made using 16 sub-blocks (4× 4) around. For each
sub-block, the gradient orientation histogram is calculated with 8 orientations.
Therefore, the feature vector for each key point is formed by 4× 4 × 8 = 128 val-
ues [DL1]. In this work, the shape of the hand is described by keypoints detected
on the contour of the hand. In fact, the standard algorithm of SIFT descriptors
localize keypoints inside the hand region rather than its external boundary. So,
to detect keypoints on the hand contour, we firstly extracted the whole contour
from the hand region. Next, we eliminated redundant keypoints of the contour.
After that, the silhouette is sampled on the external boundary, with uniform
spacing.
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3.4 Sparse Representation

Each image of hand shape or palmprint modality is described by a matrix of SIFT
description. So, the idea is to combine SIFT vectors of the matrix in order to
describe discriminately each image using a unique vector. Sparse Representation
is adopted in order to solve this idea. In fact, this method is based on the
representation of training features approximately, by combining linearly basis
vectors. Thus, the final feature vector of each image is represented as a signal
f ∈ R

a using a dictionary Φ (basis vectors) and the sparse vector which contains
weights (coefficients), as follows:

f = Φα0 (4)

where Φ = [Φ1, Φ2, . . . , Φz] ∈ R
D×a (a � D), is the matrix which contains

the t training set related to z classes, α0 = [0, . . . , 0, αp,1, αp,2, . . . , αp,az
, 0,

0]� ∈ R
s is the vector of coefficients where non zero values are concerned solely

with the k-th class (person) and D represents the feature vector dimension of
training images. In the case of large number of classes z, α0 will be sparse.
To learn an overcomplete dictionary, we adopted in this work the Lagrange
dual technique [HL] which consists in searching the dictionary leading to the
best possible representation. Thus, the dictionary is provided according to this
optimization problem, defined as follows:

min
αi

1
2
‖fi − Φαi‖22 + λ‖αi‖1 (5)

where α represents the sparse representation and ‖α‖1 is the l1 − norm of α.

4 Classification and Fusion Steps

The classification step consists on comparing the test feature vector to the whole
vectors stored in database, to form a one-to-many comparison, in order to find
the identity of the person. In our work, the number of classes (persons) is higher
than 100, so we adopted the multi-class linear SVM (Support Vector Machines)
classifier thanks to its efficiency and performance. In fact, this method uses
optimization to form a separating hyperplane for dissimilar classes and extend
the safety margin between this hyperplane and the closest vectors of each class.
For a training set {(ui, vi)}2i=1, qi ∈ Q = {1, ..., L}, the idea of a linear SVM
classifier is to train L linear functions {p�

s u|c ∈ Q}. In fact, for a test sample u,
we define the label of the predicted class as:

v = max
c∈Q

p�
c u (6)

This aim allows solving the unconstrained convex optimization problem, as fol-
lows:

min
pc

{J(pc) = ‖pc‖2 + C

n∑

t=1

l(pc; vc
t , ut)} (7)
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where vc
t = 1 if vt = c, else vc

t = −1, and l(pc; vc
t , ut) is the hinge loss function.

Thus, the training step may be generated by employing a method of gradient-
based optimization.

After the classification step, the fusion of hand shape and palmprint modal-
ities is presented at rank level. In fact, this fusion is performed using scores
provided from SVM classification method, which are affected to each sample of
each person. These scores are considered as the belonging degree of each sample
to the whole classes or persons stored in database. So, the idea is to convert the
SVM scores to probability values, in order to determine the probability in which
the sample s is belonging to the person x. The transformation of SVM scores to
probability values is performed via the following steps.

4.1 Basis of Probability Knowledge

This basis is built from the score values space provided using SVM classifier. In
our work, each sample is described sparsely and a feature vector is generated
for each image. Secondly, the feature vectors of all images are fed to the SVM
classifier which provides weights of belonging of each feature vector to each class
(or person) as: ω[vk1, vk2, ..., vkM , ]. So, a probability distribution Prkn(vkn) is
estimated for each score value vkn, where k ∈ {1, 2, ...,K}; K is the number
of persons; m ∈ {1, 2, ...,M} and ΩkM represents the definition space related
to vkn.

4.2 Probability Distributions

To build the probability distribution, a function allowing the transformation of
SVM scores into probability values is defined. In fact, for each score a triangular
probability function is defined using the following steps: [HG].

– For each test image, the standard deviation of the triangular probability func-
tion is computed as follows:

D =

√√√√
n∑

j=1

(sj − p)2 (8)

where n represents the total number of persons; sj is the score of each person
j ∈ [1...n]; p = (

∑n
j=1(sj))/n).

– Build the triangular probability function according to the following steps:
• Define the coordinates of lower and upper limits (l and u) of the triangular

function. These coordinates are defined depending on the deviation D and
the coordinate c of the peak location (when probability measure = 1).
(xj

l , y
j
l ) = (sj − D, 0) and (xj

u, yj
u) = (sj + D, 0)
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• The triangular distribution is performed according to the probability den-
sity function, expressed as:

f(x) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

2 (x − xl)
(xu − xl)(xc − xl)

; xl ≤ x ≤ xc

2 (xu − x)
(xu − xl)(xu − xc)

; xc ≤ x ≤ xu

0 ; x < xl, x > xu

(9)

– The probability measures determined from the function f(x) are maintained
for each sample of test.

– The previous steps are repeated for each sample.

In this work, we aim to discriminate between several persons. However, some
ambiguities still exist for some persons which leads to a misclassification. Thus,
we aim to compute the Ambiguity Ratio (AR) of each class, based on the ratio
of probabilities of the second and first pertinent classes, expressed in Bounhas
et al.’s work [MB] as:

AR(i, cl1, ...., clm) =
Pr(cl2|i)
Pr(cl1|i) (10)

where cl1 and cl2 represents the first and second pertinent classes, respectively,
of the sample i considered for classification.

The identification step is performed depending on the AR measure, calculated
from our two biometric modalities (hand shape and palmprint traits). In fact,
the decision about the final identity is achieved from the modality having the
minimum value of AR.

5 Experimental Results

Our experiments are assessed using a publicly touch-less hand database called
IITD hand database. In fact, 1150 hand images were acquired by a CMOS cam-
era. These images were captured using a touch-less device, in bitmap format. In
fact, left hand images have been collected from 230 persons, whose their ages
vary between 14 and 56 years old, and five samples have been captured from
each person.

The identification step consists in comparing a test sample to all templates
stored in database. So, it is based on one-to-many comparisons. To assess our
identification method, the correct identification rate (CIR) is computed in our
experiments. In our work, SIFT descriptors are extracted from hand shape and
palmprint modalities, and represented then sparsely via sparse representation
method. Our experiments are performed on 230 persons using 3 and 4 training
images per person. Regarding the hand shape modality, 300 keypoints detected
on the external boundary of the hand and are adopted for SIFT description. The
feature vector of each keypoint is formed by 128 features. For sparse representa-
tion step, we learnt a dictionary of SIFT patches (16 × 16) with a size of 1024.
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Promising results are achieved with CIR = 96.15% for 3 training images and
CIR = 96.96% for 4 training images, as seen in Table 1. Concerning palmprint
modality, the standard SIFT algorithm is employed for sparse representation
method. The size of dictionary is 1024 which is learnt from 16×16 SIFT patches.
Our experiments demonstrate encouraging results by obtaining CIR = 96.73%
using 3 training images and CIR = 97.83% using 4 training images. The fusion
of hand shape and palmprint modalities was performed at rank level using the
probability distribution functions. Our fusion method at rank level shows the
efficiency of the proposed system (Table 1) for 3 training images by achieving
CIR = 99.34% as well as for 4 training images by achieving CIR = 100% which are
competitive rates in hand biometric field. Figure 3 illustrates the CMC (Cumu-
lative matching characteristic) curve of the performance of proposed method for
each modality alone and the fusion at rank level using 3 training images.

Table 1. Identification performances

Modality Train Test CIR(%)

Hand shape 3 2 96.15

- 4 1 96.96

Palmprint 3 2 96.73

- 4 1 97.83

Hand shape + palmprint at rank level 6 4 99.34

- 8 2 100

Fig. 3. Cumulative matching characteristic (CMC) curve for the proposed approach.

A comparison of performances between the proposed approach and other
existing approaches on the literature is presented in Table 2. This comparison
is performed using the same database (IITD hand database) and fusing the
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same biometric modalities. The proposed method presents better performances
(CIR = 99.34%) compared to the method of Ferrer et al. [MF] and Charfi et
al. [NC5]. In fact, Ferrer et al. [MF] fused geometric features of the hand and
wavelet filter of the palmprint modality, at feature level and they obtained
a CIR = 99.21%. On the other hand, Charfi et al. [NC5] proposed a bimodal
method fusing SIFT descriptors from hand and palmprint modalities at score
level and a CIR = 97.82% was achieved.

Table 2. Performance comparison to other existing methods using IITD hand DB

Method Features Fusion level IR(%)

Ferrer et al. 2011 [MF] Geometric features and
Wavelet filter

Feature 99.21

Charfi et al. 2014 [NC5] SIFT descriptors Score 97.82

Proposed method SIFT sparse features Rank 99.34

6 Conclusion

The proposed identification method fusing hand shape and palmprint modal-
ities is described, in this paper. These two modalities are represented using
SIFT sparse representation method. The fusion is performed at rank level by
transforming scores generated by SVM classifier to probability measures using
triangular probability distributions. This approach has proven its efficiency by
achieving promising performances CIR = 99.34% which are competitive to other
hand recognition approaches existing in the literature.
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Abstract. The paper is focused on the incorporation of costs in relation to the
selection of the price setting strategies which, in general, represent crucial part of
economic agents’ decision making. Study and research of efficient decision
making related to the price setting are important especially in agent-based
economic systems which are intended application area for obtained results. This
paper provides detailed description of various cost types used in traditional
economic analysis and an effort has been made to identify constant (i.e. stable)
and/or dynamic factors, typically related to the volume of production) in the cost
calculation. Simulation part supports provided discussion about these design
questions of artificial economic models in several scenarios.

Keywords: Agent · Cost calculation · Virtual economy · Agent-based economic
model · Price setting

1 Introduction

The selection of the proper price making strategy is crucial component for establishment
of functional trading relations. The price is primary (and in some cases sole) indicator
of potential partner’s suitability when considering trade. While this paper is focused
primarily on the segment of industrial production (since it is most frequently used for
application of research results), mechanics for establishment of trading relationships
with partners are similar for all participants in the distribution chain (such as service
providers, distributors, end customers, raw materials suppliers, etc.). The persistent goal
of any economic entity is to secure sustainable sales, supply, cashflow, and its existence
in general. Because the market environment is highly dynamic and individual agents
representing companies can adjust their behaviour to improve their situation, it is impor‐
tant to focus on study of possible approaches how to do it effectively to maximize
performance of the entire system.

The motivation for this line of research comes as a reflection of a today’s trend of
increasing automation of industrial production. With the concept of Industry 4.0 [1],
autonomy of a plant control grew continually from the operational to tactical level, and
in future years this trend may possibly impact even strategic decision making. With
application of the agent-based simulation approach as a decision support tool, adjust‐
ment of individual approach has potential to be beneficial for company decision makers
or for optimization of company’s internal processes. Positive contribution can be even
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more significant in cases of multi-plant production [2] because geographical distribution
of facilities and variability of local specifics could be difficult to grasp or simply too
time demanding when quick reaction is needed.

The model used for experimental purposes works under following constraints: (i) it
is a closed economy with a single currency, (ii) financial markets and institutions are
not taken into consideration, (iii) services are not included (industrial products only).
More information about our model may be found in [3]. Although this study uses only
virtual “lab environment” for agents to interact within, establishment of such artificial
economic system allows us to research important questions related to such system`s
construction and functioning.

2 Relevant Works

The primary interest of this paper is decision making related to the price setting.
Although the output of this decision-making process is quite straightforward (value of
market price for goods), it cannot be separated from the internal processes of the
company and various aspects of company operation (supplies, human resources manage‐
ment, maintenance, production volume, technology of production etc.) which are to be
considered as well. We may consider final product price to be a major factor contributing
to the (economic) performance of the company. Although the company can dynamically
adjust only a part of factors contributing to the market price of products (see Sect. 3),
such as profit margin, there are various strategies which can be implemented to influence
the overall performance of the company. The key aspects related to out topic could be
divided into two primary areas: (i) adaptation and (ii) supply chain management/logis‐
tics.

The adaptation of the company can be achieved in several ways. The idea of self-
adaptive manufacturing is thoroughly discussed by Busaferri et al. [2]. Busaferri states
that the future factory automation systems should be able to promptly react to changing
exogeneous conditions, like consumer expectations, market dynamics, design innova‐
tion, new materials, and components integration. Some of these aspects are related to
manufacturing, but there are obvious market factors strongly related to establishment of
the flexible (reconfigurable) manufacturing systems.

Another example of adaptive economic model is the adaptive production network
described by Hamichi et al. [4]. There is a strong similarity with our model of production
chain because the Hamichi’s concept of a “network” is a grid consisting of layers with
nodes representing firms, where layering begins with input of natural resources and ends
in supermarket layer for end customers. Hamichi also describes mechanism for profit
and production capacity management. There is certain abstraction involved because
profits are initially placed in liquid assets and can be used for the modification of
production if needed and the change projects into next time iteration of the model. The
diverse types of costs are not recognized in detail.

Other studies focus on different aspects of adaptive systems, apart from manufac‐
turing. A dynamic adaptation is studied from the perspective of scheduling systems on
virtual market in real time by Skobelev et al. [5], or through genetic algorithms [6]. More
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general theoretical approach towards self-adaptiveness using model-based reasoning
offers Steibauer and Wotawa [7]. Incorporation of cognitive elements into decision
making processes is implemented in the concept of so-called “cognitive factory” [8].

With gradual paradigm shift from simple operations management research to the
research and study of more complex concept of automated factories, the attention can
be quite naturally extended to the area of autonomous logistics. The logistics is an inte‐
gral part of internal business processes and is crucial for efficient supply chain manage‐
ment and smooth business operation. The motives for autonomous control and handling
of logistics tasks summarizes Gehrke [9] who also presents various views on autono‐
mous control of these processes.

3 Costs and Price Setting

3.1 Cost Oriented Price

The process of setting a price is crucial process for every company. Different approaches
can be used for the setting of the final price, but the most frequently used are cost-oriented
price, competition-oriented price, or sell-oriented price. Some of these approaches are
described for example in [10] or [11]. The goal of every agent is to maximize its satisfac‐
tion in general, which can be represented namely by profit, living conditions, food supplies
level, etc. Since the trade is primary topic here, it will be considered a singular objective
of agents within this paper. For the maximization of profit, SA (Store Agent – it repre‐
sents stores companies) agents usually apply strategy of profit margin manipulation to
increase/decrease price of product on the market to weaken the competition and become
more dominant on the market, which might result in higher turnover, etc.

As far as competition and sell-oriented prices are concerned, if somebody wants to
use these methods, the knowledge of the other subjects on the market is essential. It is
almost impossible to use these methods if you do not know the prices of your competitors
or the needs of your potential customers. Moreover, the price established based on these
methods may not lead to profit, or more precisely a net income. Net income can be
calculated as a difference between the revenues and expenditures, while total revenues
are the number of units sold multiplied by the price. It is obvious that the price established
as the competition or sell-oriented does not take into account the expenditures of the
company, therefore such price can be very low and it can lead into situation, where the
expenditures are higher and company has a net loss.

Third possible approach solves this potential problem. Cost-oriented price is calcu‐
lated directly based on the expenditures of the company. In case that company sells all
its units, such price will certainly lead into net income.

For agent-based systems is this cost-oriented price probably the best possible solu‐
tion. Costs are divided into two important groups in this method, namely direct costs,
and indirect costs, based on whether they can be calculated to the cost object, or not.
Cost object may be a product, a department, a service, a project, etc.

Direct costs can be defined as costs which can be accurately traced to a cost object
with little effort. Indirect cost (in other words so called overhead) cannot be attributed
to specific cost objects. These typically conclude multiple cost objects and it is
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impracticable to accurately trace them to individual product. However, the classification
of any cost either as direct or indirect is done by taking the cost object into perspective.
Therefore, a particular cost may be direct cost for one cost object and indirect cost for
another cost object.

Because of the indirect costs are not set on individual product, these amounts are
usually significantly higher than the amounts of direct costs. Therefore, there exist a
huge amount of different methods how to split indirect costs per one unit as well. The
simplest method is called simple calculation of dividing, while this method is probably
the best option for agent-based simulation. The principle of this method is to divide the
indirect costs by number of expected units. The disadvantage of this method is obvious.
Direct costs are traced to particular product or service; therefore, the total amount of
these costs grow together with the amount of created products and vice versa. In other
words, the direct costs per one unit remain same no matter how many products have
been created. The indirect costs are usually fixed and therefore the amount per unit will
be different according to created units, but it is not possible to know this number at the
moment of calculation, it is only estimated. Therefore, companies always prepare one
calculation before the manufacturing process with expected number of units, and another
calculation after the manufacturing process with real values both of costs (direct and
indirect ones) and of units.

In accounting system of the Czech Republic is usually used so called general calcu‐
lation formula, where direct and indirect costs are divided into several groups, namely:
(1) direct material, (2) direct salaries, (3) other direct costs, (4) manufacturing overheads,
(a) own production costs, (5) administrative overheads, (b) own serving costs, (6) sales
overheads, (c) total own serving costs, (7) profit margin, and (d) Total Price. Items (a),
(b), (c), and (d) present sum of above mentioned items, precisely a) is sum of 1 to 4, (b)
is (a) plus 5 (or costs 1 to 5), etc. Profit margin can be established as a fix amount, but
more frequently as percent from previous sum, usually from total own serving costs.
Final price subsequently present sum of all direct and indirect costs per one unit plus
profit margin. Therefore, if the company sells all expected units (where this amount has
been used as the basis for dividing of indirect costs), not only all costs will be covered,
but also expected profit will be achieved.

3.2 Different Strategies for Price Establishment

If we use the traditional terminology used for description of agent-oriented system, the
agent can be perceived as an entity functioning in an infinite sense-think-act cycle
formed between agent and its environment (with all other agents). The strategies are
basically actions which agent carries out to influence the environment and market
response (demand) as a feedback which can be used to adjust its behavior. It is a matter
of the elementary rationality that the general goal is to maintain prices of inputs as low
and prices of outputs as high as it is possible. However, all suppliers and customers do
the same. Moreover, in a competitive environment, actions of every competitor have
impact as well. This all contributes to market dynamics and crucial for the rational
decision-making is market feedback. Key for the survival of the fittest is fast adaptation
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and this is reason why the underlying goal of our research is self-adaptation through
strategy selection.

As was mentioned above, the cost-based price seems to be the best choice for agent-
based system. However, it is possible to analyse different strategies (or kind of behav‐
iour) of every agent in terms of price establishment. The microeconomic theory shows
that the profit can be calculated as follows (from [12]):

¶ = TR−TC, (1)

where TR means total revenues and TC means total costs. These indicators can be
subsequently calculated as follows:

TR = P ∗ Q, (2)

TC = FC + VC = FC + (Q ∗ VC per unit), (3)

where P means price, Q is number of produced (sold) units, FC are fixed costs, and VC
are variable costs, where these costs can be calculated as number of produced units
multiplied by the variable costs per one unit. Fix costs are payments which remain same
no matter what, for example, rent, salaries of managers, advertisement, etc. Moreover,
these amounts are paid even if there is no production at all. On the other hand, variable
costs are directly traced to the production, such as material, salaries of workers, energy,
etc. These amounts are zero in case when nothing is produced and grow together with
the number of produced unit.

However, question remains whether the company stop its production in case of loss
or not. The answer is not as easy as it may appear. In every company exists so called
point of closure, which is a point where the total revenues are lower than variable costs.
It is obvious that company starts with loss at the very beginning of its existence because
it has to pay fix costs, even if there is no production yet. However, when the first unit is
produced, total revenues are created (in the amount of price, because Q = 1, and therefore
TR = P * 1), but also variable costs are created. If the price is higher than these variable
costs, the production is realised, because the price can cover whole variable costs and
at least part of fix cost. That means that because of this production, the loss is lower.
However, in case that this price should be lower than variable costs, company will not
produce anything. Final loss will be lower (only in the amount of fix costs), while in
case of production the price cannot cover the variable costs and the loss would be higher
(as a sum of fix costs and not covered part of variable costs).

Probably the most important point in existence of every company is so called point
of profit maximization. As was already described, the profit can be calculated as a
difference between total revenues and total costs, therefore the point of profit maximi‐
zation is when marginal revenues are equal to marginal costs.

The behaviour of agents in agent-based system can be, according to above explained
theories, relatively different.

Agents Oriented on the Quantity
There can be such agent, which either does not have unique product or operates in the
environment close to perfect competition. This agent will take the price as a constant
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established on the market, calculated by other competitors and accepted by the
customers.

After that, this agent compares the price with its costs and different situations can
occur depending on the size of different types of costs:

• If the price is lower than its variable costs, the company will not produce anything
and will create the loss in the amount of fix costs (point of closure).

• If the price is higher than its variable costs, the company will start the production. It
will create loss at the beginning, but this loss is lower than in the first case because
price manages to cover not only variable costs but part of the fix costs as well.

Agents Oriented on the Price
There can be such agent, which used above described cost-based price, where some
particular amount of production is used as a base for dividing of overhead costs per one
unit. Final price is consequently calculated as a sum of total costs (both direct and over‐
head) and profit margin, where this agent deals with the limitation whether it is possible
to sell all calculated units with such price (whether the market accepts this calculated
price or not).

The behaviour of such agent can be described as follows:

• The agent tries to sell its production with calculated price.
• If the price is too high, but the agent wants to sell whole production, the price has to

be reduced. The profit margin will decrease.
• If the price is still decreasing, there will be no profit, but the loss occur.
• If the price is lower than variable costs (direct ones), agent will stop the production

(point of closure).

4 Simulation Scenarios

4.1 Simulation Set-up

Each of the three simulations described in this section begins with the same initial
parameters. The key performance indicator in the model is the capital measured in days
of model runtime. Each company begins with random amount of the capital (500 k–
1.000 k (of unspecific units of measurement)). Storage level is at the zero level, i.e. no
goods are stored beforehand. Companies have to obtain the semi-products from the
market first in order to start production and compute final price of products.

The timeframe for each simulation is always set to 120 days of model runtime (which
were empirically evaluated as sufficient time range). There are five production compa‐
nies with the same type of products in a single city. These companies have initial profit
level set to 25%, after first thirty days of model runtime, and each time a company with
the least capital is selected and one of the new strategies is applied to it. Important role
plays amount of stored goods because implemented model has mechanism for modifying
price of the contracts according to the used storage capacity. When the storehouses are
full, price is lower, and vice versa. This mechanism allows and supports more dynamic
adjustment to the changes in market price.
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4.2 Simulation #1 – Double Profit Strategy

The Simulation #1 measures impact of increase in profit level to double rate
(25% → 50%) in the least efficient company (labelled Factory0 in the Fig. 1). Even with
(randomized) good initial position with capital of 890 k, this company was unable to
compete in highly competitive environment during the first month and earned signifi‐
cantly less profit than other companies. After thirty days of model runtime, the company
made change in policy and adopted the “Double Profit Strategy”.

Fig. 1. Simulation #1 – Double profit strategy (Factory 0).

As it is shown in the Fig. 1, the new profit level leads to almost immediate increase
in sales. This is result of the favourable market situation, where demand for the product
is high and non-saturated by the competition. After two months, there is a change in the
trend and Factory0 becomes third in the profit ranking. This can be considered the trend
breakpoint and profit is lowered after this period.

4.3 Simulation #2 – Lower Profit Strategy

The Simulation #2 was used to test impact of decrease of the profit margin with two
of the least profitable companies (Factory0, Factory4) within the city region after one
month. With the initial capital of 880 k and 200 k, Factory0 was in the best and Factory4
in the worst starting position, respectively.

Results of the Simulation #2 are shown in the Fig. 2. Both companies had sustained
significant loss after the first month of the model runtime. Adopted lower profit strategy
leads to decline of the profit rate from 25% to 10%. In the subsequent month, both
companies experienced significant increase in capital, especially Factory0 (with higher
initial capital, thus more favourable starting position) became able to compete against
other companies with higher initial profits. The reason is lower purchase price of the
product which results in the increase of sales volume. Both companies (Factory0,
Factory4) became profitable (Fig. 3).
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Fig. 2. Simulation #2 – Lower profit strategy (Factory 0, Factory 4).

Fig. 3. Simulation #3 – Lower profit extreme strategy (Factory 2).

In the long run, this strategy has not lead to better overall performance. Stored prod‐
ucts accumulated during a low-profit period were sold and other companies were able
to afford lower price margin as well, which allowed them to maintain their market share.
This slowed down improvement of the both followed companies and market participants
adjusted to the adopted strategy.

4.4 Simulation #3 – Lower Profit Extreme Strategy

The last strategy used extreme reduction of the profit margin even when facing negative
values – specifically, products are being sold at lower than production price. This
approach might be valid in certain situations, e.g. when company has large quantities of
products for sale and not enough finances to cover maintenance costs.

According to the obtained data, Factory2 had the worst performance during the first
month. Radical change of strategy (decrease in profit from 25% to −10%) was expected
to improve financial balance. However, the profit in the time period immediately
following the first month was generated mostly through the sales of the remaining
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contracts for older price with +25% profit margin. This generated majority of profit in
this period. As soon as the sale of products with lower price margin began, there was
perceivable short-term improvement. However, the other companies had also products
for sale in storage (at certain level) and could adjust accordingly.

The results indicate that the Lower Profit Extreme Strategy is applicable only
as a short time solution to obtain capital to cover maintenance/production costs. For
companies in a dire situation, this strategy might help to overcome short periods of
unfavourable market trends but in the long-term perspective, it is not sustainable.

4.5 Results

Three simulations were conducted for each of the selected strategies. During all three
simulations, there is an initialization period which lasts approximately for the first 20
days of the model runtime. After initialization, the following results were obtained:

The first strategy, called “Double Profit”, was successful and increase of the profit
had no significant impact on the company standing. The demand was sufficient to cover
increase in price and although the monitored “Factory0” was not among the best, there
were no significant differences in performance. The “Lower Profit” strategy was less
successful and performance of both companies “Factory0” and “Factory4” were less
successful, although they had the best and the worst initial capital (respectively). Third
strategy called “Lower Extreme Profit” showed expected unsatisfactory outcome for
monitored “Factory2” and its performance would be unsustainable in the long-term
perspective. On the other hand, since this strategy is considered only a temporary solu‐
tion for extreme situations, it is possible to apply it in order to maintain at least minimal
cash flow and company running for the short time.

5 Conclusion and Future Work

It has been shown that with a limited number of participants, simulating small, closed,
geographically localized economy, there is a strong feedback loop between all partici‐
pating agents on the market, and intensive mutual influence resulting from their deci‐
sions. Presented simulations showed potential for testing more complex market behav‐
iour patterns in such virtual environments. All three simulations were focused on a single
product market, which is, obviously, far from the real-world situation. However, future
proceeding in simulation will be focused on involvement of several layers of production
chain simultaneously, with gradually increasing complexity up to the involvement of
all distribution chain participants, thus creating system which is dynamically complete.
Together with involvement of more market participants, this is intended for the future
work.
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Abstract. Different variables should be considered in order to identify the
critical aspects that influence ophthalmologic surgery and, in particular, the
patient’s conditions that can become the key factor in this process, i.e., in situ-
ations that can influence the stability and surgery of the patient. Protocol of
ophthalmologic surgery has as main concern Glycemic Index, Maximum Blood
Pressure, Abnormal Cardiac Index, and Cardiac-Respiratory Insufficiency.
Such variables will be used to construct a dynamic virtual world of complex and
interacting entities that map real cases of surgical planning situations, under-
stood here as the terms that make the extensions of mathematical logic functions
that compete against one another in a rigorous selection regime in which fitness
is judged by one criterion alone, its Quality-of-Information. Indeed, one focus is
on the development of an Evolutionary Clinical Decision Support System to
evaluate patient stability and assist the physicians in the decision of doing or
postponing surgery, once cataract is the leading cause of blindness in the world.

Keywords: Ophthalmologic surgery � Logic programming � Evolutionary case
based reasoning � Knowledge representation and reasoning

1 Introduction

Health, which is considered as the state of being free from disease or injury, is one of
the key aspects in the competitive capacity of societies. This concern is reflected in the
European Commission’s report Towards Social Investment for Growth and Cohesion
[1], which sets the role of health as a strategic vector in the Europe 2020 Program.
Indeed, the current trend of demographic evolution in most developed countries lies in
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the phenomenon of population aging [2]. This puts pressure on governments, since
national authorities must maintain the quality of health and lifestyle of their citizens.
Thus, health fund management has become a priority in the allocation of available
resources, where criteria of rigor and fairness are the fundamental principles for
ensuring sustainability. In fact, efficiency and planning are closely linked. The former
one can be defined as the result of an optimization process where the inputs are the
resources available with the objective of guaranteeing the best allocation, as well as
their profitable use [3].

The latter, on the other hand, is a technique designed to identify the critical
activities of a particular process and to prioritize the allocation of the resources needed
to achieve the required objectives. Planning is linked to the coordination of all activities
to ensure that resources (e.g., technical, technological, human) are available and
operational for the development of tasks that lead to desired outcomes. In other words,
planning is a systematization of the activities associated with the process that guar-
antees an improvement of efficiency.

When comparing the actual performance of the Health Units (HCUs), a paradox
arises, i.e., they obtain different results despite the similarities in organization and
resources. This fact highlights the difficulty in establishing and implementing standard
solutions to guarantee the improvement, sustainability and greater efficiency of HCUs
[4]. To meet this challenge, it is necessary to have consistent methodologies for
problem solving as well as computational techniques to deal with unknown, incomplete
or even self-contradictory data, information or knowledge.

Thus, the development of Evolutionary Decision Support Systems to evaluate
patient stability can be an asset to health professionals, in particular to assist them in the
decision of doing or postponing surgery. Thus, this work aims to specify an Evolu-
tionary Clinical Decision Support System to plan Cataract Surgery based on a set of
historical data, under an Evolutionary Case-Based Reasoning (ECBR) approach to
problem solving [5–11].

This paper encompasses five sections. Thus, the former one includes an intro-
duction to the problem. Then the proposed approach to Knowledge Representation and
Reasoning and an ECBR view to computing are introduced. In the third and fourth
sections it is set a case study and presented a solution to a patient’s illness state. Finally,
in the last section we look at the outcome of this work and future work is delineated.

2 Related Work

2.1 Surgical Efficiency and Planning

Surgical efficiency aims to minimize the costs of a surgical procedure. However, the
planning process that leads to the improvement of surgical efficiency depends on a set
of interdependent factors [12–14], being influenced by:
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• The reliability of the diagnosis that makes the screening of the pathology and
determines the more appropriate surgical procedures;

• The material resources available for surgery (e.g., operating rooms, materials, and
equipment); and

• The availability of human resources both in number, and in skills.

Different techniques were tested to ensure maximum efficiency in the planning of the
surgical procedures, like the Health in All Policies (HiAP) method [12]. However, in
many situations, practice shows that discrepancies between the estimated and achieved
results are significant. Indeed, in addition to the previously described factors, there are
personal ones, which differ from patient to patient, that are crucial in order to minimize
delays and/or postponements. The patient’s stability is one of them. Although it
depends on a set of physiological variables (evaluated through standard procedures,
according to the type of surgery and the psychological and emotional level of the
patient), patient’s stability cannot be assessed in a deterministic way [15]. Indeed, even
following all the procedures of the surgical protocol, there is a set of psychological and
emotional variables that are uncontrollable. These variables depend on the relationship
with the patient – physician (or medical team), where respect, trust, loyalty, friendli-
ness, and psycho-emotional moods and feelings influence the patient’s stability [16].
Another critical aspect is related with the choice of the anaesthesia type (e.g., local,
topical, topical with sedation). This choice should weigh, on one hand, the patient’s
stability and, on the other hand, the ability to regulate the patient’s anxiety. On the
other hand, the use of less aggressive anaesthesia type, which will have benefits in
terms of effects and costs, but is only possible when the patient is calm [17]. Indeed,
their results indicate that Surgical Efficiency and Planning involves interaction with
different human decision makers, namely in social, organizational, or economic set-
tings. Undeniably, this is not surprising given the fact that qualities like autonomy,
communication or planning are characteristic of human beings, and therefore such
factors that will be considered in the work that follows.

2.2 Knowledge Representation and Reasoning

Regarding the computational paradigm it were considered extended logic programs
with two kinds of negation, classical negation, ¬, and default negation, not [5, 6]. An
Extended Logic Program is a finite set of clauses as shown in Program 1.
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?

where the first clause of Program 1 depict the predicate’s closure, “^” denotes “logical
and”, while “?” is a domain atom denoting “falsity”. The “pi, qj, and p” are classical
ground literals, i.e., either positive atoms or atoms preceded by the classical negation
sign “¬” [5]. Indeed, “¬” stands for a “strong declaration” that speaks for itself, and
“not” denotes “negation-by-failure”, i.e., a flop in proving a given statement, once it
was not declared explicitly. According to this formalism, every program is associated
with a set of “abducibles” [18, 19], given here in the form of “exceptions” to the
extensions of the predicates that make the program. In order to model the universe of
discourse in a changing environment, the breeding and executable computer programs
will be ordered in terms of the Quality-of-Information (QoI) and Degree-of-Confidence
(DoC) that stems out of them, when subject to a process of conceptual blending [20]. In
blending, the structure or extension of two or more predicates is projected to a separate
blended space, which inherits a partial structure from the inputs, and has an emergent
structure of its own. Meaning is not compositional in the usual sense, and blending
operates to produce understandings of composite functions or predicates, the concep-
tual domain, i.e., a basic structure of entities and relations at a high level of generality
(e.g., the conceptual domain for journey has roles for traveler, path, origin, destination).
Here it will be followed the normal view of conceptual metaphor, i.e., the system will
carry structure from one conceptual domain (the source) to another (the target) directly.
Being i (i 2 {1, …, m}) the predicates whose extensions compose an extended logic
program or theory that model the universe of discourse, and j (j 2 {1, …, n}) the
attributes of the mentioned predicates. Let xj 2 [minj, maxj] be a value for attribute j. To
each predicate it is also coupled a scoring function Vi

j minj;maxj
� � ! 0 � � � 1, that gives
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the score predicate i assigns to a value of attribute j taking into account its domain (for
the sake of simplicity, scores are kept in the interval 0…1), given in terms of all
(attribute exception list, sub expression, invariants) productions. The former predicate
generates a list of all possible value combinations (e.g., pairs, triples) as a list of sets
defined by the domain size plus the invariants. The second predicate recourses through
this list, and makes a call to the third predicate for each exception combination. The
third predicate denotes sub expression and is constructed in the same form. Thus, the
QoI with respect to a generic predicate K is given by QoIK = 1/Card, where Card
stands for the cardinality of the exception set for K, if the exception set is not disjoint.
Conversely, if the exception set is disjoint, the QoI is given by:

QoIK ¼ 1
CCard
1 þ � � � þCCard

Card

ð1Þ

where CCard
Card is a card-combination subset, with Card elements.

The next element to be considered stands for the relative importance that a pred-
icate assigns to each of its attributes. wi

j stands for the relevance of attribute j for
predicate i (assuming that the weights of all predicates are normalized, i.e.,P

1� j� n w
i
j ¼ 1). Thus, it is possible to define a predicate’s scoring function, in the

multi-dimensional space defined by the attributes domains, given by:

Vi xð Þ ¼
X

1� j� n

wi
jV

i
j xj
� � ð2Þ

p1

0.2

0.6

0.8

1

0.4

p2

p3

p4

p5

Fig. 1. A measure of QoI for the logic program or theory P
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In order to measure the QoI that stems from a logic program or theory the Vi xð Þ
values are posting into a multi-dimensional space. The axes denote the logic program
or theory, with a numbering ranging from 0 (at the center) to 1. Figure 1, shows an
example of an extended logic program or theory P, built on the extension of 5 (five)
predicates, p1 … p5, where the dashed area stands for the respective QoI.

Regarding the DoC, it is a measure of one’s confidence that the argument values of
the terms that make the extension of a given predicate, with relation to their domains, fit
into a given interval. The DoC is computed using DoC ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Dl2

p
, where Dl denotes

the length of the argument interval, which was set to the interval [0, 1] (Fig. 2).

3 Methods

In order to develop an intelligent system aiming at the planning process of Cataract
Surgery a database, based on the health records of patients at the Ophthalmology
Surgery Service at the Hospital of Baixo Vouga, Aveiro, Portugal, was set. This section
depicted, succinctly, how the information is processed.

3.1 Data Processing

The extensions of the relationships illustrated in in Fig. 3, refer to information man-
agement aiming at Cataract Surgery Planning. Incomplete and/or unknown informa-
tion are present in the database. For instance, in case 1 the Cardiac Respiratory Failure
is unknown, which is depicted by the symbol ⊥, while the Infectious Pathology ranges
in the interval [0, 1].

In Infectious Pathology table 0 (zero) and 1 (one) denote, respectively, absence and
presence of the correspondent pathology. To set the information present in the Patient
Collaboration table, the procedures described in [21] were followed.

The columns Glycaemia Index, Maximum Blood Pressure, Cardiac Index, and
Cardiac Respiratory Failure of the Planning of Cataract Surgery table are populated

Fig. 2. DoC’s evaluation
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with 0 (zero) and 1 (one) denoting, respectively, normal and abnormal values. The
values presented in the Infectious Pathology column are the sum of the values present
in the correspondent table. The Description column includes text (free or structured)
that describes the relevant features of the patient.

Applying the algorithm presented in [22] to the fields that make up the knowledge
base for Cataract Surgery Planning (Fig. 3), and excluding from this process the
Descriptions that will not be object of attention, it is possible to set the arguments of the
state of the predicate cataract_surgery_planning (csplan) referred to below, whose
extensions denote the objective function regarding the problem under analyse.

csplan:GlycaemiaIndex;MaximumBloodPressure;CardiacIndex;Cardiac

RespiratoryFailure;PatientCollaboration; InfectiousPathology ! 0; 1f g ð3Þ

where 0 (zero) and 1 (one) denote, respectively, the truth values false and true.
As an example consider the Program 2, regarding a term (whose variable values

represent that of a particular patient) that presents the feature vector Glycaemia Index = 0,
Maximum Blood Pressure = 0, Cardiac Index = 0 Cardiac Respiratory Failure = ⊥ Patient Collabo-

ration = 1, Infectious Pathology = [0, 2]:

Fig. 3. A fragment of the extensions of the relationship aimed at planning the Cataract Surgery.
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4 Results and Discussion

The extensions of the relationships illustrated in Fig. 3 refer to one hundred and
forty-eight patients aged 35–88 years, mean of 69 ± 14 years. The gender distribution
was 59.2.3% and 40.8% for women and men, respectively.

The tables presented in Fig. 3 show how information is gathered. In this section, a
soft computing approach has been defined to model the discourse universe, where the
computational part is based on an ECBR approach to computing. In contrast to other
problem solving methodologies (e.g., Decision Trees or Artificial Neural Networks), in
the ECBR relatively little work is done offline [9]. Undeniably, in almost all situations
the work is done at the time of the consultation. The main difference between the new
method [23, 24] and the typical CBR [7, 8] is based on the fact that not only all cases
have their arguments defined in the interval [0, 1], but also incomplete, unknown or
even self-contradictory data or knowledge may be handled in a uniform way. Thus, the
CB terms are given in terms of the following pattern:

Case ¼ \Rawdata;Normalizeddata;Descriptiondata [f g ð4Þ

where Rawdata and Normalizedcase stand for themselves, and Descriptiondata is made on
a set of strings or even in free text.

The algorithm presented in [22] is now applied to a new case, with feature vector
Glycaemia Index = 0, Maximum Blood Pressure = 0, Cardiac Index = 0 Cardiac Respiratory Fail-
ure = 0 Patient Collaboration = [1, 3], Infectious Pathology = ⊥. Then, the computational pro-
cess may be continued, with the upshot:
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csplannewcase 0; 0ð Þ 1; 1ð Þð Þ; � � � ; 0; 1ð Þ 1; 0ð Þð Þð Þ :: 1 :: 0:82|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
cattribute0s values ranges once normalized

and respectiveQoI and DoC values

ð5Þ

The new case is now compared with every retrieved case using a similarity
function sim, given in terms of the average of the modulus of the arithmetic difference
between the arguments of each retrieved case and those of the new case, i.e., [25]:

retrievedcase1 0; 0ð Þ 1; 1ð Þð Þ; � � � ; 0:2; 0:8ð Þ 1; 0:8ð Þð ÞÞ :: 1 :: 0:97ð
..
.

retrievedcasen 0; 0ð Þ 1; 1ð Þð Þ; � � � ;ð 0:2; 1ð Þ 1; 0:6ð Þð ÞÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
normalized cases that make the retrieved ones

:: 1 :: 0:93
ð6Þ

where n speaks for itself. Assuming that every attribute has equal weight, for the sake
of presentation, the dis(imilarity) between new case and the retrievedcase1, i.e., new
case⟶1, may be computed as follows:

disDoCnewcase!1 ¼
1� 1k kþ � � � þ 0� 0:8k k

6
¼ 0:14 ð7Þ

Thus, the sim(ilarity) for simDoC
newcase!1 is set as 1 – 0.14 = 0.86. Regarding QoI the

procedure is similar, returning simQoI
newcase!1 ¼ 1. Thus, one may have:

simQoI;DoC
newcase!1 ¼ 1� 0:86 ¼ 0:86 ð8Þ

The proposed model was tested on a real data set with 128 examples, which was
divided into unique subsets by cross-validation of ten times [26]. In the execution of
the respective division procedures, ten executions were carried out for each of them. To
ensure the statistical significance of the results obtained, 30 (thirty) experiments were
applied in all tests. The accuracy of the model was 88.3% (i.e., 113 postures correctly
classified in 128). Thus, the predictions made by the ECBR model are satisfactory,
reaching accuracies close to 90%. The sensitivity and specificity of the model were
91.4% and 84.5%, while the Positive and Negative Predictive Values were 87.7% and
89.1%, respectively.

5 Conclusions

The purpose of this study was to specify and develop an Evolutionary Clinical
Decision Support System to plan Cataract Surgery with a focus on the evolution of the
decision making process, once cataract is the leading cause of blindness in the world.
The proposed model is based on a formal framework grounded on Logical Pro-
gramming for Knowledge Representation and Reasoning, complemented with an
ECBR approach to computing. Taking into account that the outcome measures of
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cataract surgery (e.g., visual acuity, accuracy of refractive correction, occurrence of
significant operative and postoperative complications) has to be recorded routinely,
being the data made available to care providers and commissioners, in future work may
emerge some developments on how to assist in resource planning based on opti-
mization and simulation techniques.
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Abstract. Low probability high impact events (LoPHIEs) disrupt organizations’
processes severely. Existing methods used for the anticipation and management
of such events, suffer from common limitations resulting in a huge impact to the
quantification of probability, uncertainty and risk. Continues studies in the field
of Crisis Informatics, present an opportunity for the development of a framework
that fits the uncertainty related properties of LoPHIEs.

The paper identifies the need for the development and conduction of a series
of experiments, aiming to address the factors that qualify Collective Intelligence-
enabled Information Systems with respect to their applicability towards support
for LoPHIEs; and aims to propose an experiment framework as a methodology
for scenario design in LoPHIEs settings.

Keywords: Collective Intelligence · Low probability · High impact ·
Emergencies

1 Introduction

Low Probability High Impact Events (LoPHIEs), also known as black swan events,
which include crises, disasters or emergencies, have significant implications upon the
operation of involved and affected organizations [1]. The recent wildfires in Troodos
Mountains in Cyprus, in 2016, the 7.8 magnitude earthquake that struck Nepal in 2015,
as well as the sequence of disasters resulting from the earthquake in Japan in 2011, are
few examples of LoPHIEs. Within such contexts, consequences are disproportionate
and difficult to contain or predict [2].

The aforementioned catastrophes that led to technological disasters, economic
disruptions and life losses, highlight the complexity of dealing with global risks in an
effective manner [2] and imply that as the identification of direct causality between risks
becomes progressively problematic, traditional risk management needs to be reinforced
with new concepts designed to fit an environment with uncertain qualities.

Appropriate preparations to such events may make the difference between a major
disruption of operations in the affected organizations or their resilience and survival [3,
4]. Organizations’ preparedness to LoPHIEs is usually distinguished into three phases,
namely methods that prepare the organization BEFORE the event; methods that are
initiated DURING the event to limit damage and methods that examine the aftermaths
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[3, 5]. Such approaches exhibit some fundamental limitations [6]. The most common
being the biases raised in judgment or decision making that usually, have a huge impact
in the quantification of probability, uncertainty and risk [e.g., 7–13]. Sustainable
management for LoPHIEs requires real-time diagnostics, based on both a pragmatic and
prepared approach as well as an engagement in effective deliberations on a global scale
[3, 5, 14–16]. The research on Crisis Informatics has become more prominent in the
recent years with many researchers and practitioners actively exploring different aspects
of the use of Collective Intelligence and crowdsourcing processes for crisis management
[e.g., 4, 17–20].

Collective Intelligence (CI), through the outreach of many subjective views (which
may carry biases individually), results into a diversity of assumptions, solutions and
beliefs, that collectively are found to mitigate human biases and lead to more objective
decision outcomes [21–27]. Recent studies suggest CIs successful integration in resil‐
ience, capacity building and mitigation, for the management of adverse events [28, 29]
and present an opportunity for the development of a framework that fits the uncertainty
related properties of our modern world.

A main question arising, concerns the factors that qualify CI-related Information
Systems with respect to their applicability towards support for LoPHIEs; leading to the
hypothesis and main consideration of whether the proposed framework can provide
more comprehensive results as compared to other existing methods/approaches that do
not incorporate CI aspects and are deployed for addressing LoPHIEs. In order to test
the hypothesis and meet the following research objectives, the need for the development
and conduction of a series of simulated-based experiments is critical:

RO1-Explore indicators related to LoPHIEs management in the presence of CI deci‐
sion making;
RO2-Explore the relation of CI-based Information Systems for the support of CI-
enabled management of LoPHIEs.

In this context, the contribution of this work lies in the development of an experiment
framework as a methodology for scenario design in LoPHIEs settings. The application
and evaluation of this methodology is part of the immediate future work.

The remainder of the paper is structured as follows: Sect. 2 examines the literature
on Crisis Simulations, covering aspects of crisis management scenario design, scenario
modeling and construction as well as methodologies for simulation conceptualization
and acts as the basis of the proposed methodology. Section 3, using the Context leads
to Scenario methodology for simulation conceptualization, examines a geopolitical
disaster aiming to form the foundations of a crisis scenario for simulated-based experi‐
ments within the defined context. Finally, the content of the paper is summarized in a
concluding section, providing future work direction.

2 Crisis Simulations

Crisis simulations can be applied to a broad variety of LoPHIEs such as natural disasters,
international and political-military conflicts and confrontations. Two types of
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simulations appear particularly predominant in practice. The first type, concerns simu‐
lations that are utilized to illustrate the patterns and anatomy of crisis decision making;
while the second, concerns simulations that consist as a powerful tool for generating
awareness among participants [30]. In this paper crisis simulations are examined in the
light of the first type.

2.1 Crisis Management Scenario Design

The crisis scenario forms the basis for the crisis simulation, and its design, requires
respecting specific criteria. A crisis management scenario is a description of the condi‐
tions under which the crisis management system is to be designed, tested or evaluated
in regards to performance assumptions [31]. The aforementioned classification of a crisis
scenario is based on a more general definition recommended and discussed in [32].

The scenario design is the process in which the objects and events are defined,
comprising the basis of the simulation content [33, 34]. The most critical consideration
in the design of a scenario for a crisis simulation is the purpose that the simulation serves.
There are four general aspects that must be addressed in detail, when designing a crisis
scenario: (1) the time setting, (2) the environmental setting, (3) the level of detail and
(4) the level of expertise. The first aspect is an important parameter due to that the aim
of a crisis scenario is to determine how the current crisis response system works and
what improvements can be done to it. Therefore, it is advised that for crisis simulations
the time corresponds to the present. The second aspect incorporates features like
geographic descriptions, demographics, as well as any information that it is believed the
participants should know in order to arrive to an informed decision-making. Here, it is
worth mentioning that the environmental setting of a scenario should incorporate as little
change from the current world as possible. The third consideration carefully defines,
clarifies and describes aspects covered over the second consideration - environmental
setting, and advances the level of detail provided to the participants. Finally, the fourth
takes into consideration the knowledge, experience and sophistication of the simulation
participants. In regards to the level of expertise, attention should be given to the fact that
the fewer skills, knowledge and background the participants bring into the simulation,
the more detailed the scenario must be [34, 35].

2.2 Methodologies for Simulation Conceptualization

Scenario leads to Context - In practice, in order to meet specific requirements, a simulation
is being conceptualized and formulated starting with the crisis. Then, working backwards,
the aim is to create the most credible possible explanation for the crisis. After the formula‐
tion of a scenario that meets the research needs, world, regional and local contextual mate‐
rial consistent with the crisis, are being added. Finally, details in the various sections of the
scenario are checked for internal and external consistency [34, 35].

Context leads to Scenario - Reversing the abovementioned methodology, another
method for conceptualizing simulations, devotes more attention and study to the prep‐
aration of the context. This method supports the view that instead of starting with the
crisis, detailed contexts should be prepared covering possible world, regional and local
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developments. After this has been done, one can more credibly deduce the kinds of crises
which might occur under the defined context. Using this methodology, the scenario
would emerge from the context, not the context from the scenario; and its credibility
would rest on the consistency of the context [34, 35].

2.3 Scenario Modeling and Construction Practices

While each crisis has unique variables and outcomes, all exhibit similar characteristics:
they generate urgency and time constraint [36]; they exhibit ambiguous and uncertain
elements [37]; and they are unexpected [38]. In addition, they present a dilemma that
needs immediate decision or judgment that is based on two distinct features: First, an
emergency decision is usually made in a short period of time using partial or incomplete
and inaccurate information, especially in the early stages of the disaster; Second, these
decisions may have potentially serious outcomes [39–41]. Modeling scenarios for crisis
simulations would therefore involve the reproduction of these characteristics and effects,
for the crisis simulation. This can be achieved by implementing several types of injec‐
tions with different consequences to the crisis scenario. The choice and arrangement of
these injections allow obtaining the expected crisis characteristics.

An extensive literature review on the several stages needed to be defined when modeling
a scenario, is provided among others in [42–44]. In a nutshell, these include: (1) writing a
summary, (2) developing a list of possible events and setting the environment of the
scenario, (3) gathering data in relation to the participants and the scenario environment, for
instance the interconnections between multiple stakeholders involved in or affected by a
crisis, based on the scenario, (4) recording a sequence of events, (5) connecting events by a
script, adding if needed relevant details, (6) separating the scenario into phase (includes also
regrouping in the same space of time various events), (7) developing sets of incidents and
recording expected reactions, (8) examining consistency/reactions with the research objec‐
tives and the time sequence of events, (9) implementing post-crisis elements throughout the
scenario covering a variety of societal spectrums.

3 Developing a Methodology for Simulated-Based Experiments

Based on the above literature an experiment methodology has been designed, to enable
the exploration of indicators related to LoPHIEs management in the presence of CI
decision making (RO1); and to examine the relation of CI-based Information Systems
for the support of CI-enabled management of LoPHIEs (RO2). Using the Context leads
to Scenario methodology, this section identifies and defines a credible context for a crisis
scenario to fulfill the purposes of the experiment methodology. In addition, based on a
real LoPHIE, Evangelos Florakis Naval Base explosion, it aims to form the foundations
of a crisis scenario for simulated-based experiments.

The Context
The report on Global Risks for 2017 of the World Economic Forum, identifies 5 ruling
trends most likely to determine global developments over the following 10 years. In
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addition, the report stresses on the risks that these global trends are connected to and
provides a classification (economic, societal, geopolitical, environmental and techno‐
logical). This paper is concerned with the study of events that have very low probabilities
of occurring but may carry a huge impact upon their occurrence. Therefore, through
the analysis provided in the aforementioned report on global risks, the geopolitical
sphere [45] is where most likely a LoPHIE might occur.

Weapons of mass destruction, identified as the risk with the highest impact, results
mainly from trends associated with the international governance changing landscape,
the rise of cyber dependency, the increasing national sentiment and polarization of soci‐
eties and the shift of power (ex. from developed to emerging markets and developing
economies). Failure of national governance on the other hand, which is identified as the
lowest probability risk to develop into a crisis, results mainly from trends associated
with the changing landscape of the international governance, the increasing national
sentiment and polarization of societies, the shift of power as well as the rising income
and wealth disparity [45].

Hence, the geopolitical sphere is identified as a credible context into which many
different risks can be embedded for study and from which several scenarios of potential
LoPHIEs, can be drawn for the conduction of a crisis simulation for the purposes of the
experiment strategy.

The Experiment Frame
In order to evaluate the research objectives through a crisis scenario, two groups (Control
Group and Experimental Group) need to be established per experiment. Each group will
include action participants as well as participants that will take the role of experts. The
objective of both groups (Control and Experimental) will be to address issues related to
the management of a crisis/disaster occurring within the geopolitical sphere or being the
result of a geopolitical matter. The experimental group will attempt to do this with the
use of a CI enabled platform while this will not be available for the control group. This
specific experiment frame, will allow to test and evaluate the crisis management system
in the presence of CI decision making and in regard to relevant performance indicators
and assumptions (see Table 1).

The Scenario
Evangelos Florakis Naval Base explosion, occurred on July 2011 in Cyprus, is an
example of a LoPHIE that could form the foundations of a crisis scenario for simulated-
based experiments within the geopolitical sphere. The incident ignited about 100
containers holding seized Iranian explosives grabbed by the United States Navy in 2009
after the interception of a Russian-owned, Cypriot-flagged vessel, travelling from Iran
to Syria. Political pressure was applied so that Cyprus confiscates the shipment. The
explosives were moved to Evangelos Florakis Naval Base and left in the open for over
two years. The Cypriot government, fearing an adverse reaction from Syria, declined
offers from several countries to remove or dispose the material [46, 47].

From the explosion 12 people were killed on the spot and 62 were injured. Houses
in the nearby villages were damaged by the concussion wave of the blast, while the
island’s main power station was knocked out. This led to power cuts in several areas,

A Methodological Approach Towards Crisis Simulations 573



taking months to bring the station fully back online. Paphos and Larnaca airports are
reported to have turned on their generators, in an attempt to reduce power consumption
to the minimum. At the same time, the public was asked to reduce water consumption
as much as possible due to the fact desalination plants were taken offline as a result of
power problems. Harsh criticism prompted the resignations of the country’s defense
minister and top military chief [46, 47].

Geopolitical risks are concerned at a great extent with the faith in collective security
mechanisms [48]. The impact of the geopolitical crisis scenario described above, on
economy, environment, society and political climate (national and international),
strongly illustrates the interdependence and interconnection of risks.

Scenario Modeling and Construction
The sequence of events identified in the disaster at Evangelos Florakis Naval Base is:

Table 1. Metrics and indicators

Indicators related to management of LoPHIEs Metrics and Indicators mapping CI
DURING – event phase
-Average time to respond
-Ratio, accuracy and duplication of data
-% of new activity developments (preparation,
response plans) launched on time
-% of ideas/response plans from outside the
organization
-% of risk issues exceeding defined risk toler‐
ance without action plans
-% of risk mitigation plans executed on time
-% of escalated risk vulnerabilities
-% of risk incident response plans with one or
more open issues
-Number of collected ideas/response plans that
were implemented
-% of unaccepted risk issues with action plan
developed
-Number of risk incident response plans with
unresolved quality issues
-Number of risk events with business impact
due to delayed response plan execution
-% of unaccepted risk issues without mitigation
plans developed
-% of risk issues exceeding defined risk toler‐
ance without action plans
-Number of ideas/response plans developed
-Number of collected ideas that were devel‐
oped further
-% of ideas that are funded for development

Key Metrics
-Ability to discover or elicit true responses
-Accuracy of forecasts
-% of problems solved
-% of early discovery of problems
-Quality, accuracy and frequency of contribu‐
tion, and use of output in real situations
-Number, quality and scope of unexpected
uncovered issues
-Access to difficult to obtain information, and
minimization of damage infected by crisis
Key Indicators
-Access to talent, diversity of participants and
participant engagement over time
-Sample size and whether it is representative of
market and participant engagement
-Ability to track real quantities and participant
engagement over time
-Responsiveness to unsolved problems
-Progress of testing and participant engage‐
ment
-Models of communication utilized and partic‐
ipant engagement
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i. minor blast of several containers,
ii. fire started,

iii. main/vast explosion,
iv. extensive damage in a wide area surrounding the blast,
v. severe damage to Vasilikos Power Station,

vi. electricity supply interruption to approximately half of Cyprus.

Modeling the above disaster scenario for the purposes of the experiment strategy,
would involve separating the sequence of events into different phases and identifying
the interconnections between the multiple stakeholders involved in or affected by the
disaster. Characteristics and effects of the real crisis would also need to be reproduced
within the context of our specific scenario by implementing relevant types of injections
to create conditions of time constraints, urgency and uncertainty.

In relation to the above, quality improvement and innovation indicators related to
the management of LoPHIEs as well as metrics and indicators mapping CI, can be used
to test and evaluate the crisis management system in the presence of CI decision making
(see Table 1).

4 Conclusion and Future Work

This paper identified the need for the development and conduction of a series of experi‐
ments, aiming to address the factors that qualify CI-enabled Information Systems with
respect to their applicability towards support for LoPHIEs. It examined aspects of crisis
scenario design, modelling and construction; and presented two opposing methodolo‐
gies for conceptualizing simulations. In addition, using the Context leads to Scenario
methodology, the paper identified and defined a credible context for a crisis scenario to
fulfil the purposes of an experiment strategy within the field of study. Based on Evan‐
gelos Florakis Naval Base explosion, it established the foundations of a crisis scenario
for simulated-based experiments. The purpose of the paper, was to propose an experi‐
ment framework as a methodology for scenario design in LoPHIEs settings. The authors
acknowledge that this is an initial attempt to define a methodology for simulated based
experiments in crisis scenarios, and that the proposed approach needs to be further eval‐
uated in several contexts for identifying strengths, weaknesses and areas for improve‐
ment. Immediate future work will focus on evaluating the experiment frame within the
defined context, using real users in virtual settings.
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Abstract. In the classical transportation problem, it is assumed that
the transportation costs are known constants. In practice, however, trans-
port costs depend on weather, road and technical conditions. The concept
of fuzzy numbers is one approach to modeling the uncertainty associ-
ated with such factors. There have been a large number of papers in
which models of transportation problems with fuzzy parameters have
been presented. Just as in classical models, these models are constructed
under the assumption that the total transportation costs are minimized.
This article proposes two models of a transportation problem where deci-
sions are based on two criteria. According to the first model, the unit
transportation costs are fuzzy numbers. Decisions are based on minimiz-
ing both the possibilistic expected value and the possibilistic variance
of the transportation costs. According to the second model, all of the
parameters of the transportation problem are assumed to be fuzzy. The
optimization criteria are the minimization of the possibilistic expected
values of the total transportation costs and minimization of the total
costs related to shortages (in supply or demand). In addition, the article
defines the concept of a truncated fuzzy number, together with its pos-
sibilistic expected value. Such truncated numbers are used to define how
large shortages are. Some illustrative examples are given.

1 Introduction

We present some elements of the theory of fuzzy sets. The concept of a fuzzy set
was proposed by Zadeh (1965).

An interval fuzzy number X̃ is a family of intervals of real numbers [X̃]λ,
where λ ∈ [0, 1] such that: λ1 < λ2 ⇒ [X̃]λ1 ⊂ [X̃]λ2 and I ⊆ [0, 1] ⇒ [X̃]sup I =
∩λ∈I [X̃]λ. For a given λ ∈ [0, 1], the interval [X̃]λ is called the λ-level of the
fuzzy number X̃. This interval will be denoted by [X̃]λ = [x(λ), x(λ)].

Dubois and Prade (1978) introduced the following useful definition of the
class of L-R fuzzy numbers. A fuzzy number X̃ is called an L-R fuzzy number,
if its membership function is given by

μX(x) =

⎧
⎪⎨

⎪⎩

L
(m−x

α

)
for x < m

1 for m ≤ x ≤ m

R
(

x−m
β

)
for x > m

, (1)
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where L(x) and R(x) are continuous non-increasing functions and x, α, β > 0.
The functions L(x) and R(x) are called the shape functions of the fuzzy

numbers. The most commonly applied shape functions are max{0, 1 − xp} and
exp(−xp), x ∈ [0,∞), p ≥ 1. An interval fuzzy number for which L(x) = R(x) =
max{0, 1 − xp} and m = m = m is called a triangular fuzzy number and will be
denoted by (m,α, β).

Let X̃ and Ỹ be two fuzzy numbers with membership functions given by
μX(x) and μY (y), respectively. Based on Zadeh’s extension principle (Zadeh
1965), the membership functions of the sum Z̃ = X̃ + Ỹ and the prod-
uct Ṽ = X̃Ỹ are given by μZ(z) = supz=x+y (min(μX(x), μY (y))); μV (v) =
supv=xy (min(μX(x), μY (y))).

Carlsson and Fullér (2001) defined the possibilistic expected value E(X̃) and
variance Var(X̃) of the fuzzy number X̃ as follows:

E(X̃) =
∫ 1

0

1
2

(x(λ) + x(λ)) dλ (2)

Var(X̃) =
∫ 1

0

1
4

(x(λ) − x(λ))2 dλ. (3)

If X̃ is a triangular fuzzy number X̃ = (m,α, β), the possibilistic expected
value and the possibilistic variance are given by

E(X̃) = m +
β − α

4
(4)

Var(X̃) =
(α + β)2

12
. (5)

The possibilistic expected value has the following properties, see Carlsson
and Fullér (2001):

E(aX̃) = aE(X̃), (6)
E(X̃ + Ỹ ) = E(X̃) + E(Ỹ ), (7)

where a is a real number.

2 Truncated Interval Fuzzy Number

We now introduce the concept of a truncated interval fuzzy number and the
possibilistic expected value of such a number.

Definition 1. The interval fuzzy number X̃S is called the truncation of the fuzzy
number X̃ ([X̃]λ, where λ ∈ [0, 1]) on the crisp, closed (or semi-infinite) set
S ∈ R, if the corresponding λ-levels are given by [X̃S ]λ = [x(λ), x(λ)] ∩ S =[
xS(λ), xS(λ)

]
.
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Definition 2. The possibilistic expected value of a truncated fuzzy number X̃S

is given by

E(X̃S) = E(X̃/X̃ ∈ S) =
1

λmax

∫ λmax

0

xS(λ) + xS(λ)
2

dλ (8)

where λmax = maxλ{λ : [X̃S ]λ 
= φ}.
For the triangular fuzzy number (m,α, β) truncated on the set S = (−∞, x0],

where x0 ≤ m and μ(x0) = x0−(m−α)
α :

E(X̃/X̃ ∈ (−∞, x0]) =
1
2
(m + x0)μ(x0) +

α

4
(
μ2(x0) − 2μ(x0)

)
.

For the triangular fuzzy number (m,α, β) truncated on the set S = [x0,∞),
where x0 ≥ m and μ(x0) = (m+β)−x0

β :

E(X̃/X̃ ∈ [x0,∞)) =
1
2
(m + x0)μ(x0) − β

4
(
μ2(x0) − 2μ(x0)

)
.

For the triangular fuzzy number (m,α, β) truncated on the set S = [x0,∞),
where x0 ≤ m and μ(x0) = x0−(m−α)

α :

E(X̃/X̃ ∈ [x0, ∞)) =
1

2
[m(3−2μ(x0))+x0]+

β − α

4
(2μ

2
(x0)−4μ(x0)+1)− β

4

(
μ
2
(x0) − 2μ(x0)

)
.

For the triangular fuzzy number (m,α, β) truncated on the set S = (−∞, x0],
where x0 ≥ m and μ(x0) = (m+β)−x0

β :

E(X̃/X̃ ∈ (−∞, x0]) =
1

2
[m(3−2μ(x0))+x0]+

β − α

4
(2μ

2
(x0)−4μ(x0)+1)+

α

4
(μ

2
(x0)−2μ(x0)).

3 Transportation Problem

The classical transportation problem involves transporting a uniform good from
m suppliers to n customers. In a unit of time, supplier i can produce ai units of
the good and customer j demands bj units. The unit cost of transporting a unit
from supplier i to customer j is cij . The parameters of this problem (the capac-
ities ai, demands bj and transportation costs cij) are all known constants. The
objective is to select the transportation plan which minimizes the transportation
costs while satisfying the demand of the customers, i.e.

min
m∑

i=1

n∑

j=1

cijxij , (9)
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subject to the constraints

n∑

j=1

xij ≤ ai, for i = 1, 2, . . . m

m∑

i=i

xij ≥ bj , for j = 1, 2, . . . n (10)

xij ≥ 0, for i = 1, 2, . . . m, j = 1, 2, . . . n

The transportation problem given by (9)–(10) is a linear programming prob-
lem. When the capacities and demands are all integers, the algorithm proposed
by Dantzig (1951) can be applied to find a solution where all the decision vari-
ables, the xij , are integers.

In reality, it is often the case that the parameters of the transportation prob-
lem (capacities, demands and transportation costs) are not known precisely.
Applying the concept of probability theory or fuzzy logic is an approach to
modeling uncertainty. Such an approach was used in many works. Probabilistic
transportation problems are NP-hard problems, see Chaudhuri et al. (2013). The
fuzzy models proposed in this article are linear and quadratic models.

Chanas and Kuchta (1996) assumed that the unit costs of transportation
are fuzzy numbers, while supply and demand are given by crisp numbers. The
object is to minimize the total transportation cost. In the optimal solution,
the amounts to be transported along each route are crisp numbers, while the
total transportation cost is a fuzzy number. This article proposes a two criterion
approach based on minimizing both the possibilistic expected total transport cost
and the variance of this cost. Consequently the total cost of optimal solution has
a small diversity, see Model I.

Chanas and Kuchta (1988), Gupta and Kumar (2012) assumed that supply
and demand are given by fuzzy numbers. The solution is given by the set of
real numbers which determine how many units of the good are transported from
each supplier to each customer. However, assuming that the capacities or the
demands are not precisely known leads to the possibility that the realized values
of the capacities and demands are such that the decision maker cannot find an
appropriate solution, since e.g. there is not enough supply to satisfy the actual
demand.

Pandian and Natarajan (2010), Narayanamoorthy et al. (2013), Salajapan
and Jayaraman (2014), Hussain and Jayaraman (2014) assumed that the unit
costs of transportation as well as supply and demand are given by fuzzy numbers.
In the optimal solution the amounts of transportation, together with the total
transportation cost, are also fuzzy numbers. Rita and Vimatka (2009) assumed
that transport costs are crisp, while supply and demand are given by fuzzy
numbers. The loads to be transported along each route are also fuzzy numbers.
In this case, it is not clear to the decision maker what the specific loads should
be, thus this approach is impractical. In fact, these loads can even takes negative
values. This article proposes a model which considers the costs incurred due to
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shortages when the supply and demand are given by fuzzy numbers, see Model
II.

In this article, we propose two models of the fuzzy transportation problem:

• Model I. Uncertainty regarding the transportation costs is modeled using
fuzzy numbers and the decision is based on two criteria. The capacities and
demands are known constants. The decision is based on two criteria (i) min-
imizing the possibilistic expected value of the total transportation costs and
(ii) minimizing the possibilistic variance of these costs, since variance is a
measure of risk (Sect. 4).

• Model II. Uncertainty regarding all the parameters (transportation costs,
capacities and demands) is modeled using fuzzy numbers. The decision is
based on two criteria: (i) minimizing the possibilistic expected value of
the total transportation costs and (ii) minimizing the possibilistic expected
costs of the shortages. We interpret both excess production (i.e. insufficient
demand) and unsatisfied demand as shortages. These shortages are deter-
mined by the concrete realizations of the supply and the demand (Sect. 5).

In both models transportation costs are not known precisely. The first model
can be applied when the supply and demand are deterministic. The second model
we could be applied when supply and demand not known precisely. The solutions
of both models are given by the set of real numbers which determine how many
units of the good are transported from each supplier to each customer. Such
structure of solutions is useful for decision maker.

4 Transportation Problem with Fuzzy Costs

Define the unit transportation cost on the route from the i-th supplier to the j-th
customer in the transportation problem given by (9)–(10) to be the triangular
fuzzy number C̃ij = (cij , αij , βij). According to Zadeh’s extension principle, it
follows that the total transportation cost is given by the following fuzzy number:

C̃ =
m∑

i=1

n∑

j=1

C̃ijxij = (
m∑

i=1

n∑

j=1

cijxij ,
m∑

i=1

n∑

j=1

αijxij ,
m∑

i=1

n∑

j=1

βijxij). (11)

Consider a transportation problem with the following objective functions:

• Minimization of the possibilistic expected value of the total costs of transport
F1 : min E(C̃).

• Minimization of the possibilistic variance of the total costs of transport F2 :
min Var(C̃).

Using Eqs. (4) and (11), we can write criterion F1 in the following form:

F1 : min E(C̃) = min
m∑

i=1

n∑

j=1

E(C̃ij)xij = min
m∑

i=1

n∑

j=1

(

cij +
βij − αij

4

)

xij .

(12)



584 B. G�ladysz

It can be seen that the transportation problem based on the single optimality
criterion F1 with the constraints given by (10) is a linear programming prob-
lem. Hence, in order to solve it, we can use the simplex algorithm or Dantzig’s
algorithm (1951).

Now consider the problem in which the optimality criterion is the minimiza-
tion of the variance of the total transportation costs. From Eqs. (5) and (11), we
can write criterion F2 in the following form:

F2 : min Var(C̃) = min
1
12

(
m∑

i=1

n∑

j=1

(αij + βij)xij)2 (13)

In this case, the objective function is quadratic. Hence, the transportation prob-
lem with objective function (13) and set of constraints given by (10) can be
solved by quadratic programming.

Now consider the transportation problem with constraints given by (10) in
which both F1 and F2 are used as optimality criteria. In order to solve such a
problem, we can use e.g. the trade-off method. Assume that the decision maker
wishes to find a transportation plan which minimizes the possibilistic variance
of the total transportation costs while ensuring that the possibilistic expected
costs of transportation are not greater than C. The measure of risk is defined
to be the possibilistic variance of the total transportation costs. It follows that
the appropriate transportation plan is the solution of the following optimization
problem:

min
1
12

(
m∑

i=1

n∑

j=1

(αij + βij)xij)2 (14)

subject to the constraints

∑m
i=1

∑n
j=1

(
cij + βij−αij

4

)
xij ≤ C

∑n
j=1 xij ≤ ai, for i = 1, 2, . . . m (15)

∑m
i=i xij ≥ bj , for j = 1, 2, . . . n

xij ≥ 0, for i = 1, 2, . . . m, j = 1, 2, . . . n

A transportation problem formulated in this way has a quadratic objective
function and a set of linear constraints.

Example 1. Consider the transportation problem with three suppliers and four
customers defined by Liang et al. (2005). This problem was also analyzed in
Kaur and Kumar (2011). In both of the articles, the authors assumed that the
goal was to minimize the total transportation costs. The firm Dali, based in
Taiwan, produces soft drinks and frozen foods. The firm wishes to extend its
activities into the Chinese market. It plans to distribute its range of teas to four
destinations: Taichung, Chiayi, Kaohsiung and Taipei. The production units are
located in Changhua, Touliu and Hsinchu. The firm estimates the capacities of
these units, together with the level of demand from the four destinations and
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Table 1. Unit transportation costs, supply and demand for Example 1

Supplier Customer Supply (thou.
of 12-packs)

Taichung Chiayi Kaohsiung Taipei

Changhua (10, 2, 0.8) (20, 1.6, 2) (c) (20, 1.2, 2) 8

Touliu (15, 1, 1) (20, 1.8, 2) (12, 2, 1) (8, 2, 0.6) 14

Hsinchu (20, 1.6, 1) (12, 2.4, 1) (10, 2.2, 0.8) (15, 1, 1) 12

Demand
(thousands of
12-packs)

7 10 8 9

the transportation costs (see Table 1). The transportation costs are given in the
form of triangular fuzzy numbers, since they are not known precisely. There are
a number of factors which determine these transportation costs, such as weather,
road and technical conditions. In the original paper (Liang et al. 2005), supply
and demand were given in the form of fuzzy numbers. Here, they are given as
constants, which are assumed to be the most likely values.

The possibilistic expected value and variance of the unit transportation costs
can be derived from Eqs. (4) and (5).

The optimal transportation plans based on each objective individually: min-
imize the possibilistic expected value of the total transportation costs (F1) and
minimize the possibilistic variance of the total transportation costs (F2) are given
in Table 2. The only parts of these solutions which coincide are the use of two
transportation routes, between Changhua and Kaoshiung and between Hsinchu
and Chiayi.

Table 2. Optimal solutions to the transportation problems based on the criteria F1

and F2 and the associated costs

In the case of minimizing the expected value of the transportation costs,
the total transportation costs are given by the triangular fuzzy number (352,
72.4, 30) [in thousands of $] with expected value $ 341.4 thou. and dispersion
$ 29.6 thou. This is the same solution as the one obtained using the algorithms
proposed by Kaur and Kumar (2011) and Liang et al. (2005). In the case of
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minimizing the variance of the transportation costs, the total transportation
costs are given by the triangular fuzzy number (496, 51.8, 37.8) [in thousands of
$] with expected value $ 492.5 thou. and dispersion $ 25.9 thou. The variance of
the costs are somewhat smaller. However, the expected costs are $ 148.73 thou.
greater. One advantage of this transportation plan lies in the fact that only five
routes are used.

Now we consider the model of the transportation problem with objective
functions (14) and set of constraints given by (15). Assume that the decision
maker is interested in a transportation plan which minimizes the variance of the
transportation costs given that the expected value of the total transportation
costs is less than $ 360 thou. The optimal transportation plan for this problem is
described in Table 2. The total transportation costs are given by the triangular
fuzzy number (364, 68.4, 29.2) [in thousands of $], which has expected value
$ 354.2 thou. and dispersion $ 28.67 thou.

5 Transportation Problem with Fuzzy Costs, Demand
and Supply

Consider a fuzzy transportation problem in which all the parameters (the unit
transportation costs, supply and demand) are all given by fuzzy numbers. Such
problems are common in practice, especially in the case of goods which have sea-
sonal demand (which commonly depends on the weather). Similarly, supply can
also be uncertain. Given such a model, we consider the following objective func-
tions: minimization of the possibilistic expected value of the total transportation
costs, minimization of the sum of the possibilistic expected value of the total costs
associated with shortages. The unit transportation costs are given by triangular
fuzzy numbers of the form C̃ij = (cij , αij , βij). In addition, let the capacities
and demands be given by the set of triangular fuzzy numbers Ãi = (ai, γi, δi)
for i = 1, 2, . . . ,m and B̃j = (bj , εj , θj) for j = 1, 2, . . . , n. Let the unit cost of
purchasing (producing) the good at the last moment at the i-th point of supply
be PAi, i = 1, 2, . . . ,m and the unit penalty for not delivering a product to the
j-th customer be PBj , j = 1, 2, . . . , n. In the case when PAi = PBj for all i
and j, the objective is to minimize the possibilistic expected value of the sum of
the shortage in supply and the shortage in demand. The appropriate model of a
multicriteria fuzzy transportation problem is given by

F1 :min E(C̃) = min
m∑

i=1

n∑

j=1

E(C̃ij)xij (16)

F2 :min

⎡

⎣
m∑

i=1

PAi ·
⎡

⎣
n∑

j=1

xij − E

⎛

⎝Ãi/Ãi ∈ (−∞,

n∑

j=1

xij ]

⎞

⎠

⎤

⎦ + (17)

+
n∑

j=1

PBj ·
[

E

(

B̃j/B̃j ∈ [
m∑

i=1

xij ,∞)

)

−
m∑

i=1

xij

]⎤

⎦
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subject to the conditions

ai − γi ≤
n∑

j=1

xij ≤ ai + δ, for i = 1, 2, . . . m

bj − εj ≤
m∑

i=i

xij ≤ bj + θj , for j = 1, 2, . . . n (18)

xij ≥ 0, for i = 1, 2, . . . m, j = 1, 2, . . . n.

Example 2. We return to the transportation problem considered in Example
1. However, supply and demand are assumed to be given by the following trian-
gular fuzzy numbers: Ã1 = (8, 0.8, 0.8), Ã2 = (14, 2, 2), Ã3 = (12, 1.8, 1.8), B̃1 =
(7, 0.8, 0.8), B̃2 = (10, 1.4, 1.4), B̃3 = (8, 1.5, 1.5), B̃4 = (9, 1.2, 1.2), see Liang et
al. (2005). The optimality function is taken to be combination (sum) of the two
functions defined above, F = F1 + F2, where PAi = PBj = 10000. This means
that the F2 criterion is to minimize the possibilistic expected shortage (in supply
or demand). Optimal solution is:

x11 = 4, x13 = 3, x21 = 2, x23 = 2, x24 = 8, x31 = 1, x32 = 9, x33 = 2

The expected shortage is 3.73 thousand 12-packs, the transportation cost
is the triangular fuzzy number (336, 63.6, 27) [in thou. $] and the possibilistic
expected value of the transport costs are $ 326.85 thou. Lets now compare our
solution with the solutions of this problem obtained by other methods: the gen-
eralized fuzzy methods (GFNWCM, GFLCM, GFVAM) proposed by Kaur and
Kumar (2011) and the method proposed by Liang et al. (2005). The optimal solu-
tion obtained by each of this method is the same as our solution in the example 1
when the criterion function is minimization of the possibilistic expected value of
transportation costs. The optimal transportation plan and fuzzy transportation
cost are given in Table 2 in column 2. The possibilistic expected value of the
transportation costs are $ 341.4 thou. the expected shortage is 2.375 thousand
12-packs. So the expected transport cost in the solution proposed by our method
is smaller and the expected shortage is greater.

6 Conclusion

This article has presented two models of a multicriteria transportation prob-
lem. Under the first model, it is assumed that the unit transportation costs are
fuzzy numbers. The two optimality criteria considered were: (a) minimization
of the possibilistic expected value of the total transportation costs and (b) min-
imization of the possibilistic variance of the total transportation costs. Under
the second model, all of the parameters of the problem are fuzzy numbers. The
two optimality criteria considered here were: (a) minimization of the possibilis-
tic expected value of the total transportation costs and (b) minimization of the
expected costs resulting from shortages in supply and demand. The first model
enables the derivation of transportation plans which achieve “stable” (minimum
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variance) costs. Applying the second model, we take into account both trans-
portation costs as well as losses resulting from unsatisfied demand or excessive
production. This approach uses the concept of truncated fuzzy numbers, as pro-
posed in this article, as well as the possibilistic expected value. Two illustrative
examples were given.
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